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Abstract: This paper is a section of several preliminary studies of the Underwater Drones Group
of the Università degli Studi “Roma Tre” Science Department: We describe the study philosophy,
the theoretical technological considerations for sizing and the development of a technological
demonstrator of a high accuracy buoyancy and depth control. We develop the main requirements and
the boundary conditions that design the buoyancy system and develop the mathematical conditions
that define the main parameters.
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1. Introduction

This paper is part of several preliminary studies by Underwater Drones Group (UDG) of the
Science Department of the Università degli Studi “Roma Tre”, which is developing an advanced
Autonomous Underwater Vehicle (AUV) for the exploration of the sea at high depths. The final aim
of the project is to create a platform for underwater scientific research that can accommodate a wide
range of different payloads.

We will examine the buoyancy system and evaluate its sizing; then we will illustrate the
technological solution we have come up with in order to realize the hydraulic system to be assembled
in the Underwater Glider Mk. III (see Figure 1) [1–5].

(a) (b) 

Figure 1. Perspective view of the Underwater Glider Mk. III. (a) Rear/port; (b) front/starboard.
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1.1. The Underwater Glider

1.1.1. AUV Evolution

The exploration of the underwater world has always been one of mankind’s dreams: submarines
and bathyscaphes (for extreme depths) have been developed to study the “deep blue”. Due to obvious
dangers, the human exploration can take place only for very short periods and very limited areas: for
these reasons, the exploration of the sea has immediately been drawn towards unmanned automatic
systems [6–8].

An AUV is a vehicle that travels underwater without requiring input from an operator; this means
that it must be equipped with a “brain” that regulates and coordinates its position, its depth and its
speed: moreover, it is able to collect and store data from the payload. One of the first realizations was
the Autonomous LAgrangian Circulation Explorer (ALACE) system, a buoy that was able to vary its
buoyancy and therefore its depth. Although it possessed a great endurance, it only could be employed
for great depths and in open sea—the consequences of these limitations are evident.

The next step was the use of Remote Operated Vehicles (ROVs). These, thanks to the constant
development of electronic miniaturization, are extremely high performing vehicles for short-lasting
marine operations, but the require the constant presence of a support vessel.

The need to get rid of the randomness of the currents has led to the natural development of the
underwater glider concept [9–15].

1.1.2. The Underwater Glider

An underwater glider is a vehicle that, by changing its buoyancy, moves up and down in the
ocean like a profiling float [16]. It uses hydrodynamic wings to convert vertical motion into horizontal
motion, moving forward with very low power consumption [17–22]. While not as fast as conventional
AUVs, the glider, using buoyancy-based propulsion, offers increased range and endurance compared
to motor-driven vehicles and missions may extend to months and to several thousands of kilometres
in range. An underwater glider follows an up-and-down, sawtooth-like mission profile providing data
on temporal and spatial scales unavailable with previous types of AUVs [23–27].

1.1.3. The Mk. III Architecture

The Mk. III sub-glider has a cylindrical fuselage with a radome on the bow containing the
customizable payload and, on the other end, the hydrodynamic fairing. The vehicle does not have
moving surfaces: control is provided by the displacement of the battery package that varies the position
of the centre of mass. The wings aerofoil is based on the Eppler E838 Hydrofoil. The aerofoil has the
maximum thickness 18.4% at 37.2% chord and maximum camber 0% at 46.5% chord. The arrangement
of the internal sectors is visible in Figure 2a,b. The buoyancy system is contained in the buoyancy
control bay: it accommodates the buoyancy motor and the oil tank and provides longitudinal balance
to the system by adjusting the level in the reservoir. The bladder is contained in the hydrodynamic
fairing, in contact with the open water. The fairing is not a critical structural part—it has the task of not
disturbing the hydrodynamic flow of the fuselage [28].

1.1.4. Conventions

We introduce, for clarity, the mathematical conventions and symbols that will be used in the
subsequent discussion (see Figure 3a,b): where:

• α (or ϕ) is the angle between the x axis and the N axis.
• β (or θ) is the angle between the z axis and the Z axis.
• γ (or ψ) is the angle between the N axis and the X axis.
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For the rotation matrix, we have:

R =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −ζz ζy

ζz 0 −ζx

−ζy ζx 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1)

where ζ is the parameter vector [29].

  
(a) (b) 

Figure 2. Underwater Glider Mk. III cutaway: (a) fuselage prospective section; (b) fuselage
sagittal section.

 
(a) (b) 

Figure 3. The Euler angles. (a) Body frame (blue) and reference frame (red); (b) The body frame
referred to the drone.

2. Materials and Methods

2.1. The Buoyancy System

2.1.1. Basic Concepts

Gliders are controlled through hydrostatics (vertical forces) and manipulate hydrostatic balances
in order to accomplish roll and pitch of the vehicle. Stability of the vehicle is a major critical factor:
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a stable vehicle has the centre of gravity below the centre of buoyancy. In this configuration, the weight
of the vehicle creates a restoring moment to add stability to the vehicle. Roll and pitch on the glider
is accomplished by moving the battery pack. Figure 4 below displays a basic concept of a buoyancy
system for the glider [30–36].

Figure 4. Basic scheme of the buoyancy system.

The system is extremely simple: while descending, hydraulic fluid moves from the external
inflatable bladder, which produces a high pressure in the internal reservoir, which is at a low pressure
through a valve: the decrease in volume of the bladder creates an increase in density, causing negative
buoyancy [37–44].

While ascending, hydraulic fluid moves from internal accumulator to the external inflatable
bladder through the pump. The increase in volume creates a decrease in density causing positive
buoyancy. The seawater also flushes out the open hydrodynamic fairing of the vehicle, aiding it to rise
to the surface. For neutral buoyancy, the vehicle must have a density equal to seawater [45–52].

2.1.2. The System Prototype

Our group has developed a technology demonstrator (see Figure 4) of the buoyancy system to
validate the related technology and then to test it. To reduce the force required to actuate the oil piston,
which pushes the oil in the bladder at high pressure, is necessary to reduce the piston surface (diameter)
and increase the stroke: so, the buoyancy engine resembles a “shotgun”. An open-loop stepper motor
was used to drive the screw inside the actuator that, in turn, pushes the piston. Two solenoid valves
regulate the flow of oil into the bladder [53–57].

The first problem was the occurrence of actuator buckling: under the push of the engine,
the probability of a part bending is high, thus deforming the thread and jamming the mechanism.
The problem was solved by constructing a rigid cage with four struts that support the piston’s push
load, leaving the screw only with the rolling friction load. In the early project development stages, the
workgroup was oriented to use a centrifugal pump for all drives: this technology however did not allow
us to create strong pressure differences; the need to use a more powerful engine was also highlighted
because the prevalence was too low: this would have led to an excessive battery consumption. The
second solution was to use volumetric pumps in order to obtain greater differences in pressure (even
ones considerably higher than needed). Unfortunately, these would require too much power and are
too heavy for our small vehicle [58–62].

At this stage of development, we have also thought to use the oil tank only as a passive fluid
reservoir and trimmable counterweight of the payload and as an active actuator for longitudinal
stability. The long travel of the piston (forward or backward) ensures the necessary variation of the
bladder volume for manoeuvrability [63].
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Now, the system prototype seems to work correctly and promises new developments: it is under
in several fatigue cycle trials in order to investigate the parts more prone to failure as a sort of burn-in
test. Our prototype (breadboard) is presented in Figure 5.

 

Figure 5. Buoyancy engine prototype.

2.2. Buoyancy

Archimedes’ principle is the main concept underlying the buoyancy of underwater vehicles.
When a vehicle is submerged in water, a buoyant force acts on the body vertically upward due to the
pressure forces below the submerged body being greater than the pressure forces above. The buoyant
force results in a value equal to the weight it displaces [64].

2.2.1. Static Buoyancy

Now, consider our drone (see Figure 6): it is in steady state.

 

Figure 6. Drone in buoyancy Balance.

In these conditions, the total weight WTOT of the glider is given by:

WTOT = −WDW + BGB + BBB (2)

where:
WTOT = Net total “weight” in the water.
WDW = Dry Weight of the glider.
BBB = Buoyancy of the oil bladder.
BGB = Buoyancy of the naked glider.
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The expression of dry weight is:

WDW = WBA + WOT + WGB (3)

where:
WBA =Weight of the battery pack.
WOT =Weight of the oil tank.
WGB =Weight of the naked glider (without oil tank and batteries). For “dry weight”, we mean

the weight of the vehicle out of the sea, without the hydrostatic force.
So Equation (2) becomes:∑

Fz = WBA + WOT + WGB + BGB + BBB = 0 (4)

This series of equations will be useful later to establish the drone descent attitude.

2.2.2. Dynamic Balance on the Vertical Plane

Here, the drone dive (or emersion) is examined at constant speed: it is in steady-state gliding,
the geometry of total forces is explained in Figure 7a. Figure 7b shows the Eppler E838 characteristic
“Cl vs. Alpha (=angle of attack αatt)”.

  
(a) (b) 

Figure 7. Dynamic balance of the forces (a) Drone geometrical balance of the forces; (b) Cl vs. Alpha
(=angle of attack, αatt diagram for Eppler E838 aerofoil.

At equilibrium, for the dynamics on the vertical plane at constant speed we have:

→
WTOT +

→
L +

→
D = 0 (5)

The expression for the lift is:

L =
1
2
ρv2SCL (6)

According to the Eppler E838 characteristic “Cl vs. Alpha” (Figure 7b) when the angle of attack
αatt = 0◦ (is null) the CL is zero so that the lift force L is null. This shows that the drone cannot progress
horizontally at constant speed (straight and level): the only mission profile allowed is a sawtooth
curve [65].

2.2.3. Glider Trajectory

Because its motion is due to the difference between the forces of weight and buoyancy, the glider
is unable to proceed straight and level, thus being forced to follow a dive/climb trajectory made smooth
by the wings. Moreover, unlike gliders in air, AUVs can have ascending glide slopes if the net buoyancy
is positive, producing a negative sink rate.
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The buoyancy engine of the glider allows changing its net buoyancy into alternating positive and
negative states, thereby imparting it with the ability to string together a succession of descending and
ascending glide slopes referred to as a sawtooth glide.

The behaviour of the vehicle is considered in case of a simple glide slope (refer to Figure 7a):

Li f t = L = qSCL

Drag = D = qSCD

Pitching moment = = qScCm

(7)

where:
q = 1

2ρv2: is the dynamic pressure.
S: is the characteristic area.
c: is the mean aerodynamic chord.
αatt: is the angle of attack.
For the other coefficients, we have:

CL(α) = CαL ·αatt

CD(α) = C0
D + CαD·α2

att
Cm(α) = Cαm·αatt

(8)

The coefficient of drag CD is composed of two members: the first C0
D is insensitive to the angle of

attack and is constant; the second one (CαD·α2
att) is instead a function of the square of the angle. Note

that the zero lift coefficient C0
L = 0 because the wing profile that has been chosen for our project is

symmetrical (type Eppler 883). Now is necessary to separate the contributions of the fuselage (body)
and of the wings, for the three factors of lift, friction and pitching moment; so the expression is:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
L = Lb + Lw

D = Db + Dw

= mb + mw
(9)

According to the Navier-Stokes (approximated) equations and the simplifications above cited, the
previous system of equations becomes:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

L = q
√

V3
{
Cbα

L ·αatt +
Sw√
V3
·Cwα

L ·αatt

}
D = q

√
V3

{[
Cb0

D + Cbα
D ·α2

att

]
+ Sw√

V3

[
Cw0

D + Cwα
D ·α2

att

]}
= q
√

V3
{
Cbα

m ·αatt − cm
lcb/acw ·Sw

c· √V3
·Cwα

L ·αatt

} (10)

where:
Sw is the wing area.
lcb/acw is the distance between the mean aerodynamic and the center of buoyancy.
cm is a non-dimensional coefficient.
This parameter is necessary to know the exact attitude and therefore the αatt to obtain a constant

descent profile [66].

2.2.4. Gliding Forces

In order to allow the vehicle to glide, it is necessary to create a differential buoyancy force and
therefore the balance is not null: from the buoyant force expression, the change in volume needed for
the buoyancy engine for a full dive is calculated as:

∑
FZumbalanced = ΔBBB � 0 (11)
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In which ΔBBB � 0 is the buoyancy force due to the difference of volume of the bladder:

∑
FZumbalanced = ΔBBB =

1
2
ρg·ΔVbladder (12)

where:
ρ = Seawater density (average 1.025 kg/l).
g = Gravity approx. to 9.81 m/s2.
ΔVbladder = Volume difference of the bladder.
The relationship between difference volume of the bladder and buoyancy force is:

ΔVbladder =
2
ρg
·ΔBBB (13)

2.2.5. Restoring Moment on the Vertical Plan

The position of the center of mass is given by:

rCG =

∫
r·ρ(r)dV∫
ρ(r)dV

(14)

where:
ρ(r): is the density.
dV: is the considered volume.
r: is the distance considered from the reference frame.
The gliders masses define above, is:

rCG =

∑
i ri·Wi∑

i Wi
=

rBA·WBA + rOT·WOT + rGB·WGB
WBA + WOT + WGB

(15)

The vectorial balance of the forces becomes:⎧⎪⎪⎨⎪⎪⎩ Fgravitational = WDW
(
RTz

)
Fbuoyancy = −VDispalacement·g

(
RTz

) (16)

where
VDispalacement is the volume of the drone (submerged).
RT is the rotation function around the reference frame.
z is the upward direction.
When the geometrical centre of the body is offset from the CG frame, the resulting torque TG is

given by:
TG = rCG × WDW

(
RTz

)
(17)

The expression of rCG is:

rCG =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
xCG
yCG
zCG

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (18)

The expression of r̂CG is:

r̂CG =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −zCG yCG

zCG 0 −xCG
−yCG xCG 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (19)

Therefore, we have:
TG = WDW ·r̂CG

(
RTz

)
(20)
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According to which, when the body frame is coincident with the centre of the figure:

WDW ·rCG = rGB·BGB + rBB·BBB (21)

Moreover, the resulting balancing torque is

TG = (rGB·BGB + rBB·BBB)·g
(
RTz

)
(22)

This parameter is necessary to know the exact torque and therefore the position to which the
servomechanism to move the battery pack will have to obtain a constant descent profile [67].

2.2.6. Uncertainty in the Depth Control

In this part, the problem of uncertainty in controlling the depth of the drone is examined. In the
case where the drone has a very low vertical speed, due to the high viscosity of the water, the vehicle
stops (and therefore stabilizes itself in the vertical plan) in a few centimeters of water, so this is not
a problem.

Consider the case in which the drone is gliding, at a constant speed (Vz < 0): at a depth of
+5 m compared to the “target depth”, the bladder swells up to make the drone assume a neutral
buoyancy. From a dynamic point of view, our simulations show us that the drone will behave like a
mass-spring-damper system, whose temporal behavior is described in Equation (23) and visible in
Figure 8 (blue line). ⎧⎪⎪⎨⎪⎪⎩ zCG(t) = Ze−ζωnt· cos

(√
1− ζ2ωnt−Φ

)
ωn = 2π fn

(23)

The maximum precision in the measurement of depth is not given by the precision of the
instrument, in this case a piezoelectric depth meter can be accurate up to 2.5 cm, but in the architecture
of the drone. Because of all the possible attitudes of the vehicle, it is not known if the transducer is
placed higher or lower than the centre of gravity: so, unless more than one transducer is installed
(which is impractical) the only consideration is that the maximum distance at which the transducer
should be placed from the centre of gravity is precisely 49.7 cm, so, the maximum range of precision
obtainable from the instrument is:

δz = 0.497 m (24)

As shown in Figure 8 (blue line) the natural dynamic stability of the vehicle, i.e., the oscillation
within the error band, is obtained after a timeTnormal = 9.78 s which is not acceptable (see Equation (25)).
It is not acceptable for two reasons: first of all because of the long damping time of the oscillation;
secondly for the overshoot of the “target depth”: the depth limit may have been placed not only by the
type of mission but also by the nature (orography) of the seabed. Therefore, such behavior could lead
to a collision of the vehicle with the seabed itself or a known obstacle, thus leading to damage:

{
zCG(t)normal ≤ δz

Tnormal = 9.78 s
(25)

The solution is to use the bladder as a “hydrostatic parachute” that changes the damping conditions
of the system. In this case the simulation have evidenced that, if you place the bladder at maximum
buoyancy (Figure 8—red line) shortly after reaching “+5” depth, the resulting behavior of the vehicle
is visible in Figure 8 (azure line).

In this case the tolerance band is reached in Tcompensated = 4.85 s (see Equation (26)), half the
previous time and there is no danger of overshooting the depth, thus keeping us always in safe
conditions: {

zCG(t)compensated ≤ δz

Tcompensated = 4.85 s
(26)
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From a mathematical point of view, the system changes the damping factor, increasing it
considerably in fact, ζnormal < ζcompensated. The model parameters are shown in Table 1 below.

 

Figure 8. Drone depth dynamic behavior: in the blue line the normal (uncompensated) damping; the
azure line the compensated behavior; dotted lines are the upper and lower limit. The red line (out of
scale) is the bladder’s “hydrostatic chute” action.

Table 1. Model parameters.

fn ζnormal ζcompensated Z

1 0.0794 0.15779 4.972

2.2.7. Dynamic Simulation

In the section, we simulate the behavior of the Eppler 838 aerofoil and the fuselage to evaluate,
before a detailed and expensive but more sophisticated 3D simulation, if the proportions and dimensions
of the drone fall within the range of measures evaluated as a requirement. For this purpose, the program
“JavaFoil—Analysis of Airfoils” [68] is used. JavaFoil is a program which uses several traditional
methods for aerofoil analysis. The backbone of the program consists of two methods:

• The evaluation of the potential flow. The analysis is done with a higher order panel method (linear
varying vorticity distribution) and it calculates the local, inviscid flow velocity along the surface
of the aerofoil for any desired angle of attack.

• The evaluation of the boundary layer. The analysis is steps along the upper and the lower surfaces
of the aerofoil, starting at the stagnation point, solves a set of differential equations to find the
various boundary layer parameters, according to the integral method.

The equations and criteria for transition and separation are based on the procedures described by
Eppler. A standard compressibility correction according to Karman and Tsien has been implemented
to take moderate Mach number effects into account. Usually this means Mach numbers between zero
and 0.5 [69–72].
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The simulation shows the critical parameters for the hydrodynamic behaviour of the model: the
results are given in Table 2 below [73–78].

Table 2. Body and wing critical parameters [Speed = 0.52 kts, Re = 104 and αatt = 3.3◦].

Cbα
L

Cwα
L Cb0

D
Cw0

D Cbα
D

Cwα
D Cbα

m cm

0.3997 0.4085 0.01746 0.01676 0.00018 0.001515 0.005 0.4752

The trend of the flow lines with αatt = 3.3◦ around the body and the wing are visible in
Figure 9a,b, below.

For completeness, in order to be able to express the induced resistance and the stall delay, the
behavior of the aerofoil at different angles of attack is provided in Figure 10.

 
(a) 

 
(b) 

Figure 9. Flow field and pressure gradient of conditions: Speed = 0.52 kts, Re = 104 and αatt = 3.3◦,
(a) Body profile of the drone; (b) Eppler 838 Aerofoil.
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(a) 

 
(b) 

 
(c) 

Figure 10. Flow field and pressure gradient of conditions (Speed = 0.52 kts, Re = 104) are shown at the
following αatt: (a) 0.5◦ (b) 4.0◦ (c) 15.0◦.
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3. Conclusions

This paper reports part of several preliminary studies of the Underwater Drones Group of
the Università degli Studi “Roma Tre” Science Department and follows the route traced on several
conference papers presented at the IEEE International Workshop on Metrology for the Sea (MetroSea);
this part is dedicated to the design and engineering study of the part relating to the UAV buoyancy.

This paper highlights the large series of considerations and structural dimensions, going down in
great detail, of the Underwater Glider Mk. III that is currently in an advanced development phase.
The real novelties of this work are highlighted in the development due to two strong constraints that
our group inserted during the design of this AUV: the first is to evaluate the project always under the
most conservative (pessimistic) operating conditions; the second is to evaluate how any changes made
to the subsystem in development (in our case the buoyancy s/s) is reflected (and forced) on all the other
parts (or subsystems). All the results both from the partial simulations and from the construction and
testing of subsystems will then be used in the operating vehicle.

The first section is dedicated to the design and engineering study of the part relating to the UAV
buoyancy. In the first section, the architecture, the internal arrangement of the sub glider, the type of
mission profile and the maximum requirements for the performances are broadly described. In the
second part, the buoyancy system is described from an engineering-construction point of view: the
solutions developed and implemented in a working prototype were illustrated.

The last part describes the mathematical requirements for sizing the vehicle. Firstly, the static
requirements that are used to determine the mechanical and dimensional sizing of the buoyancy
engine are examined. Then the dynamic stability (on the vertical plane) of the vehicle is analysed: this
quantifies the forces involved during the “glide”. The trajectory is analysed to decide the attitude and
the angle of attack: the latter is necessary, in stationary conditions, to determine the work point of the
profile or the position of the profile in the diagram “Cl vs. Alpha”. In order to have a constant attitude,
it is necessary to balance the moments in the vertical plane so that, once the wing profile is “started”
and in progressive acceleration (i.e., while is nearly to reach the terminal velocity) the pitch up effects
must be compensated by the movement of the centre of gravity. An evaluation of the uncertainty in
the depth control is also provided.

Lastly, a simplified simulation is introduced in order to observe the hydrodynamic behaviour of
the fuselage (limited to the profile) and of the aerofoil at different angles of attack, to highlight the
stall characteristics.
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Abstract: This paper illustrates a methodology to get a reliable estimation of the local wave properties,
based on the reconstruction of the motion of a moving sailboat by means of GNSS receivers installed
on board and an original kinematic positioning approach. The wave parameters reconstruction may
be used for many useful practical purposes, e.g., to improve of autopilots, for real-time control
systems of ships, to analyze and improve the performance of race sailboats, and to estimate the local
properties of the waves. A Class 40 oceanic vessel (ECO40) left from the port of “Riva di Traiano”
located close to Rome (Italy) on 19 October 2014 to perform a non-stop sailing alone around the world
in energy and food self-sufficiency. The proposed system was installed on ECO40 and the proposed
method was applied to estimate the wave properties during a storm in the Western Mediterranean
Sea. The results compared against two sets of hindcast data and wave buoy records demonstrated
the reliability of the method.

Keywords: GPS data analysis; off-shore wave climate; sailboat; ship motions; wave characteristics

1. Introduction

Estimation of ship motions and wave properties from a traveling ship is of utmost importance for
many ocean engineering applications [1], for example: (i) to improve the performance of autopilots and
control systems of ships [2] or in general of floating structures [3]; (ii) to provide real-time wave data
for Global Forecasting Systems (GFS) numerical models and for the calibration/validation of wave
forecasting/hindcasting models (e.g., [4]), etc.; and (iii) to analyze the performance of a race sailboat,
i.e., to derive actual velocity polar curves in the presence of waves and to correct wind measurements
carried out onboard. As far as the estimation of the wave properties is concerned, a possible approach
is to derive the parameters of interest directly on the basis of the ship motion, taking into account the
dynamic ship frequency response function (e.g., [1,5–7]).
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In the last years, the measurement of directional wave spectra on the basis of moving ships
kinematic has been extensively studied (e.g., [8,9]). Some approximated solutions of the main
theoretical problem arising from the transformation of encounter frequencies measured onboard
into the true wave frequencies have been derived. This problem is known as the “triple-valued
function problem”, which is due to the non-linear Doppler shift effect induced by frequency dispersive
waves (e.g., [10,11]). Approximated solutions have been obtained by using both parametric methods,
which assume the shape of the wave spectrum, and non-parametric (stochastic) methods, where the
spectrum shape is not prescribed a priori [1,11,12].

Only in the last ten years, the GNSS technology has been applied on floating buoys for measuring
directional wave spectra [13,14]. The advantages, as well as the disadvantages, of using GNSS buoys
were pointed out by Herbers et al. [14]. On the other hand, onboard measurements of ship-motion
is normally carried out by means of accelerometers used for standard pitch/roll directional wave
buoys [10,11,15–17].

This paper describes the estimation of ship motion using GPS receivers, installed on a traveling
sailboat for the evaluation of the local wave properties. It has to be stressed that the use of GNSS on an
offshore traveling sailboat is challenging. Indeed, the distance of the moving GNSS receivers installed
onboard (i.e., rover receivers) from reference static receivers of known coordinates (i.e., base stations)
should not exceed few tens of kilometers. Indeed, Herbers et al. [14] used off-the-shelf GPS receivers
able to provide positions with accuracy limited to a few meters, mentioning that sub-meter accuracy is
achievable with post-processing methodology only. In this work, we propose to adopt the original
methodology Kin-Vadase, presented and widely validated by Branzanti et al. [18], able to provide
accuracies at decimeter level and at few millimeters/second for positions and velocities directly
on-board, respectively (no need of external data, such as differential positioning or precise point
positioning) and in real time. With respect to the work of De Girolamo et al. [19], this paper deals with
a more detailed description of the methods and extends the results.

The paper is structured as follows. Section 2 illustrates the methodology to analyze the GNSS
data and to use them in order to reconstruct the boat motion and, then, the wave parameters. Section 3
illustrates the real scale ECO40 sailboat used to test the proposed methodology during a non-stop
sailing alone around the world. Section 4 discusses the results and demonstrates the reliability of the
proposed method by comparing the estimated wave parameters against measured and hindcast data.
Concluding remarks close the paper.

2. Methods

During offshore oceanic sailing, GPS measurements cannot be corrected using on land reference
receivers, or a GNSS (Global Navigation Satellite System) network, since the distance between rovers
and reference station should not be larger than few tens of kilometers. To solve this problem, in the
present work, two GPS data processing techniques have been applied, by using a novel approach.
The processed data provided by the GPS receivers have been used to compute the boat motion
and to estimate the waves properties faced by the sailboat during its navigation around the world.
This sections aims at detailing the proposed methods.

2.1. Analysis of Gnss Data

The GPS raw code and phase observations on both L1 and L2 frequencies were acquired by
each GPS antenna/receiver system (in the following referred to as “receiver”) with a sampling rate
of 2 Hz. The raw observations were stored on a flash-card by each receiver. The data analysis was
carried out in post-processing after the recovery of the flash-cards. The analysis carried out in the post
processing described in the following, however, can be carried out in real-time onboard of the sailboat.
The post-processing was carried out by employing two different techniques: the Variometric approach
and the Moving Base Kinematic.
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The Variometric Approach for Displacements Analysis Standalone Engine (VADASE) is an
innovative GPS data processing approach proposed in the recent past [20,21]. The approach is based on
timing single differences of carrier phase observations continuously collected using a standalone
GPS receiver and on standard GPS broadcast products (orbits and clocks) that are available in
real-time. Therefore, one receiver works in standalone mode and the epoch-by-epoch displacements
(equivalent to velocities) are estimated. In this work, a kinematic extension of the Variometric approach
(Kin-VADASE) developed specifically for the navigation field was used.

A second approach was used. Indeed, the most widely used technique in GPS kinematic
positioning is based on the using of two devices: the rover moving receiver and a reference static
receiver of known coordinates. To obtain high accuracy results, the distance between the rover and the
reference receiver should not exceed few tens of kilometers. Thus, it is almost impossible to apply this
technique in off-shore navigation, due to the lack of close reference receivers availability. Nevertheless,
in this work, we present an innovative application of differential kinematic positioning applied to
a reference moving (hereinafter referred to as Moving Base Kinematic, MBK). With respect to this
reference moving receiver, it was possible to estimate, epoch by epoch, the positions of another receiver.
This technique does not allow defining the absolute position of the receiver but only the relative one,
which is very accurate, since the distance between each couple of receivers is known. The results of
the GPS data post processing may then be used to reconstruct the six Degrees of Freedom (hereinafter
referred to as 6DOFs) boat motion and to estimate the wave parameters encountered by sailing boats
(i.e., significant wave height and mean wave direction). Actually, only heave, roll and pitch motions
are described as they are needed to estimate the waves parameters.

2.2. Boat Motion Reconstruction

This subsection describes the method used to reconstruct the 6DOFs boat motion by using the
two approaches described in Section 2.1. The two approaches have been used in a complementary
way. In the following, the methods used to compute each degree of freedom of the boat from GPS
measurements needed to estimate the wave parameters are described. The boat 6DOFs are referred in
the following to the center of the triangle defined by the three GPS positions and not to the center of
gravity of the boat. However, a simple translation may be applied to the results in order to express the
motion of the boat with respect to its center of gravity, as usual. It has to be stressed, however, that this
work aims at estimating the wave parameters and that the 6DOF boat motion is used to reach the goal.

2.2.1. Heave

To compute the boat heave, it is necessary to use a technique able to provide the absolute vertical
position of the boat. Nevertheless, the up-velocity component provided by Kin-VADASE method is
subjected to bias, mainly related to the number of visible satellites and to their position with respect
to the GPS antennas location. A sensitivity analysis was performed by using different numerical
techniques (i.e., first order, Simpson’s rule, etc.) to minimize the integration error. It is worth noting
that heave motion should exhibit a mean value very close to zero. Nevertheless, whatever the used
numerical technique, the bias on the velocities gives rise to a vertical movement of the antenna due to
low frequency drift related to the numerical integration. To eliminate the bias, a high pass filter was
used. The high pass filter was applied to the vertical movement time history obtained by integrating
over time the up-velocity component provided by a GPS antenna. The cut-off frequency was chosen
large enough to avoid the low frequency drift related to the numerical integration, but small enough to
analyze both the sea and the swell wave features.

2.2.2. Roll

For the computation of the boat roll motion, it is not necessary to use a technique able to provide
the absolute position of the boat, as roll may be obtained by means of the relative vertical differences
between two points located along an axis orthogonal to the main longitudinal axis of the boat.
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The roll angle is not characterized by a zero mean value mainly because of two reasons. The first
one is related to the wind acting on the sail and on the boat hull, which causes the heeling of the
sailboat. It is a function of the wind speed and of the sails trim and configuration. The second one is
due to the movable weight (i.e., ballast, not used sails, spare equipment, etc.), which are moved by the
crew in order to reduce the heeling induced by the wind action. The heeling angle may be obtained by
calculating the mean total roll angle value over a time longer than the waves encountered periods.

2.2.3. Pitch

The computation of the pitch motion, as for the roll, can be carried out by using the moving
base kinematic (MBK) technique. For this parameter, two GPS receivers located along the main
longitudinal axis of the sailboat should be used. Nevertheless, other antennas configurations could be
used (see Section 3). In this case, it has to be stressed that the signals may be affected by the influence
of the roll motion. To get the estimation of the pitch signal but the roll component, a mean signal
(i.e., the actual pitch) can be computed (see Section 4).

2.3. Wave Parameters Estimation

The synthetic parameters of the waves faced by sailboats can be derived from the heave, roll and
pitch motions. First, the transfer function between the boat and the sea surface movements has to
be evaluated and applied to the time series estimated on the basis of GNSS data. Then, the duration
of the time window to be analyzed needs to be defined. Herein, time windows of 30 min were
considered. Indeed, this duration, which is typical for standard analysis of the free surface elevation
signals as measured from conventional wave buoys, is considered to be long enough to properly
describe, in a statistical sense, the considered sea state and short enough for considering the wave
features to be stationary [22]. On the one hand, the significant wave height may be directly inferred
from the heave motion by performing standard time and frequency domain analyses. On the other
hand, the directional spectrum may be estimated by using the Direct Fourier Transform Method
(i.e., by means of the DIWASP package, e.g., [23]) applied to the heave, pitch and roll signals without
taking into account the Doppler shift effect due to the sailboat traveling. It has to be stressed that the
influence of the waves upon the roll angle may be obtained by subtracting the heeling angle from the
total measured roll angle, obtaining in this way a signal characterized by a mean value which is equal
to zero.

3. The Experimental Sailboat ECO40

The considered sailboat is a small oceanic race boat length overall of 12.0 m) characterized by
a very light displacement. She is a Class 40 oceanic vessel named ECO40, which left from the port
of “Riva di Traiano” located close to Rome (Italy) on 19 October 2014 to perform a non-stop sailing
alone around the world in energy and food self-sufficiency. The boat route goes through the Gibraltar
Strait, then descends the Atlantic Ocean and sailing around the Antarctic, at a mean latitude of 50◦ S,
from west to east, rounding the famous capes of the world: Cape of Good Hope, Cape Leeuwin and
Cape Horn. Finally, it ascends the Atlantic Ocean, passing again the Strait of Gibraltar and coming
back to homeport [24,25].

The boat was equipped with three high precision GPS receivers (rovers), provided by Leica
Geosystem, for measuring the movements of the boat. An ad hoc survey was performed just after their
installation in order to know the positions of the GPS antennas needed to infer the three-dimensional
position and attitude of the boat as a rigid body.

The three geodetic class GPS antenna/receiver systems are able to acquire code and phase
observations on both L1 and L2 frequencies. The GPS antennas were installed on board ECO40,
as shown in Figure 1. Two antennas were mounted on the stern roll bar (they are indicated as GPS
Stern-right and GPS Stern-left in the figure) and one antenna (GPS Bow) was installed along the main
axis of the boat, close to the entrance and protected by a small fiberglass structure. The positions of
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the three GPS antenna were at the vertices of an isosceles triangle, as described in the Figure 1.
The proposed method was applied to three couples of receivers deployed on board (Figure 1):
GPS Bow–GPS Stern-right; GPS Bow–GPS Stern-left; and GPS Stern-right–GPS Stern-left.

Figure 1. Plan view of the sailboat ECO40 and of the three GPS antennas (Top Left) and side view of
the sailboat (Bottom Left); and (Right) a picture of the sailboat ECO40 during a test.

4. Results

When ECO40 left from the Italian Port Riva di Traiano (Italy) directed to Gibraltar Strait
(on 19 October 2014), the weather forecasts suggested that, within the next 24/48 h, the first seasonal
front of cold air was expected to induce Mistral winds with speed exceeding 40 knots, blowing from
the Gulf of Lion [24]. ECO40 was able to reach the Asinara Island and to follow the route towards
the Balearic Islands before the arrival of the main storm: the sailboat faced the storm running on the
quarter. The route between the Asinara Island and the Balearic Islands is represented in Figure 2.
The figure also provides information on the travel times.

Figure 2. The route in the western Mediterranean Sea followed by ECO40. The empty dots refer to four
points of interest along the route and the black dot identifies the position of the Alghero wave buoy.
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This section aims at illustrating and discussing the results obtained by means of the proposed
methodology described in Section 2.

The boat heave time series was obtained by computing the instantaneous mean values of the
three filtered heave time series, as obtained by each of the three GPS antennas. Figure 3 shows an
example of the calculated boat heave signal for a time window of four days.

The roll motion angle was computed by using the moving base kinematic (MBK) applied to
the relative Up position of the couple of Stern-GPSs. Figure 4 shows the roll angle during four days
of navigation of ECO40. As expected, the analysis revealed that the measured roll angle was not
characterized by a zero mean value. The red line in Figure 4 (top) shows the heeling angle computed
over a time of 10 min. It is possible to identify the route changes of the boat which take place when the
heeling angle changes from positive (port) to negative values (starboard) or vice versa. The influence
of the waves upon the roll angle obtained by subtracting the heeling angle to the total measured roll
angle is also shown in Figure 4 (bottom).

Figure 3. Example of the boat heave time series over a time window of four days, obtained by
calculating the instant mean values of the three filtered heave time series as obtained by each
GPS antenna.

Figure 4. (Top) Example of the total measured roll angle time series (black line) over a time window of
four4 days. The red line refers to the heeling angle calculated by averaging over 10 min. (Bottom) The
roll angle obtained by subtracting the heeling angle to the total measured roll angle.
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As far as the pith motion is considered, it has to be observed that two GPS receivers located along
the main longitudinal axis of the sailboat were not available and therefore a direct estimation of the pitch
could not be obtained. Two couples of GPS receivers were therefore considered: the bow–stern-right
and the bow–stern-left. Figure 5 shows an example of the 2 Hz time series of the pitch angle obtained
directly from the relative up position of each couple of GPS measurements. The time series were
evaluated with respect to the local horizontal plane. Figure 5 (top) shows the time series of the pitch
angle obtained by using the bow–stern-left GPS couple, while Figure 5 (middle) represents the same
quantity as obtained by using the bow–stern-right GPS couple. The figure shows that both signals
were contaminated by a component of the roll motion because the two axes passing for each couple
of GPS (bow-stern right and bow-stern left) were not parallel to the main boat axis. Furthermore,
the comparison of Figure 5 (top and middle) shows that the two signals are in phase opposition because
of the changing of the reference GPS. To obtain the pitch signal depurated by the roll component,
a mean signal obtained from the two couple bow–stern right and the bow–stern left was computed
(Figure 5, bottom).
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Figure 5. Time series of the angle obtained by using the bow–stern-left GPS couple (Top); and the same
quantity as obtained by using the bow–stern-right GPS couple (Middle) over a time window of four
days. (Bottom) Time series of the mean signal (pitch) obtained from the two couples bow–stern right
and the bow–stern left over a time window of four days.

The features of the waves faced by the sailboat during the Gulf of Lion event were derived from
the sailboat heave, roll and pitch motions. Since ECO40 is an ultra-light displacement boat (she has
full loaded displacement of about 4700 kg, a length of about 12.0 m and a maximum breadth of 4.5 m),
it was assumed that the sailboat follows the sea surface, thus assuming a unitary transfer function
between the boat and sea surface movements (i.e., the response amplitude operator is the unit matrix).
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Figure 6 shows the significant wave height time series of the storm obtained from the heave signal
by using both the zero-crossing analysis (H1/3) and the frequency spectrum analysis (Hm0) carried
out in the encountered frequency domain. The maximum zero crossing wave height (Hmax) is also
represented. The maximum values obtained during the storm for H1/3 and for Hm0 were, respectively,
5.84 m and 5.42 m, while Hmax was of 9.6 m. The vertical dashed lines refer to four points of interest
along the route (as shown in Figure 2).

Figure 6. Significant wave height obtained from the heave by using zero crossing analysis
(black dashed line) and frequency spectrum analysis (black line). The maximum wave height is
reported as well (blue line). The vertical red dashed lines refer to the four points of interest along the
route (as shown in Figure 2).

To assess the accuracy of the estimated wave parameters, Figure 7 shows the comparison between
the significant wave height and mean wave direction as: (i) measured by the Alghero RON wave
buoy; (ii) estimated by the ECMWF analysis; and (iii) estimated by DICCA for a grid point close to the
buoy position. It has to be stressed that this study aimed at estimating the wave parameters based on
GNSS data analysis (see Section 2). Therefore, only the synthetic wave parameters were compared to
the results of other research works, being the original methodology Kin-VADASE widely validated
(see Section 2, [18]) even if applied to a different environment.The Alghero wave buoy belongs to
the “RON-Rete Ondametrica Nazionale” (Italian Wave Measurements Network [26]), managed by
ISPRA up to 2014 and now dismissed after about 23 years; the buoy was located offshore the northwest
coast of Sardinia and it was exposed to the waves generated by the storm at hand. The six-hourly
hindcast wave data provided in analysis by ECMWF (European Centre for Medium-Range Weather
Forecasts) and the the hourly wave hindcast data provided by DICCA (Department of Civil, Chemical
and Environmental Engineering, University of Genoa, Italy), covering 36 (1979–2014) years over the
Mediterranean Sea [27] were also considered. were interpolated in time and in space by means of
bi-linear technique. Since the buoy was operating at a fixed position, the comparison between the
buoy wave data and the ones measured onboard was performed just for the time window in which the
two measurements can be reasonably compared. The analysis revealed that the synthetic parameters
reconstructed on the basis of sailboat motion was in close agreement with the DICCA data. On the
other hand, the ECMWF data seemed to underestimate the storm peak, as already outlined by previous
work e.g., [4], likely due to the time and spatial resolution of the hindcast data. As far as the mean
wave direction is concerned, the accuracy of the proposed method was reasonable.
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Figure 7. (Top) Comparison between the significant wave height measured onboard and the available
wave data; and (Bottom) comparison between the mean spectral wave direction as estimated by means
of the proposed method and the same quantity as obtained by the ECMWF data (red line) and Alghero
wave buoy data (blue dots). The red dashed lines refer to four points of interest along the route
(as shown in Figure 2).

5. Concluding Remarks

A method to reconstruct the movements of a sailboat in order to get a reliable estimate of
wave parameters, using GPS receivers, is presented. It is based on the combined approach of the
Kin-VADASE and Moving Base Kinematic techniques. The proposed method was applied to the
records collected onboard the ECO40 sailboat during a storm in the Western Mediterranean Sea.
Three GPS antennas were deployed on the sailboat. Their positions were measured by means of a
survey performed when they were installed. Therefore, the three-dimensional locations of the GPS
antennas suffice to infer the three-dimensional position and attitude of the boat as a rigid body, hence to
reconstruct wave parameters. A fourth GPS antenna could be considered to improve the reliability of
the estimation of the position and attitude of the boat.

Wave properties as derived on the basis of the estimated boat movements were compared to
available wave data. It appears that the wave properties were calculated with a high degree of accuracy.
Note that the main aim of this work was the estimation of wave parameters, hence the GNSS data
analysis was not directly validated. Of course, the good agreement between estimated and available
data may be viewed as an indirect validation of GNSS data analysis as well.

In general, the techniques proposed in this paper appear to be suitable to estimate the 6DOFs
movements of sailboats navigating offshore, where onshore reference receivers or GNSS network
cannot be used to correct GPS errors. The motion of the boat can provide quantitative information for
many important practical applications, such as the improvement of autopilots, the analysis and the
optimization of ship performances, and the estimation of local wave properties. Furthermore, it can be
used to correct wind measurements carried out onboard sailboats.
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Abstract: Marine environments are currently subject to strong ecological pressure due to local
and global anthropic stressors, such as pollutants and atmospheric inputs, which also cause ocean
acidification and warming. These strains can result in biogeochemical cycle variations, environmental
pollution, and changes in benthic-pelagic coupling processes. Two new devices, the Amerigo Lander
and the Automatic Benthic Chamber (CBA), have been developed to measure the fluxes of dissolved
chemical species between sediment and the water column, to assess the biogeochemical cycle and
benthic-pelagic coupling alterations due to human activities. The Amerigo Lander can operate in
shallow as well as deep water (up to 6000 m), whereas the CBA has been developed for the continental
shelf (up to 200 m). The lander can also be used to deploy a range of instruments on the seafloor,
to study the benthic ecosystems. The two devices have successfully been tested in a variety of research
tasks and environmental impact assessments in shallow and deep waters. Their measured flux data
show good agreement and are also consistent with previous data.

Keywords: lander; benthic chambers; benthic fluxes of dissolved chemical species; marine technology;
marine instrumentation

1. Introduction

Marine environments are affected by strong ecosystem stressors that include direct human activities
(e.g., marine traffic, offshore activities, mining, coastal works) and inputs (e.g., dumping of solid waste
on the seafloor, anthropic inputs transported by rivers, ballast water discharge) and chemical and
climate changes that act on a global scale (e.g., raised CO2 levels and air temperature). These stressors
affect marine chemistry and processes by inducing ocean acidification, global sea warming, and changes
in hydrological and biogeochemical cycles [1]. Human activities also result in an increased supply of
trophic substances, which, in some environmental settings such as shallow enclosed seas with low
hydrodynamics, can lead to dystrophic crises [2–4]. These stressors also have the potential to alter the
biogeochemical cycles of elements such as carbon, phosphorus, nitrogen, silicon, and metals, which can
severely damage economic activities, such as fishing and tourism [4,5]. Moreover, the introduction
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and accumulation of heavy metals and organic substances (Polycyclic Aromatic Hydrocarbons
(PAHs), pesticides, drugs) can induce strong pollution problems involving both the water column
and sediment. These pollutants can modify or be incorporated in the food chains, damaging the
ecosystem and heightening the risk for human health [5]. In particular, in the past few decades the
marine biogeochemical cycle of carbon has undergone an acceleration as a consequence of increased
atmospheric CO2, which has resulted in reduced seawater pH and carbon sinking rates [6].

The alterations in the marine biogeochemical cycles of elements and pollution due to human
activities can affect the water column, the bottom sediment, and the transfer processes at the
sediment-water interface. The research into and the development of devices to enhance the study of
marine biogeochemical and benthic-pelagic coupling processes is therefore very useful [7–9], also in
Italy [10–13].

A variety of devices have been developed to study benthic-pelagic coupling processes. In the
past few decades, benthic landers with different setups have been developed for a wide range
of purposes and their technological features and models have extensively been reviewed [14–22].
Benthic landers are equipped with diverse sensors and devices according to the tasks they are deployed
to perform, including microprofilers, planar optodes, and digital cameras to study sediment-water
interface properties; eddy correlation systems to measure the fluxes of dissolved chemical species in
extensive areas; video cameras to investigate the deep sea biota; and oceanographic sensors (O2, pH,
redox potential (Eh or ORP), optical turbidity, CTD, current meters, sediment traps) to study the water
column [8,9,23–28]. In the past few years, other and much more complex and expensive devices have
also been developed, such as landers for hadal environments [29–33], for multipurpose uses, and for
transporting other mobile devices [34–37].

An important benthic-pelagic coupling process is the flux of dissolved chemical species at the
sediment-water interface, generated by early diagenesis processes [38–40] or by volcanic benthic
exhalation [41,42]. Such fluxes can strongly affect the chemistry of the water column, hence its ecology.
This is especially true of shelf and coastal environments, where the high intensity of early diagenesis
processes, due to a high reactive organic matter content in surface sediments, produces strong fluxes
that affect shallow water columns [43].

The benthic fluxes of dissolved substances can be studied by onboard incubation or by in situ
experiments, which are usually more reliable [44]. Fluxes are measured in benthic chambers handled
by divers [45] in shallow waters, or mounted on benthic landers in deeper waters [44].

Landers equipped with one or more benthic chambers have been developed in the past [46–55].
Two new, low-cost, light, and easy to handle devices, the Amerigo Lander and the Automatic

Benthic Chamber (CBA), which have recently been devised to study benthic ecosystems, particularly the
fluxes of dissolved substance between sediment and the water column, are illustrated in this paper [56].
The two devices can also be employed jointly to improve the reliability of particular investigations.

The Amerigo Lander is basically a vector that can be deployed in shallow and deep bottoms
and which returns to the surface at the end of its mission. It can carry a variety of instruments to
study the water column and the benthic ecosystems by measuring various environmental parameters
and processes.

The Amerigo Lander and the CBA have provided the Italian scientific community with new
and highly innovative instruments to investigate the benthic ecosystems and their interactions with
the water column, bridging a scientific and technological gap with North American [25,35,37,46–55],
Northern European [23,24,26,36,49] and Asian [27–30,33,34,50] countries.

Their technical features make the two devices versatile and easy to use. The modularity of the
lander, the various instruments that it can carry, and the much larger number of parameters that it
can measure, compared with existing devices, make it a complete and original apparatus, suitable for
operating both in shallows and at great depths. The most innovative features of the CBA are the larger
area where measurements are acquired, which makes the fluxes more representative [23,24], and its
easy and fast rigging, light weight, and maneuverability, which make it easy to use.
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Both devices operate autonomously. Amerigo can work from shallow bottoms to depths of 6000 m,
whereas the CBA has been designed for shallow water to shelf environments (up to about 200 m).
Furthermore, the CBA can fit in the Amerigo, if required by research needs.

2. Amerigo Lander and Automatic Benthic Chamber: Technical Specifications and Equipment

2.1. The Amerigo Lander

The Amerigo Lander is essentially a carrier with a tripod structure that can host different types of
instrumentation to measure biogeochemical and geophysical parameters and can collect water and
sediment samples (Figure 1). It has been conceived as a simple, low-cost, and practical device that can
be employed frequently in a variety of research tasks and environments, since it does not require huge
resources, large vessels, or long missions.

Figure 1. Photograph of the Amerigo Lander showing the tripod structure, the measurements, and the
main instrumentation and devices.

Since it reaches the bottom through a speed-controlled free-fall and returns to the surface by
positive buoyancy, after a timed release of the ballast weights, it requires no drive or propulsion
systems, such as thrusters or cables, nor divers for positioning and recovery. It is also completely
automatic, because all hosted instruments and mechanical devices are powered in situ and activated
and managed by electronics and software, again without the need for divers or cables. Obviating the
need for divers also allows for overcoming stringent safety issues, particularly Italian safety regulations,
with considerable savings. The elimination of a cable connection to the vessel makes the lander easy to
handle, because the support ship can move while the lander is working on the seafloor.

Another important advantage is its modular structure. In fact, the basic tripod structure can support
a variety of components and instrumentation, which can be assembled and set to meet diverse research
needs and environmental situations, ensuring flexible and simple operability. In particular, the lander’s
electronics and power supply have been developed to enable management of additional devices and
operations and for increased deployment time. Its modular structure allows the Amerigo Lander to
operate in shallow waters (lagoons, estuaries, continental shelves) and deep-bottoms (abyssal plains).
Further savings have been obtained from the electronic housings and the release mechanisms.

The lander’s basic structure consists of a stainless-steel tripod measuring 200 cm in width and
134 cm in height (Figure 1). All the electronic and mechanical devices required for reaching the seabed
and returning to the surface and for hosting and managing the instruments operating on the seafloor
are installed in the tripod (Figure 1).
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The bottom is reached by a free fall without the need for thrusters or power, because the descent
configuration envisages three ballast weights at the three ends and four buoys (Figure 2), which result
in negative buoyancy.

Figure 2. Amerigo Lander descent configuration. (a) The ballast weights mounted on the tripod;
(b) the four buoys tethered to the tripod structure; (c) the recovery pole with the two buoys and the
three localization devices; and (d) a schematic drawing of the Amerigo Lander during deployment on
the seafloor.

The buoys are commercially available glass spheres (outer diameter 432 mm, thickness 14 mm,
buoyancy 260 N), built for depths up to 6700 m (Nautilus Marine Service GMBH, VITROVEX
Deep Sea Floatation Sphere), protected by a plastic shell (Nautilus Marine Service GMBH, SR330).
The equilibrium between the buoys and the weights depends on the lander’s weight in the water,
its descent and landing speed, and ascent requirements.

In the present configuration, the lander weighs 294 kg in air and 131 kg in water and the 4 buoys
have a buoyancy in seawater of 1040 kg, whereas the ballast weighs 45 kg (15 kg per weight). The buoys
are tethered to the tripod with a rope 10 cm in thickness and 5 m in length (Nautilus Marine Service
GMBH, EDDYROPE). Another rope, 10 cm in thickness, is tied to the recovery pole. The pole is fitted
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with 2 buoys the same size as the 4 buoyancy array buoys and with a 10 kg ballast weight, to support
the recovery devices about 2 m above the sea surface (Figure 2d).

With this configuration the lander’s initial descent speed is 0.78 m/s. The thrust of the 2 buoys
tied to the recovery pole reduces the descent and landing speed to 0.52 m/s (Figure 3). With this set
up, the lander can reach the bottom fast enough to avoid being shifted too much by lateral currents,
and slowly enough to avoid an excessively strong impact.

Figure 3. Amerigo Lander descent data. The data refer to the setup with three benthic chambers. Red
line: Descent and landing speed. First step: Speed before activation of the first 2-buoy array; Second
step: Speed after activation of the two buoys of the recovery pole. Green line: Depth profile.

The buoys are tethered to the tripod by a rope, not mounted directly on the tripod as in several
other landers [26,47,50,51,54,55]. This solution has been adopted for two reasons, as follows: (i) As
separation of the main tripod structure from the buoys makes the lander lighter and smaller, enhancing
maneuverability in deployment and recovery operations, this solution requires smaller frames and less
powerful winches; and (ii) this setup allows the lander to be transported in an ordinary van that can be
driven with an ordinary license. Furthermore, the buoys and the recovery pole may not be needed
in case of operation in shallow water, further enhancing maneuverability and reducing vessel size
requirements. These features increase cost-effectiveness and the ease of organization.

After completion of the measurement and sampling operations, the lander returns to the surface
autonomously. The release of the three ballast weights and the thrust of the buoy array results in
positive buoyancy. In the present configuration (4 thrust buoys, 2 recovery pole buoys, 3 benthic
chambers) its ascent speed is about 0.2 m/s (Figure 4).

At the end of the bottom operations, the ballast weights are released by a burn wire mechanism
that unlocks the three lever hooks (Figure 5). This system is much less expensive than acoustic
release [57] and further contributes to make the lander cost-effective and easy to use and to program.
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Figure 4. Amerigo Lander ascent data. The data refer to the setup with three benthic chambers. Red
line: Ascent speed. Green line: Depth profile.

Figure 5. The three lever hooks in a locked (a) and unlocked (b) position.

In case of deployment in deep water, the Amerigo Lander may surface at a considerable distance
from the dropping site, due to lateral sea currents during the ascent. To facilitate recovery, the lander
is equipped with three redundant localization devices fitted on the top of the recovery pole, a GPS
(Novatech ARGOS Beacons, Dartmouth, NS, Canada), a directional radio (Novatech Radio Beacon,
Dartmouth, NS, Canada), and a flash (Novatech Xenon Flasher, Dartmouth, NS, Canada) for night
recovery (Figure 6).

The Amerigo Lander is also equipped with instruments for monitoring and measuring the
physical-chemical parameters throughout deployment, from descent to ascent. They include a
CTD (SBE 37-SI MicroCAT, Sea-Bird Scientific, Bellevue, WA, USA) for continuous water column
pressure, conductivity, and temperature recording, and a camera supporting an SD card from 4GB
to 32GB (Telesub Lanterna, La Spezia, Italy) (Figure A1, Appendix A) for monitoring the lander’s
operation. In fact, both instruments monitor the lander’s activities, particularly the beginning of
descent, the descent speed, the landing, the functioning of the mechanical devices, the beginning and
speed of the ascent, and the lander’s surfacing.
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Additionally, in this case, both the CTD and the video camera are commercially available to
save construction costs. In particular, the video camera is a commercially available camera hosted in
a pressure-resistant case.

Figure 6. Amerigo Lander recovery system. (A) GPS localization (Novatech ARGOS Beacons); (B)
directional radio localization system (Novatech Radio Beacon); and (C) flash for visual localization at
night (Novatech Xenon Flasher).

2.2. Electronics and Power Supply

The Amerigo Lander’s electronics and power supply are developed in-house (Figure 7, Figure A2
of Appendix A). The system is available on request. The burn wire system and all the mechanical
and electronic devices, sensors, and probes are powered, turned on, turned off, and managed by
the electronics and the batteries fitted in the tripod. The data collected in situ are also stored in the
Amerigo electronics. The main hardware components are configured as illustrated in Tables A1 and A2,
and Figure A2 of Appendix A. The philosophy of electronics is to be as open as possible, i.e., to enable
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fitting other sensors or devices by the availability of redundant on/off, serial, and analogic ports and
the possibility of managing these sensors/devices and other operations by the software.

Figure 7. Amerigo Lander electronics: (a) Firmware testing phase and soldered cables inside the glass
sphere; (b) electronics fitted in the glass sphere; (c) a glass sphere mounted on the tripod with the
plastic case, marine connectors, and cables.

The Amerigo Lander is powered by two pairs of 12 V, 18 Ah, rechargeable lead batteries that
are connected in parallel and fitted in a pressure-resistant case. The fact that they are commercially
available and Pb-based involves lower managing and setup costs, compared to other metal-based
batteries. The first pair is supported by the redundant second pair, which is only activated in case
of exhaustion or failure of the first pair. This power supply supports about a 40 h operation of the
lander in its present configuration. The Pb batteries can be increased or their type changed to support
different configurations or to extend the operating time.

In the event of a failure of the general power supply or of the main electronics, a safety burn
wire device powered by an independent 9 V battery and controlled by a dedicated electronic circuit is
activated, after a predetermined time, to release the ballast for the final ascent. An additional safety
system consists of a magnesium ring that is corroded by seawater. In case of the failure of all the
electronic devices, its disappearance releases the ballast weights [58].

The electronics and the batteries are hosted in glass spheres built for depths of up to 7000 m
(Nautilus Marine Service GMBH, VITROVEX Deep Sea Instrument Sphere; size: 13", outer/inner
diameter: 330/306 mm, glass type: DURAN 8330), which are connected to the electronic devices,
sensors, probes, and thrusters by marine connectors (Figure 7). The glass spheres are also commercially
available and cost less than metal cylinders.

The two battery pairs are recharged on board by a cable that is removed before deployment.
The cable is also used for serial port communication with the PC.

The main serial port (RS232–1) is devoted to communication with the PC. It allows for entering
commands, changing the setup, downloading recorded data from the RAM flash memory or, in case
of direct monitoring, it enables visualizing the data, the situation on the bottom, and the ongoing
operations, as well as reporting malfunction alarms in real time (Figure A2 of Appendix A). The same
port can be used to connect an acoustic modem for underwater communication.

The second serial port (RS232–2) is multiplexed in order to communicate with infinite RS-232
serial sensors, limited only by the hardware power connections (Figure A2 of Appendix A).

Different systems have been designed to protect the lander’s electronics. The power supply to
each electrical device (sensors, motors, batteries, burn wires) is protected by an electrical shunt that
limits current drain. In case of failure of a device, the power supply to it is cut off to prevent a general
electronic failure.
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Furthermore, the open electronics and the excess of on/off, serial (by means of a multiplexed serial
port), and analogic communication ports allows fitting many other electronic sensors, devices, and
instruments, with respect to other system that are devised for standardization as well as useful use [28].

The following sensors are currently installed in the Amerigo Lander (Table 1) (Figure A2 of
Appendix A):

Table 1. Technical specifications of the sensors installed in the Amerigo Lander.

Sensor Type Company Parameter Resolution
Initial

Accuracy
Maximum
Depth (m)

SBE37-SI (CTD) Sea Bird
Electronics Conductivity (S/m) 0.00001 0.0003 7000

Temperature (◦C) 0.002 0.0001 7000
Depth (m) 0.002% FS 0.1% FS 7000

SBE5T (Pump) Sea Bird
Electronics 7000

Oxygen
Optode 3830 AANDERAA Oxygen concentration

(μM) <1 μM <8 μM 6000

Air saturation (%) 0.4% <5% 6000
Seapoint

Turbidity Meter Seapoint Turbidity (FTU) 10 mV/FTU
(range 500 FTU) <1% 6000

Mets Franatech Methane 2.44 μM
(range 50 nM–10 μM) <1% 4000

pH AMT pH 0.01 0.05 6000

An important question is the operation limit connected with temperature. The temperature
operation limit of Amerigo coincides with the lower operation value between the sensors fitted in
the benthic chambers and the polycarbonate (i.e., 40 ◦C (optode sensor); if the lander is used without
sensors the temperature limit is <140 ◦C (polycarbonate)).

2.3. Burn Wire Device

The burn wire mechanism [51] consists of a metal wire coated with a plastic film that is corroded
and then broken by an electric current at a bare point where the coating is interrupted (Figure A2,
Appendix A). A simple 12 kg fishing wire coated with a thermo-shrinkable tube is a typical design.
The plastic-coated wire usually keeps a lever hook locked. When the electric current runs through
the wire, the bare point interacts with seawater, which triggers a reaction (1) that consumes the wire
completely, leading to release of the lever hook, as follows:

M0
solid = M2+

solute + 2e−, (1)

where M0 is the metal of the wire, 2e− is the electric current, and M2+ is the metal in the solution.
The electric circuit is closed by an electric mass on the metal tripod. By this method, any spring- or
gravity-based mechanical device can be actioned by the release of a mechanical device or lever hook
that can hold several tens of kilos, depending on the length of the lever (Figure 5). A metal wire,
0.4 mm in thickness with a resistance of a 12 Ω/m, exposed to an electric current of 200 mA in normal
seawater (36 PSU) is usually consumed and broken in about 20 s. As mentioned above, the burn wire
system is much less expensive than any acoustic release system.

2.4. Current Configuration of the Amerigo Lander

In its current configuration, the Amerigo Lander is equipped with instruments and sensors
for measuring benthic fluxes of dissolved chemical species and for monitoring physical-chemical
parameters in the near-bottom sea water column. In particular, the former measurements at the
sediment-water interface are performed using three benthic chambers, two water sampling systems,
and some sensors fitted in the chambers (Figures 8–12).
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Figure 8. Amerigo Lander: The three benthic chambers, the two water sampling devices, the three
probes in a chamber, and the chassis on which the chambers are mounted.

Figure 9. Amerigo Lander. (a) Lateral view of a benthic chamber mounted on the chassis with the top
lid open, the tubes on the lateral wall to collect water samples, and the rotating paddle. (b) Top view of
a benthic chamber with the closed top lid fitted with the oxygen, pH, methane, and turbidity sensor.

Figure 10. The OxyStat oxygen replacement device. (a) The pump and the tube connected to the
interior of the chamber; (b) view from above.
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Figure 11. The VAMPIRE device allows drawing water into the chamber or expelling it as well as
injecting a tracer inside the chamber. (a) Photograph of the VAMPIRE device installed on the Amerigo
Lander; (b) schematic drawing of the VAMPIRE device.

Figure 12. The Delrin case hosting the electric motors with the silicone tube pressure-compensation system.

The benthic chambers are polycarbonate cylinders with a movable polycarbonate top lid (Figures 8
and 9a). The cylinders measure 37 cm (inner diameter) by 20 cm (height) and have a countersink in the
bottom to facilitate penetration in sediment [46].

The three benthic chambers are mounted on a chassis (Figures 8 and 9a) that is released by a burn
wire mechanism a few minutes after the tripod has landed on the seabed. The chambers are mounted
5 cm over the plate of the structure so that they can penetrate into the sediment for 5 cm, while the
remaining 15 cm remain above the sediment. A few minutes after deployment of the chambers on the
seabed, the lid of each chamber is unhooked, again by a burn wire device, thus closing the chamber
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and holding a known volume of water (approximately 17 L) overlying a known area of sediment [46].
The chassis and lid release time can be programmed by the lander’s software to adapt them to the
research task and the type of sea bottom.

The chemical and physical-chemical parameters in the chambers and some solute are
measured by the following sensors fitted in each chamber during deployment: An oxygen sensor
(AANDERAA, Oxygen Optode 3830, Aanderaa Data Instruments AS, Bergen, Norway), a turbidity
sensor (Seapoint Turbidity Meter, Seapoint Sensors, Inc., Exeter, NH, USA), a methane sensor
(ASD-Sensortechnik GmbH, METS methane sensor, Franatech Gmbh, Lüneburg, Germany) and a pH
(AMT, pH-combined sensor, AMT Analysenmesstechnik GmbH, Rostock, Germany) sensor (Table 1)
mounted on the lid (Figure 9b). The power-on/power-off and measurement intervals of each sensor
can be set by the lander’s software according to research requirements.

The chambers also contain an OxyStat device, which allows for replacing the oxygen consumed in
the chamber [59]. The device is connected to the chamber by a water pump (SEABIRD SBE5T, Sea-Bird
Scientific, Bellevue, WA, USA) and a silicone tube (Figure 10) and is controlled by the lander’s software
and the oxygen probe inside the chamber. In practice, the software receives the chamber oxygen
concentration data and when its level falls below a given threshold, the software turns the OxyStat
pump on. The oxygen-poor water in the chamber is pumped into the 15 m long gas-permeable silicone
tube, it adsorbs oxygen from surrounding seawater, and is pumped back into the benthic chamber.
Restoration of the oxygen level to the predetermined threshold results in the pump being turned off.
The minimum and maximum oxygen concentrations can be set by the lander’s software before the
mission or calculated on the basis of the initial concentration measured in the chamber.

Each benthic chamber is connected (Figure 9a) by silicone tubes (inner diameter, 1.5 mm,
outer diameter 3 mm) to a water sampling device (VAMPIRE) to collect water or to introduce tracers
into the chambers (Figure 11). The VAMPIRE consists of a Delrin frame hosting 8 pairs of syringes,
each pair capable of collecting/injecting a maximum volume of 280 mL of water or tracer. If one syringe
of the pair is not connected to the inside, seawater outside the chamber can be collected while the
other syringe draws water inside the chamber. Each couple of syringes is activated by a nut moving
on a rotating stainless-steel rod. The nut moves the levers that release the stainless-steel springs,
which actuate the syringe pair in suction or injection mode. The rod is controlled by an electric motor
(CBF Motors SRL, CRB35GM, CBF motors srl, Lissone, Italy) which is powered on and off by the
lander’s software. Its timing and the activation of water sampling or tracer injection can also be set by
the lander’s software.

In research tasks involving analysis of dissolved gases, a set of glass ampoules can be added
before the syringes of the VAMPIRE device (Figure A3, Appendix A) to store the water samples in a
gas-impermeable vessel until analysis.

Each benthic chamber is also equipped with a stirring system, consisting of a rotating paddle
mounted on the chamber lid (Figure 9a). The paddle is actioned by the coupling of an electric motor
(CBF Motors SRL, CRB35GM, CBF motors srl, Lissone, Italy) to a permanent Neodymium magnet
(Supermagnete, magnetic disk diameter 30 mm, height 15 mm, Neodymium, N42, nickel-plated,
Webcraft GmbH, Gottmadingen, Deutschland). The paddle turns at a speed of 4–6 rpm, reproducing
the hydrodynamics near the seabed, which is responsible of the formation of the benthic boundary
diffusion layer at the sediment-water interface and, consequently, of the intensity of the benthic fluxes
of dissolved chemical species. The motors of the rotating paddles are also activated by the lander’s
software some minutes after closing of the lid.

Whereas the cases housing the electronics and the batteries are pressure-resistant, those housing
the motors actuating the stainless-steel rod of the VAMPIRE device and the rotating paddles of the
benthic chambers are pressure-compensated. These cases are Delrin cylinders with two silicone tubes
(Figure 12) filled with a non-conductive liquid (commercially available Vaseline oil). If any air bubbles
remain in the case, compression of the silicone tubes offsets the pressure difference between inside and
outside, avoiding a collapse of the case.
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At the end of each mission, i.e., after completion of the water sampling and sensor measurements
in the benthic chambers, the three ballast weights are released by activation of the burn wire device,
which induces positive buoyancy. The lander returns to the surface, where it is localized by means of the
three positioning devices, and finally recovered on board. Missions typically last 8 to 36 h, depending
on the tasks to be performed or the intensity of the benthic fluxes of dissolved substances, and are
limited by the power supply, which, at present, supports the systems for about 40 h (see Section 2.2).
However, as noted above, the open philosophy of the electronics allows the increasing of this time.

After the recovery operations, the water samples taken by the syringes are collected from the
VAMPIRE, divided and treated in an inert atmosphere (Figure A4, Appendix A) for immediate (on board)
or subsequent (laboratory) chemical analysis of the solutes to be determined in the benthic fluxes.

The data collected by the sensors are downloaded into a computer.
The results of the chemical analyses and the data collected by the chemical sensor are then used to

calculate the benthic fluxes of dissolved chemical species (see Section 3).

2.5. Typical Mission of the Amerigo Lander

The Amerigo Lander hardware is all managed by wizard software, developed in-house.
The software helps the operator in setting all the parameters that are required for the lander’s
function, to activate and test the motors, to monitor all the parameters in real time, to simulate
a measurement mission, and to plan the activities for scheduling a mission. The software allows
for the downloading and processing of the data collected during the mission and stored in situ.
Finally, the software has been developed to fit further sensors and devices and to manage operations
that are not currently scheduled.

A typical mission of the Amerigo Lander consists of six sequential phases that need to be correctly
planned for the success of the mission, as follows (Figure 13):

1) After the on board programming and checks, such as control of the mooring line and testing of
motors, sensors, communication, and security equipment, the lander is immersed into the sea,
where it is held at a depth of 5 m, until activation of a dedicated burn wire mechanism releases a
small buoy that confirms the functioning of the whole electronic system;

2) Following the buoy check, the lander is released for its free fall to the bottom;
3) After the lander has reached the seabed, a short interval is envisaged to allow the settling of the

sediment resuspension, due to the impact of the tripod on the bottom, to settle;
4) Activation of a burn wire mechanism releases the chamber chassis, enabling its settling on

the bottom and penetration into sediment for the first 5 cm; all the sensors in the chamber
(oxygen, methane, turbidity) and CTD are sampled; the chambers are still open;

5) After another interval, to allow settling of the sediment resuspension due to the impact of the
chamber on the bottom and to enable sensor readings, activation of another burn wire releases
the benthic chamber lids;

6) Activation of the stirring paddles allows for mixing the seawater in the chambers;
7) The 8 pairs of syringes of the 2 VAMPIRES are activated by user-programmable times;
8) Finally, the ballast weights are released by the last burn wire and the lander floats back to the

surface by virtue of its positive buoyancy.
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Figure 13. The Amerigo Lander photographed in some operational phases: (a) In the water before
release; (b) on the seabed (view from above); (c) on the seabed (lateral view); and (d) on board
after recovery.

2.6. Other Possible Configurations of the Amerigo Lander

The basic structure of the lander is the tripod, which is designed to land on the seabed by gravity,
counteracted by the positive thrust of the buoys. It then performs its scheduled operations on the
seabed and finally returns to the surface by virtue of positive buoyancy, after the release of the ballast
weights. All the on-board instruments and devices are built to operate at depths up to 6000 m.

This setup makes the lander a vector that can host different types of instrumentation, such as
sensors and probes for monitoring chemical and physical-chemical environmental parameters (pH, Eh,
conductivity, temperature, salinity (calculated), oxygen, methane, pCO2, H2S) in the water column
during its descent, its permanence on the bottom, and its ascent.

The lander has also been designed to host instruments such as a microprofiler, to study
sediment-water interface properties, a penetrometer, to measure the mechanical properties of surface
sediments, a gravimeter, to measure seismicity on the seafloor, a corer, to collect sediment cores for
early diagenesis, pollution, stratigraphy, or other studies, and passive samplers of water column and
sediment solutes, to study pollution and environmental processes and to determine background values.
In any case, the open architecture of the electronics allows for fitting other instruments and performing
other operations.

Finally, it is a modular device, consisting of the buoy array, the recovery pole, the ballast weights,
and the removable and replaceable instruments that perform different tasks in different environments,
from very shallow waters, like lagoons and salt marshes, to shelf areas and abyssal planes.
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2.7. The Automatic Benthic Chamber

The CBA (Figure 14) has been developed as an alternative to the Amerigo Lander for missions
involving measurements in shallow and transitional waters or work that needs to be carried out
quickly and economically. This is made possible by the fact that the CBA does not require expensive
maintenance, it is practical and fast to fit out, it is light and easy to maneuver, and it is deployed and
recovered simply with a rope, which means that it can also be managed by small vessels.

Figure 14. The Automatic Benthic Chamber during (a) deployment and (b) operational on the seabed
with various instruments: Multiparameter probe; VAMPIRE; electronics case; and battery pack cases.

The CBA can also be mounted on the Amerigo Lander, instead of the three benthic chambers,
when measurements of benthic fluxes of dissolved chemical species are to be performed over a wider area.

The present CBA is an automated device based on earlier manual benthic chambers managed by
divers [60,61]. It is a Plexiglas cylinder open on the bottom and closed on top, which confines a known
volume of water (approximately 100 L) overlying a known sediment area (3116 cm2) (Figure 14b).
Its inner diameter is 63 cm and its height is 30 cm, of which 5 cm penetrate into the sediment and
25 cm remain above it, due to a lateral horizontal fin (Figure 14). The CBA is fitted with two valves
on its top side, to let out the water entering the chamber during descent and landing (Figure 14).
Like the Amerigo Lander, the CBA is equipped with an internal stirring system that reproduces
the hydrodynamics near the seabed, which is responsible for the formation of the benthic boundary
diffusion layer and for the intensity of the dissolved fluxes in the benthic chamber. The stirring system
consists of a four-arm rotating paddle fitted on top of the inner side of the chamber. The paddle is
actioned by the coupling of an electric motor (CBF Motors SRL, CRB35GM, CBF motors srl, Lissone,
Italy) with a Neodymium magnet (Supermagnete, Magnetic disk 30 mm in diameter, 15 mm in height,
Neodymium, N42, nickel-plated, Webcraft GmbH, Gottmadingen, Deutschland ) and turns at a speed
of 4–6 rpm. In the CBA, this motor is activated immediately before deployment by connecting directly
the batteries to the motor.

The CBA is also equipped with a multiparameter probe (Hydrolab MS5, OTT HydroMet,
Kempten, Germany) for continuous monitoring of temperature, pH, conductivity, dissolved oxygen,
Eh, and salinity (calculated) in the chamber (Figure 14). Like the Amerigo Lander, it is also fitted
with the VAMPIRE system for collecting water samples inside and outside the chamber and for
injecting tracers inside the chamber at programmable times. The motor of the VAMPIRE is activated
by simple, easily programmable, and commercially available electronics (Idec MicroSmart FC6A PLC,
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IDEC Corporation, Sunnyvale, CA, USA). The cases housing the electronics, the battery packs, and the
motors driving the VAMPIRE and the stirring paddle are made in Delrin and are built to withstand
hydrostatic pressure up to a depth of about 200 m. Additionally, in the CBA, the VAMPIRE motor and
the electronics cases are pressure-compensated by a silicone tube system filled with a non-conductive
liquid (simple Vaseline oil), which affords resistance to high water pressures.

The power supply of the CBA consists of three battery packs (NI-MH size D, 12 V, 8 Ah, Torricella
SRL, Milano, Italy) housed in cylindrical Delrin cases (Figure 14). Two packs are connected directly to
the electronics that supply and manage the VAMPIRE motor and one pack is connected directly to the
rotating paddle, while the multiparameter probe has its own power supply system.

As regards the planning of CBA operations, the syringe sampling time is set by programming the
electronics, while the probe measurement time is programmed by the software of the probe itself.

With regard to deployment and recovery, the CBA is deployed on the seabed and recovered by a
rope which, during measurement activities, is attached to and marked by a buoy and a light.

The CBA, both in the standalone configuration and installed in the Amerigo Lander, is a low-cost
device that does not require divers or connection cables to the support ship, thus saving the steep cost
of divers and the technical problems posed by the connection cable. Further savings are afforded by
the fact that the electronics and the batteries are commercially available, hence the low-cost.

Like the Amerigo Lander, the CBA has a temperature operating limit which coincides with the
lowest operating value of the sensors fitted in the benthic chamber and the polycarbonate, which is
50 ◦C (Hydrolab MS5 Multiprobe). However, if the CBA is used without the multiparameter probe the
value is <140 ◦C (polycarbonate).

3. Benthic Flux Calculation

The benthic chambers of the Amerigo Lander and the CBA have been designed to measure the
release/adsorption of dissolved substances at the sediment-water interface. The principle of their
measurement with benthic chambers involves establishing the concentration differences of a solute
over time in a known volume, confined over a known area of sediment [62].

Basically, the benthic fluxes of dissolved substances in each benthic chamber of the lander and of the
CBA are calculated (2) by dividing the concentration of each solute, measured in the samples collected
in the chamber by the syringes—typically nutrients such as ammonium, nitrites, nitrates, phosphates
and silica, carbonate species (DIC, alkalinity, pCO2), trace elements (heavy metals), and organic
pollutants—or recorded by the sensors (oxygen, methane, and pH), at the time of the collection or
measurement, multiplied by the volume of the benthic chamber and divided by its base area [44].

Di =
∂Ci
∂t

V/A, (2)

where Di is the flux of solute i, Ci is the concentration of chemical i, t is the time of sample collection or
sensor measurement, V and A are the real volume and the area of each benthic chamber.

In practice, the benthic fluxes of each solute are computed as Equation (3) by multiplying the
slope of the line, calculated by a least square fit with time (days) on the x-axis and the concentration at
different times, multiplied by the height of the benthic chamber, on the y-axis (Figure 15).

Di = yi, (3)

where yi is the slope of the time vs. the concentration line of Figure 15.
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Figure 15. Diagram illustrating the time of water sample collection in the benthic chamber against its
concentration and the correlation line.

During deployment, the real volume of each chamber is determined by injecting a solution of
a non-reactive solute (tracer), e.g., CsCl, BrCl or deionized water, at a known concentration into the
chambers [44] and subsequently measuring its concentration in the water samples collected in the
syringes as Equation (4).

V2 =
V1 ∗C1

C2
, (4)

where V2 is the real volume of the benthic chamber, C1 is the tracer concentration in the syringe, V1 is
the volume of the tracer injected into the chamber, and C2 is the tracer concentration in the chamber
after the injection.

Theoretically, the tracer concentration in the chamber after the initial injection should be constant.
If this does not happen, there are three possible explanations, as follows: The benthic chamber is not
well placed on the bottom, there are leaks, or an irrigation process is under way in the bottom sediment.

4. Discussion

The Amerigo Lander [63–71] and the CBA [41,42,70–77] have successfully been tested and used in
measurement and research activities carried out in the framework of international and national projects
and in environmental investigations into the impacts of human activities on marine (e.g., harbor
sediment dredging) or land environments (e.g., quality of drinking water).

The Amerigo Lander has been tested and employed in shallow, medium, and deep-sea
environments, whereas the CBA has been used up to a depth of 140 m.

As a discussion of the data collected by the two devices, we report (Figure 16) the trend of the
dissolved oxygen concentrations, measured in the benthic chambers of the lander (by the AANDERAA
optode oxygen sensors, Aanderaa Data Instruments AS, Bergen, Norway) and the CBA (by the
Hydrolab MS5 oxygen sensor, OTT HydroMet, Kempten, Germany), at the same deployment time
and site [71], and on a pelitic and organic matter-rich bottom in front of the Po River Estuary [78,79].
All the benthic chambers of the two devices recorded similar continuously decreasing values, due to
mineralization of the high content in fresh reactive organic matter, deposited in front of the Po
River Estuary.

The benthic fluxes of solutes, whose concentrations were determined in the water samples collected
by the VAMPIRE syringes, also showed reliable data. In fact, very similar values were determined for
the fluxes of dissolved inorganic carbon (DIC) (Figure 17) measured by the three benthic chambers of
the Amerigo Lander and by the CBA, deployed at the same and site, i.e., on pelitic and fresh organic
matter-rich bottom sediments. Furthermore, these DIC flux values are very similar to those measured
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in earlier studies using different benthic chamber devices [80–82] at the same site and in the same
season (Figure 17).

Figure 16. (a) Oxygen values recorded in the three benthic chambers of the Amerigo Lander (BC1, BC2,
BC3) during deployment; (b) oxygen values recorded in the CBA during deployment of the two devices
at the same time and site, a mud bottom sediment rich in fresh organic matter (Po River Prodelta).

Figure 17. DIC fluxes measured by the CBA, by the Amerigo Lander (BC1, BC2, BC3), and in previous
investigations at the same site, a mud bottom sediment rich in fresh organic matter (Po River Prodelta).

On the whole, the oxygen and DIC data reported above (and other solute flux data that are not
shown but are available from the authors) demonstrate that the Amerigo Lander and the CBA provide
very similar information on benthic fluxes of dissolved substances and that these data are comparable
with flux information recorded in previous work conducted at the same site. These first data, therefore,
provide very good support for the correct functioning of both our devices.

The Amerigo Lander and the CBA record oxygen concentrations in the different deployment
phases. In particular, the oxygen sensors can monitor the oxygen concentrations inside the chambers,
the oxygen fluxes at the sediment-water interface can be calculated, and, furthermore, the oxygen
trend can be used to check the closing of the benthic chamber.

The trends of the oxygen concentrations recorded in the CBA and in two benthic chambers of the
Amerigo Lander (BC1 and BC3) is shown in Figure 18. The data refer to the same time and station,
on pelitic bottom sediment in front of the Po River Estuary.

The declining oxygen concentration in the CBA and in the Ox3 chamber, due to benthic respiration
or sediment-water interface fluxes, can be appreciated in Figure 18a. Notably, the two peaks in the
oxygen concentration trend in the Ox1 chamber of the lander demonstrate that the lid opened twice.

In Figure 18b, the oxygen concentrations were multiplied by the height of the benthic chambers
calculated by the dilution of the Cs tracer (4). The oxygen flux was then obtained by the slope of the
regression line between time (days) and concentration (μmol/m2) (black line, Figure 18b).
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Figure 18. (a) Oxygen concentrations measured in the CBA and in two benthic chambers (BC1 and BC3)
of the Amerigo Lander at the same site, a mud bottom sediment rich in fresh organic matter (Po River
Prodelta); (b) multiplication of the oxygen concentrations by the height of the benthic chamber of the
CBA and in BC3 against time (days) allows calculating the benthic fluxes (slope of the regression line
(black line of Figure 18b)).

The fluxes calculated by the slope of the regression line are shown in Figure 19 and Table 2.
As demonstrated by the examination of Figure 18, the flux measured in the CBA is almost constant
over the 24 h incubation. For this reason, only the total flux was calculated (Figure 19 and Table 2).
In contrast, the oxygen concentration trend in BC3 shows a decreasing flux that can be divided into
early (with higher values) and later (with lower values). This is due to the small size of the chamber of
the lander, which is more responsive to changes in the environmental conditions inside the chamber,
like the reduction in fresh reactive organic matter and oxygen consumption.

Figure 19. Oxygen fluxes calculated based on the data collected in the CBA and in the BC3 chamber of
the Amerigo Lander. Deployment in front of the Po River Prodelta.

The CBA has also been deployed in a volcanic environment, at multiple sites on the seabed around
the volcanic complex of Panarea, to measure the dissolved fluxes of DIC and metals released from the
bottom in the gas vent area [39,43,44,54]. Figure 20 and Table 3 demonstrate the marked difference in
DIC fluxes on the bottom between sites affected by vent fluxes (GEOCAL14CBA1, GEOCAL14CBA2,
PANA14CBA1, PEG1, SP) and sites devoid of fluxes of dissolved substances at the sediment-water
interface (PANA13CBA1, PIANA, 1, 2, 3), due to a surface layer of iron oxyhydroxide [39]. In addition,
Figure 20 and Table 3 show very different DIC fluxes on the seafloor around the Panarea volcanic
area, which is involved by vent fluxes, and the average DIC benthic fluxes measured in front of the Po
River Estuary.
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Table 2. Values of the oxygen fluxes at the sediment-water interface, calculated by the regression of all
points (total), the phase with higher slope (early phase) and the lower slope (later phase).

.
Regression Line

Slope, Total
Regression Line Slope,

Early Phase
Regression Line Slope,

Later Phase

Oxygen mmol/m2*days

CBA −27.670 - -

BC3 −28.903 −51.087 −20.144

Mean −28.287 - -

ST. DEV. 0.872 - -

Figure 20. DIC fluxes measured by the CBA in the submarine volcanic area of Panarea and in front of
the Po River Prodelta.

Table 3. Values of the DIC fluxes at the sediment-water interface measured by the CBA in the submarine
volcanic area of Panarea and in front of the Po River Prodelta.

Cruise Stations Flux (mmol/m2·d)

PANA13 PANA13 CBA1 60.60

GEOCAL14 GEOCAL14 CBA1 689.30

GEOCAL14 GEOCAL14 CBA2 3223.90

PANA14 PANA14 CBA1 1212.70

PANA15 PIANA −17.99

PANA15 PEG1 2750.60

PANA15 SP 10978.00

PANA15B 1 61.54

PANA15B 2 −4.41

PANA15B 3 −19.29

- -

Average - 1893.49

Standard deviation - 3408.76

Po River Prodelta average - 29.00

5. Conclusions

The Amerigo Lander and the CBA, two new instruments for measuring the benthic fluxes of
dissolved substances, built by the authors, are presented herein. Both devices are autonomous and can
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operate in shelf (CBA) and deep-sea (Amerigo Lander) environments. The Amerigo Lander can also
be used for other investigations of shallow and deep benthic ecosystems, because it can carry several
different instruments. Both devices have been successfully tested and employed in international and
national research projects and in environmental investigations of anthropic impacts by local authorities.
These tests and activities have demonstrated the sound performance of the Amerigo Lander and the
CBA, as also reflected by the DIC and oxygen data reported above. The CBA has also proved suitable
for deployment in a volcanic area affected by gas and fluid vents, for which very few data are available
due to technical measurement difficulties. In case of use in volcanic environments, the temperature
of the solutes released from the bottom should be carefully monitored because of the temperature
operation limits of the sensors (40–50 ◦C) or of the polycarbonate (140 ◦C).

Notably, these new instruments mark an important advancement in the Italian marine technology
community, providing the means to compete for international research and applicative projects at the
same level as foreign institutions.
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Appendix A

(a)                                        (b)  

Figure A1. The Amerigo Lander monitoring instrumentation. (a) The SBE CTD mounted on the
Amerigo tripod; (b) the Telesub Lanterna camera installed on the Amerigo Lander.
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Figure A2. Electronics of the Amerigo Lander: Schematic drawing of the electronics diagram
architecture. * Multiplied by three (palettes); ** multiplied by two (VAMPIRE motors); a: dedicated
POWER-ON/OFF port (H bridge with electronic shunt); b: other “n” analogic devices; c: other “n”
burn wire systems; d: other “n” digital sensors; blue dashed line: serial Tx/Rx port.

Figure A3. The set of gas-impermeable glass ampoules for water sampling for the analysis of dissolved gases.
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Figure A4. Filtering, subdivision into aliquots, and treatment of the water samples collected by the
syringes of the Amerigo Lander is conducted in a Nitrogen glove-box.

Table A1. Main configuration of the Amerigo Lander electronic.

Type Description

Microprocessor ATmega128
RAM flash 128 Kb

RAM 4Kb
e2prom 4Kb

Internal clock
n. 3 timer 16 bit

n. 8 ADC channels 10 bit
n. 2 TTL serial ports

External circuit serial flash RAM 4Mb
n. 2 RS232 serial ports

n. 3 RS485 ports
n. 8 analogic inputs
n. 2 digital inputsn.

20 on/off ports (H-bridge with electronic shunt)
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Table A2. Configurations of the general inputs and outputs of the electronic of the Amerigo Lander.

Name Type Description

OUT 1 ON/OFF Power terminals for CTD sensor
OUT 2 ON/OFF Power terminals for O2 sensor number 1, chamber n.1
OUT 2 ON/OFF Power terminals for O2 sensor number 2, chamber n.2
OUT 4 ON/OFF Power terminals for O2 sensor number 3, chamber n.3
OUT 5 ON/OFF Power terminals for CH4 sensor number 1, chamber n.1
OUT 6 ON/OFF Power terminals for CH4 sensor number 2, chamber n.2
OUT 7 ON/OFF Power terminals for CH4 sensor number 3, chamber n.3
OUT 8 ON/OFF Power terminals for analogic sensors (n.2 turbidity and n.1pH)
OUT 9 ON/OFF Power terminals - Engine palette chamber n.1 (mixing water)

OUT 10 ON/OFF Power terminals - Engine palette chamber n.2 (mixing water)
OUT 11 ON/OFF Power terminals -Engine palette chamber n.3 (mixing water)
OUT 12 ON/OFF Engine VAMPIRONE number 1
OUT 13 ON/OFF Engine VAMPIRONE number 2
OUT 14 ON/OFF Burn wire n.1 Buoy electronic check
OUT 15 ON/OFF Burn wire n.2 Benthic chamber release
OUT 16 ON/OFF Burn wire n.3 Benthic chamber cover release
OUT 17 ON/OFF Burn wire n.4 Benthic chamber cover release
OUT 18 ON/OFF Burn wire n.5 weights release
OUT 19 ON/OFF Power terminals 24 Volts for microprofiler
OUT 20 ON/OFF OxyStat pump
RS232 1 RS232 Main serial port - PC communication

RS232 2-1 RS232 CTD
RS232 2-2 RS232 serial communication with O2 sensor n. 1, chamber n.1
RS232 2-3 RS232 serial communication with O2 sensor n. 2, chamber n.2
RS232 2-4 RS232 serial communication with O2 sensor n. 3, chamber n.3
RS232 2-5 RS232 serial communication with pH sensor n. 1, chamber n.1
RS232 2-6 RS232 serial communication with pH sensor n. 2, chamber n.2
RS232 2-7 RS232 serial communication with pH sensor n. 3, chamber n.3
RS485 1 RS485 serial communication with CH4 sensor n. 1, chamber n.1
RS485 2 RS485 serial communication with CH4 sensor n. 2, chamber n.2
RS485 3 RS485 serial communication with CH4 sensor n. 3, chamber n.3

an 1 analogical in Analogical (0-5V) Turbidity sensor n. 1, chamber n.1
an 2 analogical in Analogical (0-5V) Turbidity sensor n. 2, chamber n.2
an 3 analogical in Analogical (0-5V) Turbidity sensor n. 3, chamber n.3
an 4 analogical in NC-future purpose (pCO2)
an 5 analogical in NC-future purpose (Eh)
an 6 analogical in NC-future purpose (H2S)
an 7 analogical in NC-future purpose (other sensor)
an 8 analogical in NC-future purpose (other sensor)
DI 1 digital IN magnetic sensor (future purpose, VAMPIRONE position)
DI 2 digital IN magnetic sensor (future purpose, VAMPIRONE position)
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Abstract: Colonies of the endangered red sea pen Pennatula rubra (Cnidaria: Pennatulacea) sampled
by trawling in the northwestern Mediterranean Sea were analyzed. Biometric parameters, such as total
length, peduncle length, number of polyp leaves, fresh weight, and dry weight, were measured and
related to each other by means of regression analysis. Ad hoc models for future inferencing of colonies
size and biomass through visual techniques were individuated in order to allow a non-invasive study
of the population structure and dynamics of P. rubra.
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fishery; VME

1. Introduction

The mesophotic and aphotic zones of the Mediterranean Sea are inhabited by a variety of benthic
organisms, some of which are able to create biogenic habitats due to their three-dimensionality and their
aggregative behavior. Among them, corals play a crucial role as habitat formers, being the main builders
of peculiar coral frameworks, in the case of stony corals [1], or coral forests, in the case of arborescent
corals [2,3]. These habitats are featured by a high sensitivity to human pressures, particularly on
trawlable grounds, where their abundance and their associated community significantly decrease [4].
Among soft-bottom octocorals, pennatulaceans can form extensive populations, known as sea pen fields,
providing relevant structure in flat, low-relief muddy habitats where there is little physical habitat
complexity. These fields create essential biogenic habitat for suprabenthic and benthic invertebrates,
as well as an important feeding and nursery area for a rich demersal fish fauna [5–8] representing
Essential Fish Habitats and Vulnerable Marine Ecosystems (VMEs) [9] worthy of protection.

Sea pen fields are often difficult to be found on muddy bottoms using indirect methods because
they cannot be detected using the common habitat mapping geophysical techniques. The most
effective way to identify these fields, through the analysis of data coming from commercial fishing
bycatch or from experimental trawl fishing surveys, on a large scale still remains trawling. After the
identification of a sea pen field, the visual techniques used onboard oceanographic cruises, such as
Remotely Operated Vehicles (ROVs), allow to carry out more detailed studies and/or monitoring of
VMEs on a relatively small area [10]. Non-contact and non-destructive imaging techniques, based on
properly developed object segmentation and detection algorithms, have been proved to be a viable
alternative to contact measurement and diagnostic techniques in a large variety of sectors, ranging from
industrial quality control to characterization of devices, to medical imaging and clinical applications.
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Hence, it is foreseeable the development of automatic vision methods for identification, counting,
and measurement of the sea [11–20].

Despite the recognized ecological importance of pennatulaceans, little is known about their biology
and ecology, and their vulnerability to human pressures has been assessed under a precautionary
approach [21]. Destructive sampling is still needed to estimate the biomass of a sea pen field, as well
as to collect information on colonies’ size, population structure, and dynamics, in order to assess
the main features of the population and to establish its need for protection. Nowadays, advances
in the design, lowering of costs, and increased performance of unmanned vehicles, including ROVs
and drones, pave the way to the extended exploration of marine environments [22–28]. Underwater
imagery techniques, such as ROVs and towed cameras, are now allowing a better understanding of the
sea pen numerical importance on a relatively small scale, but these methods are still not effective in
understanding biomass and size structure [10]. Hence, the development of a non-invasive technique for
determining the weight of colonies is desirable to obtain quantitative data of biomass (both fresh and
dry) from ROV imaging, useful to support conservation measures. Moreover, the possibility to estimate
the colonies’ length with the same approach would also enhance the size structure assessment of sea
pens population and their monitoring, consistently with their need of protection and their fragility to the
trawled sampling gears (e.g., trawl nets and dredges). Finding of proper biometric correlations could
avoid the need of further sampling for the study of these vulnerable populations in the near future [29],
allowing non-invasive methods, and representing a valid alternative to destructive sampling.

The present study modeled the biometric measurements collected from a population of the red
sea pen Pennatula rubra (Ellis, 1761) sampled by trawling. This species, endemic of the Mediterranean
Sea, belongs to the suborder Subsessiliflorae because of the presence of polyps disposed in pinnately
arranged leaves. It represents one of the most important field-forming sea pens of the Mediterranean
continental shelf [30,31], reported as vulnerable in the Red List of the International Union for the
Conservation of Nature (IUCN) [32] among the seventeen threatened coral species of the basin.
The colonies of P. rubra live with the peduncle (i.e., the basal part of the colony) into the sediment,
the rachis representing most of the visible portion of the colony (Figure 1). For this reason, the total
length cannot be directly measured through visual methods. In this study, we found reliable biometric
relationships using the number of polyp leaves as a proxy to estimate the total length and the biomass
of the colonies, enabling future in situ assessments of population structure and biomass. This would
also avoid the need for sampling for the study of the population dynamic of P. rubra, representing a
necessary knowledge base for a non-invasive study of the wild populations.

Figure 1. The colony of Pennatula rubra. (a) In vivo appearance of the species; (b) indication of polyp
leaves (black arrows), rachis, peduncle, and total length.
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2. Materials and Methods

Colonies of P. rubra were sampled using an experimental trawl net, with a stretched mesh of
20 mm in the codend, in the frame of the MEDITS (Mediterranean International Bottom Trawl Survey)
project [33]. Sampling was carried out during 2013 northwest Punta Alice (Ionian Sea, southern Italy;
start: 39◦35.05′N–16◦52.26′E; end: 39◦34.05′N–16◦53.63′E) at 61–65 m depth [31], onboard the Pasquale
e Cristina fishing vessel. A SCANMAR acoustic system (Scanmar AS, Åsgårdstrand, Norwey) [34] was
used to measure the horizontal and vertical openings of the net in order to estimate the swept area.
The colonies of P. rubra sampled were preserved on board at −20◦C.

A total of 168 colonies, sampled over an area of 41,000 m2, were analyzed. The following biometric
parameters were measured for each colony: length of the peduncle, the total length of the colony
(considering both rachis and peduncle), fresh weight, and number of polyp leaves (Figure 1). Length
measures were carried out using a manual caliber with 1 mm resolution, and fresh weight was measured
using a DENVER MXX-212 electronic balance (Denver Instrument GmbH, Goettingen, Germany; 0.01 g
resolution, 0.04 g worst-case uncertainty).

Measurements were carried out in the laboratory after thawing, considering that the freezing
process causes the complete contraction of the colonies. On the contrary, living colonies can contain a
highly variable quantity of seawater driving their contraction and considerably changing their size and
fresh weight [31]. Then, a suitable procedure to obtain dry weight measurement was performed for a
reduced number of sampled colonies. In particular, 54 colonies were selected having different fresh
weight values to obtain a statistically significant population. Each colony was identified by a unique
ID and fresh weighted, and then the colonies were dried in an oven at 40 ◦C for 96 h. Dry weight was
measured for each colony. A detailed study highlighting the relationship among all the biometric
parameters of P. rubra was performed, with the aim to develop suitable models for the colonies’ size and
fresh weight based on the number of polyp leaves. The model for the estimation of size was developed
to obtain both the rachis length and the total length, the former being visible with imagery techniques
(Figure 1), while the latter used in direct measurements from samples. Moreover, the relationship
between fresh and dry weight of the colonies was also assessed. Finally, data obtained from an
ROV survey carried out on the same population sampled by trawling [10] were used to compare the
distribution of the number of polyp leaves obtained from both the methods (i.e., visual vs. sampling).
In particular, polyp leaves were counted for a total of 207 colonies observed in vivo, whose position,
contraction, and ROV framing allowed to clearly distinguish the polyp leaves of at least one side of
the colony.

Although it is not very common, the number of polyp leaves from the two sides of the same
colony can be different due to mechanical damage or predation events. For this reason, both right and
left polyp leaves of each sampled colony were counted. When the number of leaves was different
between the two sides of the same colony, the mean value was calculated and used for the models.
Whereas, the maximum number of polyp leaves per colony side was preferred over the mean value for
the size estimation model, considering the direct link between the length of the colony and the number
of polyp leaves.

3. Results and Discussion

The number of polyp leaves proved to be a reliable proxy to estimate size and biomass of P. rubra
colonies using non-invasive approaches based on ROV imaging, as previously highlighted with
regression analysis [10,29]. In particular, the analysis of colonies sampled through experimental
trawl fishing surveys allowed to identify suitable relationships, which were able to estimate the size
and biomass of sea pens using models based on the number of polyp leaves, that can be measured
from images.
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3.1. Model for Size Estimation

In the first step, the relationship between rachis length and the number of polyp leaves was
investigated. The experimental results highlighted a good linear behavior (correlation coefficient = 0.84)
between number n of polyp leaves and the estimated rachis length as reported below in Equations (1)
and (2) and shown in Figure 2.

lr = lt − lp (1)

l̂r(n) = 2.6·n− 1.1 (2)

where lt is the total length of the colony, lp is the length of the peduncle, n is the number of polyp
leaves, and lr and l̂r are rachis length and its estimation by means of linear regression, respectively.

Figure 2. Rachis length vs. the number of polyp leaves in Pennatula rubra; the red line is the linear
regression, and red dot lines include 95% of data.

To quantify the accuracy of the proposed model, the root mean square relative error elr was
calculated by using Equation (3), then a value of 11.8% for this parameter was obtained. This value is
due to intraspecific variability, and it can be accepted for size-frequency distribution analysis in soft
coral populations.

elr =

√√√
1
M

M∑
i

⎛⎜⎜⎜⎜⎝ l̂r(ni) − lri

lri

⎞⎟⎟⎟⎟⎠
2

(3)

In Equation (3), M is the number of samples, ni and lri are the values of polyp leaves number and
rachis length of the i-th sample, respectively. Experimental values are equally distributed around the
regression line (Figure 2).

Figure 2 shows a significant variation in colony length for each value of the number of polyp
leaves; therefore the dispersion of obtained data was analyzed. Figure 3 shows the distribution of
lr values grouped for each n, where mean and standard deviation were represented with a box plot.
The values with n < 15 were not included in the dispersion analysis because they did not provide
length variation in correspondence of the same values of n. In general, colonies with a high number of
polyp leaves provide more dispersion, with a maximum standard deviation value of 8.2 mm. This can
be due to intraspecific variability, particularly evident in older colonies whose number of polyp leaves
is higher.
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Figure 3. Distribution of rachis length in the population of Pennatula rubra; red boxes include all values
ranging in average ± standard deviation.

Similar linear dependence was obtained by analyzing the behavior of total length estimate l̂t as a
function of the number of polyp leaves, reported in Equation (4), with an obtained root mean square
relative error of 10.6%.

l̂t(n) = 5.8·n + 8.1 (4)

The major or minor variation of rachis length for each value of the number of polyp leaves can be
due to the natural variability of the population and the number of colonies sampled. Despite a large
number of samples analyzed (168 colonies), it is expected that the rachis length variation among the
different values of the number of polyp would be more homogeneous by analyzing a larger number
of colonies.

3.2. Model for Fresh Weight Estimation

The number of polyp leaves was related to the fresh weight of P. rubra colonies and served as a
model to assess colonies’ biomass. A suitable P. rubra envelop was considered in order to identify the
best curve for data fitting. In particular, by supposing a 2D outline of P. rubra, it is possible to consider
a second order enveloping curve expressed as a function of distance along the rachis, as shown in
Figure 4. The curve intersects the rachis at distances zero and lr.

The weight ŵ f of a P. rubra colony is assumed to be proportional to the enveloping area,
and consequently can be expressed by integrating that curve between 0 and lr, obtaining a third-degree
power of lr. Therefore, by taking into account the linear dependence between length and the number
of polyp leaves, the dependence of fresh weight from n can be described by a third-degree polynomial,
where all powers of n up to the third have been considered for generality (Figure 5).

Tests consisting of the use of different nonlinear models confirmed that the best fitting curve
providing the minimum mean square error is expressed by the following relationship, corresponding
to a root mean square relative error of 46%:

ŵ f (n) = −0.013·n3 + 0.076·n2 − 1.170·n + 5.342 (5)

The validity of the model was not assured when n < 15 because the weight estimated in this
condition required a higher number of data from juvenile or young colonies and a more accurate
weight measurement with very low values. Anyway, small colonies resulted infrequent with both

187



Sensors 2019, 19, 2255

trawling and visual methods, and their contribution to the biomass of the sampled population is about
0.06% of the mass.

Figure 4. 2D outline of Pennatula rubra.

Figure 5. Fresh weight vs. the number of polyp leaves in Pennatula rubra; red curve is the third-degree
polynomial fitting experimental data, and red dot curves include 95% of data.

A further model of the estimated weight ŵ2 f , taking into account also the linear dependence on
rachis length, was considered with the aim to reduce the fitting error (Equation (6)). The following
fitting surface was identified, as shown in Figure 6.

ŵ2 f (n, lr) = 2.28·10−4·n3 − 0.023·n2 + 0.826·n + 0.039·lr − 9.182 (6)

In this way, the root mean square relative error was reduced to 38.7%.
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Figure 6. The behavior of fresh weight as a function of both the number of polyp leaves and rachis
length in Pennatula rubra. Blue bars represent errors between measured weight and least squares surface
fitting. Red dots are projections on the horizontal plane.

3.3. Dry Weight Estimation

The correlation between dry and fresh weight was analyzed based on measurement data on a
reduced set of P. rubra samples represented by 54 colonies. Despite the fact that the dry weight is not
frequently used for sea pens, it is considered a more reliable measure of the biomass because of the
variable water content in living colonies of P. rubra, driving their exposure to different currents and
their withdrawal as a defense strategy [31].

Figure 7 shows fresh weight behavior vs. dry weight, which can be described by means of a
polynomial function of the third order expressed by means of

ŵd(n) = 0.062·w f
3 − 0.412·w f

2 + 1.134·w f − 0.416 (7)

where w f is the measured fresh weight, and ŵd is the dry weight estimation.

Figure 7. Fresh weight vs. dry weight in Pennatula rubra; the red curve is the polynomial interpolation
of the third order, and red dot curves include 95% of data.

The obtained model allows to predict dry weight based on the fresh weight and shows root mean
square relative error of 19.2%. This can allow the use of the model to assess dry biomass starting from
both fresh weight estimation (e.g., from ROV imaging) or direct fresh weight measures (e.g., from
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fishery samples). In this last case, the model would help to rapidly understand the dry biomass of a
sea pen field (e.g., onboard a fishing vessel) without the need of drying procedures.

3.4. Distribution of the Number of Polyp Leaves

Starting from ROV imaging data, ni, the number of polyp leaves of the i-th colony, was counted
for each of the M = 207 P. rubra colonies observed and analyzed, giving the set n = [ni]i=0,...,206. This
set was compared with the one obtained by trawling, consisting of M = 168 colonies, n = [ni]i=0,...,167.

The distributions of the number of polyp leaves in both sets are compared in Figure 8,
while descriptive statistics are reported in Table 1.

Figure 8. Comparison of the distribution of the number of polyp leaves in Pennatula rubra: in blue,
samples obtained with trawling; in red, observations from Remotely Operated Vehicle (ROV) surveys.

Table 1. Statistics of the number of polyp leaves of Pennatula rubra for trawling- and Remotely Operated
Vehicle (ROV)-based sampling.

Set Mean μ Standard Deviation σ Skewness s Kurtosis k

Trawling 22.0 3.7 −1.3 5.6

ROV 19.9 3.5 −1.1 5.5

Bias-corrected standard deviation, standard deviation, bias-corrected skewness, and bias-corrected
kurtosis have been defined, respectively, as follows:

σ =

√√√M−1∑
i=0

(ni − μ)2

M− 1
(8)

σ′ =

√√√M−1∑
i=0

(ni − μ)2

M
(9)

s =

√
M(M− 1)
(M− 2)

M−1∑
i=0

1
M (ni − μ)3

σ′3
(10)

k =
M− 1

(M− 2)(M− 3)

⎡⎢⎢⎢⎢⎢⎣[M + 1]
M−1∑
i=0

1
M [ni − μ]4
σ′4

− 3[M− 1]

⎤⎥⎥⎥⎥⎥⎦+ 3 (11)
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Standard deviation and kurtosis are similar for trawling and ROV data, while mean values and
skewness differ by about 10% and 18%, respectively (Table 1). These differences can be due to many
causes, such as: a slight difference in the two nearby subpopulations studied, since trawling hauls and
ROV transects do not completely overlap; a minor catch efficiency of the trawl net on smaller colonies,
that can be easily passed by the net without being collected; underestimation and errors in counting
the number of polyp leaves from video analysis, considering that the first and the last polyp leaves can
be very small, and their identification can be less easy from images than from samples.

By using the previously identified relationship between the number of polyp leaves and fresh
weight of the colonies, an estimation of the total weight can be obtained from ROV images. In particular,
for each colony i, the predicted fresh weight is ŵi = ŵ(ni) according to the model (5). ŵi has been set
to 0 for small colonies (n ≤ 15), where the model is not applicable.

Based on ROV images, the predicted mean weight of a colony is

ŵmean =
1
M

M−1∑
i=0

ŵi = 1.86 g

The total weight of a population present on an area S can then be estimated through

ŵtot = ŵmeanδS

where δ is the density of the colonies present on the surface S.
The mean weight of trawling samples, obtained by averaging the weights measured in the

laboratory, is wmean = 2.39 g. Therefore, the relative error of weight prediction with ROV, for a given
surface density and area, is −22%. This result takes into account the previously mentioned error
contributions, as well as the weight modeling error.

The weight estimation based on the number of polyp leaves through ROV imaging proved to
be a feasible alternative to destructive sampling. Considering the low catch efficiency of trawl nets
on sea pens [10,35,36], it cannot be excluded that small colonies have less possibility to be sampled,
thus justifying the 22% difference observed between the mean weight of samples with the two methods.

4. Conclusions

Zoological and ecological studies on VME indicator taxa are often based on abundance, biomass,
and size structure of the population studied. This information is fundamental to assess the extent
and the main features of soft-bottom coral communities, such as sea pen fields and coral gardens,
in order to plan and apply proper protection initiatives. Except for abundance, considered as colonies
density, whose estimation is known to be more accurate using visual methods than trawled sampling
gears, the gathering of both size and biomass data has been historically carried out through destructive
sampling. This study showed that the number of polyp leaves could be used for non-invasive studies
of vulnerable species, such as P. rubra. In fact, this information can be retrieved from ad hoc ROV
surveys, with a good level of accuracy and good reliability.

Despite the fact that the estimation of colonies’ size and biomass using ROV imaging is
a time-consuming process compared to the direct measurement of the samples, it can allow a
non-destructive study and monitoring of vulnerable and protected species, for both studying and
preserving the natural population. Data from different populations of P. rubra within the Mediterranean
Sea would contribute to improve and refine the models, in order to make them applicable on a basin
scale, as well as to highlight potential morphometric differences among the populations.

The use of polyp leaves to estimate other biometric parameters could be used worldwide for other
species belonging to the suborder Subsessiliflorae, being characterized by the presence of polyp leaves.
The identification of proper biometric relationships has been recently done for other sea pen species in
eastern Canada [21] and is common for size–frequency distribution of other octocorals [37], as well
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as for other marine invertebrates [38]. However, this approach cannot currently be applied to rare
species, such as the endemic sea pen Crassophyllum thessalonicae Vafidis & Koukouras, 1991 [39] and the
wip-like sea pen Protoptilum carpenteri Kölliker, 1872 [40].

Records of benthic species collected from accidental catches (e.g., fishery) could be used to obtain
useful preliminary information to identify VMEs over very large areas. The analysis of large-enough
sets of samples can also represent a basis to build further ad hoc models for the future study and
monitoring of these species, particularly concerning soft-bottom coral populations. This sustainable
approach supports the restrictions that should take place after the finding of dense populations of
vulnerable species, such as the adoption of encounter protocols and the establishment of no-fishing
areas on VMEs.
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Abstract: Hyperspectral imagers enable the collection of high-resolution spectral images exploitable
for the supervised classification of habitats and objects of interest (OOI). Although this is a
well-established technology for the study of subaerial environments, Ecotone AS has developed an
underwater hyperspectral imager (UHI) system to explore the properties of the seafloor. The aim
of the project is to evaluate the potential of this instrument for mapping and monitoring benthic
habitats in shallow and deep-water environments. For the first time, we tested this system at two
sites in the Southern Adriatic Sea (Mediterranean Sea): the cold-water coral (CWC) habitat in the
Bari Canyon and the Coralligenous habitat off Brindisi. We created a spectral library for each site,
considering the different substrates and the main OOI reaching, where possible, the lower taxonomic
rank. We applied the spectral angle mapper (SAM) supervised classification to map the areal extent
of the Coralligenous and to recognize the major CWC habitat-formers. Despite some technical
problems, the first results demonstrate the suitability of the UHI camera for habitat mapping and
seabed monitoring, through the achievement of quantifiable and repeatable classifications.

Keywords: hyperspectral camera; spectral library; habitat mapping; coralligenous; cold-water coral;
Adriatic Sea
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1. Introduction

Traditionally, underwater habitat mapping has been carried out coupling acoustic remote sensing
techniques with red/green/blue (RGB) images, videos and bottom sampling [1,2]. The analysis of video
and images is performed manually by expert interpretation, or automatically when a photomosaic is
available [3]. Recently, the European programs such as the EU Marine Strategy Framework Directive
(MSFD: 2008/56/EC), require the monitoring of benthic habitat extent and distribution (Criteria 1.4 and
1.5 of the Descriptor 1 “Biological Diversity”). The MSFD scope is to assess the good environmental
status (GES) of European water [4] with the lowest possible impact on the seafloor. This effort is
translated into quantifiable operational indicators that should be measurable at different scale and
repeatable in time [4]. To fulfill these requirements, there is a need for innovative approaches and
tools to obtain detailed, reliable, quantifiable and repeatable maps of relevant habitats in different
underwater environments [2].

During the last decade, the implementation of hyperspectral devices has become a viable
alternative to regular photography. In contrast to ordinary cameras that acquire three colour bands
(RGB), hyperspectral cameras record the full spectrum of reflected light, in each pixel of the acquired
image. Therefore, the spectral resolution and amount of information obtainable from an image
transect is vastly increased compared to traditional photography [5]. As a result, UHI can detect
the subtle and otherwise unnoticeable spectral properties of a given OOI and record object-specific
optical fingerprints. Optical fingerprinting increases classification accuracy for both qualitative and
quantitative mapping [5].

This technology has previously been applied to airborne remote sensing, both in terrestrial
and marine environments, through passive sensors requiring sunlight. However, sunlight is highly
attenuated in marine waters [6,7]. As a consequence, this technique is suitable only in coastal areas
and relatively shallow water (up to 50 m depth: [8–10]). Hence, works on hyperspectral imaging from
satellite or airplanes are focussed on oceanographic and biological studies [11,12], mapping of ocean
colour [12,13] and shallow benthic habitats [8,10] such as coral reefs [14–17], seagrasses [18–20] and
kelp forests [9].

Recently, different instrument carriers for the underwater hyperspectral imager (UHI) have been
used in underwater field applications, such as the customized scanning rig [21,22], remotely operated
vehicle (ROV) [6,7,23–27] or autonomous underwater vehicle (AUV) [28]. The UHI has been tested
and utilized for different purposes from shallow (< 6 m) [22] to abyssal depths (ca. 4200 m depth) [6,7].
Among the many applications, UHI was related to the identification of manganese nodules [6],
infrastructure inspection, seafloor impact of offshore drilling [29] and marine archaeology [25,27,30].
However, the most reported UHI application is within the field of benthic habitat mapping, modelling
and monitoring. Underwater hyperspectral imaging with ROV has been used to study coastal kelp
forests [25], vertical rock wall habitat and soft sediments [24], red calcareous algae and associated
fauna [25,26], deep-sea megafauna [7] and CWC communities [23,25]. Laboratory experiments to
measure changes in the health status of CWCs exposed to hydrocarbons emissions is another application
of UHI [31].

As a first application to the Mediterranean basin, we tested the UHI in the Adriatic Sea [32].
The semi-enclosed Adriatic Sea hosts a variety of benthic habitats, including the shallow oyster reefs
and sponge communities in the Venice Lagoon [33], coralligenous formations on the shelf (e.g., [34]
with references therein), down to the CWC habitat in deep water (> 200 m) in the south (e.g., [35–40]).
At present, the Adriatic Sea is under siege by a number of stressors, such as high demographic pressure
on its coastal areas, pollution, marine littering and dumping, fishing practices, ship traffic, harbour
activities and industrial operations [41]. Our study targets the distribution and extent of two biogenic
habitats (CWC and Coralligenous), in different geomorphological and depth contexts, considered to
be of key importance in monitoring plans. In this perspective, the UHI may prove useful in habitat
mapping to meet the requirements of European programs (e.g., EU MSFD).
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2. Materials and Methods

2.1. Study Area

The two selected sites are located in the Southern Adriatic Sea (Figure 1): the Bari Canyon (CWC
habitat) and the continental shelf off-shore Brindisi (Coralligenous habitat).

The Bari Canyon site is located ca. 40 km away from the city of Bari, on the continental
margin, within a well-known Cold-Water Coral ecosystem, extending between −200 and −700 m
on the southern flank of the canyon [35,36,38,42,43]. The CWC habitat is here characterised by
complex megabenthic communities, mainly represented by the colonial scleractinian Madrepora oculata,
subordinately Desmophyllum pertusum (Lophelia pertusa [44]) and the solitary Desmophyllum dianthus,
and by large fan-shaped sponges (i.e. Pachastrella monilifera and Poecillastra compressa) [35–37,40].

The Brindisi site is placed on a flat continental shelf, about 10 km far from the coast at an average
depth of 30 m. Coralligenous outcrops, mosaicking coarse biogenic sediments [34–46], dominate the
seafloor. The coralligenous is a very complex habitat where crustose coralline algae (CCA) and red
algae belonging to the order of Peyssonelliales are often the main bioconstructors in shallower waters,
generating a new solid substrate and constituting a three-dimensional biogenic build-up [47–52].
It represents a key habitat of the Mediterranean continental shelf because of its structural and functional
importance, as well as for its considerable aesthetic value [53]. In the study area, discrete coralligenous
build-ups [46] characterize the seafloor, with a thickness up to 70 cm. CCA, usually growing in
dim light conditions, and other algae such as Peyssonelliales primarily form these solid substrates;
bryozoans and serpulids contribute to the bioconstruction [54,55]. Moreover, these hard substrates
host different fauna and flora, often overgrowing the calcified red algae [51].

2.2. Underwater Hyperspectral Imager (UHI)

The underwater hyperspectral imager (UHI), developed and patented by Ecotone AS, consists of
a waterproof housing containing camera system, computer and data storage. It is operated with a
light source for proper illumination, and represents a new system for the identification, mapping and
monitoring of OOI at the seabed [5,25].
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Figure 1. (A) Location of the two sites, inset shows the position in the Mediterranean Sea; (B) the
extension of the Bari Canyon CWC province (from [56]) and (C) the extension of the coralligenous
in the Brindisi area (black lines indicate the ROV surveys). Habitat maps produced by the BIOMAP
project and further updated within the CoCoNet project. (D) Example of CWC habitat complexity
showing colonies of M. oculata and large fan-shaped sponges (from [38]); (E) example of coralligenous
characterized by CCA and Peyssonelliales, serpulids and orange encrusting sponges overprinting the
calcified red algae.
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The UHI is a push broom camera, which records one line at time. It is equipped with a spectrograph
that receives light through a thin entrance slit [57]. Light entering the instrument is diffracted into
separate wavelengths and projected onto the camera sensor as a contiguous spectrum. A continuous
image is built up line by line and can be presented on a monitor for visualisation [26].

The UHI needs to be mounted on a moving platform (e.g., ROV) that operates at a fairly constant
speed and altitude from the seafloor. Mobile platforms equipped with dynamic positioning systems
permit larger areal coverage, and the possibility of re-visiting the surveyed sites based on their
geolocation data [58]. External lamps provide seafloor illumination. Due to the rapid attenuation of
light in the marine environment, UHI is normally confined to scanning altitudes <5 m above the OOI,
depending on water quality and turbidity.

Image lines are captured perpendicular to the direction of movement. The result is a hyperspectral
image, featuring detected intensities for all the wavelengths used [57]. The spatial resolution provided
by hyperspectral cameras varies with altitude, exposure time of the camera and speed vessel.

2.3. Data Acquisition

In February 2017, we carried out the SPECTRA17 cruise on board of the R/V Minerva Uno, aimed
at testing the ability of the UHI to acquire seafloor hyperspectral images in the Southern Adriatic Sea.

An Ecotone UHI (Model 4) was mounted vertically beneath the ROV Super Mohawk II 34
Observation Class, facing directly towards the seafloor, together with two LED lamps (3200 lumens
per lamp) oriented at 90◦, a 2D high resolution RGB camera with two lamps oriented at 60◦ and a
system to correct UHI camera motion for pitch, roll and yaw. Acquisition and pre-processing of data
were managed through the C++ based UHI customized software Immersion installed on the topside
control unit.

The ROV maintained constant speed (about 1 knot) and heading in each dive (45◦ for CWC and
25◦ for coralligenous, respectively), at a constant altitude of 1–1.5 m. The track length was about 2.5 km
for the CWC site and 785 m for the coralligenous site.

ROV navigation and position was provided by Low-Accuracy TrackLink USBL Positioning System
(accuracy of <2% of the water depth), positioning data were recorded at 1 sec. The positioning system
was operated using the software PDS2000. In addition to UHI, a black and white camera for ROV
navigation and a high-resolution camera provided footage for manual identification of OOI.

We reoccupied previous ROV tracks, making use of high-resolution videos and photos already
available for comparing the UHI results and classification.

2.4. High Resolution Camera Image Data Processing

The RGB images for coralligenous and CWC sites, collected by the high-resolution camera, were
processed using ADELIE Software by IFREMER and used to identify and classify the OOI. ADELIE is
a software able to synchronise video and navigation and then automatically capture georeferenced still
images (or image sequences) for a chosen time interval (e.g., every 10 s). Through a specific module of
ADELIE based on ArcGIS Desktop, it is possible to filter and smooth vehicle navigation, to have direct
access to pictures and to localize video in real time. Following this procedure, we mapped all track
lines producing benthic habitat maps and estimated the extent of habitat at ROV scale.

2.5. UHI Data Processing

Processing of hyperspectral images consisted of three main steps: (1) Radiometric processing
correcting for sensor influence; (2) Georeferencing to assign geospatial information and perform
image geocorrection; (3) Conversion of radiance to reflectance by correction of external influences
from illumination source. Using Immersion, we performed the georeferencing and radiometric
correction of the acquired images to produce non-distorted and georeferenced hyperspectral images.
The spectral resolution is up to 2.2 nm, while the spatial resolution is 1 cm for CWCs and 0.5 cm for
coralligenous. The resulting UHI coverage is about 1–1.2 m width, depending on height above seafloor.
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The pre-processed UHI images used in this work are available as Research Object (for further details
see Supplementary Materials).

2.5.1. Radiometric Processing

The UHI was calibrated in the laboratory before the oceanographic mission. A standard lamp with
known spectral properties was used to find the ratio between observed the digital counts of intensity
for each wave band on the sensor, to spectral radiance (W m−2 sr−1 nm−1). These measurements
can be applied on raw recordings from the field to correct for sensor-specific noise and dark current,
as well as data acquisition parameters such as exposure time and binning. Radiance conversion was
automatically performed as part of the georeferencing algorithm in Immersion.

2.5.2. Georeferencing

Geographic position and spatial correction of the hyperspectral images were provided by the
georeferencing procedure through Immersion software by using: (1) USBL data for the ROV position
and (2) altitude data from the Ecotone IMU (Inertial Measurement Unit). As the navigation produced
by USBL track link contains frequent spikes and some metrical gaps, we statistically filtered navigation
and altitude data through 20- and 5-point-wide windows, respectively, using an adjacent averaging
smoothing algorithm to improve resolution [59]. In addition to navigation, motion and altitude data
the following parameters for Immersion were set: (1) course-made-good option for ROV heading
calculation; (2) a spectral binning of 8 resulting in 28 bands with 15 nm resolution; (3) a spatial binning
of 1 and (4) a cell resolution of 1 cm for CWCs and 0.5 cm for coralligenous.

2.5.3. Reflectance Processing

Following the procedure in [1], radiance data was converted into reflectance correcting for the
external influence on the spectral characteristics from LED lamps or their combination with sunlight,
at the deep and shallow site, respectively. These spectral characteristics are not definable, so we
approximated the illumination influence by using a reference spectrum calculated for the entire
analysed segment of both sites in R software [60]. Then, we divided each image pixel by its respective
reference spectrum.

2.6. UHI Spectral Supervised Classification

We selected a segment from the CWC track line of about 10 m and a segment from the coralligenous
track line of about 7.5 m for the spectral supervised classification and further analysis. Classification
was performed through the software ENVI 5.5, using the spectral angle mapper (SAM) method.
The accuracy was determined generating a confusion matrix for each site.

2.6.1. Spectral Angle Mapper (SAM)

The spectral angle mapper (SAM) is a supervised classification technique that measures the
similarity of image spectra to reference spectra. The reference spectra can be measured in field or
laboratory, they can be taken directly from the image as region of interest (ROI) or imported from
already known spectral libraries. SAM measures similarity by calculating the angle between the
two spectra, treating them as vectors in n-dimensional space, with n being the number of bands [61].
The angle is the arccosine of the dot product of the two spectra. Smaller values for the angle indicate
higher similarity between pixel and reference spectra. As the angle between two vectors is independent
of the vector length, this method is unaffected by gain factors, such as solar illumination [62]. The SAM
only compares the angle between the spectral directions of the reference and test pixels considered,
there is no specific requirement for a large amount of training samples [63].

We trained the model selecting ROIs that include spectral signatures representing substrates,
megaflora and megafauna (> 2 cm) present in the surveyed areas. The selected ROIs reflect the highest
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spectral diversity due to different pigmentation of the OOI and make up the benthic classes that will
constitute the final classification.

In particular for the CWC site, we used 10 ROIs to train the SAM classification representing 4
benthic classes: (1) colonial cnidarian, (2) sponge, (3) mud, (4) bedrock (Table 1). For colonial cnidarian,
bedrock and sponge we selected multiple ROIs due to the differences of the UHI RGB colours along
the segment. For the coralligenous site, we created 13 ROIs identifying 5 benthic classes: (1) CCA
and Peyssonelliales (P) forming the build-ups (CCA+P); (2) green algae on build-ups (in particular
Codium bursa and Flabellia petiolata) and on sediment (Caulerpa prolifera); (3) Seagrass (Posidonia oceanica);
(4) organisms associated with the presence of build-ups; and (5) sand (Table 2). For the CCA+P and
the green algae (Green algae 1 and 2) classes, we selected more than one ROI due to the illumination
unevenness caused by the slight altitude variation along the track.

After running the SAM with a maximum angle of 0.1 radiant, we applied the ENVI ‘Rule classifier’
post classification tool to adjust the threshold angles for each class and improve the classification results.
We choose the appropriate thresholds classifying by minimum values and visualizing the histogram
that shows the frequency of pixel with different angles. Finally, we used the ENVI ‘Majority/Minority
analysis’ tool with a kernel size of 3 × 3 to clean and smooth the SAM classification.

Table 1. Selected ROIs for the benthic classes of the CWC site and relative threshold values used in the
‘Rule classifier’ tool.

Benthic
Class

Colonial Cnidarian Sponge Mud Bedrock

ROI 1 2 3 1 2 3 4 1 1 2

Taxonomy M. oculata/D. pertusum Hexactinellida
sp.

Demospongiae
sp. 1

Demospongiae
sp. 2

Demospongiae
sp. 3

Threshold 0.035 0.025 0.08 0.08 0.15 0.045 0.035 0.08 0.08 0.08

Table 2. Selected ROIs for the benthic classes of the coralligenous site and relative threshold values
used in the ‘Rule classifier’ tool.

Benthic
Class

CCA+P Green Algae Seagrass Associated Organism Sand

ROI 1 2 3 1 2 3 1 Sponge 1 Sponge 2 Serpulids
Red

Starfish
Red

Ascidia
1

Taxonomy
C. bursa/F.
petiolata

C.
prolifera

P.
oceanica

Axinella sp.
1

Axinella sp.
2 E. sepositus H. papillosa

Threshold 0.2 0.02 0.07 0.08 0.08 0.065 0.045 0.08 0.07 0.03 0.18 0.06 0.2

2.6.2. SAM Classification Accuracy

We generated a confusion matrix for both test sites using ENVI and ArcGIS desktop to determine
the accuracy of the classification results. Firstly, we produced eight random sampling points for each
benthic class using the ‘Generate random sample’ ENVI tool with the equalized random technique to
divide the population into homogeneous subgroups, while ensuring that each class sample size was
the same (1 pixel). Then, we compared within ArcGIS Desktop the random sampling points predicted
classes with the UHI image (ground truthing), to assign the real class for each point as defined by the
expert interpretation. We generated the confusion matrix for each classification using the predicted
classes and the real class values specifying the overall, producer’s and user’s accuracies. The overall
accuracy is calculated by summing the number of correctly classified values and dividing by the total
number of values. The user’s accuracy (UA) is the number of correctly identified pixels in a class,
divided by the total number of pixels of the class in the classified image; it shows false positives, where
pixels are incorrectly classified as a known class when they should have been classified as something
else. Producer’s accuracy (PA) is the number of correctly identified pixels divided by the total number
of pixels in the reference image; it gives a false negative, where pixels of a known class are classified as
something other than that particular class.
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3. Results

3.1. Spectral Library for CWC Site

The mean spectra of the 10 ROIs selected for the CWC site are shown in Figure 2. Mud and bedrock
have an almost constant level of reflectance along all wavelengths. The bedrock shows a deflection
point at 473 nm, with a minimum at 500 nm (Figure 2A,B). The sponge 1 has an inflection point at
500 nm and an increasing trend between 555 and 680 nm (from green to red) (Figure 2C). Sponge 2
and 3 display similar patterns with a dissimilar level of reflectance due to different illumination, an
inflection point at 530 nm and highest values in the orange/red part of the spectrum between 630 nm
and 670 nm. Sponge 4 has a slightly different shape and a smoothed slope, possibly caused by a
minor colour difference. Despite all sponges seem to pertain to the same morphotype (belonging to
the white/orange large fan-shaped P. compressa and/or P. monilifera), it is not possible to attribute the
accurate species to each ROI and to each spectrum (Figure 2D). The colonial cnidarian 2 and 3 have a
spectral signature with a similar pattern, constant along the entire wavelength range, with a difference
in the level of reflectance, while colonial cnidarian 1 shows a slight peak in the blue part of the spectrum
(about 470 nm) (Figure 2E). According to previous studies (e.g., [35,36,38,43,56]), we can assume that
the most probable species belong to M. oculata, while the D. pertusum appears to be rarer in this site.

For benthic classes with multiple ROIs (colonial cnidarian, sponge and bedrock), we analyzed
the spectral differences and considered the mean for spectra with the same pattern but a different
reflectance intensity (Figure 2F). The three ROIs of the colonial cnidarians are recognized as a unique
class, because the peak in the blue part of the spectrum for colonial cnidarian 1 is considered an artefact.

Figure 2. Mean spectra of the ROIs for the CWC site. R is the reflectance and W the wavelength. In A,
B, C, D and E, dashed lines represent the standard deviation. F shows the synthesis of all spectra.

3.2. Spectral Library for the Coralligenous Site

The mean spectra of the 13 ROIs selected for the coralligenous site are shown in Figure 3.
The CCA+P1, CCA+P2, CCA+P3 have the inflection point at 600 nm with a maximum between 630
and 670 nm in the red part of the spectrum. The wide range of standard deviation probably reflects the
high biodiversity of this category. We can assume that the three spectra, with a similar pattern and a
different level of reflectance intensity, belong to the same benthic class CCA+P.
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Figure 3. Mean spectra based on the ROIs relative to the coralligenous site. The dashed line in the
graphs represents the standard deviation. K shows the synthesis of all spectra.

The green algae on build-ups (green algae 1+2), mainly represented by C. bursa and F. petiolata,
have a maximum at about 515 nm (green part of the spectrum), while the green algae C. prolifera (Green
algae 3) and the seagrass P. oceanica show a slight difference with a maximum of reflectance at 595 and
528 nm, respectively. The ascidian Halocynthia papillosa and the starfish Echinaster sepositus show a peak
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at 650 and 680 nm in the red part of the spectrum. The serpulids show an almost constant spectrum
with a small inflection at 610 nm. The two species belonging to the genus Axinella have similar spectra
with a maximum between 630 and 670 nm (red part of the spectrum). The sand has a constant value of
reflectance along all wavelengths.

3.3. Supervised Classification Results for CWC Site

Based upon the previous considerations about the spectra, we can define six benthic classes for
the final classification: (1) colonial cnidarian, (2) sponge 1, (3) sponge 2+3, (4) sponge 4, (5) mud
and (6) bedrock (Figure 4). The mud class results were the most dominant (40%) followed by the
bedrock (23.6%). The colonial cnidarian class is scattered along the track with a total coverage of
0.4%, the sponge classes (sponge 1, sponge 2+3, sponge 4) are patchy with a total coverage of 0.3%.
The illumination problems, due to low lamp potential, ROV orientation and dipping of the substrate
(the canyon flank in this site is up to 25◦), cause a homogenous dark shading on the right (deeper)
section of the image. This results in a high percentage of unclassified pixels (26.5%), also including
colonial cnidarians and sponges still visible on the RGB image. However, these technical issues do not
prevent the clear discrimination of the benthic classes and the estimation of percentage cover.

 
Figure 4. RGB UHI image of the CWC site in A and its SAM classification in B.

3.4. Supervised Classification Results for Coralligenous Site

For the coralligenous we defined 10 benthic classes for the final classification (Figure 5), according
to the analysis of spectral signatures: (1) CCA+P, (2) green algae 1+2, (3) C. prolifera, (4) P. oceanica,
(5) Axinella sp. 1, (6) Axinella sp. 2, (7) serpulids, (8) E. sepositus, (9) H. papillosa, (10) Sand. The sand
class is the most dominant in the area with a coverage of 60%. The build-ups are generally well
discriminated along the entire track with a coverage of 29% for CCA+P and 8% for the green algae on
build-ups (Green algae 1+2). The SAM identifies well green algae C. prolifera (Green algae 3) and the
seagrass P. oceanica with a coverage of 0.7% and 0.9% of the total classified area, respectively. The taxa
associated with coralligenous are easily distinguishable with a total coverage of 0.13%. We highlight
the low percentage of unclassified pixel (1.5% in total).

3.5. Classification accuracy for CWC and Coralligenous Sites

The CWC SAM has a high overall accuracy (84.38%) as determined from the confusion matrix
comparing the predicted classes with the real classes (see Table 3). The colonial cnidarian class gives
100% UA and 87.5% PU showing the presence of a minimum number of false negative along the
deepest section of the analysed segment. The sponges (sponge 1, sponge 2+3, sponge 4) show a lower
value in terms of PA (87.50%) than UA (100%) due to the presence of false negative. The bedrock and
mud classes show almost the same accuracy (>60% both for PA and UA) both for the presence of false
negative and positive.
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Figure 5. RGB UHI image of the coralligenous site in A and its SAM classification in B.

The overall accuracy of the SAM for the coralligenous is 72% (see Table 4). There is a high
discrepancy between PA and UA for the P. oceanica and C. prolifera (Green algae 3) classes with no
commission errors (100% UA), but with a level of reliability of 37.5% and 50% due to a higher omission
errors. For the sand class, the UA is extremely low (25%) because of the high number of false positive.
For the CCA+P both PA and UA are 100%. The green algae on build-ups (green algae 1+2) shows no
false positives (100% UA) and a PA higher than the overall value (87.5%). In general, all organisms
associated with the coralligenous build-ups have a high level of accuracy (> 88% both for PA and UA),
with the exception of Axinella sp. 1 (75% PA) showing the presence of false negatives.

Table 3. Confusion Matrix for the CWC site classification.

Overall Accuracy 84.38%

Mud Sponge Bedrock C. cnidarian TOT UA

Mud 7 0 2 1 10 67.78

Sponge 0 7 0 0 7 100.00

Bedrock 1 1 6 0 8 66.67

C. cnidarian 0 0 0 7 7 100.00

TOT 8 8 8 8 32
PA 87.50 87.50 75.00 87.5

Table 4. Confusion Matrix for the coralligenous site classification.

Overall Accuracy 72%

Serpulids
E.

sepositus
H.

papillosa
Axinella

sp.1
Axinella

sp.2
CCA+P

Green
Algae 3

Sand
P.

oceanica
Green

Algae 1+2
TOT UA

Serpulids 7 0 0 0 0 0 0 0 0 0 7 100.0

E. sepositus 0 8 0 0 0 0 0 0 0 0 8 100.0

H. papillosa 0 0 8 1 0 0 0 0 0 0 9 88.9

Axinella sp.1 0 0 0 6 0 0 0 0 0 0 6 100.0

Axinella sp.2 0 0 0 0 8 0 0 0 0 0 8 100.0

CCA+P 1 0 0 1 0 8 0 1 0 0 11 61.5

Green algae 3 0 0 0 0 0 0 3 0 0 0 3 100.0

Sand 0 0 0 0 0 0 5 5 4 1 15 25.0

P. oceanica 0 0 0 0 0 0 0 0 4 0 4 100.0

Green algae
1+2 0 0 0 0 0 0 0 2 0 7 9 70.0

TOT 8 8 8 8 8 8 8 8 8 8 80
PA 87.5 100 100 75 100 100 37.5 62.5 50 87.5

4. Discussion

4.1. Evaluation of the Acquisition Set-up and Suggestion of Best Practice for Data Collection

The acquisition of high-quality UHI is challenging because of the requirements to perform
a satisfactory survey, such as maintaining a constant speed, heading and altitude, as well as
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high-resolution navigation data [5–7]. Proper illumination is mandatory to avoid the acquisition of
“striped” images, characterised by shadowed and hyper-illuminated areas, leading to misclassification
of the acquired images.

In our survey, the ROV met most requirements, yet seafloor illumination and navigation data
were not optimal. At both sites, the illumination was uneven due to a non-optimal configuration of
the lamps (two lamps for the ROV RGB camera running simultaneously with two UHI lamps) and
articulated topography. This condition affected the CWC site the most, where pixels on the western
side of the image, characterised by a constant darker area, could not be strictly compared to those of the
eastern side. For the coralligenous site, the presence of sunlight improved the condition, giving a more
homogeneous illumination of the surveyed track, which was also favoured by a rather flat topography.

Furthermore, the low accuracy of the underwater positioning system sometimes induced image
distortion and a lower spatial resolution of the geocorrected images, more evident at the CWC site.
Finally, the difficulty in maintaining the correct ROV altitude in areas characterized by seafloor
heterogeneity, a common trait at both study sites, may have influenced the reliability of UHI acquisition
and, therefore, classification [26].

Based on our experience, we can summarise some best practices needed to acquire good quality
hyperspectral images using an ROV. A rigorous UHI survey functional to seafloor mapping requires:

• an ROV ensuring a constant heading and altitude above the seafloor and suitable to host the UHI
and other devices (e.g., RGB camera, lamps);

• an efficient positioning system for the ROV and the UHI itself, able to provide accurate and
adequately dense navigation data;

• an appropriate lamp system to illuminate the surveyed area uniformly in function of water depth
and sunlight;

• an RGB camera mounted vertically alike the UHI camera, to record concomitantly the seafloor for
the OOI identification;

• an advanced background knowledge of the target area.

4.2. Evaluation of Spectral Libraries for Seafloor Mapping

A spectral library permits a quick and reliable classification of benthic habitats and their individual
components up to taxonomic level, if a substantial number of reference spectra has been filed [7].
Its construction represents one of the most challenging and time-consuming aspects of the automatic
classification of the UHI images.

In this perspective, it appears obvious that there is a strong need to implement substantially the
spectral library with respect to the deep-water scleractinians (CWCs). Living M. oculata appears to
contain a variety of colored facies from white to pinkish hues [64]. The same holds true for D. pertusum,
a species also present at the CWC site here considered, whose living colonies cover a chromatic
spectrum from white to orange, up to reddish [65,66]. Dead skeletons of these and other CWCs are
often co-occurring, further complicating the hyperspectral approach as they are characterized by
whitish, yellowish and brownish colours. However, UHI is documented [5] to discriminate the optical
fingerprints of white, orange and dead D. pertusum.

A robust sponge taxonomic classification requires the analysis of spicules and genetics, while
the external morphology or colour commonly provides only an indication of ‘morpho-species’ or
‘morpho-categories’ [67]. In the specific case of the deep-water situation here considered, the large
fan-shaped sponges (i.a., P. compressa and P. monilifera, often co-occurring together with other sponges)
are characterized by a wide range of colours even within the same taxon [36,68–70]. Therefore, collected
spectra are not unequivocally associated to species, making difficult a precise taxonomic assignment.

The resilient core of the Coralligenous habitat is hard, hosting a variety of fauna and flora, the latter
often seasonal and epibiontic. At times, such seasonal overgrowth may mask, often significantly but
ephemerally, the underlying substrate provided by CCA and Peyssonelliales. These considerations
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are relevant in defining the spectral library associated with coralligenous as a unique habitat, when
tested using the UHI camera. Concerning algae, supervised UHI classification was unable to map
accurately different red algae species, due to their similarity on the optical fingerprint, deciding instead
for grouping [26]. We tested that the spectral fingerprint of CCA and Peyssonelliales as an opting
group is conspicuous enough to be distinguished in the natural environment, where their presence
prevails with seasonal and accidental signals (such as green algae bloom or megabenthos).

4.3. SAM Classification

For our scope, the SAM classification is considered ideal because it is intensity independent (LED
lamps and sunlight illumination) and focuses only on identifying the spectral similarity (i.e., colour).
The SAM method can eliminate the effect of the spectral brightness values (i.e., spectral vector lengths
in feature space) on the classification and it is insensitive to the data variance, imparting a significant
advantage for the analysis of regions with complex terrain [63]. On the other hand, this method is
highly dependent on the wavelength ranges and on the thresholds selected, which are arbitrary [62].
In our study, we choose several ROIs for the same benthic class for different illumination conditions,
because the illumination is not influencing only the reflectance intensity, but also colour variation (e.g.,
colonial cnidarian 1 in Figure 2E results blue).

At the CWC site, SAM was functional in recognizing colonial cnidarians and sponges. However,
the method proved inadequate in discriminating between mud and bedrock substrates, probably
characterized here by similar spectra, hampering a reliable mapping of the seafloor (Figure 4 B).

The CCA+P and associated organisms were correctly classified at the coralligenous site, despite
habitat heterogeneity. Green algae as C. bursa and F. petiolata (Green algae 1+2) appear overestimated,
since SAM imported artifacts such as the build-up shadows and distortions (Figure 6).

 
Figure 6. Zoom in the classified segment of coralligenous site, where numbers indicate the organism
identified (A) and classified (B): 1. C. bursa, 2. H. papillosa, 3. Axinella sp. 1, 4. E. sepositus, 5. C. prolifera,
6. P. oceanica, 7. Serpulids. For the colour legend in B, see Figure 5.
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According to confusion matrices limited to the dataset analysed in this study, the SAM classification
accuracy is higher for the CWC (84.38%) than for the coralligenous (72%) site. This result could derive
from differences in habitat complexity. Firm numbers on the overall classification accuracy could be
obtained by increasing the number of iterations or considering a larger dataset.

4.4. Evaluation of the UHI for Seabed Monitoring

Our tests document that the UHI method is able to map the habitat extent independently of the
water depth and at a high level of spatial detail. The UHI provides the effective spatial coverage
of CWCs habitat-formers and coralligenous builds-ups (Figure 7), which is hard to estimate using
conventional methods. This level of detail is extremely useful for monitoring purposes (e.g., MSFD)
enabling a quantitative and repeatable measure of habitat extent and distribution. However, this
process is heavily time-consuming compared to the conventional ROV approach, mostly due to
inadequate spectral libraries, which is the major limitation to date.

Figure 7. Comparison between the ROV transect classified with conventional methodologies (A and B
insert) and the UHI classification for (A) CWC and (B) coralligenous sites. The image shows the higher
level of detailed obtained by the UHI camera, in contrast with the larger amount of data analyzed by
the ROV video.

5. Conclusions

This first application of the UHI camera in the Mediterranean Sea (Southern Adriatic Sea)
confirmed its potential for underwater habitat mapping in shallow and deep water.

We tested the UHI camera in two geomorphological contexts containing charismatic marine
benthic habitats. We noticed that the quality of the positioning system, the illumination settings and
the complexity of the seafloor affected the UHI performance and the hyperspectral image analysis. We
created a preliminary spectral library for each site enabling a supervised classification (SAM), which
discriminated between substrates, megafauna and megaflora in a satisfactory manner.
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Given substantially implemented spectral libraries, the UHI camera will likely represent a valid
aid for habitat mapping and monitoring, in the perspective of quantifiable and repeatable classifications
and European MSFD indicators.

Supplementary Materials: The UHI raw data analyzed in this work and relative documentation are stored as
Data Research Object (RO) in ROHUB at the following link: http://www.rohub.org/rodetails/UHI_Data/overview.
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