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Preface to ”Advanced Sensors for Real-Time

Monitoring Applications”

It is impossible to imagine the modern world without sensors, or without real-time information 
about almost everything—from local temperature to material composition and health parameters. 
We sense, measure, and process data and act accordingly all the time. In fact, real-time monitoring 
and information is becoming the key to a successful business, an assistant in life-saving decisions 
that healthcare professionals make, a facility to optimize value-chains in manufacturing, and a tool 
in research that could revolutionize the future. To ensure that sensors address the rapidly developing 
needs of various areas of our lives and activities, scientists, researchers, manufacturers, and end-users 
have established an efficient dialogue so that the newest technological achievements in all aspects of 
real-time sensing can be implemented for the benefit of the wider community. This book documents 
some of the results of such a dialogue and reports on advances in sensors and sensor systems for 
existing and emerging real-time monitoring applications.

Olga Korostynska, Alex Mason

Editors
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Abstract: Water quality is one of the most critical indicators of environmental pollution and it affects
all of us. Water contamination can be accidental or intentional and the consequences are drastic
unless the appropriate measures are adopted on the spot. This review provides a critical assessment
of the applicability of various technologies for real-time water quality monitoring, focusing on those
that have been reportedly tested in real-life scenarios. Specifically, the performance of sensors based
on molecularly imprinted polymers is evaluated in detail, also giving insights into their principle of
operation, stability in real on-site applications and mass production options. Such characteristics as
sensing range and limit of detection are given for the most promising systems, that were verified
outside of laboratory conditions. Then, novel trends of using microwave spectroscopy and chemical
materials integration for achieving a higher sensitivity to and selectivity of pollutants in water
are described.

Keywords: water quality; real-time monitoring; multisensor system; molecularly imprinted polymers;
functionalised coating; microwave spectroscopy

1. Introduction

Water is one of the major natural resources for people. In 2012 it was declared that a safe
water supply for every person is a crucially important task worldwide [1]. There are special water
sustainability guides issued by the World Health Organization and regulated water quality standards [2].
The United Nations Sustainable Development Goals are the blueprint to achieving a better and more
sustainable future for all-goal six specifically aims to ensure clean and accessible water. This, in turn,
requires adequate water quality monitoring solutions specific to the situation. For example, summer
2019 was marked by catastrophic events in Norway, when more than 2000 people became sick, with
more than 60 being hospitalized and 2 people dying as a result of an outbreak of Campylobacter and
Escherichia Coli (E. Coli) that arose in the drinking water in Askøy, on the west coast of Norway. It is
even more remarkable that this occurred in a country which has the status of being one of the countries
with the highest quality of water in the world. The exact origin of the bacterial contamination that has

Sensors 2020, 20, 3432; doi:10.3390/s20123432 www.mdpi.com/journal/sensors1
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caused this is still not confirmed, but the fact that there is a need for real-time monitoring of all drinking
water reservoirs everywhere is undisputed. Therefore, this review examines various technologies that
could meet these demands.

The conventional approach to qualitative water analysis assumes application of various chemical,
physical and microbiological methods [3]. Most such methods demand specialized laboratories
equipped with expensive and sophisticated scientific devices. Furthermore, highly qualified personnel
are needed to operate such devices and special efforts and manpower must be spent for representative
water sampling. More effective water quality control methods must be developed. Such methods
should be fast, low-cost, with minimum automatic sampling and, ultimately, provide real-time results.

2. Current Situation with Online Water Analysis

A comprehensive description of the current situation with online water analysis can be found
in [4]. Mobile chemical analysis stations were used in this work to monitor different water parameters.
The systems were deployed in specially produced trailers (Figure 1) that were towed to the river banks.

 

Figure 1. Mobile station for water quality monitoring and a sample of typical output of this station.
Reprinted from Science of the Total Environment, Vol. 651, Angelika M. Meyer, Christina Klein,
Elisabeth Fünfrocken, Ralf Kautenburger, Horst P. Beck, Real-time monitoring of water quality to
identify pollution pathways in small and middle scale rivers, Pages 2323–2333, Copyright (2019), with
permission from Elsevier.

The sensors, based on various principles, measured temperature, total phosphorus, pH and
ammonium ions (by standard electrochemical sensors), dissolved oxygen, conductivity, nitrate ions
and total organic carbon (by optical sensors). The measurements were performed by different stations
in different locations. The measurement accuracy was within 10% for most measured parameters over
5 years of experiments in 35 locations along 25 small- and medium-size rivers. Such stations may likely
improve our understanding of pollution types and pathways depending on water basins, seasonal
factors and anthropogenic load. However, such stations cannot be considered as a practical instrument
for wide-scale water quality monitoring due to their high cost, need for maintenance and significant
power supply requirements.

Chemical sensors are attractive instruments for water quality analysis. The electrochemical or
optical properties of such sensors may depend on the concentration of analytes in the water. Such
sensors are already widely applied to the analysis of natural and potable water [5].

The growth of publication numbers in the field is shown in Figure 2.
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Figure 2. Number of publications published on the topic of the review in the last 50 years. Search
keywords: “real-time water quality sensors”. Scopus (October 2019).

3. Water Quality Monitoring Systems

The first sensor really suitable for water monitoring was the glass pH electrode, which appeared,
in the present shape, along with a pH meter, around 1930. Since then, pH is a primary parameter of
most water monitoring devices.

It is obvious, however, that multiple water parameters must be evaluated to responsibly judge its
quality and multisensor systems should be applied for such purposes.

There have been multiple attempts to develop multisensor systems that could be applied for water
quality control, e.g., [6,7]. However, the first efforts mostly dealt with laboratory water analysis rather
than being applied in real-time, online mode.

For instance, a voltammetric sensor array with four electrodes (Au, Pt, Ir and Rh) served for
multisite water quality monitoring at a water treatment plant [8]. The aqueous samples were taken
at nine filtration steps, as well as before and after the complete procedure of water purification. The
voltammetric data were processed by principal component analysis (PCA), revealing pronounced
difference between raw, rapidly filtered and clean water. However, it was observed that the samples
collected after treatment by several slow filters were close to the rapidly filtered water samples on the
PCA scores graph. This can potentially be explained by the low efficiency of these filters. Therefore, it
was concluded that a multisensor system approach is suitable for continuous control of water quality
at treatment facilities, indication of the possible malfunctioning units and for checking the water status
after maintenance. Significant influence of sensor drift and the necessity to compensate this drift was
pointed out.

The system developed in [9] was designed to measure pH, temperature, dissolved oxygen,
conductivity, redox potential and turbidity. This set of parameters is the most common one in water
quality assessment since the sensors for these parameters can run in continuous mode. The whole set
of sensors was mounted on aluminum oxide. All sensors were united into a single PVC body and
their outputs were collected by the data acquisition system, which could also perform remote data
transmission. The work suggests that the body might be dipped into water or even built into water
flow. The device also included a set of electric valves and pumps for sampling, cleaning and calibration.
The authors proposed that such a portable system can be suitable for water quality monitoring from
different sources.

Chinese authors published a paper where a multisensor system was applied for the determination
of several elements such as iron, chromium, manganese, arsenic, zinc, cadmium, lead and copper [10].

3
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The device comprised three analytical detection systems: a multiple light-addressable potentiometric
sensor (MLAPS) based on a thin chalcogenide film for simultaneous detection of Fe(III) and Cr(VI)
and two groups of electrodes for detection of other elements using anodic and cathodic stripping
voltammetry. The following detection limits were obtained: Zn—60 μg/L, Cd—1 μg/L, Pb—2 μg/L,
Cu—8 μg/L, Mn—60 μg/L, As—30 μg/L, Fe—280 μg/L and Cr—26 μg/L. The authors recommended
their method to determine metals simultaneously in seawater and wastewater; however, the possibility
of application of this device for online analysis was unclear.

Potable water quality is of primary interest to people. Such type of water was studied in [11], using
two sensor stations. The first one was used for detecting free chlorine with a precision of 0.5% and
limit of detection (LoD) of 0.02 mg/L, as well as total chloride by colorimetric method with precision
of 5% and LoD 0.035 mg/L. The second station used was a multisensor for detection of pH, redox
potential, dissolved oxygen, turbidity and conductivity. Eleven different contaminants were injected
into the flow of the studied liquid, namely pesticides, herbicides, alkaloids, E. coli, mercury chloride
and potassium ferricyanide. It was demonstrated that the set of sensors produces a response for each
type of contaminants. Unfortunately, the work does not report any data about the precision of such
systems during long-term application.

Another device for online water analysis was suggested in [12]. Fourteen buoys were installed
in a freshwater lake; each of them was equipped with three ion-selective electrodes detecting the
concentration of ammonium ions along with nitrate and chloride. Wireless connection between buoys
could be implemented using Global System for Mobile Communications (GSM) and General Packet
Radio Services (GPRS) protocols. The data was accumulated in a single place. The data was accessible
via the internet allowing real-time control of the system performance (Figure 3).

 

Figure 3. System for water quality monitoring. Reprinted from Talanta, Vol. 80, J.V. Capella, A.
Bonastre, R. Ors, M. Perisa, A Wireless Sensor Network approach for distributed in-line chemical
analysis of water, Pages 1789–1798, Copyright (2010), with permission from Elsevier.

The authors reported daily drift of sensor readings of about 1.5 mV. Since the measurements were
performed for only 7 days, the accumulated drift was not that significant. However, the influence of
drift can be critical over longer periods of time.
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Two multisensor systems were suggested in [13] for environmental monitoring of various
contaminants. One was dealing with contents of ammonium, potassium, and sodium in a river with
low anthropogenic load. The second system was installed in river water in a populated region and
was designed for detection of heavy metals such as copper, lead, zinc and cadmium. The systems were
also equipped with radio transmission devices. The system was tested just for 8 h, which is obviously
too short a period for any serious conclusions about such a technology.

Wider research was performed in [14], which was conducted over a period of 12 months. A
sensor array comprising eight conducting polymer sensors for gas phase analysis was used to detect
abrupt changes in the wastewater quality. Free gas emanating from bubbled liquid in the flow cell
with constant temperature was delivered to the sensor chamber for analysis. The results of field tests
at the water treatment plants using automatic systems produced water quality profiles and displayed
the possibility of determining both random and model contaminants. This approach showed high
sensitivity and flexibility and low dependence on long-term drift, daily oscillations, temperature and
humidity. It must be noted, however, that the described experiments were carried out not at a real water
treatment plant, but in a pilot system. Thus, the diversity of its performance may not be representative
for real-world conditions. Besides, the idea to follow water quality via headspace analysis is obviously
limited: it is impossible to follow contaminants which are not volatile enough.

4. Application of Biosensors and Optical Sensors for Water Quality Assessment

Biosensors were also used for water quality control, though quite a few of them were applied for
online flow analysis. Pesticides were the main target of biosensors.

A system of biosensors capable of determining dichlorvos and methylparaoxon in the water was
suggested in [15]. The systems consisted of three amperometric biosensors based on various AChE
(acetylcholinesterase) enzymes. These enzymes were immobilised in a polymeric matrix onto the
surface of screen-printing electrodes. The enzymes solutions were deposited over the electrode surface
and irradiated by light, inducing photo polymerisation of the azide groups in the molecules. Such a
sensor array was built into a flow system permitting automatic analysis. Bottled and river water was
studied. The concentration of pesticides was detected in the ranges 10−4–0.1 μM for dichlorvos and
0.001–2.5 μM for methylparaoxon. Solely spiked samples were considered; therefore it is necessary to
further verify performance of such a system in online mode.

Another work [16], reports on using Pt electrodes instead of screen-printed ones and self-made
carbon paste was applied as a sensing layer. The paper implies that such a procedure may improve
sensitivity of the substrate for some of the immobilized enzymes. The total number of biosensors in the
array was eight. The ultimate aim of this research was not a quantification of pollutants but a global
evaluation of water quality. It is doubtful though, if such a quality can be precisely determined by
biosensors, which are highly selective to the main substance and would exhibit low cross-sensitivity to
many other analytes present in the natural water.

One more attempt to evaluate global water toxicity by biosensors is described in [17]. The online
toxicity monitoring system employed sulfur oxidizing bacteria (SOB) and consisted of three reactors.
No toxicity changes in the natural flow water were observed over a period of six months. When the
flow was spiked with diluted pig farm waste, the activity of sulfur oxidizing bacteria decreased by 90%
in 1 h. The addition of 30 μg/L of nitrite ions or 2 μg/L of dichromate ions resulted in full degradation
of sulfur oxidizing bacteria activity in 2 h. Thus, the sensitivity of the system to both inorganic and
organic pollutants was demonstrated. It must be noted that one or two hours is a rather long period
of time for detecting acute contaminations; functionality of the system could be regained only by
introducing a new portion of bacteria, which significantly impairs real-time, online application of
such device.

Optical sensors were also recently applied for water quality analysis, however, these are mostly
discrete sensors, though tuned sometimes for integral parameters such as water color, turbidity or
even COD and BOD. Discrete sensors were used to determine chlorophyll in the seawater on the basis
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of its fluorescence [18], for evaluation of water opacity and color evolution by LED [19], for analysis of
water turbidity and color in online mode [20] as well as for determination of heavy metal ions [21].

5. Biomimetic Approaches for Sensing Water Quality

5.1. Chemical Sensors for Sensing in “Real-Life Environments”

Biosensors reveal exceptional selectivity and often sensitivity, but usually are limited in terms of
ruggedness and technical applicability in non-physiological conditions. One way to overcome this is to
implement bioanalogous selectivity into systems that are able to withstand harsh and non-physiological
conditions, so-called biomimetic systems [22]. Molecularly imprinted polymers (MIPs) are a promising
example of such synthetic materials [23], since they are robust due to their highly cross-linked nature.
Furthermore, they come at much lower costs than natural materials and provide longer storage and
use periods. MIPs can also be produced for molecules that cannot be detected by natural receptors [24].

MIPs are generally synthesized by co-polymerization of functional and cross-linking monomers
in the presence of a template (see Figure 4). Initially, a complex forms between functional monomers
and the template through weak, noncovalent interactions (mainly hydrogen bonds, Van-der-Waals
or π-π interactions), followed by polymerisation with cross-linking monomers to form a rigid,
three-dimensional polymeric network. Removal of the template leads to recognition sites (cavities)
within the polymer that are complementary to the target molecule in size, shape, and chemical
functionality and are suitable to selectively rebind the analyte [25].

Figure 4. Schematic overview of molecular imprinting.

Except for MIPs, target recognition can also be obtained using other strategies. Aptamers, for
example, are single-stranded RNA or DNA oligonucleotides, whose tertiary structure selectively
binds their target molecules [26]. Another option is whole-cell-based sensors, which were also
already applied to real wastewater samples [27,28]. In this case, mammalian cells were used for
detecting harmful and toxic compounds, because their closeness physiology is close to that of humans.
Although this strategy may not be regarded biomimetic in the strict sense of the word, it provides
direct information about the overall toxicity of samples rather than detecting or quantifying one
specific substance. When applying this method, unknown or new chemicals and pollutants may
be detected. Kubisch et al. used rat myoblast cells in combination with a commercially available
multiparametric readout system to measure impedance (morphological integrity) and two metabolic
parameters—acidification and respiration—to investigate the overall toxicity and bioavailability of
substances in water samples [27]. This was achieved by using three different types of electrodes on
a single chip surface: impedance, pH and oxygen (CLARK) electrodes. After testing different test
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compounds, including metal ions and neurotoxins, the system was exposed to real wastewater samples.
It responded to different contaminants and was indeed suitable for monitoring unknown, harmful
compounds in water. Similarly, the group of C. Guijarro applied rat liver cells in a whole-cell-based
sensor system to monitor environmental contaminants, including an insecticide and a flame retardant,
in water samples using the same analyzing system [28].

The aforementioned advantages of MIPs make them an attractive tool for different applications,
such as solid phase extraction, drug targeting, development of sensors for various types of analytes,
and environmental monitoring. Although the number of publications concerning MIP-based sensors
is rising, only a small amount is actually applied to real-life environments or complex matrices. This
part of the review will provide an overview of chemical sensors that were tested in (real-life) water
samples with a special focus on receptor layers based on MIPs.

5.2. MIP-Based Sensors for Water Analyses

In 2018, Ayankojo et al. introduced a sensor system capable of detecting pharmaceutical pollution
in aqueous solutions [29]. They chose amoxicillin as the model analyte and implemented a hybrid MIP,
consisting of organic and inorganic components, on the gold surface of a surface plasmon resonance
(SPR) transducer. The hybrid MIP film was synthesized by applying the sol-gel technique and using
methacrylamide as organic monomer and vinyltrimethoxysilane as inorganic coupling agent to form
a stable and rigid polymeric network. Sol-gels have a highly porous structure and recognition sites
are usually formed in a more ordered way. This results in enhanced sensitivity and faster sensor
response times. Rebinding experiments of the amoxicillin MIP in phosphate-buffered saline (PBS) and
tap water revealed an imprinting factor of 16 compared to the nonimprinted polymer (NIP) and a limit
of detection LoD = 73 pM. Furthermore, the MIP responded almost exclusively to its target analyte
thus exhibiting utmost specificity. In the same year, the group of Cardoso also developed a sensor
for detecting chloramphenicol, an antibiotic used in fish farms [30] (see Figure 5). The corresponding
MIPs were electro-polymerized on screen-printed carbon electrodes.

 
Figure 5. Construction principle and setup of chloramphenicol sensor. Reproduced from [30] with
permission© Elsevier B.V. 2018.
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Impedance and square wave voltammetry (SVW) in both electrolyte solution and water from
a fish tank served to investigate the performance of the recognition element. In case of impedance
measurements in electrolyte solution, sensor characteristics were linear in a concentration range from
1 nM to 100 μM, achieving an LoD = 0.260 nM; SVW yielded similar characteristics and an LoD =
0.653 nM. In real-life samples—water from a fish tank—sensors responded linearly down to 1 nM and
achieved an LoD of 0.54 nM and 0.029 nM for impedance and SVW measurements, respectively. These
results suggest that there is no significant impact on sensor behavior when switching from standard
solutions to real water samples leading to reproducible and sensitive sensor characteristics over five
orders of magnitude down to 1 nM.

The real-life feasibility of MIP-based sensor systems were also demonstrated in case of detection
of faecal contamination of seawater samples [31]. MIP nanoparticles were fabricated for sensing
Enterococcus faecalis (E. faecalis) serving as faecal indicator to assess the water quality. Such MIP
nanoparticles have the advantage of a higher surface-to-volume ratio, which means that the resulting
cavities or binding sites are easier to access by target analytes [5]. E. faecalis-imprinted nanoparticles
demonstrated good SPR sensor performance in aqueous and real seawater samples:

As can be seen from Figure 6, changes in refractive index were linear in a concentration range
from 2 × 104–1 × 108 CFU/mL covering four orders of magnitude with a limit of detection of
1.05 × 102 CFU/mL. Selectivity studies with structurally similar bacteria revealed higher affinity of MIP
nanoparticles towards the imprinted analyte compared to the other competitors. Selectivity coefficients
for E. coli, Staphylococcus aureus and Bacillus subtilis were as follows: 1.38, 1.25 and 1.37.

  

(a) (b) 

Figure 6. Sensor responses for faecal indicators, showing the (a) % change of reflectivity by time and
(b) its linear correlation with the concentration. Reproduced from [31] with permission © Elsevier
B.V. 2019.

Khadem et al. fabricated an electrochemical sensor for detecting diazinon, an insecticide, based on a
modified carbon paste electrode combined with MIPs and multi-wall carbon nanotubes (MWCNTs) [32].
Using the latter modifier improves conductivity, whereas MIPs offer the necessary sensitivity towards
the template molecule. After optimizing electrode composition, the method was first validated in
aqueous standard solutions. SVW measurements revealed that the MIP showed much higher affinity
to the analyte than the reference, the nonimprinted polymer; the system achieved linear performance
in the concentration range from 5 × 10−10 to 1 × 10−6 mol/L with a calculated LoD = 1.3 × 10−10 mol/L.
Furthermore, it was considerably more selective to the analyte than to other tested substances (ions
and other pesticides). To investigate the applicability of the system to real biological and water
samples, different amounts of diazinon were spiked to urine, tap and river water. In all these cases
the sensors detected the target analyte with high recovery rates (>92%). This work demonstrates the
use of MIP-based sensors in real-life samples and environments without the need of special sample
pretreatment or preconcentration steps.

Another example for pesticide detection is presented in the work of Sroysee et al. [33]. They
developed an MIP-based quartz crystal microbalance (QCM) sensor for quantification of carbofuran
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(CBF) and profenofos (PFF). For that purpose, an in-house-developed dual-electrode system was used,
where one electrode pair served as reference with the upper electrode being coated with the NIP.
Doing so offers the advantage of measuring MIP and NIP simultaneously under the same conditions.
Applying the bulk imprinting method, MIPs for PFF were based on polyurethanes whereas CBF MIPs
were synthesized using acrylic monomers. Frequency measurements of MIP- and NIP-coated QCMs
are shown in Figure 7.

(a) (b) 

Figure 7. Frequency measurements of MIP- and NIP-coated QCMs for detection of (a) CBF and (b) PFF
at different analyte concentrations. Reproduced from [33] Creative Commons License CC BY-NC-ND 4.0.

One can clearly see that both CBF and PFF MIPs led to linear sensor responses between 0.5–1000μM
and 5–1000 μM for CBF and PFF, respectively, whereas the frequency signal of the NIP stayed more or
less constant.

Polycyclic aromatic hydrocarbons (PAH) are organic compounds which consist of at least two
condensed aromatic rings. They are released into the environment through incomplete combustion of
organic materials and considered to be mutagenic and carcinogenic. They usually occur in mixtures
and their concentrations in air, water and sediments can be very low. Therefore, detection systems for
PAH analysis need to be sensitive and selective. In particular, fluorescent sensors based on MIPs have
gained in popularity due to their advantageous properties, such as high specificity, sensitivity and
reversibility. Having a linear concentration dependency and low LoDs, those sensors seem to be quite
promising for rapid detection of PAHs in aqueous solutions [34].

Sensors for the detection of nutrient components have been developed as well. For example,
Warwick et al. reported a detection system based on MIPs combined with conductometric transducer
for monitoring phosphates in environmental water samples [35]. Previous studies demonstrated that
N-allylthiourea was the appropriate monomer for phosphate recognition [36]. The thiourea-based
MIP was first optimized in terms of the optimal cross-linking monomer and ideal ratio of functional
monomer to template (phenylphosphonic acid). Of all cross-linking monomers that were tested,
ethylene glycol dimethacrylate (EGDMA) had the highest capacity of retaining phosphate as well
as a monomer to template ratio of 2:1. After optimization, MIP membranes were integrated into
the conductometric measuring cell. Selectivity tests in laboratory samples revealed no cross-talk to
other ions, nitrate and sulfate. Both types of samples—standard and real-life ones—led to a linear
increase in conductance with increased phosphate concentrations. In wastewater samples spiked
with different amounts of potassium phosphate, the system allowed for LoD and LoQ values of
0.16 mg/L and 0.66 mg/L, respectively. The maximum acceptable amount of phosphate in wastewater
is 1–2 mg/mL. The implemented sensor system with a linear range from 0.66 to 8 mg/mL therefore
seems very promising for detecting small amounts of phosphate in environmental samples.
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5.3. MIP-Based Sensors for On-Site Applications

For a pollutant sensor to be applicable on-site in real-life environments, it needs to be selective,
reusable, robust and able to withstand harsh conditions. In 2015, Lenain et al. [37] reported a sensor that
met all those criteria: it consists of spherical MIP beads deposited onto the electrodes of a capacitive
transducer via electro-polymerization. Corresponding MIP beads for detecting metergoline—a model
analyte for small molecules such as insecticides and pharmaceuticals—were synthesized through
emulsion polymerization. Different concentrations of metergoline in PBS buffer were measured with
the difference in capacitance between MIP and NIP representing the specific binding of the analyte as
depicted in Figure 8. As shown in the figure, capacitance decreased with increased concentrations
(10–50 μM). Furthermore, the system was able to regenerate itself without adding regeneration buffer,
demonstrating reusability of the sensor.

(a) (b) 

Figure 8. (a) Capacitance (nF) vs. time (min) of MIP, NIP and the differential signal ΔC (MIP-NIP).
(b) Differential signal (ΔC in nF)) for different concentrations of metergoline vs. time (min).
Reproduced with permission from [37] © Elsevier. MIP: molecularly imprinted polymers, NIP:
nonimprinted polymers.

The sensor was also able to withstand harsh environments and achieved both a low LoD (1 μM)
and low cross-selectivity. All these results suggest its suitability for monitoring pollutions originating
from substances like pesticides or antibiotics in water samples (rivers, seawater) on-site.

Another example of a method suitable to the monitoring of contaminants in water in situ was
introduced by Cennamo et al. [38]. It consists of an SPR sensor with an integrated plastic optical
fiber (POF) combined with MIPs for detecting the model analyte perfluorobutanesulfonic acid (PFBS).
With an LoD of 1 ppb, an interface software and the ability to connect to the internet directly, the
SPR-POF-MIP technique is inherently suitable to detect small concentrations of different toxic or
harmful compounds in real water samples in situ. Other advantageous features such as its reduced size,
robustness and remote sensing abilities are further key factors for industrial applications of MIP-based
sensor systems.

5.4. Mass Production of MIP-Based Sensor Systems

To prove that MIP-based sensors are inherently suitable for mass manufacturing, Aikio et al.
developed a low-cost and robust optical sensor platform based on integrated Young interferometer
sensor chips, where waveguides were fabricated on top of a carrier foil via roll-to-roll manufacturing
techniques [39]. For chemical sensing of melamine, MIPs were used as recognition materials, whereas
for biosensing of multiple biomolecules, sensor chips were functionalized with antibodies. In case
of melamine sensing, the change in phase depended on the analyte concentration: Sensor responses
increased with higher concentrations. Furthermore, the reference (NIP) led to much lower phase
changes compared to sensor responses of the MIP. However, injection of higher concentrations (>0.5 g/L)
led to saturation effects. For multianalyte biosensing, the sensor chip was functionalised with antibodies
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for C-reactive protein (CRP) and human chorionic gonadotropin (hCG) via inkjet printing. The results
indicated that the Young interferometer bearing a specific antibody indeed selectively detected its
corresponding protein. This work demonstrated the use of large-scale production techniques to
develop a cost-efficient and rugged sensor system.

6. Functionalised Electromagnetic Wave Sensors

6.1. Microwave Spectroscopy and Water Analysis

Using electromagnetic (EM) waves at microwave frequencies for sensing purposes is an active
research approach with potential for commercialization. This novel sensing approach has several
advantages, including noninvasiveness, nondestructiveness, immediate response when the EM waves
are in contact with a material under test, low-cost and power. Microwave spectroscopy provides the
opportunity to guarantee continuous monitoring of water resources and intercept unexpected changes
in water quality [40].

During the last 3 decades, microwave spectroscopy for liquid sensing has been investigated [41].
A water sample is placed in direct contact through a sensing structure and measured in real-time using
an EM source (such as a vector network analyzer). The EM field interacts with the sample under test in
a unique manner, depending on the polarization of water molecules and other compounds in the water
samples, which produces a specific reflected or transmitted signal. The spectral response at specific
frequencies depends on the conductivity and permittivity of the material under test [42]. Considering
the variability of the sensing structures, the most successful experiments for detecting water quality
were obtained using resonant cavities and planar sensors, due to the practicability of measuring a
liquid sample.

Cavities resonate when the wavelength of the excitation within the cavity coincides with the
cavity’s dimension [43]. They enable noncontact, real-time measurements, as liquid samples in plastic
or glass containers with known dimensions and properties can be inserted into the cavity. Several
experiments have shown the resonant cavity ability to detect the presence and concentration of various
materials. Specifically, cylindrical cavities were used to determine water hardness [43], nitrates [44],
silver materials [45] and mixtures such as NaCl and KMnO4 [46]. A rectangular resonant cavity was
developed and tested for measuring pork-loin drip loss for meat production industry applications [47].
Another rectangular cavity was designed and tested for monitoring water quality, specifically the
presence and concentration (>10 mg/L) of sulphides and nitrates [48].

During the last few years, several planar microwave sensors with different conformations have
been developed and tested for differentiate compositions of water for both qualitative and quantitative
concentration measurements [49–53]. Between planar sensing structures, Korostynska et al. [49]
confirmed the action of a novel planar sensor with a sensing element consisted of interdigitated
electrodes (IDE, also defined as interdigital by other researchers) metal patterns (silver, gold and/or
copper) for water analysis observing changes in the microwave part of the EM spectrum analysing
20 μL of deionized water (DIW), KCl, NaCl and MnCl at various concentrations (Figure 9a,b). Then,
Mason et al. [50], Moejes et al. [51] and Frau et al. [52] demonstrated the ability to detect respectively
Lincomycin and Tylosin antibiotics, Tetraselmis suecica and lead ions (Pb2+) using gold (Au) eight-pair
IDE sensors.
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(a) (b) 

Figure 9. (a) Microwave flexible sensor with 20 μL of water sample placed the silver IDEs and (b) its
output sensing response comparing deionized water (DIW), and 0.01 and 0.1 M of NaCl. Reproduced
with permission from [49]© 2020 IOP Publishing Ltd.

6.2. Progresses and Challenges in Microwave Spectroscopy

Microwave spectroscopy is an attractive option for detecting changes in materials in a noninvasive
manner, at low cost with the option of portability and rapid measurements. This strategy, however,
suffers from a deficiency of specificity, related to low sensitivity (ΔdB related with small changes in
material changes) and selectivity (diverse spectral response for similar pollutants) [48,53]. Some of the
disadvantages are also related to the capability to detect minor changes in the water sample which are
not related to the changes in the target analyte, such as temperature and density [54].

There has been increasing research and development on understanding and improving the
sensing performance of microwave spectroscopy for a deeper analysis of specific pollutants and small
concentration changes related to them. Also, changes in the shape pattern of the sensing structure
are not able to improve the performance of required sensitivity and selectivity of pollutants [55]. The
bigger problem remains the detection of more than two pollutants at low concentrations.

Novel strategies are being adopted to improve sensitivity and selectivity using microwave
spectroscopy, but no one has yet demonstrated the feasibility of distinguishing low concentrations of
similar substances in water. Amirian et al. [56] simulated the feasibility of distinguishing between pure
liquid materials, such as ethanol, ammonia, benzene and pentene using a novel sensor design and
mathematical approach, reaching higher sensitivity and noise reduction. Harnsoongnoen et al. [57]
demonstrated the discrimination of organic and inorganic materials using planar sensors and
principal component analysis (PCA). Magnitude spectra at 2.3–2.6 GHz were able to measure specific
concentrations of sucrose, glucose, NaCl and CaCl2 citric acid between others, generating linear and
nonlinear prediction models, correlating the transmission coefficient (S21) and R2. PCR method was
used to divide samples into two groups using the S21 magnitude: sugars and organic acids (blue oval)
and salts (red oval) in Figure 10.

The following year Harnsoongnoen et al. [58] proposed a novel approach to discriminate between
phosphorus and nitrate using the transmission coefficient and the ratio between the resonance frequency
and the frequency bandwidth at the magnitude of 10 dB. This proposed method offers high sensitivity
for both nitrate and phosphates, but not yet the required specificity.
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(a) (b) 

Figure 10. Discrimination between sugars and organic acid (blue oval) and salts (red ovals) using
principal component analysis (PCA). (a): magnitudes of the transmission coefficient (S21) between 2.3
and 2.6 GHz; (b): amplitude of S21 at the resonance frequency. Reproduced with permission from [57]
© Elsevier.

Other researchers are using machine learning features for selecting and distinguishing a target
material [44] The developed model has been able to estimate the presence of nitrate in deionized water
above the threshold, but it has not been able to quantify the precise concentration. Mason et al. [49]
adopted a combined sensor approach using microwave analysis, combined with optical and impedance
measurements for a more selective and sensitive determination of antibiotics, tylosin and lincomycin
at different frequencies (at 8.7 and 1.8 GHz respectively) reaching high sensitivity (Figure 11a,b).
Specifically, the selected planar microwave sensors were able to detect 0.20 μg/L of lincomycin and
0.25 μg/L of tylosin, a common concentration found in both surface and groundwater.

(a) (b) 

Figure 11. (a) Dependence of the S11-transmitted signal on tylosin and lincomycin at respectively, 8.7
GHz and (b) 1.8 GHz. Copyright© [50] under the Creative Commons Attribution License.

6.3. Microwave and Materials Integration

Further improvement in sensitivity and selectivity are essential steps for water quality sensing,
especially in complex mixtures [59]. A recent attractive approach is the integration of sensing materials
onto the sensing structure, which has been experimented with the use of electrochemical impedance
spectroscopy (EIS) and IDE sensors [60] using diverse coating thicknesses and for microwave gas
sensing [61]. Planar sensors are an attractive option for the implementation of materials such as thin
and thick films or microfluidic structures [53].

The synergy between microwave sensing technology and chemical materials provides interesting
advantages in the field of quality monitoring for adapting this method to a specific purpose and it
is consequently a promising area of research and development. The integration of specific materials
in the form of thin and thick films onto planar sensors has been recently recognized as a novel and
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attractive approach for reaching higher selectivity, sensitivity and specificity for a selected material
under tests using microwave and impedance spectroscopy [59,62–64]. The principle is based on two
processes: the sensing process, where the target analyte interacts, via physical or chemical interaction,
with the material on the sensing structure, and the transduction process, where the interaction between
EM waves, material and sample generate a particular signal [61]. A vector network analyzer is used
as a microwave source and can be configured with one or two ports. One-port configuration (S11

measurement) measures the reflection coefficient of a material under test, which depends on how
much the incident wave propagates through, or is reflected by the sample. Two-port configuration
(S21 measurement) allows for measuring the transmission coefficient, which depends on how much
EM power propagates from one port (port 1) through the sample and is received at the second
port (port 2). This configuration allows the determination of both transmitted and reflected signals.
S-parameters vary with frequency. By functionalizing planar sensors with certain sensitive materials
using screen-printing technology, which are defined functionalized electromagnetic sensors (f-EM)
sensors, it is possible to obtain the desired sensitivity and/or selectivity to one or more specific analyte
in water obtaining an immediate specific response as the sample is placed onto the microwave sensor
(uncoated or f-EM sensor) [65] (Figure 12). Accordingly, such work has the foundations for developing
new methods, based on EM sensors and functional chemical materials, capable of determining specific
chemicals in water, both qualitatively and quantitatively [65]. The sensing response as S11 can be
determined by direct contact between the material and the analyte under test, which changes the
permittivity of each component, and the consequent overall complex permittivity changes. The
improvement can be associated with the increase of material thickness as well as the composition
itself [66].

 

Figure 12. Scheme of the microwave interaction generated from a vector network analyser (VNA)
which interact with a planar sensor (uncoated or functionalized with a coating, defined f-EM sensor)
and a water sample placed onto it which generate a specific reflected signal (S11) at selected frequencies.
Reproduced from [65], Creative Commons Attribution 4.0 International License.

6.4. F-EM Sensors for Toxic Metals Analysis

Among the toxic elements, copper (Cu) and zinc (Zn) belong to the most common contaminants
associated with mine wastes, which pollute water resources. Progress has been made in the last
decade in developing chemo-sensors using mostly optical and electrochemical techniques. These are
able to recognize specific metal ions using synthetic, natural and biological receptors [67], zeolites,
inorganic oxides [68], organic polymers, biological materials [69], carbon-based materials [70] and
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hybrid ion-exchangers [71]. The interaction between the material and metal ions is the base for
accredited optical and electrochemical sensing systems for detecting small concentrations in water

Currently, no certified method can guarantee real-time monitoring of toxic metals in water.
Microwave sensing technology is promising for facing this challenge, although new strategies must be
developed for obtaining more specific response. The integration of certain sensitive materials onto
the planar sensing structure can be used to obtain the desired sensitivity and/or selectivity to specific
analytes in water. Among these functional chemical compounds, inorganic oxide compositions are
considered advantageous owing to their strong adsorption and rapid electron transfer kinetics [68,72].
Inorganic materials have attracted considerable attention owing to their low cost, compatibility and
strong adsorption of toxic metal ions [69]. For instance, zinc oxide (ZnO) nanoparticles are well-known
for strongly adsorbing Cu and Pb ions [73].

Frau et al. [74] laid the foundations for developing new methods, based on EM sensors and
functional chemical materials, capable of determining in real-time metal content in mining-impacted
waters, both qualitatively and quantitatively. Specifically, integrating planar electromagnetic wave
sensors operating at microwave frequencies with bespoke thick film coatings was proven feasible
for monitoring of environmental pollution in water with metals caused by mining [74]. A recently
developed f-EM sensor based on L-CyChBCZ (acronym for a mixture based on l-cysteine, chitosan
and bismuth zinc cobalt oxide) was tested by probing a polluted water sample spiked with Cu and
Zn solutions using the standard addition method. The S11 response has shown linear correlation
with Cu and Zn concentration at three resonant frequencies. Especially at 0.91–1.00 GHz (peak 2)
the f-EM sensor shows an improvement for Cu detection with an improvement in sensitivity, higher
Q-factor and low LoD compared with an uncoated (UNC) sensor, shown in bold in Table 1 [74].The
sensor was able to detect Cu concentration with a limit of detection (LoD) of 0.036, just above the
environmental quality standards for freshwater (28–34 μg/L) Responses for Cu and Zn were then
compared by analysing microwave spectral responses using a Lorentzian peak fitting function and
investigating multi-peaks (peaks 0–6) and multi-peaks’ parameters (peak center, xc, FWHM, w, area, A,
and height, H, of the peaks) for specific discrimination between these two similar toxic metals [74]. It
is useful to compare additional parameters for determining the selectivity, as it was demonstrated by
Harnsoongnoen et al. [57], to distinguish between sugars and salts. However, more work is required
for reaching higher discrimination between similar contaminants.

Table 1. Comparison of statistical features between uncoated and coated sensors for a water sample
collected in a mining area spiked with Cu using the standard addition method. Reproduced from [74],
Creative Commons Attribution 4.0 International License. LoD: limit of detection.

R2 CV
(dB)

Sensitivity
(ΔdB/mg/L)

LoD
(mg/L) Q-Factor

UNC f-EM UNC f-EM UNC f-EM UNC f-EM UNC f-EM

Peak 0 0.970 0.928 0.20 0.25 0.362 0.222 0.194 0.379 / /
Peak 1 0.963 0.981 0.02 0.03 0.354 0.260 0.146 0.409 2.60 6.57
Peak 2 0.888 0.983 0.01 0.02 0.824 1.651 0.083 0.036 30.71 135.48

The microwave sensor functionalized with a 60-μm-thick β-Bi2O3-based film was developed
specifically for the detection of Zn in water [66]. It showed an improved performance compared with
the uncoated sensor and repeatedly detected the changes of Zn concentrations in water at 0–100 ppm
levels with a linear response (Figure 13). Globally, Zn concentrations in mine water can be greater than
500 ppm, with typical concentrations ranging from 0.1 to 10 ppm. Thus, the proposed system can be
adapted as a sensing platform for monitoring Zn in water in abandoned mining areas that would be
able to detect unexpected events of pollution and to clarify metal dynamics. As recently reported by
Vélez et al. [75], the f-EM sensor based on β-Bi2O3 is the one that exhibits the best performance (but a
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limited dynamic range) comparing glucose and NaCl, between others. Between the evaluated sensors,
this sensor was the one that presented the highest sensitivity and the best resolution.

 

Figure 13. Microwave sensor functionalized with Bi2O3-based coating for the detection of Zn in
water (left), and the dependence of the reflected signal (S11) response on Zn concentration (right).
Reproduced with permission from [66]© Elsevier.

6.5. F-EM Sensors for On-Site and In Situ Applications

The sensing system developed in [74] was tested on real water samples from two abandoned
mining areas in Wales, UK, and evaluated the possibility of detecting both small and big differences
between mining-impacted waters by comparing peak parameters in multiple peaks (Figure 14).
Between the four samples, PM (a drainage adit from Parys Mountain mining district) was the most
polluted (with 9.3 mg/L of Cu and 10.5 mg/L of Zn) compared to the other three samples (FA, MR
and NC, from Wemyss mine) (with <0.001 mg/L of Cu and 2.9–9.3 mg/L of Zn). The sensor was able
to distinguish between the two groups of samples in all the peaks, and at peaks 2–6 between the
four samples, with both resonant frequency and amplitude shifts. Multiple peak characterization
can give more information about the water composition. The sensor was able to perform a real-time
identification of more- and less-polluted samples with high repeatability (with a coefficient of variation
<0.05 dB), and evaluate changes in water composition. However, interferences were noticed, and more
work is necessary for achieving higher selectivity.

Figure 14. (a) Microwave spectral output for four polluted mining-impacted water samples collected in
Wales (UK) analysed with an f-EM sensor based on L-CyCHBCZ coating and (b) peak parameters (w,
xc, H and A) comparison for peaks 1 and (c) 2. Reproduced from [74], Creative Commons Attribution
4.0 International License.
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Therefore, f-EM sensors can be considered a feasible option for real-time monitoring of water
quality for a broad range of pollutants. Choosing the right coating or sensor functionalization allows
for adapting the system to selected pollutants in a given scenario to ensure sensor response with high
selectivity and sensitivity.

The sensing structure was adapted for directly probing the water, for then providing an in situ
monitoring. Despite many recent technological advances and positive results obtained using this novel
sensing system, significant work remains to be accomplished before a reliable smart sensor for water
quality monitoring is achievable. Real mine water is more complex and characterized by high levels of
dissolved metals and sulphate and, frequently, low pH. Though, there are obviously several challenges
that must be overcome before this technology can ensure that measurements correctly identify distinct
contaminants, and qualifying and quantifying the interferences caused by complex water matrices and
similar pollutants.

7. New Trends in Water Quality Monitoring

The most interesting and recent efforts of online water quality monitoring rely on multisensor
systems based on electrochemical methods along with advances in data processing and automatization
of measurements.

A miniature device was reported in [76], where the authors combined a pH meter and a
conductometer for evaluating drinking water quality. The system was tested over a period of 30 days
in water streams of different speeds. It was shown that the device was working stably under these
conditions. Though pH and conductivity are important water parameters, they are obviously not
enough for comprehensive evaluation of water quality.

The demand for simplicity of the analysis is gaining momentum in the recent years. A combination
of paper-based sensors and a smartphone application is described as an analytical instrument for water
quality monitoring in [77]. The paper sensors generate colorimetric signals depending on the content
of certain analytes and the cell phone captures such signals and compares them to that from a clean
control sample. The smartphone would also transmit the results to the special site mapping the water
quality. The schematic of this system is shown in Figure 15.

 

Figure 15. Concept of water quality evaluation using paper-based colorimetric sensors and a smartphone.
Reprinted from Water Research, Vol. 70, Clemence Sicard, Chad Glen, Brandon Aubie, Dan Wallace,
Sana Jahanshahi-Anbuhi, Kevin Pennings, Glen T. Daigger, Robert Pelton, John D. Brennan, Carlos D.M.
Filipe, Tools for water quality monitoring and mapping using paper-based sensors and cell phones,
Pages 360–369, Copyright (2015), with permission from Elsevier.
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It was demonstrated that the system may quantify some organophosphorous pesticides like
paraoxon and malathion in the natural water at the level 10−8–10−6 mol/L for both analytes. It is not
clear however if such a device would perform correctly and precisely if multiple interfering species
are present.

The successful application of a multisensor array for continuous online monitoring of processed
water quality at an aeration plant was reported in [78]. The responses of 23 sensors of the array were
continuously registered every seven seconds over a period of 26 days. The sensors were located in a
special container with short direct connection to outlet water line of the aeration plant. The results of
the multisensor were available immediately in a real-time mode. The use of topological data analysis
(TDA) allowed for exploration of a very large dataset (295,828 measurements) accumulated through the
whole period of continuous measurements. The achieved precision of analysis was suitable to monitor
possible alarm events. No significant changes in water quality were observed over the experimental
period. TDA helped visualizing some sharp changes related to sensor cleaning procedures and
electrical power shortages.

Figure 16 shows a multisensor system (MSS) applied to evaluate integral and discrete parameters
of wastewater at two urban water treatment plants around St. Petersburg (Russia) [79]. A closely
similar system was used for evaluation of the water quality from the Ganga river and city ponds in
Kolkata (India). Good correlations (R2 = 0.85 for cross-validation) of MSS readings with COD values
produced by laboratory chemical analysis were observed for all locations. This proves once again the
applicability of MSS for real-time water quality analysis. A number of traditional water analytical
parameters, such as ammonium and nitrate nitrogen and phosphorous were also determined with
precision around 25% using the same MSS. All integral and discrete characteristics were calculated
on the basis of the same set of measurements with MSS, without using any additional laboratory
procedures, materials or qualified staff.

 

Figure 16. The sensor array after long-term online measurements at an aeration water plant. The
sensors were cleaned by intensive washing. In spite of significant contamination, the sensors were
stable for at least two months [79].

Along with traditional water quality analysis by analytical devices, a totally different approach
has been developed. The global water toxicity (safety) can be also evaluated with the help of living
creatures—from single-cell microorganisms to fishes, crustacea and mollusks. As a result, an ISO
standard appeared in 1989, which suggested fresh water algae such as Scenedesmus subspicatus and
Selenastrum capricornutum as a test. The decay of growth and reproduction of these bioassays is
occurring in the contaminated water and can be used as its quality measure [80]. Another widespread
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method is based on the application of Vibrio fischeri bacteria exhibiting variations of luminescence
dependent on water pollution [81]. Unfortunately, such methods have also been burdened by specific
drawbacks such as the necessity to strictly maintain the livestock of biotests and realistic analysis times
of at least 15–30 min (and up to few days) depending on bioassay applied. Therefore, these approaches
can hardly be treated as online ones.

It must be noted that multisensor devices can also perform like biotests. The toxicity of polluted
water samples was evaluated in [82] by a standard bioassay method and a potentiometric multisensor
system comprising 23 cross-sensitive electrodes. Real wastewater samples from different regions in
Catalonia (Spain) in addition to a set of model aqueous solutions of hazardous substances (54 samples
in total) were used for the measurements. The obtained data set was treated by several regression
algorithms; the results of the bioassay tests, expressed as EC50 (the concentration of sample causing a
50% luminescence reduction), were taken as Y-variable. The regression models were validated by full
cross-validation and randomized test set selection. It was demonstrated that the proposed system
was able to evaluate integral water toxicity with the errors of EC50 prediction from 20% to 25%. The
suggested sensor array can be implemented in online mode, unlike bioassay techniques, which makes
it a beneficial tool in industrial water quality monitoring.

8. Conclusions

The global need for developing novel platforms for real-time monitoring of various water
pollutants is well-recognized. This paper provides a critical assessment of recent achievements in
real-time water quality monitoring with chemical sensors in particular. The focus is given to those
systems that were reportedly tested online, with real water samples and their feasibility for long-term
use is considered. The review shows that there are still many obstacles for having one sensing approach
that would satisfy different situations. The most successful systems based on chemical sensing or its
combination with other methods rely on specificity of a coating material that is capable of accurate
detection of certain water pollutants, with molecularly imprinted polymers providing an increased
flexibility for the designing of those systems.
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Abstract: The Body Condition Score (BCS) for cows indicates their energy reserves, the scoring for
which ranges from very thin to overweight. These measurements are especially useful during calving,
as well as early lactation. Achieving a correct BCS helps avoid calving difficulties, losses and other
health problems. Although BCS can be rated by experts, it is time-consuming and often inconsistent
when performed by different experts. Therefore, the aim of our system is to develop a computerized
system to reduce inconsistencies and to provide a time-saving solution. In our proposed system,
the automatic body condition scoring system is introduced by using a 3D camera, image processing
techniques and regression models. The experimental data were collected on a rotary parlor milking
station on a large-scale dairy farm in Japan. The system includes an application platform for automatic
image selection as a primary step, which was developed for smart monitoring of individual cows on
large-scale farms. Moreover, two analytical models are proposed in two regions of interest (ROI) by
extracting 3D surface roughness parameters. By applying the extracted parameters in mathematical
equations, the BCS is automatically evaluated based on measurements of model accuracy, with one of
the two models achieving a mean absolute percentage error (MAPE) of 3.9%, and a mean absolute
error (MAE) of 0.13.

Keywords: body condition score; 3D surface roughness parameters; rotary parlor; 3D camera;
regression analysis

1. Introduction

Tracking body condition scores (BCS), and using them to avoid rapid fluctuations in body weight
during the production cycle, has a positive impact on decision-making in dairy farm management,
and makes economic sense. It is also useful for improving milk production, health, and reproduction
(pregnancy rate) throughout the production cycle. The resulting improved monitoring provides an
opportunity to fine-tune nutrition, and healthcare more generally. Although various methods are
available for evaluating body condition, many producers use the BCS system, which ranks cattle using
an arbitrary scale, and does not rely on body weight [1]. The BCS is assigned by scoring the amount of
fat that is observed on several skeletal parts of the cow. Various scoring systems are used to arrive at
the BCS, which are used to assign a number as the score. As the system most commonly used, the BCS
ranges from 1 to 5, in increments of 0.5 or 0.25. Very thin cows are given a BCS of ‘1’, and very obese
cows are rated as ‘5’. The intermediate stages of BCS can be characterized as thin, ideal and obese.
A ‘very thin’ cow has prominent hips and spine. The hips and spine of a ‘thin’ cow are easily felt
without pressure, and those of an ‘ideal’ cow can be felt with firm pressure. A ‘very obese’ cow is
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heavily covered by fat. BCS ‘3’ is considered ideal. Cows can then be managed and fed according to
the requirements for attaining an optimal BCS.

Research results indicate that optimizing BCS can positively influence the health and productivity
of dairy cows. In addition, a rapid decrease in the BCS after calving closely correlates with metabolic
disorders and other problems [2]. Current interpretations of available evidence indicate that metabolic
disorders affect the immune system of dairy cows during the critical transition from calving [3].
BCS decreases during the approximate 100-day period from calving through early lactation to peak
milk, and then increases through dry-off. Generally, maintaining an optimal BCS is needed to avoid
extremes of too fat or too lean [4]. For a proper evaluation of BCS, the observer must be familiar with
skeletal structures and fat reserves, as described in [5]. In the measurement of BCS using vision-based
technology, tailhead and loin areas are of primary concern. Many researchers have evaluated BCS by
manually checking off significant anatomical points on digital 2D images. Hook angles and tailhead
depressions are formulated to estimate BCS, using a technique introduced in 2008 by Bewley et al. [6].
In this technique, the skeletal checkpoints associated with anatomical structures are used in the
assessment of BCS. However, automating the identification of these checkpoints with 2D images is
difficult. A new perspective for measuring fat levels in cows is proposed using ultrasonography in [7].
It shows that the larger the BCS, the more the increase in the fat reserves. In recent years, single 3D
camera and multiple 3D cameras with multiple viewpoints have been introduced to evaluate the body
condition score by using machine vision technology. In our system, we introduce the BCS automation
system by using a single 3D camera that is mounted above the rotary parlor.

2. Related Work

To rate BCS, a technique was introduced by Edmonson et al. in [8], which consists of manually
assessing the amount of body fat around the tailhead, as well as by palpation of the tailhead
(the depression beneath the tail), and the pelvis (hook and pin bones). In an automated system,
an image analysis technique was introduced to derive relevant characteristics from anatomical
points, and from intensities or depth values in regions of interest and cow contours. By using a
low-cost 3D camera, an automatic body condition scoring system was developed by implementing an
image-processing technique and regression algorithms [9]. In this system, fourteen features correlated
with BCS were used (such as age, weight, and height), including some features that were derived
from video images, and automatically derived from farm records. The accuracy of the entire system
was 0.26 of mean absolute error (MAE). In [10], an automated BCS rating system was introduced,
which assesses scores from 1.5 to 4.5 by extracting multiple features related to body condition from
three viewpoints. In this system, body images are recorded using 3-dimensional cameras positioned
above, behind, and to the right. Anatomical landmarks are automatically identified, and then bony
prominences and surface depressions are quantified to evaluate BCS and provide the result.

In our own previous work, we proposed a noninvasive method for automatically evaluating
BCS [11]. This method starts with a 3D image, from which two analytical models are created, one using
the root-mean-square deviation (RMSD), and the other using the convex hull volume parameter.
This method resulted in a standard error of 0.35 using RMSD, and 0.19 using convex hull volume.
We also noticed that convex hull volume has a strong correlation with BCS. The benefits of continuously
monitoring BCS are intuitive to most dairy producers, nutritionists, and others involved in dairy
farming. A few dairy farms have incorporated such monitoring as part of their management strategy,
as described in [12]. In our previous paper of body condition indicators described in [13], we noted
a strong link between BCS and parameters such as convex hull volume and mean height, with BCS
ratings between 3.5 and 3.75. That system also introduced variations in BCS trends during the calving
and lactation intervals using values for monthly mean height. In [14], a low-cost monitoring system
was proposed for unobtrusively and regularly monitoring BCS, lameness, and weight using 3D imaging
technology. In the paper described in [14], a new approach for assessing BCS based on a rolling
ball algorithm was validated by achieving repeatability within ±0.25 BCS. Our approach included
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automatic image selection steps for each cow in the parlor that was targeted for a smart application of
continuous monitoring. The approach also featured a newly developed BCS estimation model using
two region of interests (ROI) visible from above. Finally, this approach also involves extracting 3D
surface roughness features, and generalizing two linear regression models to estimate BCS by applying
the proposed parameters.

3. Data Collection and Preprocessing

In our proposed system, a 3D camera is mounted 3.4 m above a rotary parlor. Data collection
is done at a large-scale dairy farm in Oita Prefecture, Japan. The position of the 3D camera and an
illustration of cows in the parlor are seen in Figure 1a,b. The 3D camera generates a resolution of
132 × 176 pixels in X, Y, and Z directions. X and Y are the x and y coordinates of the image and Z is the
distance information (z or D0) of the image.

 
(a) (b) 

Figure 1. (a) Position of 3D camera; (b) image of cows in rotary parlor.

The proposed system uses a single 3D camera and generates data in csv format (comma-separated
values). Each line of the csv data has 23,232 values for distance information, which is preprocessed
into image dimensions of 132 × 176 pixels. The transformed image has a maximum of three cows.
An original image obtained using this camera is shown in Figure 2a. The original image shows the
distance data (D0) from the camera center to the image plane. To obtain real-world data for the distance
from the ground, the difference between D0 and the camera height (3.4-D0) m is calculated. The distance
range between 1.21 m and 2.1 m is considered to be the cow region, as shown in Figure 2b. Conversely,
the background region is automatically removed by the extraction of the cow region. Each of the cows
has their related ID number, using radio frequency identification (RFID). Therefore, we only extract the
middle cow image as the desired ID number on the rotary parlor, as shown in Figure 3a,b. The sided
images of other ID numbers are conversely removed. In Figure 3a, ROI 1 and ROI 2 are the two regions
of interest used for BCS estimation, for which details are discussed in Section 4.

 
(a) (b) 

Figure 2. Cow region extraction from 3D camera. (a) Original image in rotary parlor from 3D camera;
(b) Cow region extraction by distance information.
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(a) (b) 

Figure 3. The processed cow image. (a) Distance image of cow (color expresses the distance); (b) The
cow image in 3D space.

4. Automatic Image Selection Process by Filtering

Sometimes, the 3D camera returns distorted images. These bad images are removed using
geometric and hole areas. A sample of images discarded due to distortion and touching between cows
is shown in Figure 4a. The selected cow images are grouped by ID number. From all of the cow images
recorded, filtering ensures that only one good position of cow image for the same ID number on the
same day is selected by using the symmetricity parameter, though the camera generally captures
three images per day in the milking parlor. Filtering is performed by a comparison of symmetricity.
The filtering for cow ID “LA982123529378694” is shown in Figure 4b. This cow has camera capture
times (at 04:57 a.m., 13:22 p.m., and 21:21 p.m. on 4th November 2019), and the selected filtered image
is shown by a red marker. When the left and right sides of the image are symmetric, the difference
between the two areas is nearly zero. The image with the least difference in value is selected as the
most symmetric image, filtered from the images collected every day.

 
(a) (b) 

Figure 4. Sample discarded and filtered images. (a) Sample of discarded images; (b) Image selection
by symmetricity.

A detailed workflow for the automatic image selection process by filtering is shown in Figure 5.
After making the cow extraction with the filtering step, each of the selected or filtered images is
stored by its ID group in the database for further implementation of the smart system. In our system,
approximately 20,000 images were automatically discarded by geometric area as bad images, and over
140,000 selected images were recorded from August 2018 to February 2020.

The proposed work is performed on Windows 10, an Intel ® Core ™ i7-7700 CPU, @ 3.6 GHz.
The processing time for the cow selection process from each set of csv data is approximately 0.2 s.
BCS is a good management tool for developing nutrition and care programs for specific situations.
This is the first step in improving the use of BCS. Follow-on steps include developing a BCS monitoring
program for each individual cow, determining the BCS at calving, and then monitoring changes in
BCS during lactation. Optimal scores can be devised for each cow at each stage of the production
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cycle, i.e., the optimal score for calving is 3.25 and the optimal score at the start of breeding is 3, and so
on. Therefore, we launched this study to automate an accurate assessment of BCS in the next step of
BCS modeling.

This section includes a discussion of automatic collecting of cow images from a 3D camera.
The remaining sections of the paper include a discussion of collecting cow images and their use in
building models in Section 4, experimental use and performance evaluation of the two analytical
models in Section 5, and a presentation of conclusions, as well as prospective work, in Section 6.

Figure 5. Detailed workflow for automatic image selection.

5. Proposed BCS Modeling

BCS is generally evaluated by experts who have been trained in its use. Though this conventional
method is time- and labor-intensive, automation can ease the burden. Using manual measurements for
BCS as a baseline or for referencing a model, a reliable automated system can be established. To confirm
the performance of the proposed system, we used images of cows with manually measured BCS values
in the range of 2.5 to 4. These cow images were collected from two different farms: (1) the Sumiyoshi
Livestock Science Station, Field Science Center, University of Miyazaki, and (2) a large-scale dairy farm
in Oita Prefecture, Japan. Two experts performed these initial manual measurements. Although the
possible BCS scores range from 1 to 5 for very thin to very obese cows, respectively, BCS values between
2.5 and 4 are the most frequently seen. Our BCS dataset is shown in Table 1. In order to evaluate BCS
values, two analytical models (M1 and M2) are proposed for the automated system. In total, 52 cows
were used in the experiment, 32 for training, and an additional 20 for testing. M1 was applied to ROI 1,
and M2 was applied to ROI 2, as seen in Figure 3a. The learning parameters were extracted for the two
regions of interest (ROI 1 and ROI 2) using the concept of 3D roughness texture, which can be seen in
surface texture analysis ASME-B46.1 (American Society of Mechanical Engineers 2002).

Table 1. BCS dataset taken by experts.

Body Condition Score (BCS) 2.5 2.75 3 3.25 3.5 3.75 4

No. of Cows 1 1 6 24 14 5 1

5.1. BCS Estimation Model 1

In the 3D image of a cow’s backbone, BCS estimation model 1 was used for ROI 1, which is
two-thirds of the whole cow body starting from the tailhead, as seen in Figure 3a. Variations in the
amount of fat reserves or in the energy balance are apparent in that region. Moreover, the more that
body fat covers the bones, the larger the BCS. Visually, we can clearly differentiate thin cows from fat
ones by this coverage by fat. Therefore, roughness parameters are extracted to determine the BCS.
Figure 6 shows images composed of cross-sectional slices in ROI 1 for each BCS value between 2.5 and
4 in increments of 0.25. In this proposed region, the following parameters were extracted:

i. Arithmetic mean height (A1);
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ii. Convex hull volume (A2);
iii. Difference between convex hull volume and 3D volume (A3);
iv. Difference between peak height and valley depth in fifteen maximums and minimums for all

profiles (A4).

Figure 6. Images composed of cross-sectional slices for ROI 1 used in BCS estimation model 1.

Arithmetic mean height is calculated by following Equation (1):

Arithmetic mean height = z =
1
N

N∑
i=1

zi (1)

where z is the height or distance parameter on the roughness profile, and N is the total number of all
height values in ROI 1.

Convex hull volume is calculated by [15]:

Convex hull volume =
1
3
×

∑
F

(height× area o f f ace) (2)

where F represents the faces of the polyhedron.
The difference between peak height and valley depth in fifteen maximums and minimums is

calculated by using Equation (3):

Di f f erence between peak and valley points =
1

15

15∑
i=1

zi − 1
15

15∑
j=1

zj (3)

By using A1, A2, A3, and A4 features, a stepwise linear regression model (M1) is generated by the
following Wilkinson notation:

M1 ∼ 1 + A3 + A1 ∗A2 + A2 ∗A4 + A1̂2 + A4̂2 (4)

where M1 is the BCS obtained by proposed method 1.

5.2. BCS Estimation Model 2

To build BCS estimation model 2, ROI 2 in Figure 3a was used, for which an image composed of
cross-sectional slices, is shown in Figure 7. In this region, the following features are extracted:

i. Arithmetic mean height (B1);
ii. Difference between peak height and valley depth (B2).
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Figure 7. Image composed of cross-sectional slices for ROI 2 used in BCS estimation model 2.

The stepwise linear regression model (M2) was generated using two learning parameters (B1 and
B2). The output of the second proposed BCS model is defined using Wilkinson notation, as seen in
Equation (5).

M2 ∼ 1 + B1 ∗ B2 + B2̂2 (5)

where M2 is the BCS obtained by proposed method 2.
Stepwise linear regression is a semi-automated process used for building a model. It can be

generated as a way of adding or removing predictor parameters. Parameters or features to be added or
removed are picked up from statistics on the test of estimated coefficients used to reach the target output.

In the selected cow image, the BCS estimation model is established after the parameter extraction.
The processing time to obtain the BCS output is about 0.13 s. The results for training and testing BCS
measurements for the two proposed models are seen in Table 2.

Table 2. Comparison of BCS obtained manually by experts, and BCS obtained by proposed models 1 and 2.

Training with Two Proposed Methods by Regression Analysis Testing with Two Proposed Methods by Regression Analysis

Cow No. BCS by Experts
BCS by Proposed
Method (Model 1)

BCS by Proposed
Method (Model 2)

Cow No. BCS by Experts
BCS by Proposed
Method (Model 1)

BCS by Proposed
Method (Model 2)

1 3 3.39 3.32 1 3 3.29 3.27
2 3.5 3.31 3.35 2 3.25 3.34 3.35
3 3.25 3.35 3.64 3 3.25 3.14 3.29
4 3.25 3.28 3.56 4 3.25 3.39 3.28
5 3.25 3.29 3.30 5 3.25 2.79 3.36
6 3.25 3.54 3.29 6 3.5 3.47 3.53
7 3 3.21 3.12 7 3.25 3.40 3.24
8 3.25 3.20 3.07 8 3.5 3.77 3.36
9 3 3.09 3.34 9 3.5 3.40 3.43
10 3.25 3.10 3.29 10 3.5 3.37 3.31
11 3.5 3.52 3.42 11 3.25 3.28 3.25
12 3.5 3.18 3.06 12 3.5 3.34 3.18
13 3.5 3.59 3.28 13 3.25 3.44 3.28
14 3.25 3.10 3.17 14 3.5 3.27 3.50
15 3.25 3.48 3.21 15 3.75 3.59 3.20
16 3.5 3.38 3.51 16 3.75 3.52 3.53
17 3.25 3.05 3.12 17 3.25 3.25 3.21
18 3.75 3.73 3.53 18 3 3.04 3.16
19 3.25 3.29 3.30 19 3.25 3.41 3.43
20 3.25 3.20 3.40 20 3.25 3.08 3.38
21 3.25 3.40 3.26
22 3.5 3.45 3.32
23 3.5 3.48 3.18
24 3.25 3.30 3.37
25 3.75 3.67 3.67
26 3.25 3.11 3.25
27 2.5 2.62 2.89
28 3.5 3.32 3.27
29 2.75 2.88 3.21
30 3.75 3.41 3.41
31 4 3.81 3.61
32 3 3.28 3.26
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6. Performance Evaluation

For automating BCS estimation, we proposed two analytical models, each used for a 3D image of
the top view of the region of interest (ROI). The analytical parameters were extracted from pixel depth
values. The training models were built using data collected on 32 cows, including one cow for each of
the BCS scores of 2.5, 2.75, and 4, four cows for BCS 3, fourteen cows for BCS 3.25, eight cows for BCS
3.5, and three cows for BCS 3.75. In this experiment, training data were collected between BCS 2.5 and
4. A total of 20 cows were used to determine the accuracy of the models, including two cows for BCS 3,
ten cows for BCS 3.25, six cows for BCS 3.5, and two cows for BCS 3.75. Manual assessments of BCS were
performed by experts, and these assessments were compared with the results of using the proposed
models. The measurable parameters were mean absolute error (MAE), and mean absolute percentage
error (MAPE). Performance evaluations for models 1 and 2 are shown in Table 3. According to test
results, the mean absolute error percentage for model 2 (M2) was less than that for model 1 (M1);
i.e., small error values indicate good predictive capability. Calculations for MAE and MAPE were
performed using Equations (6) and (7):

MAPE =
100%

n
Σ
∣∣∣∣∣ y− yi

y

∣∣∣∣∣ (6)

MAE =
1
n

Σ
∣∣∣y− yi

∣∣∣ (7)

where n = the number of cows tested, y = BCS by experts, yi = BCS by the proposed method.

Table 3. Performance evaluation for models 1 and 2.

BCS Model
Training Testing

MAE MAPE MAE MAPE
Model 1 (M1) 0.14 4.31% 0.15 4.64%
Model 2 (M2) 0.19 5.89% 0.13 3.87%

7. Discussion and Conclusions

On large-scale dairy farms, management using manual labor is impractical for numerous reasons.
Therefore, automated systems of farm management have been a big focus of dairy farmers. Automated
milking robots have recently been introduced to replace manual labor, which is time-intensive and
requires one-on-one attention to each cow. The nutritional status of each cow can affect milk production.
As one of the most important tools for evaluating nutritional status, BCS is a frequent topic of research.
Accurately assessing BCS and regularly monitoring BCS trends have become critical requirements.
Our belief is that more and more dairy producers will implement automated BCS evaluation as an
important part of smart dairy farming.

The initial step in the proposed system involves automatically selecting images for individual
cows. We have tested this process by collecting images in various groups to implement in the advance
application. The processing time for this proposed work is acceptable for large-scale data sources.
In the next step, automated BCS estimation models are introduced by combining proposed parameter
extraction and the two stepwise regression analysis to evaluate BCS. Since our dataset contains only
one cow each for BCS of 2.5, 2.75, and 4, we could not test for these BCS in our testing process although
they are used in the training for having a good estimation model. Our proposed regression models
are tested on 20 cows of BCS (3, 3.25, 3.5, and 3.75). The first model obtains minimum and maximum
errors of 0.0025 and 0.45, and the second model obtains minimum and maximum errors of 0.0024 and
0.55, respectively. To measure the proposed model accuracies, the mean absolute parameter (MAE)
is used and the MAE for the first and second models was 0.15 and 0.13, respectively. Although the
proposed stepwise regression worked reasonably well for developing useful models in this existing
data, it cannot always work well for all new data. Therefore, our future work entails collecting more
fruitful data of various BCS for the purpose of discerning variations in our proposed automated BCS
evaluation process.
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Abstract: In recent years, there has been an increasing interest in the use of highly nonlinear solitary
waves (HNSWs) for nondestructive evaluation and structural health monitoring applications. HNSWs
are mechanical waves that can form and travel in highly nonlinear systems, such as granular particles
in Hertzian contact. The easiest setup consists of a built-in transducer in drypoint contact with the
structure or material to be inspected/monitored. The transducer is made of a monoperiodic array of
spherical particles that enables the excitation and detection of the solitary waves. The transducer is
wired to a data acquisition system that controls the functionality of the transducer and stores the
time series for post-processing. In this paper, the design and testing of a wireless unit that enables
the remote control of a transducer without the need to connect it to sophisticated test equipment
are presented. Comparative tests and analyses between the measurements obtained with the newly
designed wireless unit and the conventional wired configuration are provided. The results are
corroborated by an analytical model that predicts the dynamic interaction between solitary waves and
materials with different modulus. The advantages and limitations of the proposed wireless platform
are given along with some suggestions for future developments.

Keywords: highly nonlinear solitary waves; nondestructive evaluation; wireless sensing;
Bluetooth technology

1. Introduction

Highly nonlinear solitary waves (HNSWs) are mechanical waves that can form and travel in
highly nonlinear systems such as mono-periodic arrays of elastically interacting spherical particles,
sometimes indicated as granular crystals [1–18]. One of the key features of HNSWs is that properties
like duration, amplitude, and speed can be tuned without electronic equipment by simply adding
static precompression on the array or varying the particles’ material and geometry. This tunability
makes the use of HNSWs appealing in some engineering applications such as nondestructive testing
(NDE), structural health monitoring (SHM) [19–22] or acoustics [23–28].

The scheme of an HNSW-based NDE/SHM is shown in Figure 1. One end of an array of identical
spheres is in dry contact with the structure to be inspected/monitored. The top particle of the chain
is lifted and released to create a mechanical impact that triggers the formation of a solitary wave,
hereinafter referred to as the incident solitary wave (ISW). When the mass of the striker is equal to
the mass of the other particles composing the chain, a single pulse is generated. The ISW propagates
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through the array, is detected by a sensing system embedded in the chain, and then reaches the surface
of the structure to be inspected/monitored. At the interface between the chain and the structure, most
of the acoustic energy carried by the ISW is reflected back, giving rise to one or two reflected solitary
waves, typically referred to as the primary and the secondary reflected solitary waves (PSW and SSW).
These reflected waves are then detected by the same sensing system embedded in the array.

 
Figure 1. General scheme of nondestructive evaluation/structural health monitoring paradigm using
highly nonlinear with different modulus. The advantages and limitations of the proposed wireless
platform are given along with some suggestions for future developments.

Many researchers proved that the amplitude and the arrival time of the reflected solitary waves
depend on key properties of the adjacent structure/material [19–22,29–38]. For example, Yang et al.
studied numerically, analytically, and experimentally the reflection of HSNWs at the interface of a large
thin plate, and found that the amplitude and the arrival time of the reflected waves are affected by the
plate thickness, the particles size, and the boundary conditions at a critical distance from the plate
edges [39]. Kim et al. indicated experimentally and numerically that solitary waves can be used to detect
delamination in carbon fiber reinforced polymer plates [31]. A numerical study on the interaction of
HNSWs with composite beams showed that solitary waves are helpful to evaluate the directional elastic
parameters of the composites [40]. Others reported that the method is effective at detecting subsurface
voids [38], assessing the quality of adhesive joints [22,30], composites [31,34,40,41], orthopedic and
dental implants [32,42], and at measuring internal pressure [43–46] and axial stress [47,48].

In all the studies cited above, the array of particles is coaxially wired to electronic equipment that
controlled the striker and digitized the time-waveforms for post-processing analysis. Although this is
acceptable for periodic inspections, i.e., NDE applications, it may be detrimental when continuous
monitoring, i.e., SHM protocol, is preferred or necessary. SHM systems, however, can become expensive
in large structures or high-dense sensor systems due in part to cabling networks. SHM using wireless
sensors can overcome the limitations of traditional wired methods with many attractive advantages
such as wireless communication, onboard computing, battery power, ease of installation, and so on.
Platforms for SHM containing wireless smart sensing (WSS) have been developed during the past
years. WSSs are devices that have a sensor, microprocessor, radio frequency transceiver, memory,
and power source integrated into one small size unit and are characterized by their capabilities
of sensing, computation, data transmission, and storage, all achieved by a single device. WSS
represents an attractive alternative to their wired counterparts because of the lower cost achieved by
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removing the need for cables (including cost labor reduction), and by the widespread production of
micro-electro-mechanical sensors. The wireless communication capability allows flexible network
topology and hence enables a decentralized monitoring scheme, which adds robustness to the SHM
system compared with the centralized approach in wired systems [49]. For these reasons, in the last
two decades there has been a great deal of research and development of wireless sensors for SHM
applications that were summarized in a few excellent reviews [50–53]. However, as the NDE/SHM
method based on HNSW has been developed only recently, there is no wireless sensing technology
available in support of nonlinear solitary wave propagation and detection.

To fill this gap, a wireless sensor system to support the generation and detection of HNSWs for
NDE or SHM applications was designed, assembled, and tested. The system is not a sensor per se,
but rather an autonomous data acquisition node to which a traditional HNSW transducer, designed
and developed in our lab, can be attached. The new device can be best viewed as a platform in
which mobile computing and wireless communication elements converge with the transducer. This
capability is particularly advantageous in the context of SHM, in which several HNSW transducers can
be deployed on the structure of interest to perform structure interrogation and remote communication
to a remote repository. Other advantages of this newly designed system are cost reduction in the
installation phase, autonomous data processing, denser sensing capability in large structural systems,
just to mention a few.

The paper is organized as follows: Section 2 provides an overview of the designed wireless
platform and is divided into sub-sections that describe the single components. Section 3 presents the
experimental results in which the wireless platform is compared to the performance of conventional
sensing with the use of a data acquisition system. Section 4 supplements the experimental finding
with the outcomes of a numerical analysis that models the dynamic interaction of the solitary waves
with different materials. Lastly, Section 5 provides some concluding analyses and remarks about the
study presented here.

2. Wireless HNSW Sensor System Overview

The new wireless sensor network is comprised by three components, the HNSW transducer,
a custom printed circuit board (PCB), and a mobile computing device. A schematic of the overall
platform is shown in Figure 2.

Figure 2. Schematics of the overall HNSW wireless sensor node. The “specimen” in the figure
representsany material/structure to be monitored using the solitary waves.

2.1. HNSW Transducer: Conventional Design

The HNSW transducer, hereinafter simply referred to as the transducer, contains eight 19.05 mm
spheres, a commercial electromagnet (Uxcell 12 V DC) able to lift and release the striker, a sensor, and a
frame. All the particles except the striker were made of a non-ferromagnetic material. The current
flowing through the solenoid generates a magnetic field strong enough to lift the first particle of
the array, whereas flow interruption causes the striker to impact the chain and generate the ISW.
The sensing system consists of a lead zirconate titanate (Pb[ZrxTi1-x]O3) wafer transducer (PZT),
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embedded between two 6.05 mm thick, 19.05 mm diameter disks. Kapton tape insulated the PZT
from the metal. In the conventional (wired) configuration, the transducer is connected to and driven
by a National Instruments PXI running in LabVIEW using a graphical user interface created ad hoc
for the experiments. The hardware generates the signal to open/close the electrical current to feed
the solenoid, while the user interface allows for the selection of the repetition rate of the striker (by
controlling the output signal), the number of measurements, the sampling frequency of the digitized
waveforms, and the storage of the waveforms for post-processing analysis. The transducers used in this
study were also successfully used elsewhere [19,43–45,54] and were, therefore, the starting point to
develop the proposed wireless platform. However, it is emphasized here that the proposed platform
can be adopted and adapted to a chain of any size, length, and particle materials.

2.2. Circuit Board

In the proposed wireless sensor node, the role of the data acquisition system used in the
conventional configuration is replaced by a PCB, which is the centerpiece of the schematics of Figure 2.
The PCB includes the driver to provide the current for the solenoid, a filter to remove white noise and
provide anti-aliasing, and a protocol for the remote communication to and from mobile devices.

Figure 3 shows a photo of the PCB with color-coded sections corresponding to the individual
components. The driver allows the microcontroller (MCU) to deliver the DC current to the solenoid
with an input/output (I/O) pin on-demand (GPIO). Although the term “GPIO” suggests that both an
output and an input are necessary to interface with the driver, the latter is designed such that the
movement of the striker onto the array can be controlled through a single digital output. The waves,
sensed by the PZT, are filtered by an analog filter and subsequently sampled by the analog to digital
converter (ADC) within the MCU. The MCU then sends the data samples to an integrated circuit
(IC) enabled for Bluetooth Low Energy (BLE) communication using the Universal Asynchronous
Receiver/Transmitter (UART) protocol. The protocol allows for the transmission of the data to any
mobile device capable of BLE communication.

 
Figure 3. Photo of the final printed circuit board (PCB), which includes a Bluetooth transceiver, filter,
microcontroller (MCU), transducer driver, and a voltage regulator (VR). The board is 76.2 mm wide
and 36.8 mm high.

The final PCB (76.2 × 36.8 mm2) was designed to optimize space and therefore enhance portability.
The MCU was an ATMega32u4 with 32 kB of flash memory for storing embedded programs, 2 kB
of SRAM for storing measurement data, all of the peripherals required to induce and measure the
signal, and libraries that allowed for easy communication with the Bluefruit LE module. The MCU has
also its own USB controller, making local data collection possible without adding an IC to do FTDI to
UART conversion. Overall, the created design fares better than the conventional design because the
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new system is more compact, is dedicated to the specific application with HNSWs, and can be driven
by smart devices such as tablets or even smartphones.

2.3. Actuation: Wireless Configuration

In the wired configuration, the DC current used to drive the electromagnet is delivered by a
power supply external to or embedded to a data acquisition system. In the proposed wireless node,
the DC current is provided by the PCB. Following the protocol implemented in the PXI in previous
studies [19,43–45,54], the solenoid is energized for 250 ms, an interval sufficiently long to lift the striker
until it touches the electromagnet before falling freely onto the array. The energy necessary to deliver
the current necessary to operate the electromagnet is significant with respect to the other electronic
components and is directly proportional to the weight and the falling height of the striker. To supply
the necessary energy, a custom power source for the solenoid and driver circuit was chosen to allow
the control of the striker while maintaining portability. A 14.8 V rechargeable LiPo battery with a
maximum discharge rate of 47 A and a capacity of 1050 mAh was chosen. For the 250 ms interval,
675 mA is consumed. In future, the duration and/or the energy consumption can be reduced by
shortening the falling height of the striker, by making the striker lighter (in order to be able to use
smaller solenoids), or by minimizing the friction between the striker and the inner wall of the guide.

Under this design, the battery can continuously drive the striker for 93 minutes, which means
that the battery can theoretically power 22,390 = (93 × 60 × 4) impacts. This value was obtained by
multiplying the capacity of the battery by the inverse of the current consumption. The number of
strikes can be also increased using a battery with higher capacity within the limit of size and weight
constraints necessary to make the whole node practical. In the present study, the 1050 mAh battery
was chosen because it was sufficient to complete a full round of experiments (see Section 3).

Figure 4 shows the control circuit for the actuation. A 1N4003 diode was added in parallel to the
solenoid; this flyback diode prevents voltage spike that results from turning off the solenoid from
damaging the metal–oxide–semiconductor field-effect transistor (MOSFET), which would, in turn,
shorten the life of the overall system [55]. The MOSFET itself acts as an open circuit if the GPIO pin is
off, and acts as a closed circuit if the GPIO pin is on, allowing for the control of the current through the
solenoid via software. The MOSFET NTD3055-150 from ON Semiconductor was chosen. According to
the manufacturer, this specific MOSFET is designed for low voltage, high-speed switching applications
in power supplies, converters and power motor controls and bridge circuits, and dissipates 28.8 W
continuously, which provides a threefold factor of safety compared to the 9.45W (14 V × 0.675 A)
required to lift the striker. The calculation for the required wattage was based on experiments done
with a power supply that justified the choice of a 14.8 V battery in the first place. An RC circuit at the
gate of the transistor provides a slight delay between turning the GPIO pin off in software and the
moment at which the magnetic ball on top of the chain drops. The specific resistor and capacitor values
used are not critical, what is most important is that the time constant of the RC circuit is three times
larger than the minimum delay that the MCU can produce. This prevents the worst-case scenario of
the MCU sampling the ADC after the incident waves passed the sensor disk. The delay that the RC
circuit introduces safeguards against mechanical adjustments to the transducer that can reduce the
amount of time it takes for the striker to fall. The RC circuit consisted of a 10 kΩ resistor and a 33 nF
capacitor, resulting in a time constant of 333 μs.
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Figure 4. Schematic of the control circuit used to drive the direct current through the solenoid. Vdd

represents the 14.8 V power source while the coil directly below Vdd represents the electromagnet used
to lift the topmost ball.

2.4. Filter Design

A passive low-pass filter was added to remove white noise and provide anti-aliasing. The cutoff
frequency was determined by examining the frequency spectrum of solitary waves recorded
conventionally at a sampling rate of 2 MHz by placing a transducer above a 12.7 mm thick steel
plate. Figure 5 shows one of the time waveforms and the corresponding Fourier transform associated
with this control test. The 99% bandwidth of this signal (the frequency range across which 99% of the
power in the signal is contained) is 13.93 kHz. Our initial approach was to place the cutoff frequency
somewhere between 50 and 100 kHz so as to eliminate white noise and also have at least a 4x factor of
safety from losing any important information. This would also have served to provide anti-aliasing.
However, setting the cutoff frequency to a point within that range would introduce a significant amount
of phase lag in the relevant frequencies, which could distort the measurements of the arrival time of
the pulses of interest. The phase response of a filter is the radiant phase shift added to the phase of
each sinusoidal component of the input signal, and the term ”phase lag” is used when these phase
shifts cause delays in time. In the case that the primary wave and secondary wave have the exact
same frequency content, both waves would experience the same amount of delay. However, if the
reflected waves are different in terms of the frequency content, a narrow low-pass filter may cause
artifacts. Based on the above, a cutoff frequency of 2.4 MHz was chosen in order to minimize the phase
lag across the frequencies with relevant information.

Figure 5. (a) Time waveform and (b) corresponding Fast-Fourier transform (FFT) measured during a
control test to design a low-pass filter.

Figure 6 compares two cutoff frequencies, namely 100 kHz and 2.4 MHz, and their effects on the
phase response of the low pass filter. The phase lag in the 10–100 kHz range associated with the 2.4
MHz cutoff is essentially flat. At 50 kHz, the phase lag is 0.2 degrees which corresponds to a 0.01
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μs delay, well below the sampling period typically used in HNSW tests. However, for the cutoff at
100 kHz, the phase lag at 50 kHz is equal to 4.8 degrees, which yields a 0.26 μs delay. A delay of 0.26
μs is negligible at a sampling period of 13.3 μs, which is the sampling period of the current design.
However, as discussed within Section 6, we plan on increasing the sampling frequency in future
iterations of this circuit board to at least 1 MHz. In that context, the usage of a lower cutoff frequency
could distort the HNSW measurements. The components of the filter’s final design have values equal
to 2 Ω and 33 nF, resulting in a cutoff frequency of 2.411 MHz. It is noted here that the design of the
filter can be modified based upon the specific application of the transducers as the characteristics of
the particles in the array and/or the properties of the structure to be monitored, modify the duration of
the incident and reflected waves.

Figure 6. Phase lag as a function of frequency, induced by low pass filters with cutoffs at 100 kHz and
2.4 MHz.

2.5. Wireless Communication

Bluetooth technology was chosen as the communication protocol between the newly proposed
wireless device and laptops, tablets, or phones. For short-distance communication, Bluetooth technology
is appealing owing to its compatibility with the majority of smartphones, tablets, and laptops.
Additionally, Bluetooth communication does not rely on any external network. The Bluetooth LE
UART module we used relies on the general-purpose, ultra-low power System-on-Chip nrF51822 to
provide wireless communication with any BLE-compatible device. The term “System-on-Chip” means
that the nrF51822 is a complete computer system within a single chip that can act independently from
the MCU. This could be essential for improvements to future iterations of the PCB as discussed in
the Discussion and Conclusions section. The nrF51822 has the ability to choose between UART and
SPI communication with external devices, and sleep modes for power preservation. According to the
manufacturer, the range of the module is approximately 60 m in an indoor environment, assuming a
lack of obstacles. The module was flashed with the firmware provided by the manufacturer [56].

2.6. Mobile Application

An app (Figure 7) was designed to communicate with the transducer via the PCB from a smart
device. The app was adapted from a general app framework provided by the manufacturer [57].
The custom adaptation added a data streaming mode capable of compartmenting the data it received
from different runs into separate graphs. These plots can also be exported as data files for further
processing. The data streaming was designed to work with the messaging protocol programmed
into the MCU, as discussed later in Section 2.7. First, the app provides a list of Bluetooth devices
within the vicinity. After the user selects the appropriate device (Figure 7a), the “Data Stream” menu
option allows the user to remotely drive the striker and collect data from the embedded sensor disk
(Figure 7b). As shown in Figure 7c, selecting “Data Stream” prompts the user to select the number
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of strikes and the length (data points) of the signal. Once the PCB receives the command, it actuates
the transducer, collects samples of the time waveform from the ADC, sends the data to the mobile
device, and iterates the process as many times as the number of strikes chosen by the user. During
the process, the waveforms are displayed in real-time on the smart device (Figure 7d). The app and
the PCB together make a self-contained system that only requires a basic knowledge of smart mobile
devices to operate.

 
Figure 7. Screenshots of the custom application for mobile devices such as tablets and phones. (a)
Panel to select the appropriate module from a list of devices. (b) Panel to select a data stream from a
device menu. (c) Panel to enable the user to select the desired number of samples and runs. (d) Display
of a single measurement from a sheet of aluminum plotted on the mobile device.

2.7. Implementation

The ADC within the AtMega32u4 was used to digitize the signals detected by the embedded
sensor disk. The ADC clock was set equal to 1 MHz, as setting the clock to a higher frequency would
reduce the resolution for this particular device. A single conversion takes 13 clock cycles, and the clock
frequency was set to 16 MHz, so the highest sampling frequency we could theoretically achieve was 1
(MHz)/13 = 77 kHz. The ADC uses a sample-hold capacitor, which is first charged by the signal and
then closed-off from the input signal so that the voltage of the signal at that time can be indirectly read
through the voltage on the capacitor at that moment. A 5 V power supply for the ATMega32u4 and
the Bluetooth module was generated with a 3.7 V single-cell LiPo and a Pololu 5 V Step-Up Voltage
Regulator U1V11F5. The U1V11F5 can handle input voltages in a range of 1 to 5.5 V, so it is robust to
small voltage drops caused by the discharging of the single-cell LiPo. The PCB follows a protocol for
collecting data and sending it to a mobile app. After the first time the PCB is turned on, it waits for a
mobile device to connect to it. After a device has connected, the PCB turns the solenoid on and off
again, starts a timer, and then collects ADC samples until the ADC reading passes a certain threshold.
This allows it to learn the timing between it dropping the ball and observing a HNSW. It then allows
the app to send it the desired number of samples and runs and then executes the appropriate number
of runs while recording the desired number of samples in time for each run.

Figure 8 shows the final prototype used in the experiments presented in the next section. The PCB
is connected to both batteries it needs for all of its functionalities and is in a state where it could be
connected to any Bluetooth-compatible mobile device.
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Figure 8. Photo of the final PCB with two batteries, B1 and B2. The 3.7 V battery (B1) powers the
microcontroller and Bluetooth module. The 14.8 V battery (B2) powers the solenoid.

3. Experimental Setup and Procedure

To compare the performance of the proposed wireless module to a conventional configuration,
two identical transducers like those illustrated in Section 2.1 were used. Figure 9 shows part of the
setup. Transducer T1 was wired to the PCB whereas transducer T2 was cabled to a National Instruments
—PXI. The latter controlled an external DC power supply to energize the electromagnet.

 

Figure 9. Photo of the two identical transducers used in this study. Transducer T1 was wired to the PCB.
Transducer T2 was wired to a National Instruments PXI.

Three sets of experiments were conducted. In the first two, both transducers were placed above a
steel thick plate and then above a foam board. The latter was laying above an optical table. Then, one
transducer only was placed above a granite block and connected to the wireless node first and then to
the PXI. The steel specimen was 304.8 × 152.4 × 76.2 mm3, the foam board was 604.5 × 457.2 × 6.35
mm3, and the granite block was 152.4 × 152.4 × 304.8 mm3. For each experiment, 100 impacts were
triggered in order to collect a statistically significant amount of data. For the steel plate, one transducer
at the time was placed at the center of the 304.8 × 152.4 mm2 area. For the foam test, the two transducers
were placed symmetrically, 101.6 mm away from the center of the board and 228.6 mm from the sides
in order to secure identical boundary conditions. The three materials were chosen as representatives of
different Young moduli. For the steel plate test, the sampling frequency was equal to 61 kHz and then
raised to 75 kHz for the other two tests for both the wireless node and the PXI. Based on the discussion
of Section 2.4, when the sampling frequency was 61 kHz, the filter used a 51 Ω resistor and a 330 nF
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capacitor, whereas when the sampling frequency was 75 kHz, a 2 Ω resistor and a 330 nF capacitor
were used.

4. Experimental Results

4.1. Steel Plate: Control Test

The first round of experiments was conducted on the thick steel plate and served as a control
test to troubleshoot any possible problems associated with the wireless module. Figure 10 shows one
of the time waveforms collected by transducer T1. The first peak is the ISW whereas the second peak
around 550 μsec is the PSW. Both the ISW and the PSW were tailed by small humps. The origin of
these small pulses is described in Section 5. It is anticipated here that these pulses are not detrimental
to the successful implementation of NDE/SHM strategies with HNSWs. As conventionally done in
HNSW-based NDE/SHM, the time-of-flight (ToF) of the PSW was calculated, as the difference between
the arrival time of the PSW with respect to the ISW at the sensing disk. This wave feature is significant
for NDE-based or SHM-based applications, as it has been demonstrated that the ToF is sensitive to the
presence of damage and/or variation in local stiffness, etc.

Figure 10. Steel plate test. Example of one of the hundred-time waveforms recorded during
the experiment.

To compare the results from both the wired and the wireless systems, the time-series obtained
by averaging the one hundred waveforms from both (wired and wireless) systems are displayed
in Figure 11a. As the trigger for the two systems was different, the graphs in Figure 11a were
shifted horizontally in order to overlap the arrival time of the ISW. Figure 11a proves that the two
time-waveforms are remarkably similar to each other, in terms of pulse amplitude and corresponding
ToF. The slight differences can be attributable to manual transducer-to-transducer differences associated
with fabrication and assembly. To identify differences at each measurement, Figure 11b shows the
number of occurrences for a given ToF for both setups. Three values, namely 295, 311, and 328 μs were
measured. It is noted here that the width of each bar is equal to the sampling period, which, for the
steel plate test, was equal to 16.4 μs.
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Figure 11. Steel plate test. (a) Time-series obtained by averaging the 100-time waveforms measured
with the sensor disks. (b) Number of occurrences of a given ToF. For each color, the total number of
occurrences is 100.

4.2. Foam Specimen

Similar to Figures 11 and 12 presents the results associated with the foam board that was probed
with both transducers acting sequentially. For this material, the amplitude of the ISW measured with
the PXI is larger than the corresponding amplitude measured with the wireless platform. This trend
confirms what seen in Figure 11a but for the latter case the difference was smaller. The origin of such
difference is discussed in Section 4.3. Nonetheless, it is important to emphasize that for NDE/SHM
applications, the trends of interests are those associated with variations from baseline data when
material degradation of damage occurs. As such any transducer to transducer difference in the amplitude
of the ISW is not detrimental to prove the main hypothesis of the present research, i.e., that the wireless
platform can be used for HNSW measurements in lieu of sophisticated electronics. Another distinctive
feature of the wireless platform is that it was able to detect a twin peak associated with the dynamic
interaction of the waves with the foam. The origin of these twin-peaks, originally identified and
detailed in [58] and elaborated further in [43], was found in several HNSW-based NDE related to soft
materials including rubber [44]. For the sake of completeness, the dynamic interaction among the
particles that induce the “twin-peaks” is discussed in Section 5.

Figure 12. Foam board test. (a) time-series obtained by averaging the 100-time waveforms measured
with the sensor disks. (b) Number of occurrences of a given ToF. For each color, the total number of
occurrences is 100.
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Figure 12b shows that the number of occurrences of the ToF is more spread with respect to the
steel test. This is attributable to the soft nature of the foam specimen. Additionally, the occurrences
of the ToF measured with the wireless platform are skewed to the left, i.e., the PSW traveling along
transducer T1 seems faster than in transducer T2. While the origin of such skew is not clear, and more
insights could have been gained by inverting the terminals of the transducers, it is believed that what
was observed is more related to the dynamic interaction of the waves with the foam rather than a
variability associated with the transducers. In the future, the experiments will be repeated by connecting
the terminals of the solenoid and the sensor disk to the PCB first and then to the PXI.

4.3. Granite Specimen

To investigate the origin of the small discrepancies observed for the foam board, one transducer
only was used above the granite block and connected to the PCB first and then to the PXI. The results
are presented in Figure 13. The time-waveforms (Figure 13a) confirms the trend observed for the
foam (Figure 12a). The amplitude of the ISW measured with the PXI is about 20% higher than
the corresponding amplitude measured with the wireless node. As such, it can be concluded that
differences in the impedance between the two devices result in differences in the amplitude of the
detected incident wave. Figure 13b shows the number of occurrences associated with the granite test.
The distribution of the ToF is in between the foam and the steel specimen. This confirms that the
scattering of the results (i.e., the number of histograms plotted in each figure) is related to Young’s
modulus of the material. Contrary to what is observed in Figure 12b or Figure 13b shows that the ToF
measured with the PCB is higher than the ToF measured with the PXI.

Figure 13. Granite test. (a) time-series obtained by averaging the 100-time waveforms measured
with the sensor disks. (b) Number of occurrences of a given ToF. For each color, the total number of
occurrences is 100.

5. Numerical Results

To interpret the experimental results presented in Section 4, an analytical study was performed
about the dynamic interaction of solitary waves with the test specimens, using a model that simulates
the propagation of solitary waves along the granular array using a series of point masses interacting
via nonlinear Hertzian contact forces (Figure 14). Furthermore, the test specimen in contact with
the granular chain was modeled as a linear elastic media using a finite element model. The two
models were integrated at the interaction point between the granular chain and the test specimen
based on the Hertzian contact law. Owing to the scope of this paper, the numerical formulation and the
analytical equations used for the simulation are not presented here and interested readers are referred
to [27,43–48,54] in order to gain more insight on the subject.

46



Sensors 2020, 20, 3016

 

Figure 14. Modeling the interaction between the granular chain and the test specimen. (a) Schematics
of the HNSW transducer with particle site number. (b) Schematic of the mono-periodic array as a series
of point masses interacting via nonlinear Hertzian contact (In this figure, N = 9).

For the models, the properties listed in Table 1 were used for the three materials, namely steel,
granite, and foam considered in this study.

Table 1. Mechanical properties, specimen thickness, and the predicted ToFs of the steel, granite, and
foam specimens in the numerical study.

Material
Material Properties Specimen

Thickness
(mm)

Numerical
Time of Flight

(ms)
Density
(kg/m3)

Modulus of
Elasticity (GPa)

Poisson’s Ratio

Steel 7800 200 0.3 6.35 0.333
Granite 2700 70 0.25 304.8 0.359
Foam 60 0.03 0.3 6.35 2.494

Figure 15 shows the amplitude of the dynamic force measured at the sensor disk (site #5 in
Figure 14a). The waveforms represent the average interaction force between the sensor particle and
the adjacent particles (sites #4 and #6). As observed in the experiments (Figure 11a, Figure 12a or
Figure 13a), Figure 15 shows that the ISW (highlighted in light blue background) is trailed by a small
pulse emphasized with red circles. This pulse is the result of a rebound between the sensor disk and
particle #6, caused by the local increase of contact stiffness between the disk and the sphere. The higher
(with respect to the contact between two spheres) contact stiffness at the sensor particle results in the
increase of its maximum particle velocity. As the ISW passes through the sensor and arrives at bead
#6, the disk and the particle #6 separate. This yields a momentary zero interaction force at the sensor
particle (Figure 15). Then, owing to its higher momentum, the sensor particle strikes particle #6 again,
yielding to the small hump circled in Figure 15. The same mechanism causes the small pulses trailing
the PSW in the steel and granite tests.
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Figure 15. Solitary wave force profiles obtained from the numerical modeling of the interaction of
solitary waves and steel, granite, and foam specimens.

When the transducer was used above the foam board, both the experimental (Figure 12a) and the
numerical (Figure 15) results show a twin PSW. Owing to its soft nature, the acoustic energy carried
by the ISW causes a relatively large deformation chain/foam interface. This deformation induces
separation between particles that are much larger than the separation that occurs when the chain is
above stiffmaterials. When the reflected wave propagates back to the chain, the separation between
bead #6 and the sensor particle and the separation of the sensor particle and bead #4 is large enough
that two distinct impacts, i.e., peaks, are seen. The first peak is therefore the upward impact of particle
#6 onto the sensor disk, and the second peak is the upward impact of the disk onto particle #4.

Figure 15 also confirms what was observed experimentally (Figure 11b, Figure 12b, or Figure 13b)
about the ToF that is inversely proportional to the stiffness of the interface material. The results of
the numerical study are summarized in Table 1. The numerical ToF predictions are in very good
agreement with the experimental results displayed in Figure 11b, Figure 12b or Figure 13b. At most,
the discrepancy between the numerical and the experimental values is within 2–3 data samples. As the
thin foam board was placed on a rigid optical table, it is believed that the mechanical properties of
foam only material were not representative of the real test object. As such, Young’s modulus foam
listed in Table 1 was calibrated to match the numerical and the experimental results.

6. Discussion and Conclusions

In statistics, the Pearson’s correlation coefficient is generally used to measure the linear correlation
between two variables. The coefficient can be comprised between +1 and −1, where 1 is the total
positive linear correlation, 0 is no linear correlation, and −1 is the total negative linear correlation.
Following past studies [59,60], Pearson’s correlation coefficient was used in the work presented in
this article to measure the similarity between the waveforms collected with the PXI and the wireless
platform. The values of the coefficients for the steel, foam, and granite were 0.975, 0.878, and 0.957,
respectively. Although this observation needs data from more materials and a greater number of
tests in order to be definitive, the trend of the coefficients seems to be related to Young’s modulus
of the test specimen. In general, a coefficient greater than 0.8 is considered to be strong evidence
of a linear relationship [61]. In this context, it means that it is very likely that the mean waveforms
from the PXI and PCB are simply scaled versions of each other. The Pearson coefficients confirm the
research hypothesis that the proposed wireless module can replace the wired configuration to perform
NDE/SHM using HNSWs.
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The quantitative results relative to the ToF are summarized in Table 2, which presents the average
value of the ToF, and the corresponding standard deviation and coefficient of variation (CoV) for all
the experiments conducted in this study. Additionally, the difference in percent between the numerical
and the PCB-measured ToF is reported. Overall, it can be said that the experimental results are in very
good agreement with the numerical values and the difference is within the margin associated with the
sampling period of the instrumentation, i.e., related to the accuracy provided by the sampling frequency
adopted in the experiments. By observing the standard deviations, they are within 1–2 data samples.
In addition, the coefficient of variation is quite small proving the repeatability of the experiments.

Table 2. Summary of the experimental and numerical results relative to the time-of-flight of the primary
reflected solitary wave. The CoV represents the coefficient of variation, i.e., the ration of the standard
deviation to the mean value.

Parameter
Material

Steel Granite Foam

ToF numerical (μsec) 333 359 2494

ToF experim.: PCB mean (μsec) 320 347 2510

ToF experim.: PCB Standard deviation (μsec) 8.20 12.1 20.5

ToF experim.: PCB CoV (%) 2.56 3.47 0.82

ToF experim.: PXI mean (μsec) 313 341 2551

ToF experim.: PXI Standard deviation (μsec) 8.76 14.2 27.1

ToF experim.: PXI CoV (%) 2.79 4.16 1.06

Numerical/PCB difference (%) 3.90 3.34 0.64

In conclusion, in the study presented in this article, a wireless node was designed, assembled,
and tested to support the generation, propagation, and detection of highly nonlinear solitary waves.
The aim was to develop the components of a custom system that allows for structural health monitoring
applications based on solitary waves. The development of the wireless sensor node included the
design of a filter, a driver, and a mobile application. To prove the feasibility of the first prototype,
three different interface materials were tested using two HNSW transducers. One transducer was
conventionally wired to a National Instruments PXI running under LabView and one transducer was
connected to a wireless node and driven with a mobile App using a tablet. The experimental results
showed an excellent agreement with respect to each other and with respect to an analytical model that
described the dynamic interaction between the waves and the material in dry contact with the chain.
This is proof of the reliability of our wireless platform.

In the future, the wireless system needs to be improved over a few fronts. The sampling frequency
should be increased to at least 1 or 2 MHz in order to reduce the sampling period and to make the
system more sensitive to variations within the material being probed. The power necessary to drive
the solenoid needs to be reduced in order to increase the battery life and allow the system to last longer
before calling upon battery replacement. The development of a power solar cell to harvest energy
would allow the wireless node to operate indefinitely. The latter would also be a suitable solution to
power low voltage electronics. With the current design, the 3.7 V, 2500 mAh battery can power the low
voltage electronics for 14 h. Besides harvesting energy with a solar module, another remedy could be
adding both a separate smaller battery to power the Bluetooth module while it sleeps in a low power
mode and hardware to allow the Bluetooth module to turn on the rest of the board once it receives a
wake-up signal.
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Abstract: Movement disorders, such as Parkinson’s disease, dystonia, tic disorder, and attention-
deficit/hyperactivity disorder (ADHD) are clinical syndromes with either an excess of movement
or a paucity of voluntary and involuntary movements. As the assessment of most movement
disorders depends on subjective rating scales and clinical observations, the objective quantification
of activity remains a challenging area. The purpose of our study was to verify whether an impulse
radio ultra-wideband (IR-UWB) radar sensor technique is useful for an objective measurement of
activity. Thus, we proposed an activity measurement algorithm and quantitative activity indicators
for clinical assistance, based on IR-UWB radar sensors. The received signals of the sensor are
sufficiently sensitive to measure heart rate, and multiple sensors can be used together to track the
positions of people. To measure activity using these two features, we divided movement into two
categories. For verification, we divided these into several scenarios, depending on the amount of
activity, and compared with an actigraphy sensor to confirm the clinical feasibility of the proposed
indicators. The experimental environment is similar to the environment of the comprehensive
attention test (CAT), but with the inclusion of the IR-UWB radar. The experiment was carried out,
according to a predefined scenario. Experiments demonstrate that the proposed indicators can
measure movement quantitatively, and can be used as a quantified index to clinically record and
compare patient activity. Therefore, this study suggests the possibility of clinical application of radar
sensors for standardized diagnosis.

Keywords: IR-UWB radar sensor; movement disorder; hyperactivity; actigraphy
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1. Introduction

Movement disorders, such as Parkinson’s disease, dystonia, tic/Tourette’s disorder, and attention-
deficit/hyperactivity disorder (ADHD), are clinical syndromes with either an excess of movement or a
paucity of voluntary and involuntary movements. The assessment of many movement disorders has
heavily relied on clinical observation and rating scales, which are inherently subjective, and results
vary according to the informant [1]. There is an increasing need for tools that objectively evaluate the
level of activity. We focused on ADHD, among various movement disorders, to explore the possibility
of a new evaluation method. ADHD is a common neurodevelopmental disorder characterized by
inattention, impulsivity, and hyperactivity [2]. In contrast to the research on objective measurements of
inattention, such as the continuous performance test (CPT), the assessment of hyperactivity in clinical
settings is based on subjective reports from caregivers and from the observations of clinicians [3].
As hyperactivity is influenced by environmental factors and cognitive demands, discrepancy regarding
the description of hyperactivity often occurs, thereby making the diagnosis of ADHD challenging [4].

Studies have been conducted, using infrared cameras (QbTest; Qb Tech, Stockholm, Sweden),
3D cameras (Microsoft Kinect, Redmond, US), or actigraphy (ActiGraph, Florida, US), to measure
the objective level of activity in young people having ADHD [5]. However, these sensors have not
been applied widely in clinical settings due to several limitations. A recent study reported that the
QbTest is insufficient as a diagnostic test for ADHD, as it is unable to differentiate ADHD from other
neurodevelopmental disorders [6]. Examination methods using infrared cameras, such as QbTest,
are not perfectly non-contact, and measure the patient’s concentration, but do not measure activity [7].
It can be difficult to judge exact whole-body motions, as these methods reflect only the movement
of a specific part of the body. In the case of a depth camera or a 3D camera, the angle of view is
limited to about 60 degrees, the performance varies depending on the indoor lighting environment,
and the maximum measurable distance is as short as several meters [8]. Actigraphy has been the most
commonly used device in measuring hyperactivity in ADHD [9]. Its primary use is measuring sleep
and wakefulness, but it can also measure the movement of the subject in the x, y, and z axes, through an
acceleration sensor [10]. It is not only possible to measure the amount of activity by obtaining the
number of steps and the vector magnitude with this acceleration data, but the position can be estimated
(even though the error is cumulative). However, as the device is worn on a certain part of the body,
such as ankles and wrists, activity measurement does not reflect the movements of the whole body.
The device is attached to the skin, and it may cause inconvenience for the user. Currently, actigraphy
is considered to be useful in monitoring motor activity during treatment, but there is little evidence
supporting the use of actigraphy in the diagnosis or as a screening tool for ADHD [11].

Impulse radio ultra-wideband (IR-UWB) radar sensors are capable of detecting objects without
interference from other sensors through the use of ultra-wideband frequencies. Despite sending and
receiving signals with very low power to comply with Federal Communications Commission (FCC)
standards, they have enough range and resolution to observe the indoor environment. The primary
advantages for clinical application of an IR-UWB radar sensor are its very low power and high spatial
resolution. IR-UWB radar signals typically have a high resolution, so it can be used to detect the fine
motion of objects [12]. Moreover, it is harmless to the human body and enables the diagnosis of the
subject by a non-contact method, causing no inconvenience for the patient. The radar sensor is in a
sustainable form and has no contact or requirement for the patient. As it has excellent penetrability,
it can be installed on the wall invisibly, and so it is able to observe the target without attracting any
attention from the target. Due to these characteristics, the measurement and quantification of activity
in clinical movement disorders using an IR-UWB radar sensor is very promising. The IR-UWB radar
sensor is capable of detecting not only large movements of the human body but also small movements,
such as breathing. Recently, communications, localization, positioning, and tracking using the IR-UWB
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radar sensor have been studied. Most applications can be performed simultaneously using the same
hardware [13–15].

The purpose of this study was to calculate the objective quantity of movement by using four
radar sensors to find the position of the subject, and to calculate the amount of body movement in
a testing room, during an attention task called the comprehensive attention test (CAT), which is a
computerized CPT widely used for ADHD patients [16]. Through this study, we will quantify the
movement of subjects and present new indicators that can potentially be applied in the measurement
of activity in movement disorders, such as ADHD. All of the different radar functions have one thing
in common: The information is based on human movement. Therefore, movement information was
obtained from radar signals and two types of movements were defined which could be measured by
radar, based on changes in position. In regard to spatial movement (which refers to the movement of
the subject accompanied with position change), the degree of movement can be calculated by replacing
the position change amount with a vector by tracking. In regards to sedentary movement (which refers
to the movement of the subject accompanied by little or no position change), the degree of movement
was calculated by continuously measuring the amount of change in the magnitude of the reflected
signal from the target.

The following sections introduce the signal model of the IR-UWB radar and the basic concept of
the algorithm for the activity measurement. Then, a detailed description of the algorithm, based on the
tracking and signal magnitude, is presented. Finally, after introducing the experimental environment
and methods, experimental results are presented and analyzed.

2. Problem Statement

2.1. Signal Model and Basic Signal Processing

The impulse signal s[k], emitted by the radar to observe the target area, is delayed and scaled
while being reflected from the surrounding environment. The received signal of the radar is generated
by the reflected s[k] through Npath paths from the surrounding environment. The signal received by
the i-th radar can be represented by the sampled signal xi[k], including the environment noise N [k],
as follows

xi[k] =
Npath

∑
m=1

am,is[k − τm,i] +N [k]. (1)

The sampled time index k can be called a distance index, and is represented by a natural number
from 0 to Lsignal , which is the distance index of the maximum observable distance. When s[k]
is reflected on the m-th path of the i-th radar, am,i and τm,i are the scale values and delays,
respectively [15].

In an indoor environment, there are a lot of objects and walls and so there are various signals
received, in addition to people. Reflected signals from the background are called clutter signals,
and usually have a large and constant magnitude. Removing the clutter signals is necessary to observe
only the reflected signal from the target, and requires a detection algorithm to detect people while
excluding noise. Hence, we can only obtain signals for the target in the indoor environment. The basic
signal processing procedure for detecting people is shown in Figure 1.

Background removal algorithms are used frequently in indoor environments to observe only
the desired targets. A signal yi[k] with background removed from the received signal xi[k] can be
obtained. The purpose of the initialization phase is to create a threshold. This threshold should reflect
the characteristics of the experimental environment, so the initialization should proceed without any
humans in the observation area of the IR-UWB radar. The environment-adapted threshold Ti[k] is,
then, used for detection in the real-time process.
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Figure 1. Basic signal processing.

Background subtraction is a technique for separating the foreground from the background,
where walls or static objects correspond with the background, while the observed target corresponds
with the foreground [17]. With this algorithm, background signals can be removed, and only the signal
components of a moving target can be detected. The background clutter signal Ci,n[k] is continually
updated from the previous clutter signal Ci,n−1[k] and xi,n[k], where n is the sequence number of
the received signal in each radar, and Ci,n[k] is subtracted from the radar signal xi,n[k] to obtain the
background subtraction signal yi,n[k], which is expressed as

yi,n[k] = xi,n[k]− Ci,n[k],

Ci,n[k] = αCi,n−1[k] + (1 − α)xi,n[k].
(2)

To more accurately detect the signal of the target, the distance between the subject and the
radar can be calculated from the background subtraction signal using the Constant False Alarm
Rate (CFAR) algorithm [18]. Generally, it is common to detect using the cell-averaging (CA-CFAR)
method with a certain window size in one-frame data received from the radar. However, the yi[k]
collected by observing the environment without a target for a certain duration is represented as
Yi[k] = [yi,0[k], yi,1[k], yi,2[k], · · ·, yi,Nc [k]]

T , and is used for threshold value-generation, based on the
CFAR method, where Nc is the number of collected yi[k]. This allows the probability of false alarms to
be set to a certain value by comparing the received signal from the target with the threshold level Ti[k],
expressed as

Ti[k] = β σi[k] + μi[k], (3)

where the subscript i points to the i-th radar, β is a parameter to adjust the false alarm rate, and μi[k]
and σi[k] are the mean and standard deviation of Yi[k], respectively. When the background signal
is removed, only the target signal and the noise remain, and the yi[k], applied with the background
subtraction algorithm, can be expressed as

yi[k] = r̂i[k] +Ni[k], (4)

where r̂i[k] is the target signal estimated by the clutter removal in i-th radar and Ni[k] is the noise [15].
Therefore, if there is no target, such as when collecting a signal for a threshold, yi[k] only has noise.
To detect the target separately from the noise, we can obtain the mean and variance of Yi[k], and create
a threshold as shown in Equation (3).

2.2. Basic Concept of Activity Measurement

Generally, because the reflection coefficient of the electromagnetic wave to the target does not
change, there is no change in xi[k] if there is no movement. Conversely, when there is movement,
the value of xi[k] changes because some paths differ from those of the previous environment.
Additionally, the distance measurement to the target is calculated as k, where xi[k] is largely changed.
The distance resolution of the UWB radar has units of a few millimeters, which can detect very small
changes within the range of the radar. Therefore, it is impossible for a radar to miss even the very
small movements of a human, and the amount of activity of the target can be measured by the change
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of the magnitude of the radar signal and the moving distance information. However, because the radar
can measure only one-dimensional distance data, it is limited to observing the target with one radar.
Thus, multiple radars were used to measure the position of the target while simultaneously measuring
the change in the magnitude of the signal, which was represented as activity.

In this paper, human movement is divided into two types: A type with a change in position, and a
type with no change in position (such as sitting). The former is defined as spatial movement, and the
latter is defined as sedentary movement. In the past, these two movements have been measured in
different ways. One way is to measure the target’s motion intensity (e.g., actigraphy sensor [19]),
and the other is to track the target [5]. These two modes of motion are independent of each other,
and have different characteristics. Spatial movements are observable movements from a macroscopic
point of view, and sedentary movements are observable movements from a microscopic point of
view. If the position of the target does not change, the measured distance of the radar does not
change significantly, so the positioning information will not reflect sedentary movements well [20].
Conversely, if there is a change the position, the positioning information may reflect this movement,
but it is difficult for the received signal magnitude to reflect the movement state, such as the position
change or movement speed. Therefore, because it is difficult to confirm the amount of activity in all
cases with one measurement method, an algorithm is proposed in this paper that can numerically
compare the amount of activity through two indicators.

2.3. Experiment Scenario

We designed several scenarios to check our proposed indicators. The criteria for dividing the
scenario first broadly, based upon whether there is any spatial movement, divides scenarios into two
groups. These groups are then divided into several scenarios, depending on the degree of movement.
This study is not intended to recognize specific actions, because it is aimed at measuring movement
by projecting human motion using one-dimensional data. Therefore, each scenario was designed to
include random behavior with minimal limitations. The list of scenarios is as follows:

1. When a person sits and concentrates on one thing;
2. When a person has a relatively small motion in a sitting position;
3. When a person has a relatively large motion in a sitting position;
4. When a person walks slowly in the room in a narrow radius;
5. When a person walks slowly in the room in a large radius;
6. When a person walks quickly in the room in a narrow radius;
7. When a person walks quickly in the room in a large radius.

The scenarios were designed to account for situations including movement during the test,
and were only for reproducing other test environments. The proposed indicators have no particular
dependency on CAT. Scenario 1 is a situation in which the target is focused on the test and does
not move. In this scenario, the subject should minimize any actions other than the restricted, small
movements required for the test. Scenarios 2 and 3 assumed that the target was seated for CAT,
but cared about other things. Scenario 2 is a situation in which the limbs and the head move while the
torso is fixed (such as looking around or touching something else). Scenario 3 is a situation in which
the entire body moves in a sitting position, such as sitting with the chair tilted back. Scenarios 4–7 are
four scenarios created using two opposing features. Scenarios 4 and 6 include walking near the center
of the room, while Scenarios 5 and 7 include roaming the entire room. While Scenarios 4 and 5 are
relatively slow walking scenarios, Scenarios 6 and 7 are relatively fast walking scenarios.

The greater the torso movement, the greater the sedentary movement index. This is because the
torso takes up most of the human body. Thus, for our scenarios, the size of the sedentary movement
index can be expected to decrease in order of Scenarios 3, 2, and 1. In Scenarios 4–7, it was expected
that walking around a wide area or moving quickly would be observed as a larger movement than
walking around a narrow area or moving slowly.
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3. Algorithm for Measuring Activity

3.1. Measuring the Sedentary Movement

If there is a person with any movement, the corresponding yi[k] deviates greatly from the
probability characteristics of the vacant state, so a person can be easily detected by comparing yi[k]
with the threshold Ti[k]. If there is no person at the position of the k-th sample for i-th radar, r̂i[k]
is estimated to be zero in Equation (4), and yi[k] is not helpful in measuring activity. Previously,
movement was simply represented as the sum of the differences in signal amplitude [21,22]. In this
case, however, even when the difference between two consecutive frames is obtained, noise cannot
be reduced. In cases where the motion is small, the amplitude of the target signal can be reduced.
Therefore, to make only the signals from the target into activity indicators, we only used the samples
for k where yi[k] exceeds the threshold Ti[k], which can be expressed as

Ei[n] =
Lsignal

∑
k=0

gi,n[k], gi,n[k] =

{
|yi,n[k]− yi,n−1[k]|2 i f yi,n[k] > Ti[k]

0 i f yi,n[k] ≤ Ti[k]
. (5)

Of course, the received signal of a radar differs greatly, according to the distance to the target,
and so, for a single radar, the degree of movement will vary greatly depending on the position.
However, to compensate for this difference, it is necessary to consider not only the attenuation
compensation along the distance, but also the compensation according to the antenna pattern in three
dimensions. Further studies are needed to consider the relationship between position dependent signal
attenuation and the clutter cancelling signal. We used the median of the data obtained by installing
four radars at each corner of the four directions to apply the minimum compensation. If the target is
too close to (or far from) any radar, it will be measured as too large (or too small), so the maximum
and minimum values of Ei are excluded. Therefore, the proposed indicator to observe the sedentary
movement can be expressed as

Msedentary[n] = Median (E0 [n] , E1 [n] , E2 [n] , · · ·, ENr [n]) , (6)

where Nr is the number of radars for measurement and Median(·) is the function that returns the
median value of the input value.

3.2. Measuring the Spatial Movement

There are not many people who move at a constant speed or only perform one action. Human
behavior varies, and human movement is closely related to many forces; examples include friction
forces and reaction forces from the earth. Due to these forces, the human movement state is constantly
changing. However, for people who are not moving, the only movement is due to breathing.
This means that there is almost no change in force. Because the force that moves a target is represented
by the acceleration of the target, a person with active motion will have a greater acceleration than
a person with slight motion. For this reason, it is possible to measure the amount of activity of an
object through actigraphy [9]. As we cannot mathematically model the random movements of a
person, we can use numerical differentiation to obtain the acceleration value from the data measured.
Although the accuracy of the calculated acceleration may be low, we do not need the exact value [23].

The process of obtaining the acceleration begins by obtaining the distance value from each radar
signal yi[k], obtained in Section 2.1. Methods for distance measurement in radar are already well
known [24]. When the target exists in the observation region, multipath causes the signal magnitude
to change at the distance index behind the target signal [15]. This magnitude change can be sufficiently
above the threshold. Hence, in the signal yi[k], the shortest distance from the radar to the target can be
obtained by using the minimum value of k satisfying yi[k] > Ti[k]. Using the sampling frequency of
the radar to convert from k to the actual distance unit, calculated as di = c/ fs × k, di, gives the distance
from the i-th radar to the target measured.
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The position of the target can be obtained by using the obtained di and the least-squares (LS)
method. To apply LS, it is necessary to change the equation to be more simple. The circle equation,
with radius di centered on the location of the i-th radar, (xi, yi, zi) is represented by

(x − xi)
2 + (y − yi)

2 + (z − zi)
2 = d2

i . (7)

Equation (7) for the l-th radar and the m-th radar can be rearranged, as Equation (8), to convert
the quadratic equation into a linear equation:

2x(xm − xl) + 2y(ym − yl) + 2z(zm − zl) = d2
l − d2

m − x2
l + x2

m − y2
l + y2

m − z2
l + z2

m. (8)

To obtain the solution in the LS scheme, we can convert Equation (8) to matrix equation form,
Ax = b, where A and b can be expressed as

A = 2

⎡
⎢⎢⎢⎣

x1 − x0 y1 − y0 z1 − z0

x2 − x1 y1 − y0 z1 − z0

· · · · · · · · ·
xNr − xNr−1 yNr − yNr−1 zNr − zNr−1

⎤
⎥⎥⎥⎦ , b =

⎡
⎢⎢⎢⎣

C1

C2

· · ·
CNr

⎤
⎥⎥⎥⎦ . (9)

Ci replaces the right side of Equation (8) as d2
i − d2

i−1 − x2
i + x2

i−1 − y2
i + y2

i−1 − z2
i + z2

i−1. As the solution
of LS is well known as the right side of Equation (10), we can obtain the position p = [xt, yt, zt]T of
the target:

p = (AT A)−1 ATb. (10)

Position data can be obtained in real-time using the positioning method mentioned above.
The position data for time n can be represented as p[n] = [xt[n], yt[n], zt[n]]T , where xt[n], yt[n],
and zt[n] are the three-dimensional coordinates of the target. Using numerical differentiation,
the velocity and acceleration of the target can be expressed as:

v[n] = (p[n]− p[n − 1])/tr

a[n] = (v[n]− v[n − 1])/tr.
(11)

The observation period tr of the radar is the sampling period for the target position data. The initial
value can be specified by v[0] = v[1] = a[0] = 0. However, a[n] will be closer to the acceleration at
n − 1, and not exactly at n. If the tr is sufficiently small, there will be little time difference between n
and n − 1, and delay by one sample will not have a large impact. Therefore, even if the acceleration
is not accurate, the acceleration and speed are calculated with Equation (11) to maintain real-time
processing. As a result, the activity indicator for the spatial movement can be represented as:

Mspatial [n] = β · a[n] = γ(p[n]− 2p[n − 1] + p[n − 2]). (12)

As the amount of activity is not mathematically defined, the goal is not to create an accurate
mathematical model in this paper. In other words, our goal is not to prove the exact relationship
between acceleration and activity, but rather to suggest an indicator for objectively comparing activity.
Therefore, we modeled the amount of activity and acceleration as a linearly proportional relationship.

4. Experiment Results

The XK300-MVI (Xandar Kardian, Toronto, ON, Canada) radar was used to verify the above
algorithm. The X4M03 can select various center frequencies, from 7.29 GHz to 8.748 GHz, by adjusting
various parameters according to local regulations. In these experiments, we selected the parameter
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with a center frequency of 8.748 GHz and a bandwidth of 1.5 GHz as −10 dB concept. The radiation
power of the radar was 68.85 μW. The radar receiver can sample at 23.328 GS/s. The four radars were
installed in each ceiling corner of the experimental room, as shown in Figure 2; which was 2.4 m in
width, 3.0 m in length, and 2.4 m in height. In the indoor space, a distance error may occur due to
the volume of a person; the radars were installed radially to minimize this error. The signal from the
radars can be disturbed by movement of the arms or legs of the target. Hence, in order to reduce the
effect of limbs as much as possible, radars were installed on the ceiling to observe the target. All of
these radars were connected to the PC through the USB interface. The signal frames received from
the radar were converted into digital values and transmitted to the PC by USB. These data were
processed in MATLAB 2018b using the signal processing algorithm. The operating system of the PC
was Windows 10. The frame-per-second (FPS) value of the signal received by the radar was 30.

Figure 2. Experimental environment.

A table and a laptop were placed in the middle of the room for the experiment. In Scenario 1,
the tester focused on the notebook. Scenarios 2 and 3 were also measured for sedentary movement
situations, sitting in front of the table. From the center table, a space of approximately 1.2 m by 1.2 m
was designated as a narrow area for Scenarios 4 and 6, and the entire room area was designated as a
wide area for Scenarios 5 and 7. All of the experimenters performed scenarios consecutively, and they
acted in a condition for about three minutes per scenario. Additionally, the empty room was used to
generate the threshold value by measuring data for about three minutes.

The actigraphy data was measured, for comparison with the proposed IR-UWB radar base.
Actigraphy sensors wGT3X-BT (ActiGraph, Florida, US) were worn on the right wrist and right ankle.
In each actigraphy sensor, there is an accelerometer for measuring the movement of the body part.
With a dedicated-license software called ActiLife (Actigraph, Florida, US), vector magnitude values
were extracted to the PC at a sampling rate of 1 s. The data of the actigraphy sensors were scaled to
compare the trends.

4.1. Experiment Results for Each Scenario

During the experiment, it was possible to check the data in real time. However, the distribution of
results is more useful to characterize each scenario. Five researchers participated in the experiment,
and were assigned three minutes per scenario. The results of applying the algorithm for sedentary
movement are shown in Figure 3. The experimental results of Msedentary for Scenarios 1–3 are shown,
with a significant difference, in Figure 3a. The experimental results show that Msedentary values
increased in the order of Scenarios 1–3. Individual behaviors may vary in the same scenario, so the
outcome varied slightly for each person. However, the trends in the results were all similar. As the
scenario progressed from 1 to 3, the value of Msedentary increased, which indicates that the results of
each scenario were consistent and relevant. Conversely, in Scenarios 4 to 7, the results for spatial
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movement showed no significant difference in histogram and real-time measurement, and the values
tended to be similar. This is effective for distinguishing the degree of sedentary movement with the
algorithm used in Section 3.1, but it is insufficient for judging the degree of spatial movement around
the room.
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Figure 3. Experimental results of the sedentary movement index, Msedentary, for each scenario.

In Section 3.2, the algorithm to find the position and acceleration of the subject was applied to
the seven scenarios. As a result, the algorithm was made based on changes in the target’s position,
so Scenarios 1 to 3 were smaller than Scenarios 4 to 7, and were not well distinguished. As the motions
corresponding to Scenarios 4 to 7 consisted of traveling around the inside of the experimental room,
the velocity wes not constant, and the acceleration varied instantaneously. Therefore, the variation
of the Mspatial value for Scenarios 4 to 7 was larger than that of Scenarios 1 to 3. Additionally,
Scenarios 5 and 7 consisted of traveling around the lab within a large radius, and are generally larger
than Scenarios 4 and 6, which consisted of traveling within a small radius, as can be identified in
Figure 4. Scenario 7, which involved moving quickly within a large radius, had the highest value in
most real-time measurement areas. Each scenario can be distinguished by the Mspatial value derived
from the algorithm used, and it was shown that the degree of movement can be presented by measuring
the spatial movement using the suggested indicator.

The mean values of each scenario obtained from the sedentary movement indicator, Msedentary,
and spatial movement indicator, Mspatial , are shown in Tables 1 and 2. It is difficult to compare the
values of Msedentary and Mspatial by themselves, because the algorithms used were different, and there
are no units.
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Figure 4. Experiment results of the spatial movement index, Mspatial , for each scenario.
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Table 1. Numerical results are shown for each target. The results for the Msedentary indicator are
summarized (no unit).

Scenario
Mean of Msedentary

A B C D E Total

1 0.16 0.16 0.14 0.30 0.19 0.19
2 1.01 1.77 0.76 0.73 0.85 1.02
3 3.81 4.27 2.30 2.20 2.01 2.92
4 6.99 5.10 2.78 5.72 4.74 5.07
5 7.11 5.04 4.64 5.11 4.43 5.27
6 7.15 6.60 3.06 5.04 7.02 5.77
7 6.94 5.39 4.57 3.85 6.25 5.40

Table 2. Numerical results are shown for each target. The results for the Mspatial indicator are
summarized (no unit).

Scenario
Mean of Mspatial

A B C D E Total

1 0.55 0.68 0.56 0.54 0.47 0.56
2 0.95 1.25 1.20 1.72 1.56 1.34
3 2.28 2.65 2.89 2.53 3.46 2.76
4 3.71 2.52 2.75 3.75 2.91 3.13
5 4.77 4.27 4.56 5.37 3.40 4.47
6 4.54 3.21 4.15 5.82 3.44 4.23
7 6.46 6.16 5.45 7.55 5.60 6.24

Looking at the results in Tables 1 and 2, it can be seen that, for the same target scenario, the
other targets were measured to be similar. Under similar circumstances, the measurement results
are expected to be obtained at constant values. In the case of the Mspatial of Scenarios 2 and 3, we
can see that there is a significantly greater difference than for Scenarios 1 and 2. Scenarios 1–3 are
all cases of sedentary movement, but position change was observed as much as torso shaking in
Scenario 3. Nonetheless, the sedentary movement indicator is better discriminated in Scenarios 1–3.
On the other hand, the spatial movement indicator is unlikely to have a sense of value in real-time,
though it statistically has a significant difference in all scenarios. Sedentary movement indicators in
Scenario 7 were measured to be lower than in Scenario 6, but more than or similar to those in Scenario
4. This clearly shows that a sedentary movement indicator cannot distinguish a change in position.
However, from a different point of view, it can be seen that all walking scenarios show a certain value.
In other words, we can see that Scenarios 4–7 can be classified as similar situations, because they do
not observe a change in position from the point of view of the sedentary movement indicator. This
confirms that similar behavior is measured at similar values.

Table 3. Physical condition of the participants.

Participants A B C D E

Gender (M/F) M M M F M
Height (cm) 174 176 167 171 177
Weight (kg) 75 67 65 63 90

The physical conditions of the researchers participating in the measurement are shown in
Table 3. Although physical conditions did not differ greatly from each other, they do not seem
to have a significant effect on the results. However, it is expected that Msedentary will be measured
as small for small children. Because their size is small, their motion is also small. Conversely, it is
expected that there will be no significant difference because Mspatial depends on position changes.
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4.2. Comparison with Actigraphy

The proposed index was verified using an actigraphy sensor, which is actually used for clinical
activity measurement. Similarly, we proceeded with seven scenarios, with a graph comparing the
changes in real time to confirm the similarity of the data, as shown in Figure 5. Both sedentary
and spatial movements can be seen to fit well with the actigraphy data. However, Figure 5b shows
that, for the last 3 min, only the sedentary movement indicator is different. This is explained in
Section 4.1—because the actigraphy sensor is similar to the acceleration for spatial movement index
calculation, it can be seen that Msedentary and actigraphy are very similar.
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Figure 5. Graph of results when measured simultaneously with actigraphy. (a) and (b) are the results
for sedentary and spatial movement, respectively. Actigraphy was scaled because the unit of the result
data was not an actual physical quantity.

The limitations of the actigraphy sensor, compared with the radar sensor, can be seen in Figure 6,
through an experiment of two extreme cases. In the previous 50 s, there was motion in the opposite
hand and foot with the actigraphy sensor and, for the 50 s thereafter, there was movement of the hands
and feet wearing the actigraphy sensor. The amount of movement measured from the radar during the
entire section is largely constant, but the first 50 s has little movement measured from the actigraphy
sensor. This result shows that the actigraphy sensor can only detect movement of a specific body part,
but the radar sensor can detect movement of the entire body, even though it cannot distinguish each
body part.

The actigraphy sensor is a contact-type sensor that should be worn on the wrists and ankles of the
subject, and this can cause some pressure or stress for the subject during the experiment. In contrast,
radar sensors are able to observe the patient’s movements in a non-contact manner and so do not
disturb the subject. It can be said that a radar sensor, which is a non-contact sensor, is effective
for obtaining more detailed and reliable data in the diagnosis of movement disorders. In addition,
the actigraphy sensor informs the activity amount of the subject, but it does not provide the direction
of that amount of activity, the location of the actual subject, or the movement route. The position of
the subject, obtained from multiple radar sensors, can provide more information than the actigraphy
sensor in diagnosing a subject’s specific habits, abrupt behavior, or hyperactivity. To date, there has
been no index that can objectively express hyperactivity or specific movements in patients with
movement disorders. However, it is possible to determine the position of the subject using the
proposed algorithm and the radar sensor, and to measure the subject’s degree of movement from the
objectively quantified indicator.
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Figure 6. An extreme example of the proposed method and the use of actigraphy sensor. The actigraphy
sensor is worn on a specific part of the body, so it may not reflect the whole movement (the first 50 s) or
over-reflected (the last 50 s).

5. Conclusions

This paper proposed an algorithm and indicators to measure the amount of activity of people
observed within certain constraints. Specifically, human activity was categorized into two types—with
and without location movement—and two measurement indicators were proposed, that are specific
to each activity with the signal strength and distance value data, measured by the radar sensor.
Several scenarios and commercial products were used to confirm the reliability of the proposed
indicators. Measurement can be performed simultaneously with the existing inspection to identify the
actual activity amount, and this will be helpful in comparing the activity amount because the activity
is quantified and more objective data is obtained. The IR-UWB radar sensors can measure heart rate
and breathing while also recognizing gestures, making it a more practical solution in the medical field
as it can be extended for additional functions in the future. Therefore, this quantitative technology for
activity measurement may be useful in clinical applications as an assistive (complimentary tool) to
diagnose movement disorders and to evaluate the efficacy of treatment based on direct observation by
psychiatrists. It can additionally be used to overcome the limitations of conventional questionnaires by
providing objective kinematic information about patients with movement disorders. Further, we can
select indicators that are appropriate for our purpose because we can derive additional indicators
(distance measurement, classification of standing and standing conditions, measuring activity area,
among others) from our proposed algorithm.
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Abstract: This paper investigates the pre-pressure’s influence on the key performance of a traveling
wave ultrasonic motor (TRUM) using simulations and experimental tests. An analytical model
accompanied with power dissipation is built, and an electric cylinder is first adopted in regulating the
pre-pressure rapidly, flexibly and accurately. Both results provide several new features for exploring
the function of pre-pressure. It turns out that the proportion of driving zone within the contact region
declines as the pre-pressure increases, while a lower power dissipation and slower temperature
rise can be achieved when the driving zones and the braking zones are in balance. Moreover, the
shrinking speed fluctuations with the increasing pre-pressures are verified by the periodic-varying
axial pressure. Finally, stalling torque, maximum efficiency, temperature rise and speed variance are
all integrated to form a novel optimization criterion, which achieves a slower temperature rise and
lower stationary error between 260 and 320 N. The practical speed control errors demonstrate that
the proportion of residual error declines from 2.88% to 0.75% when the pre-pressure is changed from
150 to 300 N, which serves as one of the pieces of evidence of the criterion’s effectiveness.

Keywords: traveling wave ultrasonic motor; pre-pressure; contact state; power dissipation;
optimization criterion

1. Introduction

Ultrasonic motors, which work based on the converse piezoelectric effect and friction drive,
tend to be the choice for precise actuators in diverse areas such as aerospace robots, manufacturing
facilities, and especially for biomedical devices. Ultrasonic motors show their prominent advantages
in biomedical devices like cell manipulation actuators [1], ear surgical devices [2], magnetic resonance
imaging systems [3] and magnetic-compatible haptic interfaces [4,5]. This is due to ultrasonic motors’
features, which include excellent properties like high torque at low speed, high torque to weight ratio
and no electromagnetic noise [6–8]. Pre-pressure is a non-negligible factor in all types of ultrasonic
motors, for example traveling wave ultrasonic motors (TRUMs) [9], linear ultrasonic motors [10],
2-DOF ultrasonic motors [11], hybrid DOF ultrasonic motors [12] and so on. Among them, the studies
of TRUMs are most representative. In TRUMs, piezoelectric ceramics are actuated by two-phase
alternating voltages, the elliptical trajectories of stator particles form the traveling wave impelling the
rotor revolve. Pre-pressure is applied from the rotor against the stator to assure the interface contact
and friction drive.

In processor studies, the performance sensitivities to the pre-pressure are mainly analyzed from the
following three aspects. The first is the frequency characteristics. The first-order resonance frequency
was investigated by the distributed numerical model and finite element model by Pirrotta [13]. His
work found that the first-order resonance frequency was not sensitive to the preload force until the
pre-pressure reaches a considerable value. However, these results were not verified by any further
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experimental results. Afterwards, both the resonant frequency and anti-resonant frequency under
diverse pre-pressures were tested in Oh’s experiments [9]. He proved that the resonant frequency
and anti-resonant frequency have a positive correlation with the preload force no matter whether the
pressure is larger or smaller. Li [14] discovered that both frequencies do not increase monotonically
with the pre-pressure. However, his data were collected from an impedance analyzer which only
affords small-amplitude voltages (0–10 V). The second item is the contact properties. The contact
state is the crucial contribution of pre-pressure for producing friction force and output torque. On
this topic, Chen [15,16] developed a contact model via a semi-analytical model considering the radial
slippage. The simulation results interpreted that the contact region and the driving zone become wider
simultaneously when the pre-pressure increases, and the radial sliding inside the obstruction zone is
also intensified. This useful yet incomplete analysis lacks any investigation on the contact state under
load conditions. A contact model, which involves the distorted wave shape and standard stiffness of
the contact layer, is built in [17]. This work also proves that the contact region becomes wider and
the pressure at each contact point is raised with the increasing pre-pressure. Last but not least are
the mechanical characteristics. Indeed, the mechanical characteristics integrate the results from the
impedance characteristics and contact properties because the former determine the input power, and the
latter affect the output power and torque. The most significant achievement in this aspect corresponds
to Bullo [18]. He drew several three-dimension diagrams including speed, efficiency, output power
both from simulations and experimental tests. However, the stator vibration amplitude was prescribed
rather than adjusted by the differential functions, and the amplitude value is connected with voltage
amplitude, driving frequency, applied load, and the initial pressure. His results also indicate that the
incremental pre-pressure leads to a decreasing rotor speed under empty load conditions, but results in
an increase of stalling torque.

Besides the above three performances concerning the preload force, this paper also proposes two
new perspectives from the application viewpoint. One is the temperature rise arising from the power
dissipation. As is well-known, TRUMs generate two energy conversion links, one is from electric energy
to vibration energy based on the converse piezoelectric effect [19], and the other is from the vibration
energy to the rotational energy via the friction between the stator and the rotor [20]. The energy losses
occurring in the two processes not only reduce energy utilization but also significantly increase the
internal temperature, which deteriorates TRUMs’ performances. Previous authors have made several
contributions [19,21] to compensate for the temperature rise to obtain a better speed control performance.
However, few researchers have paid attention to the role of pre-pressure in the temperature variation.
The other is the speed stability. It is known that there exist speed fluctuations due to the discontinuities
in the contact distribution on stator teeth and manufacturing errors. Similarly, the role of pre-pressure
in velocity stability regulation has not been explored. Besides, the sources and associated factors of
fluctuation need to be better quantified. The sensitive relationships between pre-pressure and motor
performances spread all over the motor, which brings difficulties in deriving a uniform optimization
criterion, so a relatively effective candidate scheme for the optimization region should be assured
through the joint analysis of multiple performance examples from sufficient experimental tests. Hence,
accurate and digital-controllable pre-pressure adjustment devices are needed. Nonetheless, changing
of the preload forces is mostly accomplished by manual feeding through a screw [14,22], which lacks
guidance accuracy and regulatory flexibility. Even worse, the motor shell has been modified in some
preload-adjusting apparatus [14,23], which adds the extra workloads.

In all, evaluation and optimization are the two main targets in this paper. In the evaluation process,
modeling and experiment tests are synthetically implemented to evaluate the above performances
under variable pre-pressure conditions. A hybrid model with the near-interface temperature rise
is adopted to illustrate the frequency characteristics, contact properties, and temperature rise. A
novel preload-control experimental apparatus is constructed from electric cylinder components, and
a thin-film sensor is embedded inside a TRUM. In terms of the optimization process, the criterion
considers the principles covering the lower temperature rise, the smaller speed stability, and the
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moderate mechanical properties. Finally, the optimization region of the preload force in a prototype
motor is determined.

This paper is organized as follows: Section 2 focuses on the simulation model combined with
power dissipation. Section 3 introduces the test bench with an electric cylinder and the thin-film
temperature sensor for measuring the near-interface temperature. Section 4 analyzes the sensitivities of
the main performance features in function of the preload forces from simulation and experimental tests.
Section 5 proposes an optimization criterion according to the integrated results. Finally, conclusions
and outlook are given in Section 6.

2. A Simulation Model with Power Dissipation

Preload force, which is imposed between motor stator and friction material, impels the motor to
move. It is closely related to the performances of all motor components. Therefore a comprehensive
model is required to account for the internal mechanisms in detail. In this work a TRUM60A ultrasonic
motor (Chunsheng Ultrasonic Motor Co, Ltd, Nanjing, China) was investigated. Its stator operates in
the B09 mode. In other words, the number (N) of traveling waves is equal to 9.

2.1. The Electromechanical Model

A TRUM is a typical electromechanical coupling system combining piezoelectric actuation with
friction drive [24]. As shown in Figure 1a, two-phase piezoelectric ceramics are bonded symmetrically
below the ring-shaped stator made of phosphor bronze material. When two-phase AC voltages
are applied to the piezoelectric ceramics, the traveling wave impels the stator particles to vibrate
with elliptic trajectories. Finally, the movements and accumulated energy are transferred to the
rotor through a friction interaction for driving the terminate load. The friction layer of TRUM60A
is polytetrafluoroethylene (PTFE), which has excellent time-varying stability [25]. What should be
emphasized is that there is a gasket or disc spring between the bearing and the rotor. The component
serves as the elastic element for withstanding the deformation caused by pre-pressure during assembly.

  

(a) (b) 

Figure 1. The mechanism of TRUM: (a) the motor structure [26]; (b) the traveling wave and contact state.

An electromechanical coupling TRUM model coalesces the models of both the driver and the
motor itself. In this paper, a linear amplifying circuit is employed. After reproducing the actual circuit,
the equivalent circuit model of piezoelectric ceramics is adopted. The ontology model originates from
similar work by Kai [27], and the model equations and parameters are presented in Appendix A. Here,
the critical parameters connected with the pre-pressure are mainly discussed and analyzed next. As
shown in Figure 1b, due to the contact status and speed of the stator and the rotor, two feature points
are generated on the stator teeth. One is the contact point used to distinguish whether the stator
particles are embedded into the friction interface. The other is the sticking point, which is positioned at
the point where the stator speed equals the rotor velocity. The stick points are applied to distinguish
the driving zone and braking zone within the contact area. Usually, the contact length is defined as
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Xc, and the length of the driving area is defined as Xs. Since the TRUM60A has nine traveling waves,
each wave occupies 40◦ of circumferential space along the whole circle of the stator ring. Therefore the
above two parameters yield 0 ≤ Xs ≤ Xc ≤ 40◦. Moreover, their values can be expressed as:

Xc = 20
π arccos( h−z(t)

Rscξ
)

Xs = 20
π arccos(

ΩrR2
o

λhRscξ fs
)

(1)

where ξ represents the vibration amplitude, h denotes the half-thickness of the piezoelectric laminated
board, λ represents the wavelength of the traveling wave, fs is the driving frequency and Ωr is the
angular velocity of the rotor. R(r) is defined as the transverse displacement distribution function
along the radial direction. The value on the middle radius at the contact surface R0 is denoted as Rsc.
Different from the model discussed in [27], the modal amplitude is corrected by the method proposed
by Li [14], which takes the preload effect into account. When defining k = N/Ro, the contact parameters
can be transformed into:

x0 =
πXc
40k

x1 = πXs
40k (2)

Thus, the overlap between the stator and the rotor defines the compression of the springs along
the circumferential direction, thereby the pressure distribution function of the contact interface can be
given by:

p(x) = K f Rscξ[cos(kx) − cos(kx0)] (3)

where Kf represents the equivalent stiffness of the contact area. The output friction can be calculated by
the surface integral of the forces within the contact area [25]. If the friction coefficient is defined as μ, ε
means the width of the contact surface. Thus, the driving friction force can be read as:

FR = μ
∫ Ro+ε/2

Ro−ε/2

∫ x0

−x0
sgn(

∣∣∣Ωs(x)
∣∣∣− ∣∣∣Ωr(x)

∣∣∣)p(x)dxdy

= μ
∫ Ro+ε/2

Ro−ε/2

∫ −x1
−x0

p(x)dxdy + μ
∫ Ro+ε/2

Ro−ε/2

∫ x1
−x1

p(x)dxdy + μ
∫ Ro+ε/2

Ro−ε/2

∫ x0

x1
p(x)dxdy

= 2μKfRscξε
{
2[ 1

k sin(kx1) − x1 cos(kx0)] − [ 1
k sin(kx0) − x0 cos(kx0)]

} (4)

Obviously, the driving torque is derived from the multiplication between the average radius and
the driving force. The summarizing result is depicted as:

TR = NFRRo = 2μεKfRscR2
oξ

{
2[sin(kx1) − kx1 cos(kx0)] − [sin(kx0) − kx0 cos(kx0)]

}
(5)

Besides, the axial force, as well as the dynamic pressure on the stator surface, can be depicted as:

Fz= N
∫ Ro+ε/2

Ro−ε/2

∫ x0

−x0

p(x)dxdy = 2NKfRscεξ[
1
k

sin(kx0) − x0 cos(kx0)] (6)

2.2. The Power Dissipation Model

The traveling wave motor operates with several energy conversion processes from the power
source to the rotor rotation. Indeed, there are three main power dissipations which are the dielectric
dissipation of the piezoelectric ceramics, the vibration dissipation of the stator, and the heat dissipation
of the contact interface, respectively.

At first, the dielectric dissipation of the piezoelectric ceramics yields Equation (7). Here εp means
the dielectric constant of piezoelectric ceramic, tanδ denotes the dielectric loss coefficient, and Vpiezo

represents the volume of the piezoelectric wafer:

Q1 = 2π fsεp
U2

m

h2
p

Vpiezo tan δ (7)
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Secondly, quoting from the study of Lu [28], the mechanical damping dissipation can be
displayed as:

Q2 = fn1

∫
Vpiezo

δ
−

WsldV = 4π4ξ2N4w
(
EsIsηs + EpIpηp

)
/(λ3) (8)

where Es and Ep represent the equivalent elastic modulus of the stator and the piezoelectric strip, Is

and Ip denote their inertia moment, ηs and ηp are their mechanical damping coefficient, respectively.
Last but not least is the power dissipation of the friction interface. The friction interface serves as

the medium which accomplishes the transformation from the stator’s vibration to the rotor’s rotation.
The friction drive gives rise to the radial friction losses and tangential ones between the stator and the
rotor. The power losses stemming from the friction interaction can be determined by:

Q3 = N
λ
2π

∫ π−kxo

kxo

μΔF(νs − νr)(νs − νr)dθ =NξK fμ[M1νsmνr + M2(νsm
2)/2 + M3(ν

2
r )] (9)

where νs, νr are the linear velocity of the stator and the rotor, respectively, the νsm denotes the peak
stator speed of the traveling wave, and the remaining coefficients can be depicted as:

M1 = π− 2kxo + sin(2kxo)

M2 = −0.33 cos(3kxo) + 3 cos(kxo) −M1 sin(kxo)

M3 = 2 cos(3kxo) −π sin(kxo) + 2ϕ sin(kxo)

(10)

Among the three power losses, it is verified that the power dissipation of the friction interface is
the largest. Therefore the friction interface becomes the primary heat field which has been proved by
Finite Element Analysis [28], which serves as a fundament for the placement of the temperature sensor
discussed in Section 3. Finally, the shell temperature function, which derives from the thermodynamics
transmission processes between the air and the motor, yields:

T = Tair +
Q1 + Q2 + Q3

αS
(1− e−

αSt
Cusm ) (11)

where S is the contact surface area, α represents the convective heat transfer coefficient, Cusm is the heat
capacity of the TRUM60A device. Moreover, it is worth noting that the near-interface temperature
may be larger than T owing to the weak heat transfer capacity of the friction material. The rising
temperature will lead to a speed decline and motor performance deterioration.

3. Experimental Setup

Figure 2a displays the mechanical test bench which is composed of an ultrasonic motor (TRUM60A),
an incremental encoder (AFS60A, 65536 lines, SICK Corp., Waldkirch, Germany), an electric cylinder
(EA0400, Huitong Corp., Nanjing, China), a torque sensor (9349A, Kistler, Sindelfingen, Germany) and
a DC motor (55LYX04, YGGT Corp., Beijing, China) which is capable of generating any load profile
in the current closed-loop mode. The electric cylinder is first employed to regulate the preload of
the TRUM. As shown in Figure 2b, the axial force generated by the cylinder is transmitted from the
piston rod to the motor shell. There is a force sensor (VC20A050, Vistle Corp., Guangzhou, China)
which detects the real-time pressure. The pressure value can be displayed on a monitor or transmitted
through a DA channel. Besides, the piston rod, the pressure sensor, and the pressboard were all
limited inside a sleeve, which can assure the guidance accuracy of the axial movement. The design not
only does not modify the TRUM’s structure but also assures the accurate and digital control of the
pre-pressure. Moreover, an NTC film sensor (FWBM-337G104F, Fu Wen Corp., Shenzhen, China) is
selected for satisfying the space restraint and response bandwidth of the temperature characteristics.
The sensor measures the heating body through the polyimide whose thickness is only 15 μm, and
its response time is only 0.1 s. As shown in Figure 2d, the sensor is placed against the stator’s teeth
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gap and near the interface where the heat is most concentrated. The signal is processed through a
Wheatstone bridge which has been embedded into the circuit.

  
(a) (b) 

  

(c) (d) 

Figure 2. The integrated test system: (a) mechanical test bench; (b) structure scheme of the preload
force regulating device; (c) framework and signal flow of the system; (d) the thin-temperature sensor
placed near the interface.

Figure 2c introduces the framework of hardware and software. A driving & measurement circuit
undertakes the function of amplifying the input signals. (UA0, UB0) and (UA, UB) are two pairs of
voltages before and after amplifying, respectively. Meanwhile, the input voltages and currents are
collected by voltage sensors and current sensors, respectively [29]. These channels are displayed from
the signal group(Uaa, Iaa, Ubb, Ibb) to (Ua, Ub, Ia, Ib). The generation of (UA0, UB0) and the acquisition
of (UA, IA, UB, IB) are all conducted by a Field Programmable Gate Array (FPGA) control board (PXIE
7854R, NI Corp., Los Angeles, CA, USA). The FPGA programs can be transferred from the LABVIEW
software, which provides abundant interfaces for algorithm generation and data acquisition [29]. The
main parameters of the LABVIEW interface are all shown on the top of Figure 2c, where the left is the
input parameters, and the output ones are listed in the right. In conclusion, a test system combining the
flexible control of driving parameters and the accurate collection of the key parameters is built, which
builds a foundation for exploring the sensitivities of motor performances under diverse pre-pressures.

4. Simulation and Experimental Results by Varying the Preload Force

The simulation model, as well as the measurement system, are used to comprehensively analyze
the pre-pressure’s influences on several key performances including frequency characteristics, the
stator/rotor contact states, the speed fluctuation, the temperature rise and the mechanical performance.
Comparison and analysis are implemented for exploring the in-depth mechanism on how the preload
force affects motion transfer and energy conversion.

4.1. The Stator/Rotor Contact

The stator/rotor contact is the premise that guarantees rotor rotation and torque output. If the
driving parameters are unchanged, the contact status is mainly affected by the pre-pressure and the
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imposed load. Therefore, Figure 3a displays the contact length and the driving length for different cases
of pre-stressing forces when the amplitude is 200 V and the frequency is 43 kHz. At first, the contact
length generates a profound change when the preload force jumps away from zero value. Then the
contact zone becomes more extensive with the slope 0.033◦/N when the pre-pressure is increased from
100 to 570 N. Finally, the contact length increases with a higher slope until the contact area stretches
over all the stator teeth. From the other curve, the length of the driving zone is equal to 40◦ when the
stator is free from any pre-pressure. After that, the value gradually increases at a stable rate. However,
it is always smaller than the contact length. This indicates that there exist driving areas and obstruction
ones in the whole contact region. To be further, the proportion of the drive zone gradually decreases,
which can also be verified from the proportion of the driving area in Figure 3b. These phenomena
indicate that the stick-slip points gradually move toward the troughs of traveling waves, and the
blocking effect is reinforced with the increasing pre-pressure, which induces more severe friction loss.

 
(a) (b) (c) 

Figure 3. The contact parameters under diverse pre-pressures (simulation): (a) the contact angle and
driving angel in no-load condition; (b) the proportion of driving zone in no-load condition; (c) the
contact angle and driving angel with external load.

Once the motor operates with load, more output torque is needed to overcome the external
torque, which causes the decline of rotor speed and the change of contact parameters. Figure 3c shows
the contact parameters with respect to different loads from 0 to 0.9 N·m in function of pre-stressing
forces. It is evident that the load has little effect on the contact length, which can also be verified by
Equation (2). However, the driving length maintains a positive correlation with the load until the
motor is blocked. In the blocking stage, the driving length returns to 40◦ again, which can be observed
from the abrupt changes of the curves. In conclusion, if the preload is constant, the load torque does
not affect the distribution of contact particles. And when the torque is constant, the contact area and
the driving area gradually expand with the increase of the pre-pressures.

4.2. The Power Dissipation of the Motor

As discussed in Section 2, there are three main types of power dissipation inside the motor, and
the temperature rise under different pre-pressures can be deduced. Figure 4 displays the respective
time-variant energy loss in function of the preload forces when the amplitude and frequency are 200
V and 43 kHz, respectively. When the preload force is smaller than 460 N, the energy consumption
increases as the preload force rises, which results from the gradually- widening contact area. By
comparing the results of Figure 4a–c, it can be found that the dielectric loss maintains constant because
the value is only related to the exciting voltage amplitude and the dielectric constant, which are both
the intrinsic properties of piezoceramics. Furthermore, the stator damping loss and the friction loss
follow similar positive-correlation laws until 460 N.
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(a) (b) (c) 

Figure 4. The respective power dissipation for the preload forces(Simulation): (a) Dielectric loss; (b)
stator damping loss; (c) friction loss.

In order to exclude any additional factors, the starting temperature of every test should always be
the same (28 ◦C), and the motor is turned off after the same time of operation (10 s). The results showing
the motor speed and the near-interface temperature are displayed in Figure 5. The temperature rises
immediately at the startup moment and drops rapidly once the driving voltages are withdrawn,
which indicates that the accumulation and release of heat can be completed in a short time. Figure 5c
demonstrates that the temperature rise achieves the highest value at 400 N, while the minimum
temperature rise occurs when the preload is 300 N. With different temperature rise curves, the revolving
speeds present different decline laws. It is evident that too fast speed decline is unfavorable for control
and analysis.

   

(a) (b) (c) 

Figure 5. The startup-shutdown response under different pre-stressing forces (experimental): (a) the
velocity response; (b) the temperature change; (c) temperature rise and speed decline.

4.3. The Speed Fluctuations

The speed fluctuations can be attributed to the errors of the shaft system during manufacturing or
assembly. Whether the pre-stressing force compensates or deteriorates, the speed fluctuations should be
investigated. Figure 6 displays the real-time speed with the preload force varying from 150 to 500 N in
steps of 20 N. The rotor speed is recorded when the frequency is 43 kHz, and the amplitudes are 200 and
240 V, respectively. To facilitate the quantitative evaluation of the fluctuation, the standard deviation is
adopted, as shown in Figure 6. The results indicate that the motor speed fluctuation becomes smaller
and smaller due to the increasing embedment degree between the stator and the friction layer. It can be
attributed to sufficient contact with the larger preload force. However, when the preload reaches 475 N,
the reinforced radial slipping deteriorates the velocity stability. Since the simulation state ignores the
machining and assembly problems, such as uneven axis alignment and surface roughness in the stator
and the rotor, it is difficult to simulate the fluctuations effectively. Furthermore, the dynamic pressure
applied to the rotor may be the origin of speed fluctuations. The pressure also has an impact on the
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contact state. Here, the fluctuations are analyzed by the measurement of the speed and axial pressure
in the subsequent experiments.

(a) 

(b) 

(c) 

Figure 6. The speed stability under different preload forces: (a) staircase preloads; (b) output speed; (c)
speed variance.

Based on the pressure Fz and the contact length x0 in Equation (1) polynomial fitting is implemented
to derive the mapping relationship from the axial pressure to the contact length, as shown in
Equation (12). When the pre-pressure is 150 and 200 N, Figure 7 displays the real-time speed, the
angular position, the corresponding pressure and the calculated contact length, respectively. We can
observe that the velocity fluctuation satisfies a stretch of the 360◦ cycle, which demonstrates that the
fluctuation mostly comes from the un-centered assembly error of the rotor shaft. The wave cycle
elongates with declining speed. When the preload is 150 N, the ratio of the maximum fluctuant zone
(1.01◦) inside the contact zone (24.15◦) is 2.53%. If the pre-tightening force is 200 N, the proportion
becomes 3.11% as the fluctuation range and the contact angle are respectively 0.9◦ and 28.94◦. In
conclusion, the speed fluctuation comes from both the pressure change and the axial assembly error.
The change of contact parameters is also accompanied by a pressure change:

Xc = 2.7× 10−16F7
z − 6× 10−13F6

z + 5.4× 10−10F5
z − 2.5× 10−7F4

z
+ 6.4× 10−5F3

z − 0.0088F2
z + 0.65Fz + 0.72

(12)

 
(a) 150 N (b) 200 N 

°
°

Figure 7. Time-domain analysis of dynamic pressure fluctuations and calculated contact angle.
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4.4. The Mechanical Characteristics

With the aid of the electric cylinder and current sensors, a three-dimensional representation of
the speed and the efficiency in function of the torque is shown in Figure 8 within the preload ranging
from 150 to 400 N. The curves are obtained when the amplitude is 200 V and the frequency is 42 kHz.
The dark blue areas are the stalling-torque areas, while the dark red ones are the maximum value
zones of the respective curves. There exists a limit of the pre-stressing forces from which the motor
performances fall. Figure 8b indicates the peak efficiency moves towards the larger-torque direction
with the change of the preload forces. Deriving from the pictures, the blocking torque and maximum
efficiency in function of the pre-pressures are displayed in Figure 8c. The blocking torque achieves the
peak value in the moderate pre-pressure (260 N), so does the mechanical efficiency. The pre-pressure
at the maximum efficiency point is 320 N. This is because the motor is close to the rotor-locked state
when the pre-pressure is substantial, therefore the energy utilization is lower.

   
(a) (b) (c) 

Figure 8. Simulation results of mechanical characteristics for different cases of pre-stressing forces: (a)
revolving speed versus torque; (b) efficiency versus torque; (c) the calculated maximum efficiency and
stalling torque.

5. Discussion and Verification of the Optimal Preload Force

The above simulation and experimental results reveal how the performances are sensitive to the
pre-stressing force. In this section, these key performances are reviewed, and an optimal criterion
is proposed.

5.1. Optimization Criterion

Some conclusions can be obtained from the above test results:

(1) The velocity increases first and then decreases as the pre-pressure increases, and a low pre-pressure
cannot provide sufficient friction force while a higher one causes more tangential friction zones;

(2) When the pre-stressing force is lower, the velocity stability deteriorates because of the weakened
constraints applied on the stator and the stability improves as the preload force gradually increases;

(3) With the increase of the pre-pressure, the points both from the resonant frequency and the
anti-resonant frequency gradually shift to the right due to the increasing stiffness;

(4) The blocking torque achieves the peak value in the moderate pre-pressure, like the mechanical
efficiency, however, the apexes are different from each other.

When limiting the pre-pressure range between 200 and 400 N, the key performances are
summarized and arranged in Figure 9. Aiming at the lower open-loop speed stability, the preload
force is supposed to be large enough for minimizing the dynamic fluctuations across the stator/rotor
contact interface. Nonetheless, the moderate pressure is chosen based on the minimum temperature
rise, which can decrease the undesirable changes in the tracking performances in the servo-control
scheme. Based on the above analysis, the selected region is the yellow rectangle drawn in Figure 9.
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The region can not only meet the requirements of low-speed stability and small temperature rise but
also the blocking torque and mechanical efficiency are in an ideal range. This method is different
from others in that it gives priority to speed smoothness and temperature rise as reference points for
pre-pressure assessments.

 

Figure 9. The diagram which interprets the optimization rule of the preload force.

5.2. Speed Control Performances

The validity of the optimization criterion is proved by the speed control performance, which
not only stems from speed fluctuations but also reflects the effect of temperature rise. The speed
closed-loop control with the target 72◦/s is implemented under different preloads from 200 to 400 N.
Considering the control target is located in the low-speed section, we select the voltage amplitude
as the control parameter, the PID control method is adopted for every control process. Figure 10
displays the respective controlling results. It can be seen that residual control error decreases with the
increasing preload forces when the preload force is less than 300 N and the error begins to rise once the
pre-pressure exceeds 300 N. These results verify the effectiveness of pre-pressure optimization from
one aspect, while other aspects will be further investigated.

 

Figure 10. Comparison of the speed control performance under different pre-pressures.
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6. Conclusions

Pre-pressure is one of the critical parameters that restrict the performance of an ultrasonic motor.
The target of this paper is to comprehensively analyze the sensitivities of motor performances on the
pre-pressure and to put forward a targeted optimization method. A simulation model with power
dissipation and an integrated experimental facility with the preload adjustment device is adopted
to analyze the laws from multiple perspectives. The preload adjustment is mainly designed by an
electric cylinder and a pressure sensor, which is first employed in the preload change of the TRUM.
Besides the stator/rotor contact state, the inspected properties cover rotor speed stability, near-interface
temperature rise and mechanical properties. From these indicators, the speed stability, the temperature
rise, the stalling torque, and the maximum efficiency are derived from the test results and drawn in
a picture together. The operation makes these four indicators in function of the pre-pressure easy
to distinguish in the candidate region according to different application targets. The optimization
criterion in this paper contains three principles, which are the lower temperature rise, the smaller
speed stability, and the moderate mechanical properties, respectively. Finally, the optimization region
of the preload force is determined as [260, 320], and the smaller speed stability error in the optimization
area verifies the criterion’s validity.

Besides, the contact state under different preloads is interpreted in simulation and experimental
tests. This paper first proposes a polynomial formula for transferring the pressure into the contact angle,
which helps us measure the interface contact properties indirectly. Therefore the speed fluctuations
can be attributed to the contact variation. What should be mentioned that slight fluctuations of the
compression preload force will occur during a TRUM’s physical life, especially in the application
combining high speed with high load. The traditional preload component is a disc spring or thin-copper
sheet, which cannot assure the correct imposing pressure in the total life-cycle. Luckily, the zero-stiffness
structure similar to that of a PCB motor [30] can be used to ensure the pre-pressure, which will be the
future optimization direction for all types of ultrasonic motors.
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Appendix A

The simulation model displayed as a state-space function:

.
x = Ax + Bu (A1)

In this function:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

O2×2 I2×2 O2×2 O2×2

−ko/mo 0
0 −ko/mo

−do/mo 0
0 −do/mo

O2×2 O2×2

O2×2 O2×2
0 1
0 −dr/Jr

O2×2

O2×2 O2×2 O2×2
0 0
0 −dz/mr

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A2)
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BT =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
O2×2

1/mo 0
0 1/mo

O2×2 O2×2

O2×2 O2×2
0 0

1/Jr 0
0 0
0 1/mr

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A3)

u =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
kcUA + εkcUB + Fdn1 + Fdt1

εkcUA + kcUB + Fdn2 + Fdt2

T R − Tload
F Z − FN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A4)

The critical simulation parameters are listed in the following table.

Table A1. The TRUM60A simulation parameters.

Description Value (Units)

N Number of wavelengths 9
Ro The average radius of the stator ring 0.02625 (m)
λ Traveling wavelength 0.0187 (m)

mo Modal mass of stator elastic body 0.005 (kg)
ko Modal stiffness of stator elastic body 4.56×109 (kg.m2)
do Modal damping of stator elastic body 0.05 (N·s/m)
dz Damping in the axial direction of the rotor 1.5 × 104 (N·s/m)
dr Damping in the tangential direction of the rotor 5 × 10−4 (N·m·s)
kc Force factor of piezoelectric ceramics 0.4147 (N/V)
ε Unbalance coefficient between two-phase voltage 0.02

mr Rotor mass 0.03 (kg)
Jr Rotor inertia 7.2 × 10−6 (kg/m2)
μ Friction coefficient 0.3

Cp Capacitance 5.41 (nF)
Rm Dynamic resistor 149.82 (Ω)
Lm Dynamic inductance 0.102 (H)
Cm Dynamic capacitance 16.63 (pF)
Rd Resumption resistor 31.15 (KΩ)
σ Speed drop coefficient with the decreasing torque 9.9484 (rad/(N·m·s)
h The thickness of the friction layer 0.5 (mm)
S Motor surface area 0.02366 (m2)
α Coefficient of heat transfer 10
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Abstract: Pipe wall thinning and leakage due to flow accelerated corrosion (FAC) are important safety
concerns for nuclear power plants. A shear horizontal ultrasonic pitch/catch technique was developed
for the accurate monitoring of the pipe wall-thickness. A solid couplant should be used to ensure high
quality ultrasonic signals for a long operation time at an elevated temperature. We developed a high
temperature ultrasonic thickness monitoring method using a pair of shear horizontal transducers
and waveguide strips. A computer program for on-line monitoring of the pipe thickness at high
temperature was also developed. Both a conventional buffer rod pulse-echo type and a developed
shear horizontal ultrasonic waveguide type for a high temperature thickness monitoring system were
successfully installed to test a section of the FAC proof test facility. The overall measurement error
was estimated as ±15 μm during a cycle ranging from room temperature to 150 ◦C. The developed
waveguide system was stable for about 3300 h and sensitive to changes in the internal flow velocity.
This system can be used for high temperature thickness monitoring in all industries as well as nuclear
power plants.

Keywords: high temperature pipe; pipe wall thinning; flow accelerated corrosion

1. Introduction

During the operation of nuclear power plants, the thickness of the piping decreases over time
which is known as pipe wall thinning. If the reduced thickness is concentrated on one side, the piping
could be damaged by the pressure in the pipe, and an internal solution may cause a leak. Pipe wall
thinning is mainly caused by FAC (flow accelerated corrosion). FAC occurs mostly in carbon steel pipes,
in which the pipe thickness gradually decreases as the Fe ions on the surface of the carbon steel pipe
are released. Because pipe wall thinning due to FAC is very slow (a few tens of μm per one year), it is
necessary to monitor the piping walls for delamination, cracks and leaks as well as the piping thickness
with very high accuracy. This is one of the important issues in the structural stability of a system,
which requires continuous monitoring [1–5]. Presently, an ultrasonic method is used, which is one
of the nondestructive inspection techniques for measuring the piping wall thickness. The ultrasonic
technique is widely used to assess the safety of nuclear piping and to measure the piping wall thickness.
Manual ultrasonic methods are generally used to measure the pipe thickness. However, the manual
ultrasonic technique has several disadvantages in nuclear power plants. First, the inspection areas
of a nuclear power plant are at high temperatures and highly radioactive. Second, the power plant
must be shut down and the insulator removed before the thickness of a pipe can be measured because
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the transducer must be in direct contact with the pipe surface. When the measurement is completed,
it is necessary to install the insulation again, so the shutdown time will be longer. Therefore, if the
shutdown of the power plant time is prolonged, it will lead to a loss in power production. This process
is inconvenient because it is repeatedly measured during a period of time to assess its structural
health. Third, the manual ultrasonic thickness measurement method has a low reliability. The accuracy
decreases depending on the operator’s skill or condition, the measuring instrument, temperature,
the ultrasonic coupling, and the difference in data reading conditions. Therefore, it is necessary to have
a stable thickness measurement method for a high temperature and highly radioactive environment
without having to stop the operation of the nuclear power plant.

Measuring the thickness of high-temperature piping using ultrasonic waves has several problems
that have not been solved. In the case of a nuclear power plant, the temperature of the fluid flowing
inside the pipe increases to about 200 ◦C. At this time, the piping temperature is up to about 150 ◦C,
and the difference in thermal expansion between each of the piezoelectric and coupling materials may
cause errors in the thickness measurements. Conventional piezoelectric materials depolarize if they
rise above the Curie temperature; thus, current ultrasonic thickness measurement techniques cannot
be used at high temperatures above 200 ◦C [6–8].

To solve this problem, a method for installing a buffer rod system and a waveguide method are
currently being studied. The buffer-rod system has the advantage of using the existing longitudinal
wave transducer; however, it has a disadvantage that it cannot perfectly protect the piezoelectric
element from the high temperature piping because the buffer-block is short, and the distance from the
specimen is not long. The ultrasonic waveguide system can be used to protect the piezoelectric element
from high temperature piping by using a long thin plate to keep the piezoelectric element away from
the test specimen [9–14]. In this method, the ultrasonic dispersion characteristics in the guide should be
considered because the ultrasonic wave propagates through the waveguide [15]. The shear horizontal
vibration mode can be used because there is no dispersion characteristic when the wave propagates in
the plate. Based on these techniques, we developed a pipe wall thinning monitoring system using
a shear horizontal ultrasonic transducer and waveguide strip. Clamping devices were designed and
installed with a solid coupling material for safe acoustic contact between the waveguide strip and the
pipe surface. The shear horizontal waveguide and clamping device provided an excellent S/N ratio
and high measurement accuracy for long time exposure at high temperature conditions.

2. Issue of High-Temperature Ultrasonic Thickness Measurements

The ultrasonic thickness measurement principle is usually performed by measuring the flight time
between continuous echoes in the time domain. The thickness of the specimen can be determined by
calculating the material flight time of the waves and the known ultrasonic velocity values. Assuming that
there is minimal ultrasonic dispersion, a sharper ultrasonic signal will increase the resolution of the
measurement, and in general is the most accurate way to perform the temporal measurement by
measuring the peak to peak time or the perform pulse-echo overlap [16]. Pipe wall thinning of
carbon steel pipes in nuclear power plants occurs at several tens of micrometers per year, thus the
measurement errors should be minimized. Several factors have been discussed as ways to overcome
these errors [17]. First, environmental factors cause errors due to the geometric factors of the piping
such as surface roughness, specimen curvature and contact pressure between the coupling material and
the transducer as well as ultrasonic velocity errors in the specimen due to changes in the temperature.
Thus, the device should be calibrated, and the surface condition should be maintained to minimize
measurement errors. Second, there are errors due to the transducer performance and signal processing,
such as measurement conditions between the transducer and the specimen, the performance of the
analog-to-digital converters and delays caused by digital signal processing, respectively [18].

Typical piezoelectric ceramic elements are exposed to temperatures higher than the
Curie temperature resulting in depolarization of the element, which then loses its piezoelectric
properties making it difficult to accurately measure the signal. The signal quality of the piezoelectric
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vibrator degrades, and the error in determining the peak position of the signal may increase as the
temperature varies. It is necessary to improve the acoustic contact condition between the transducer
and the specimen by minimizing the deterioration of the probe at high temperatures. Third, there is
a problem with the couplant. For a high temperature pipe, the couplant used at room temperature will
evaporate, resulting in an error on the contact surface. Stable ultrasonic sound effect was maintained
by using a special high temperature couplant that does not evaporate even in an environment of 150 ◦C.
A dry couplant (gold plate) was used between the waveguide strip and the surface of pipe to minimize
the error due to thermal expansion. The gold plate can minimize errors due to thermal expansion
between the two objects by constantly maintaining its shape of the coefficient at high temperatures.

3. Ultrasonic On-Line Monitoring System for Measuring Wall Thinning of High
Temperature Pipe

The conventional buffer-rod type system is widely used as a technique for measuring the thickness
of high temperature test specimens. It can be used by inserting a buffer block between the ultrasonic
transducer and the specimen shown in Figure 1a. The material of the buffer block should be acoustically
stable, should not deform at high temperatures, and should protect the transducer. Glycerin or
machine oil used in conventional ultrasonic couplings does not work properly at high temperatures.
Therefore, a special solid material coupling, such as a thin gold plate, was used to maintain good
acoustic contact between the buffer rod and the specimen. The advantage is that it minimizes the
difference in thermal expansion between the buffer rod materials and the specimen, which can be
maintained for long periods of the test. Figure 1b shows a buffer-rod type high temperature ultrasonic
transducer assembled in a test pipe for thickness monitoring.

Figure 1. (a) An assembly drawing diagram of a high temperature pipe using a buffer-rod type
measurement system; (b) an installed buffer-rod type system for thickness monitoring on a pipe.

Another approach to measure pipe thickness at high temperatures is to use an ultrasonic waveguide
strip. This improved method was attempted using a waveguide strip to reduce the acoustic parameters
between the ultrasonic transducer and the specimen. A pair of shear horizontal transducers and
a long waveguide strip were designed and manufactured. The shear horizontal vibration mode was
chosen to ensure that there was proper ultrasonic wave transmission at the thin strips. The shear
horizontal mode had sharp and clear ultrasonic signals within a certain frequency range because
there was low dispersion in the plate. This vibration mode is advantageous for obtaining sensitive
and accurate experimental data at high temperatures [19]. The shear horizontal wave transducer
was attached to the edge of the waveguide strip shown in Figure 2. When the transducer and the
waveguide strip contacted each other exactly at a perpendicular level, the shear horizontal mode was
stably transmitted to the waveguide. On the opposite side of the waveguide strip, a clamping device
was designed and fabricated to precisely hold the specimen, and two waveguide strips were installed
in parallel to divide the transmitter and receiver. A thin solid plate (gold plate) was used as a couplant
between the waveguide strip and the test specimen similar to the buffer-rod system. The transducer
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used a waveguide strip that was far from the specimen, which was maintained at about 35 ◦C when
the temperature of the pipe was 150 ◦C. This meant that the developed system completely freed the
transducer from the constraints of high temperatures. The waveguide pitch/catch method using two
waveguide strips can increase the S/N ratio compared to the pulse/echo technique. Two strips are
used to set up the waveguide system device. A transducer was connected to each strip, one on the
transmitting transducer and the other on the receiving transducer. The two strips were spaced 1 mm
apart to filter the noise received at the surface of the pipe to be measured. If the strip is placed at 1 mm,
it measured only the wanted signal because of the time difference between the signal transmitted to the
pipe surface, and the signal reflected from the opposite side of the pipe. Because it received a signal
only from the piping specimen, noise from undesired reflections at the end of the strip were prevented.
This method had no main bang signal, and the signal reflected from the end of the waveguide strip
was very small. Additionally, the multiple reflected signals on the back wall of the pipe, which was to
be inspected, had a high S/N ratio.

Figure 2. (a) Conceptual diagram of a pair of waveguide strips for high temperature thickness
monitoring; (b) installed waveguide system for thickness monitoring on a pipe.

4. High Temperature Pipe Thickness Measuring Program

The thickness measurement program was designed as a moving gate in real time to accurately
measure the reflected flight time. The first gate was set to the signal from the end of the transmitting
waveguide strip shown in Figure 3. The second gate was set to the first back wall echo signal, and the
third gate was set to the second back wall echo signal. The second and third gates were set as the
moving gates to follow the first gate setting. The moving gate moves along with the movement of the
rf signal according to the noise or the temperature change, making it possible to measure the peak to
peak signal stably. The peak of the first and second back wall echoes were automatically determined by
the flight time and denoted as t1 and t2 shown in Figure 3. The ultrasonic wave velocity was constant
and the path length of the actual reciprocating wave can be seen by the strip and pipe wall thickness.
Thus, the time of the received rf signal can be calculated. The shear horizontal wave velocity of the
carbon steel is about 3300 m/s, and the flight time reflected by the waveguide strip 300 mm in length
is calculated to be 170 μs. The flight time between the first back wall and the second back wall of
a 5.54 mm thick pipe is estimated to be about 3.2 μs. All ultrasonic rf (radio frequency) waveforms
are in the time domain and displayed on the PC screen. Moreover, this system inspects the signal
quality and is designed to display an alarm indicator on the screen when receiving unwanted signals.
Between t1 and t2, the flight time was automatically calculated on average, hundreds of times to obtain
accurate thickness data. Because ultrasonic velocity is a function of temperature, variation in the
ultrasonic velocity at high temperatures can be a main problem in terms of measurement data errors.
Therefore, to measure the thickness in real time at high temperature, pre-calibration is required to
reflect the relationship between the ultrasonic velocity and the temperature.
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Figure 3. Typical ultrasonic rf signals by a developed waveguide with the pitch/catch method at 150 ◦C.

The ultrasonic velocity can be determined as a function of the temperature by measuring the
variation in the velocity with a temperature change in the material to be measured. Figure 4 shows
the measurement data of the shear mode wave velocity in a carbon steel pipe based on a variation in
the temperature. The velocity of the ultrasonic waves was measured by heating the same materials
pipe as the pipe used in the FAC proof facility to the furnace from 0 to 250 ◦C. The pipe thickness did
not change when measuring the sound velocity change by calculating the time of the received signal
according to the temperature change [20]. This function was entered into the thickness measurement
program to reduce the error due to the temperature variation.

Figure 4. Calibration of the shear horizontal wave velocity with varying temperatures for a carbon
steel pipe SA 106.

5. Verification Experiment in the FAC Proof Facility and Results

The FAC demonstration test facility was manufactured to operate in the same environment as
a nuclear power plant. This facility is designed to operate for 1200 h at high temperatures at more than
150 ◦C, per one cycle and with the adjustable pH, DO, and flow rate for the fluid flowing inside the
piping. To measure pipe wall thinning, we prepared a test section with the insulation removed from
part of the facility. This section is made of carbon steel (SA 106), and the pipe has an outer diameter
of 60.4 mm, a wall thickness of 5.54 mm and a length of 750 mm. The chemical composition of the
materials is shown in Table 1. The pipe thickness was measured by the buffer-rod type system and an
ultrasonic waveguide high temperature thickness monitoring system. The two systems were installed
on the surface of the carbon steel pipe to compare the signals from each other, as shown in Figure 5.
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Prior to the experiment, the thickness measurement error was confirmed according to the temperature
variation for the stability and accuracy of the system. Figure 6 shows the actual measured waveguide
system data. A provisional thickness error range was determined by increasing the temperature of
the same material pipe to 200 ◦C and measuring the change in thickness during the cooling process.
The range of the thickness measurement error was ±15 μm while the pipe was heated to 0~150 ◦C
and then cooled. These devices were able to acquire ultrasonic signals which were reliable for a long
time at high temperatures, and the flight times of the signals through calculations were converted to
the thickness of the pipe. Minimizing the measurement errors was possible with normalization of
the signal amplitude, the automatic setting of the ultrasonic flight time and moving the gate control
by applying a temperature compensation factor. The pipe thickness data were directly compared
with the measured data at room temperature during the rest period to determine the reliability of the
measured data.

Table 1. The chemical composition of the material (SA 106 Gr. B).

Material Cr Mo Cu Mn Ni Si C P S

SA106
Gr. B 0.02 0.01 0.04 0.37 0.02 0.22 0.19 0.008 0.006

Figure 5. Test section in the flow accelerated corrosion (FAC) facility (left) and another type system
installed at a test section (right).

Figure 6. The measurement error by temperature variation in the developed system.

Figure 7 shows the change in the slope of the wall thickness reduction with the flow rate in the
waveguide system. This developed system measured the tendency of pipe wall thinning by changing
the flow rates from 7 to 10 to 12 m/s every 1100 h. The blue line is the data measured in real time
once every hour. The red line slope indicated the FAC rate in each section. As the flow rate increased,
the FAC rate became faster and the FAC rate decreased as the flow rate decreased. As the flow rate
increased from 7 m/s to 12 m/s, the wall thickness reduction rate also increased. This result meant
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that is possible to predict the change in the flow rate inside the pipe by analyzing the rate of pipe
wall thinning.

Figure 7. Pipe wall-thickness monitoring of carbon steel piping in the flow accelerated corrosion proof
test facility: Different wall-thinning ratios observed depending on the flow velocities.

Figure 8 shows the pipe wall thinning measurement data from approximately 3300 h of operation
using the buffer-rod and developed waveguide systems. The temperature of the fluent flowing inside
the pipe was maintained at 150 ◦C, and both devices measured the wall thickness reduction of about
260 μm. The blue line in Figure 8 is the data of thickness thinning of buffer-rod type commercial
equipment. From the point at which the flow rate increased from 10 m/s to 12 m/s, it can be seen that
the thickness thinning rate tendency was less than that of the developed equipment. Furthermore,
although the flow velocity slowed to 7 m/s at a large velocity of 12 m/s, but the buffer-rod type system
was measured to show that the thickness reduction rate was increasing. On the other hand, the red line
is measuring data by the developed waveguide system. The thickness reduction rate was measured to
suit the change in the flow rate. It is possible to compare more clearly converted (mm/year) for the
thickness reduction for each period. As the flow rate inside the piping increased, the rate of the pipe
wall thinning increased. The developed waveguide system showed more accurate reduction trends as
the flow rate changed. The developed waveguide system operated stably at a temperature cycle of
150 ◦C for a long time, and the measurement error was about ±20 μm.

Figure 8. The pipe thickness measurement data using the buffer-rod and waveguide type systems.
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Figure 9 shows the result of the manual UT measurement at room temperature. A total of
six points were set in the same direction as the position where the two systems were installed,
and measurements were made at room temperature. Reliable comparative data measures exactly at
the same point, but there was an error generated by removing and reinstalling real-time measuring
equipment. Measuring the six zones from A to F next to the point where two pieces of equipment were
installed (see Figure 10). A total of six points were measured 10 times and averaged in order to increase
the accuracy. The equipment used for the measurement was 38DL PLUS (OLYMPUS). The tendency
of the thickness reduction measured with the manual room temperature UT was very similar to that
for the high temperature on-line UT system. The reliability of the developed waveguide system was
verified by comparing the conventional buffer-rod system and the manual room temperature UT.

Figure 9. The thickness measurement result of the manual ultrasonic testing (UT) at room temperature.

Figure 10. A grid for measuring ultrasonic testing at room temperature in the same direction next to
two installed systems.

6. Conclusions

A shear horizontal ultrasonic pitch/catch waveguide system was developed for the accurate online
monitoring of the pipe wall thickness in the FAC certification test facility. A clamping device was
designed and installed for the gold-plate contact between the end of the waveguide strip and the
pipe surface. A computer program was developed for online monitoring of the pipe thickness at
high temperatures. The system minimized measurement errors by controlling the moving gate with
temperature deviation, normalizing the signal amplitude, automatically determining the ultrasonic
flight time and including a temperature compensation function. The buffer-rod and ultrasonic
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waveguide high temperature ultrasonic thickness monitoring systems were successfully installed in
the test section of the FAC test facility. These systems were confirmed as a stable operation with an
error of ±20 μm in temperature cycles up to 150 ◦C for 3300 h, and performed better than other similar
measurement systems. In addition, the developed waveguide system was able to predict the velocity
of the fluid flowing inside the pipe by analyzing the thickness reduction rate.

Finally, it was confirmed that the thickness reduction measurement was very accurate in
comparison with the room temperature UT results. This result demonstrates that a waveguide
system is sensitive to the flow of internal fluids and can measure thickness better than that of
commercial systems. This system can be applied to high temperature thickness monitoring in all
industries as well as nuclear power plants.
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Abstract: Turbidity describes the cloudiness, or clarity, of a liquid. It is a principal indicator of
water quality, sensitive to any suspended solids present. Prior work has identified the lack of
low-cost turbidity monitoring as a significant hurdle to overcome to improve water quality in many
domains, especially in the developing world. Low-cost hand-held benchtop meters have been
proposed. This work adapts and verifies the technology for continuous monitoring. Lab tests show
the low-cost continuous monitor can achieve 1 nephelometric turbidity unit (NTU) accuracy in the
range 0–100 NTU and costs approximately 64 USD in components to construct. This level of accuracy
yields useful and actionable data about water quality and may be sufficient in certain applications
where cost is a primary constraint. A 38-day continuous monitoring trial, including a step change
in turbidity, showed promising results with a median error of 0.45 and 1.40 NTU for two different
monitors. However, some noise was present in the readings resulting in a standard deviation of 1.90
and 6.55 NTU, respectively. The cause was primarily attributed to ambient light and bubbles in the
piping. By controlling these noise sources, we believe the low-cost continuous turbidity monitor
could be a useful tool in multiple domains.

Keywords: turbidity; low-cost; continuous water quality monitor; water

1. Introduction

The United Nations states that high-quality drinking water is at the core of sustainable
development and is critical for socioeconomic development, healthy ecosystems, and for human
survival itself. It is vital for reducing the global burden of disease and improving the health, welfare,
and productivity of human populations. It is central to the production and preservation of a host of
benefits and services for people. Water is also at the heart of adaptation to climate change, serving as
the crucial link between the climate system, human society, and the environment [1].

Water quality monitoring is the process by which critical characteristics of water (physical,
chemical, biological) are measured. Turbidity is one of the most universal metrics of water quality.
It is a measure of the cloudiness (the inverse of clarity) of water. In watersheds, the presence of high
turbidity can be indicative of both organic and inorganic materials. In the case of organic materials,
high turbidity can indicate problems such as increased algae growth caused by fertilizer run-off.
In the case of inorganic materials, high turbidity can indicate problems such as high suspended
sediment caused by erosion during a rainstorm or water churn caused by high winds. Turbidity is a
non-specific measure and therefore alone cannot identify the root cause of water cloudiness. However,
under certain conditions, it can be used to estimate certain quantitative parameters such as stream
loading, total suspended solids, and soil loss. There is a variety of published research on the effect of
turbidity on different organisms and the implications on human drinking water [2–4].

Therefore, turbidity is a useful measure for many water resource management applications.
This monitoring can help inform decisions regarding the allocation of funds and what future actions
would be the best for a watershed. Presently, the sensors that are used are expensive, typically costing
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thousands of dollars. This causes most of the sensors to be owned by companies that communities hire
to take samples a small number of times a year. This is far from the best approach as rapid changes in
turbidity are indicative of problems. The best time to tackle these problems is right when they occur.
With current sampling frequency, these rapid changes are unlikely to be measured and extremely
unlikely to have proper actions taken to deal with the root cause of these changes. The key to efficient
and proactive water resource management is continuous and accurate monitoring. However, the cost
and complexity of deploying such monitoring systems presently limit their use. It is critical that the
cost of individual sensors be decreased to make widespread implementations of these monitoring
systems feasible. Also, it is critical that the accuracy of these sensors be high enough to provide useful
water quality data. Automated continuous sensing would allow the labor cost of water monitoring to
decrease substantially as after the initial setup, except for minor ongoing maintenance, the sensors
run continuously without human intervention. An automated sensor platform could also be used by
people with little, if any, formal training in water monitoring.

Open-source technologies have been identified as the most promising solution to this challenge [5].
As a result, some groups have begun developing their own low-cost monitoring solutions [6–9].
However, these prior works for turbidity monitoring focus on hand-held meters and leave continuous
monitoring for future work. Lambrou et al. [10] built a complete continuous monitoring system using
off-the-shelf sensors without addressing cost or complexity concerns. Lorena Parra et al. built a
low-cost water quality monitoring system for fish farming that contained a simple turbidity sensor [11].
Kofi Sarpong Adu-Manu et al. [12] broadly review methods for water quality monitoring focusing on
technologically advanced methods employing wireless sensor networks. In this paper, we present the
development of a low-cost continuous turbidity sensor. Our goal is a sensor that could be used in both
watershed and drinking water continuous monitoring applications.

2. Related Work

Standard laboratory methods to measure turbidity are well understood and the most commonly
used standard is maintained as method 180.1 by the U.S. EPA [13]. This method specifies a tungsten
lamp illuminating a sample from not more than 10 cm away with a photo-electric detector oriented
90◦ from the source. This method is specified from 0–40 nephelometric turbidity units (NTU) with
instrument sensitivity of at least 0.02 NTU in water under 1.0 NTU. The NTU units themselves are
defined by the response of the nephelometric sensor to known standards. There is no mathematical
definition of NTU.

There are at least four other standards for measuring turbidity using nephelometry (ISO 7027,
GLI Method 2, Hatch Method 101033, and Standard Methods 2130B) [14]. These variants specify
different light sources and detector arrangements. However, none of these standard methods lend
themselves to low-cost continuous water quality monitoring. In this work, we follow the general
approach of using a light source with a detector located at 90◦ built using only commonly available
electronic components, 3D printable structures, and open-source software with the goal of determining
if such a low-cost sensor could be suitable for continuous water quality monitoring applications.

To our knowledge, Christopher Kelly and his team proposed the first low-cost turbidity sensor [8].
This project represents the first publicly available peer-reviewed characterization of an affordable
nephelometric turbidimeter. The team set out to create a battery-powered, high accuracy turbidity
meter for drinking water monitoring in low-resource communities. This goal required a few design
constraints that they set out to meet: run on a single set of batteries for weeks to months of regular use,
a high measurement accuracy, and the ability to differentiate small changes in turbidity especially over
the range of 0–10 NTU, the sensor must have all of its parts documented and be able to be made by
non-experts who want to create their own version of the sensor.

The developed system is a cuvette-based turbidity meter using a single near infrared light emitting
diode and a TSL230R light-to-frequency sensor set at 90◦ apart in a single beam design. This is where
there are a single LED emitter and a single receiver perpendicular to the light beam from the LED.

94



Sensors 2019, 19, 3039

The receiver converts light intensity to a signal that can be read by a microcontroller. The theory behind
this design is that the clearer the solution, the more light that makes it straight through the solution.
The more turbid the solution, the more light that is reflected perpendicular to the light beam. The meter
does not store the data but rather displays it on a LED display for manual recording. Using turbidity
standards created using cutting oil and water, the team tested a known turbidity meter next to the
created turbidity sensor and measured the readings from both. This data was used to create four
calibration curves (each for a different range) that are used to convert the light-to-frequency sensor
output from the created turbidity meter to the turbidity reported by the commercial sensor.

The study showed the created turbidity meter had an accuracy within 3% of the commercial
sensor or 0.3 NTU whichever is larger over the range of 0.02 NTU to 1100 NTU. They reported that in
8 trials results were within 0.01 NTU for the four turbidity standards under 0.5 NTU. These results
support the notion that a low-cost turbidity meter is a possibility; however, more tests to evaluate
and verify these results are needed. The proposed next steps as of when the paper was written were
to account for thermal fluctuation effects on the turbidity of a solution, minimizing the light leakage
into the sensor housing through the external casing, investigating the use of GSM data transmission,
and investigating an inline immersible version of the turbidity meter.

Closely related is the optical sensor for sea quality monitoring by Filippo Attivissimo et al. [9].
This sensor is designed to take in situ continuous measurements of chlorophyll fluorescence and
turbidity. The sensor has a blue LED, red LED, and photodiode evenly spaced surrounding the
water sample. It achieves high sensitivity by using a numeric lock-in amplifier. Preliminary turbidity
measurements were made using a solution of milled flour in seawater. Although promising, the results
were limited, and the precision of the turbidity measurement was not presented.

Optical fibers can also by employed in the measurement of turbidity and to detect specific
organic molecules [15]. Ahmad Fairuz Bin Omar and Mohd Zubir Bin MatJafri present a good
overview of the optical properties important for turbidity measurement and a design of an optical
fiber turbidimeter [16]. While their design provides laboratory support for the device, the authors state
that continued development is needed before it is appropriate for field measurements.

Kevin Murpty et al. also developed a low-cost autonomous optical sensor for water quality
monitoring [17]. The device is similar to commercially available turbidity sondes. It contains five color
LEDs and a photodiode in a cylindrical sensor body to enable spectral analysis of water quality by
submerging the device. Laboratory tests and a field deployment verified the operation of the device.
The measurements had high correlation with a commercial turbidity sonde. The system component
cost was approximately e650 which is significantly higher than other low-cost systems proposed
by others.

3. Appliance Sensors

As a first step to the development of a low-cost continuous turbidity sensor, we evaluated existing
commercial low-cost appliance turbidity sensors. These sensors are used in dishwasher and clothes
washing machines typically to determine when the contents of the appliance are clean. It was hoped
that they would be able to sufficiently determine differences in water clarity to provide useful data for
water management applications. Three different turbidity sensors from Amphenol were tested (TST-10,
TSD-10, and TSW-10) pictured in Figure 1. All models contain an LED emitter and a phototransistor
oriented directly across (180◦) from the LED. The output is proportional to the amount of light traveling
through the sample and arriving at the phototransistor instead of to the measurement of the scattered
light provided by a nephelometric meter. The primary difference between the various models is the
mechanical enclosure. The TST-10 is a flow-through design while the TSD-10 is designed to be inserted
into the water flow. Either of these could be adapted for continuous monitoring applications.
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Figure 1. Amphenol TST-10 (left) and TSD-10 (right). TSW-10 is similar to the TSD-10 (not pictured)
(images from Amphenol).

Each sensor was tested using the reference circuit specified in the datasheet [18–20] shown in
Figure 2 and recording the voltage output of the sensor using an Arduino Mega’s internal analog to
digital converter. The more light that is transmitted through the sample to the receiver the higher the
output voltage. This higher voltage means the solution is clearer which is equivalent to saying that it
has lower turbidity.

Figure 2. Amphenol (TST-10) appliance turbidity test circuit where VCC = 5 V. Other Amphenol
models use the same circuit.

To test the hardware variation between sensors, we created test solutions by adding a small
amount of cutting oil to water and tested four appliance sensors of the same model in the same
solution. Ideally, the sensors should output the same voltage in the same solution. We performed a
simple linear conversion from voltage to approximate NTU using the output curve specified in the
data sheet for each sensor. Table 1 shows the observed variation between the sensors in this experiment.
The result shows the actual variation is less than the worst-case value calculated from the curve in the
data sheet. The TST-10 performed best with 50 NTU difference; however, for most water management
applications this variation is far too large to be useful.

Table 1. Variation between the appliance sensors of the same model.

Sensor Specified Variation (NTU) Observed Variation (NTU)

TSD-10 305 162
TST-10 325 50
TSW-10 748 348

To improve accuracy, we can individually calibrate each sensor. According to the TST-10 datasheet,
the useful range of the sensor is 0–4000 NTU with a voltage differential of 2.7 V. We used tap water
(NTU ≈ 0) and recorded the sensor’s maximum voltage. The minimum voltage is specified at 4000 NTU
with output voltage 2.7 V less.

To estimate the sensor’s precision, we can use a first-order linear approximation of the output
over the full 4000 NTU range of the sensor. Therefore, the maximum resolution of the sensor using the
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Arduino’s 10-bit analog to digital converter is 7.25 NTU per analog-to-digital converter (ADC) count.
As the last bit of ADC output is typically noisy, we expect the best possible result using this approach
to be ±7.25 NTU with slightly better results under 1000 NTU and slightly worse results over 1000 NTU
due to the non-linear output of the sensor. For most water management applications, ±1 NTU is
useful, therefore, we conclude that directly connecting the sensors to the ADC cannot provide the
needed resolution for water management applications even without noise or other sources of error.

4. Validation of the Low-Cost Nephelometric Sensor

From our previous experiments with the appliance sensors and the Arduino’s ADC, we conclude
a nephelometric sensor with higher resolution ADC is necessary to achieve the precision necessary for
water management applications. To explore this design space, we first constructed a sample-based
sensor similar to the one developed by Kelley et al. [8].

This design overcomes the ADC precision by using a TAOS TSL235R light-to-frequency converter,
shown in Figure 3, to measure light intensity rather than providing an analog output. Internally the
device has a photodiode sensitive to light in the range 320 nm–1050 nm. The diode current is converted
to a square wave with 50% duty cycle where the output frequency is proportional to the light intensity.
The range of frequencies that the converter outputs are from 0–800 kHz. Using the Arduino’s onboard
Timer/Counter and Paul Stoffregen’s FreqCount library [21], we can measure the average frequency
over a short interval (e.g., 1 s) with very high accuracy and precision. This approach to measuring
light intensity results in far greater resolution than what is possible using the Arduino’s ADC. As a
result, the sensor has a much larger dynamic range yielding higher resolution readings that are no
longer strongly limited by the ADC resolution.

Figure 3. TAOS TSL235R light-to-frequency converter.

To evaluate the sensor, we constructed a simple test tube-based design that was 3D printed shown
in Figure 4. The test tube holder allowed the 100 mA IR LED and TAOS TSL234R to be mounted
securely in both 90◦ and 180◦ configurations. The IR LED was driven by an Arduino GPIO pin through
a series 1 kΩ resistor. The frequency count was read using FreqCount on an Arduino Mega 2560.

Figure 5 shows the results from several validation tests of the light-to-frequency sensor. These tests
begin without a test tube inserted (Air) and three different empty test tubes. Then we test two solutions,
distilled water (≈0 NTU) and a 126 NTU calibration solution. The figure shows a box plot of the
measured output frequency measurements for each test on the X-axis. Each frequency measurement
was generated by averaging 10 samples on the Arduino Mega and was repeated to produce 50–100
data points. From these results, we see little variation between measurements, we can clearly identify
empty test tubes with frequency around 52–54 kHz, and an empty test chamber (i.e., no test tube
inserted) with frequency around 47 kHz. The median of the 126 NTU calibration solution and distilled
water yielded 1329.2 Hz difference. A two-point linear calibration from these values suggests sensing
resolution better than 0.1 NTU per Hz may be possible (i.e., 126 NTU/1329.2 Hz = 0.095 NTU/Hz).
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Although further tests would need to be performed with more NTU standards to classify the accuracy
and ensure a linear response.

Figure 4. Circular sample holder and test circuit.

Figure 5. Light-to-frequency initial results using standard test tubes.

However, these results are promising but not as good as those reported by Kelly et al. [8].
We suspect some of the error is due to the large reflections and optical impurities in the test tube.
Because of the circular shape of the test tube, it is nearly impossible to keep the IR LED exactly
perpendicular to its surface. As a result, we decided to switch to plastic cuvettes as they are similar
but lower cost than the quartz cuvettes used by Kelly et al. [8]. Cuvettes have straight sides and are
typically used in spectrophotometry where optical clarity is important.

The housing was redesigned to have a square shape with internal walls to block any light from
getting to the receiver unless it first went through the sample as shown in Figure 6a. We tested the
sample holder with distilled water and a calibration solution. The test solutions were measured
with a calibrated Hach 2100P turbidity meter before the experiment and measured 0.39 and 86 NTU,
respectively. Figure 6b shows the observed frequency output from the light-to-frequency converter.
The median difference between the samples was 581.45 Hz. Assuming a linear response, this would
yield a resolution of 0.15 NTU per Hz (85.61 NTU/581.45 Hz). However, there is some overlap in the
measured results between the samples and the standard deviation of the samples was large at 142.2
and 254 Hz. Moreover, this resolution is slightly worse than the test-tube-based design.
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(a) (b)

(c) (d)

Figure 6. Square cuvette sample holder designs with a light-to-frequency converter at 90◦ from the
IR LED as well as the results from validation tests. (a) Initial square design. (b) Frequency output for
initial square sample holder. (c) Revised square sample holder with thicker walls and tighter fit to
cuvette. (d) Frequency output for revised square sample holder.

After investigation, we found that the cuvettes could rotate slightly in the sample holder and
that external ambient light was causing variation in the output frequency. To rectify these problems,
we revised the design to have a tighter fit to the cuvette to eliminate rotation and increased the wall
thickness to reduce the effect of external light. The revised sample holder is shown in Figure 6c.
We repeated the experiment with distilled water and our calibration solution. The results in Figure 6d
show a significant reduction in frequency at both readings and significantly reduced variation.
This result is consistent with the reduction of external light and more constant cuvette position.
Although the average frequency difference was reduced to 367 Hz (0.23 NTU per Hz), the noise was
greatly reduced with standard deviation of 12.0 and 19.0 Hz yielding statistically different readings in
all cases.

With these results, we conclude that a sample-based low-cost nephelometric turbidity sensor
using a light-to-frequency converter can provide the needed resolution needed for many water quality
monitoring applications. Additionally, our revised cuvette-based sample holder successfully reduced
variation in the readings. With further study and improvement, such as increasing LED brightness,
we believe the performance could be improved further. This general design will be used to inform the
future development of a low-cost continuous turbidity sensor.

5. Low-Cost Continuous Turbidity Sensing

From our previous experiments, we have validated that a low-cost nephelometric turbidity sensor
can meet the requirements (i.e., better than 1 NTU resolution) needed for providing useful data
for water quality monitoring applications. To provide continuous turbidity data, we will adapt the
basic sensor design for flow-through applications. Many applications, such as drinking water and
agriculture use commonly available pipes to transport water, such as PVC. In the U.S., schedule 40 and
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80 are common specifications of PVC pipe which are available in a variety of colors and importantly
for this application, clear.

Our approach to the continuous low-cost turbidity monitor is to attach an LED and a light sensor
on the outside of a clear PVC pipe segment oriented 90◦ apart in the nephelometric configuration.
In the previous tests, the separation between the LED and sensor was proportional to the width of the
cuvette, which is 10 mm. In the piped configuration, this distance will be proportional to the pipe size,
which could be several inches. Because the LED will be illuminating a much larger volume of water
through a much thicker wall, we surmise it is useful to increase the brightness. High-powered IR LEDs
(several watts) are not readily available and specialty IR LEDs are expensive. However, high-powered
white LEDs are common. As a result, we replaced the IR LED with a commonly available Cree XLamp
white LED (4000 K). To properly drive the LED, we use a commonly used constant current LED driver
(Diodes Incorporated AL8805) configured to deliver up to 500 mA of current to the LED via a PWM
control signal. This allows us to also replace the IR light-to-frequency converter with a low-cost ambient
light sensor (TSL4531). These sensors are commonly used to control display brightness and provide a
digital i2c output of light intensity as an integer value that is calibrated to lux. To support wireless
data collection, we connect the LED driver and light sensor to an ESP32 Wi-Fi-enabled microcontroller.
A diagram of the complete low-cost continuous turbidity sensing system is shown in Figure 7.

Figure 7. Low-cost continuous turbidity monitoring system diagram.

To provide consistent contact with the PVC pipe, we designed a 3D-printable mounting ring to
mechanically fix the LED and sensor to the pipe. Different pipe diameters can be accommodated by
adjusting the dimensions of the mounting ring. Figure 8 shows a rendering of (a) our initial design and
(b) revised mounting ring. With the initial design, the LED and ambient light detector were mounted
to a small PCB and glued to the mounting ring. Because the PCB used through-hole connections,
solder joins on the bottom of the PCB caused an uneven fit with the ring. This mechanical ring was
also narrow (1 inch) and allowed ambient light to reach the light sensor. As a result, the design was
revised to include PCB standoffs, recessed areas to accommodate solder joints, screw holes were added
to the ring, and the height of the ring increased to block more ambient light. The mounting ring was
sized to tightly fit over a section of 2-inch schedule 40 clear PVC pipe and printed in black ABS on an
Ultimaker 2+ 3D printer. Black was selected to minimize reflected light in the device. Although we did
not characterize this effect, we tested other colors and found black to have the lowest light level with
the LED on. This suggests that reflections are minimized as desired.
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(a) (b)

Figure 8. Nephelometric sensor mounts for clear pipes. (a) Initial design. (b) Revised design including
PCB mounts and reduced ambient light.

The approximate unit component cost of the completed sensor is 64 USD. The component costs
are shown in Table 2. This makes the low-cost continuous turbidity monitor more expensive than
the affordable open-source turbidimeter ($25–$35) by Kelley et al. [8]. However, much of the cost
difference is due to the WiFi microcontroller and printed circuit boards which add significant value
by providing wireless communication and improved reliability over a breadboard circuit. This also
compares favorably to commercial turbidity probes for water quality from manufacturers such as
YSI, In situ, and Eureka where prices range from $1000 to $5000, depending on the specific model.
Even compared to the low-cost autonomous optical sensor by Murphy et al. at e650 [17], we see a
significant reduction in cost.

Table 2. Unit component cost of the prototype sensor.

Component Approximate Cost (USD)

ESP32 microcontroller 20
TSL4531 light sensor 1
XLamp MX-6 LED (2) 2
Printed circuit boards 10
PVC pipe 2 in × 12 in 16

Black ABS filament (83 g) 5
Miscellaneous components 10

Total 64

5.1. Laboratory Calibration

Four low-cost continuous turbidity monitors were constructed and tested over the range of
0–100 NTU to explore the variation that exists in the different devices made from the same components.
The devices are labeled with the last two digits of their ESP32 WiFi MAC address. For calibration,
the devices were oriented vertically over a short section of clear PVC pipe with silicone caulk securing
the mounting ring to the pipe and a Qwik Cap sealing the bottom as shown in Figure 9. Test solutions
were added to fill the PVC pipe and a cover was placed over the top to block ambient light.
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Figure 9. Sensor 18 configured for laboratory calibration.

The test solutions were created by diluting a 4000 NTU formazin standard with deionized water
(≈0.20 NTU) to produce solutions with values of (0.20, 5, 20, 40, and 100 NTU) [22]. The test solutions
were made, and the devices were filled with deionized water and allowed to collect data for 12 h.
This allowed the components and test solutions to reach a constant temperature and any air bubbles
to dissipate. The devices were rinsed thoroughly with deionized water between different samples to
clean any residual sample out of the pipe. Each of the samples was tested in each device for at least
10 min where the light intensity at 90-degrees, 180-degrees and the dark reading (90-degree sensor
reading without the LED on) was measured every 6 s during the sampling interval. If more than 100
samples were collected for a given test solution, only the middle 100 samples were used in the analysis.
Manual turbidity readings were also made of the test sample every 2 min using a Hach 2100P turbidity
meter. This was done as a single reading from the meter can vary. We do not believe that the standards
degraded during the testing.

After the laboratory sampling was complete, the data from each device was fit to a model of
the form:

NTU = c1 × d0 + c2 × d90 + c3 × d180 + ε (1)

where d0 is the light intensity at 90 degrees from the LED with the LED off in lux, d90 is the light
intensity with the LED on at 90 degrees from the LED in lux, d180 is the light intensity with the LED
on at 180 degrees from the LED in lux, and ε is the y-intercept. These values were computed using
ordinary least squares linear regression comparing the predicted NTU to the average manual NTU
reading of the sample. Models were generated for each device individually in addition to a combined
model using data from all the devices. To explore the impact of each sensor (90 degrees and 180 degrees
from the LED), models were generated with each sensor individually as well as both of the sensors.
Table 3 shows all computed model parameters, the R2 measure, and variance (σ2) of the residual.
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Table 3. Individual and combined model parameters, R2, and residual variance (σ2) for using the 90-
and 180-degree sensors, only the 90 degree, and only the 180 degree sensor respectively. The units of
c1, c2 and c3 are NTU/lux. The unit of ε and σ2 are NTU and NTU2 respectively.

Device Sensor (s) c1 c2 c3 ε R2 σ2

Device 18 d90, d180 −0.2956 0.1608 −0.0046 41.2997 1.0000 0.0093
Device 18 d90 −0.2970 0.2088 0.0000 −16.0266 0.9999 0.0316
Device 18 d180 −0.3372 0.0000 −0.0200 232.7049 0.9989 0.2582

Device 8C d90, d180 0.1112 0.2313 0.0018 −38.2779 0.9998 0.2446
Device 8C d90 0.1055 0.2136 0.0000 −15.4716 0.9998 0.2570
Device 8C d180 0.3477 0.0000 −0.0212 259.3874 0.9984 2.3556

Device 94 d90, d180 −0.0995 0.3770 0.0117 −174.0959 0.9996 0.5432
Device 94 d90 −1.1277 0.2398 0.0000 −17.6853 0.9993 1.0413
Device 94 d180 −2.5629 0.0000 −0.0204 254.4228 0.9972 4.2926

Device B8 d90, d180 −0.5757 0.3274 0.0059 −100.8465 0.9999 0.1515
Device B8 d90 −0.9409 0.2537 0.0000 −21.2899 0.9997 0.4269
Device B8 d180 −1.9002 0.0000 −0.0201 251.4739 0.9957 5.5707

Combined d90, d180 1.6055 0.2252 −0.0003 −13.6549 0.9934 8.0515
Combined d90 1.6541 0.2286 0.0000 −17.8185 0.9934 8.0627
Combined d180 1.2328 0.0000 −0.0202 246.3589 0.9558 53.9348

The value of c2 is expected to be positive as more light reflected at 90 degrees would be more
indicative of a turbid solution and all the models follow this. The value of c3 is expected to be negative
as the more turbid the solution, the less light that would pass straight through it to reach the d180 sensor.
Device 8C, 94, and B8’s models including both sensors (d90, d180) do not follow this expectation and
have a reduced magnitude, suggesting the d180 sensor provides inconsistent data in this NTU range.

From these results, we see that in general, the computed model fits the data well for the d90 and
d180 as well as the d90 only device-specific models. The variance using both sensors was slightly smaller,
suggesting that the d180 sensor does provide some information when used with the d90 sensor. The d180

only models have significantly larger variance when compared to the other models. The combined
model also has variance that is more than an order of magnitude larger, even with both sensors,
indicating there is variation between devices. This variation could be caused by the mechanical
assembly construction, different brightness of the LED resulting from manufacturing differences in the
LED itself or LED driver circuit, and manufacturing differences that impact the clarity of the PVC pipe.
The idea of device-specific calibration is not unique to low-cost sensing. It is widely used in many
manufacturing processes to compensate for errors caused by real-world manufacturing constraints
without having to determine each source of variance. As a result, we omit the combined model from
further analysis.

To visually explore the results, Figure 10 shows several plots for the predicted NTU vs. measured
NTU using the low-cost turbidity monitor. Each row presents results from a specific device while
each column shows increasing NTU ranges. Missing plots result from not testing every sample on
every device. The results with only the 180-degree sensor are omitted for clarity as this case performed
significantly worse than the others. If the model were to produce the exact same value as the measured
readings, the points would fall on the dotted diagonal line. The further the points fall from the diagonal
line the larger the error of the prediction. For example, the B8 device model can predict the NTU
readings for all the samples within about ±1.0 NTU. The B8 model overpredicts the NTU for the 38 to
40 NTU sample and underpredicts the NTU for the 20 to 22 NTU sample. The diagonal line bisects the
plotted points for the 0 to 1 NTU sample and the 95 to 100 NTU standard, suggesting that the model,
on average, predicts these cases well.
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Figure 10. Predicted NTU vs. measured NTU for the individual models on the 5 tested NTU ranges.

To better understand these results, Figure 11 shows the cumulative distribution function (CDF) of
the absolute value of the residual using the computed models. The residual is the difference between the
estimated value and measured value computed individually for both sensor configurations. The range
is limited to (0, 1) for clarity. Residuals from all device-specific models are combined in the final “All
Devices” plot. The d180 model is not shown because it performed significantly worse than the others.
We see the devices perform similarly with most of the residuals less than 1 NTU. Device 18 does the
best and 94 does the worst while 8C and B8 are in the middle. For all devices, with both sensors,
the median residual was −0.0032 NTU with a standard deviation of 0.4870 NTU.

Figure 12 shows the CDF of the combined absolute value of the residuals from all device-specific
models at each tested NTU range. This confirms that the device can be used over this whole range with
consistent performance. However, this uniformity is mostly a result of performing linear regression
with an equal number of data points (100) in each range. By oversampling any particular NTU range,
the generated model would produce a better fit in that range at the expense of performance in the
other ranges. This could be useful in certain applications to better detect small variations from an
expected turbidity value.
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Figure 11. Cumulative distribution function of the absolute value of the residual by device.

Figure 12. Cumulative distribution function of the absolute value of the residual by NTU range.

These results show that with device-specific calibration the device will achieve accuracy closer to
1.0 NTU than our goal of 0.10 NTU over the range of 0–100 NTU. However, since the median residual
was near zero, averaging multiple samples could reduce noise to approach this goal. This dataset did
not have enough samples to fully investigate this question, so we will explore this in the next section.

5.2. Pumped Tank Test

Having calibrated and explored the performance of the low-cost continuous turbidity monitor in
a laboratory setting, we now move to a simulated real-world test. For this test, we used a 1000-gallon
water tank and a 1000 GPH pool pump to circulate the water. To explore if the device should be on
the pump inlet or outlet, we installed a device on both. Device B8 was installed on the pump inlet
and device 94 was installed on the pump outlet. Figure 13 shows a diagram of the pumped tank test.
The sensors were installed using three-foot pipe segments between the tank and the pump.

Pump

Water Tank

Inlet Sensor [B8]

Outlet Sensor [94]

3 ft 3 ft

Figure 13. Diagram of pumped tank test.

The tank was filled with fresh drinking-quality water and manual turbidity measurements were
made daily with the Hatch 2100P turbidimeter. These measurements were linearly interpolated
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between samples to produce a continuous turbidity value in the tank for analysis. The low-cost
continuous turbidity monitor readings were made once every 6 s. Timestamps for each sample were
recorded by the device and the clock was synchronized with a public NTP server at the start of the
experiment. The timestamp and raw sensor values were then transmitted over a WiFi network to a
database for storage. For analysis, the raw sensor values were linearly interpolated to a constant 1 Hz
rate and a 20-min moving average of 1200 samples at 1 Hz containing about 200 raw samples was
computed over 5-min periods, resulting in 288 samples per day. We chose these values to reduce the
amount of data as we expect turbidity to change relatively slowly and simultaneously reduce sensor
noise by averaging multiple readings. Experimentally we found that averaging over 1-min periods (10
raw samples) was sufficient to eliminate most of the sensor noise but we elected to use longer periods
in our analysis to produce the desired sample rate.

The filtered sensor readings were then used in the device-specific laboratory models (Table 3)
to estimate the NTU reading in the tank. A small offset was present at installation, so we adjusted
each device’s ε parameter after making the first manual reading to remove this error. Shortly after the
installation, device 94 failed and the LED and light sensor was replaced with the components from
device 18. Data is reported as device 94; however, the model generated by device 18 is used to predict
NTU. Figure 14 shows results for 38 days of measurements. During two intervals between days 5
and 7, the data collection failed, and no samples were recorded. For analysis, the missing data were
linearly interpolated between the available samples.

Figure 14. Pumped tank low-cost continuous turbidity monitor predictions from the pump inlet (p_in)
and outlet (p_out) and manual measurements from a hand-held turbidimeter showing all collected
data (days 0 through 37).

Initially, through day 5, the sensor on the outlet had significant noise. On day 6 we discovered
that bubbles were present in the pipes near the outlet sensor and we purged the air from the pipes.
On day 9 we discovered that a small hole was allowing air into the pipes. We sealed the hole and
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both sensors showed significantly reduced noise after this. In sealing the hole, we repositioned the
outlet sensor, which caused an offset in the readings. At day 20 there was another air leak that caused
a significant error and was sealed by day 22.

To investigate the response of the sensor to changing turbidity, we continued our measurements
and added one quarter cup of Coffee Mate® powdered coffee creamer to the 1000-gallon tank on day
23 at the pump inlet. This quickly increased the tank turbidity to about 8 NTU. The inlet sensor closely
tracked this change demonstrating the impulse response of the sensor. On day 27 both sensors NTU
reading begin increasing and we discovered the patch to the pipe had failed. We let this continue until
day 32 when it was patched again.

The median residual and standard deviation for the inlet and outlet low-cost continuous turbidity
monitors over the entire test were −0.4507, 1.9063 NTU and 1.3997, 6.5511 NTU, respectively.
The cumulative distribution function of the absolute value of the residual shows that overall only
slightly more than 50% of the predictions are within 1 NTU as expected from the laboratory tests even
with the better performing inlet monitor. However, the large errors resulted from air in the pipes.
When no air was present on days 15 through 17, the median residual and standard deviation was
−0.1881, 0.2643 NTU and 0.2266, 0.1138 NTU respectively and all of the predictions were within 1 NTU
with 80% of them being within 0.5 NTU.

Comparing the inlet and outlet monitors in the presence of bubbles on days 20 and 27, we see the
inlet is much less sensitive to the presence of bubbles. We speculate that by going through the pump,
the relatively large bubbles passing through the inlet monitor were broken up into many more small
bubbles before passing through the outlet monitor. This resulted in a correspondingly larger estimated
turbidity on the outlet monitor.

Both sensors showed patterns of daily periodic errors. These patterns are more apparent when
examining the relatively stable period between days 15 through 17, shown in Figure 15. On this plot
we added the measured solar radiation (W/m2) from a nearby weather station for reference. The inlet
sensor has a more negative residual during the day while the outlet sensor has a more positive residual
and the Pearson correlation coefficients between the residual and the solar radiation was −0.58 and
0.17 respectively. To explain the difference in sign, we reexamine the model parameters from Table 3
and recall that the parameter c3 has the opposite sign between these two devices. Furthermore, the
absolute value of the parameter is larger for the inlet device. This parameter corresponds to the
180 degree sensor. As a result, we conclude that this phenomenon is almost certainly caused by
ambient light. While both sensors and devices were affected, the 180 degree sensor on device B8 was
the most sensitive to ambient light. The position of the devices in the test also contributed to these
differences. Because our laboratory experiments were taken in relatively dark conditions, the model
did not properly account for the influence of ambient light even with the dark term in the model.

107



Sensors 2019, 19, 3039

Figure 15. Pumped tank low-cost continuous turbidity monitor predictions from the pump inlet
(p_in) and outlet (p_out) and manual measurements from a hand-held turbidimeter showing days 15
through 17.

5.3. Discussion

In this section, we describe the creation of a low-cost continuous nephelometric turbidity monitor
built using commonly available components. The turbidity monitor is designed to fit over a short
section of clear PVC pipe. This approach reduces the mechanical complexity of the system since no
sensing components are ever in direct contact with water.

Laboratory experiments demonstrated the model was able to reliably estimate turbidity within
1 NTU with some noise present in the readings. Since the median residual was near 0, averaging multiple
readings could approach our goal of 0.1 NTU resolution under well-controlled conditions.

The pumped tank test demonstrated that the sensor can continuously predict turbidity installed
either on the inlet and outlet of a pump. However, the inlet sensor had better impulse response to
a turbidity change. The inlet sensor showed more interference from ambient light, but we attribute
this to sensor positioning and not an artifact of the pump position. The outlet of the pump was more
affected by bubbles, this was attributed to the fact the pump formed some bubbles during operation.
These bubbles likely dissipated when they reached the tank resulting in the inlet sensor not seeing the
same level of bubbles. Overall, neither sensor achieved the same accuracy as in the lab experiment,
even with averaging many sensor readings. However, on days 15–17 when no air was present,
the performance of both sensors was equal to the lab experiments. By eliminating ambient light and
bubbles we believe this level of performance can be maintained over longer periods. Furthermore,
even at the current level of performance, many applications could benefit from low-cost continuous
turbidity monitoring by detecting larger changes in turbidity (e.g., >1 NTU). Results from the last days
of the experiment showed a significant offset was present suggesting that periodic calibration may be
required. We plan to explore the long-term stability of the low-cost continuous turbidity monitor in
future work.
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6. Conclusions and Future Work

In this paper, we explored the development of a low-cost continuous turbidity monitor. We began
by evaluating readily available appliance turbidity sensors. While inexpensive, in our tests they do not
have the required accuracy for water quality monitoring applications. They were also prone to a large
amount of noise and are difficult to precisely calibrate. Examining prior work on low-cost turbidity
sensors, we verified that accurate low-cost sample-based turbidity sensors can be constructed. In our
tests, the main source of error was the imprecision of the sample holder (Cuvette or Test Tube) in the
sensor apparatus. Using this design as a starting point, we adapted the sensor for use in piped-water
applications. Lab tests verified that with individual calibration, accuracy better than 1 NTU is possible
over the range 0–100 NTU. A 38-day long experiment was performed with the low-cost continuous
turbidity monitor in a piped-water application. The monitor showed more error than in the lab
experiments, yielding ≈5 NTU accuracy and good response to changes in turbidity. The primary
source of error was attributed to bubbles in the liquid and ambient light. This may be sufficient for
some continuous monitoring applications. For other applications where higher accuracy is needed,
we believe that by reducing ambient light on the sensor and eliminating all air from in the pipes will
yield accuracy better than 1 NTU. Like all other turbidity sensors, periodic calibration is necessary to
maintain the accuracy of the low-cost continuous turbidity monitor.

As we found that device-specific calibration significantly improves performance, a simpler way
to calibrate the sensor is recommended as lab-made turbidity standards are not commonly available
by citizen scientists. There are other processed liquids that have consistent turbidity such as apple
juice and tea which could be used for calibration. A validated procedure to calibrate the sensor with
these liquids could be developed. We also plan longer trials to verify the long-term behavior of the
low-cost continuous turbidity monitor. One long-term concern is if and when to remove and clean the
clear PVC section. Since PVC can develop a static charge, contaminants may be attracted to the clear
pipe segment. It is not clear if the pumped liquid is sufficient to remove these contaminants. We plan
to redesign the mounting ring to simplify removal for inspection and cleaning.
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