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The performance of ships in wave and wind has been studied for a long time,
and an empirical model is formulated in [15] by various CFD simulations, which are
shown as follows.

RT
t = RC + �Rwave

t + �Rwind
t (5.1)

�Rwave
t = 1

L · ρwater · g · h2
t · B2

int · C D.wat (τt , θt ) (5.2)

�Rwind
t = 1

2
· ρair · Sint · C D.air ·

[(
vc

t + vwind
t cosθt

)2

−(
vc

t

)2

]
(5.3)

vt = c2

√
RC

RT
t

· vc
t (5.4)

where RT
t is the total resistance; RC is the resistance of calm water; �Rwave

t ,�Rwind
t

are the added resistances of wave and wind; L is the ship length; ρwater is the density
of water; g is the acceleration of gravity; ht is the wave height; Bint is the breath of ship
intersection; C D.wat (τt , θt ) is the added resistance coefficient, which is determined
by wave-length τt and weather direction θt ; ρair is the density of air; Sint is the area
of ship intersection; C D.air is the air drag coefficient; vwind

t is the wind speed; vc
t and

vt are the cruising speed in calm water and wave/wind, respectively.
From the above Eqs. (5.1)–(5.4), there are four main decision variables to calculate

the speed loss, i.e., wave height denoted as ht , wavelength denoted as τt , wind speed
vwind

t and the weather direction θt . It should be noted that the weather direction
is defined as the angle between the wind and the ship sailing direction. Since the
wave has a similar direction with the wind, weather direction is used to indicate the
influence of wave and wind.

Reference [15] has comprehensively studied the speed performance in wave and
wind, and gives some fitting curves to calculate C D.wat under different weather direc-
tion (under B.N. 6), shown as Fig. 5.4. We can see this coefficient differs from each
other when the weather direction changes.

With the above model, the speed loss under uncertain waves and wind can be
predicted. Then in the energy management model, the speed loss can be considered
in the voyage scheduling, and the propulsion system can response to the speed loss
and ensures the punctuality of the ship’s navigation.

5.2.2 Adverse Weather Conditions

Adverse weather conditions are those scenarios or areas which are not suitable for
navigation [16, 17], and the ships should avoid this type of area for safety. Adverse
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Fig. 5.4 Fitting curves to calculate added resistance of wave. Reprinted from [15], with permission
from Elsevier

weather conditions generally include the typhoon or strong ocean current and the
following Fig. 5.5 shows the influence of adverse weather conditions on the ship’s
navigation.

In Fig. 5.5, the primary navigation route is from Singapore to Inchon. The red
dash line is the conventional navigation route from Singapore to Inchon due to the
shortest distance. However, under pre-voyage weather forecasting, this navigation
route is under the influence of a typhoon. Based on this information, the first stage
chooses another navigation route (blue dash line) to keep away from the typhoon.
In real-time navigation (second stage), the forecasting trajectory of typhoons may
change to the black line, and the navigation route obtained in the first stage may
still under the influences of typhoons. In this case, the second stage will modify the
navigation route and the corresponding cruising speeds as the purple dash line for
safe sailing.

From above, the uncertainties of adverse weather conditions come from the
weather forecasting error, and the navigation route changes led by the adverse weather
conditions will have different energy requirements on the ship power system.
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: Typhoon territory

: Pre-voyage forecasting trajectory

: First stage navigation route
: Second stage navigation route

: Conventional navigation route
: Intra-voyage forecasting trajectory

Fig. 5.5 Adverse weather conditions and the two-stage adjustment

5.2.3 Calls-for-Service Uncertainties

The former two types of uncertainties mainly influence the operation of ships and
will bring delays to the destination, which brings calls-for service uncertainties to
the seaport or other service facilities, such as islands or ocean platforms.

Generally, the services provided to the ships are classified as (1) the logistic
services, i.e., cargo handling, and (2) the electric service, i.e., cold-ironing. Since the
ships may not arrive on time for different reasons, as stated above, all the services
may be delayed. Figure 5.6 shows the influences of calls-for-service uncertainties.

From above, the calls-for-service delays led to different power demand curves,
which require different energy schemes. There are two main types of power demand
changes, i.e., service delay and service accumulation. The service delay will not
change the shape of power demand but only delays them, like the cold ironing power.
The other type is the service accumulation, like cargo handling. This type of service
has a constant total service workload, and if the service is delayed and the service
will accumulate to increase the maximal power demand.
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Fig. 5.6 Influences of calls-for-service

5.3 Energy Source Uncertainties

5.3.1 Renewable Energy Uncertainties

Nowadays, environmental issues have been the major concern from the globe, and
renewable energy is gradually widely spread in the maritime grids, as we have
stated in Chap. 1. However, renewable energy generally has high intermittency and
a specified energy management method should accommodate this uncertainty. The
following Fig. 5.7 gives a typical wind speed pattern.

The wind speed pattern can be depicted as a spectrum, and a high value indicates
a high variation in that timescale [18]. In Fig. 5.7, the first peak is in the timescale of
minutes, and the sites with high average wind speed tend to have a lower peak. This
variation, referred to as the short-term variation, has been mitigated by many control
strategies [19–21]. In the timescale of more than one day (Macro-meteorological
range), there are three peaks, (1) Diurnal pattern, or named as the day-night pattern,
which is led by the temperature difference between day and night; (2) depressions
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Fig. 5.7 Wind speed patterns. Reprinted from [18], open access

and anti-cyclones, and this phenomenon is more distinct in oceanic than continental
regions.; (3) annual pattern, varies with the degree of latitude and vanishes close to
the equator. In the following Fig. 5.8a, b, the power outputs of different wind turbines
in a day and different seasons are shown.

From the above figure, we can see significant variations by different wind turbines
and different seasons. As for the photovoltaic energy, the variations by different
modules and different seasons are shown in the following Fig. 5.9a, b.

As above, the power outputs of the wind farm and photovoltaic farm are highly
fluctuating, and even after deliberate forecasting, the error is still inevitable. Table 5.2
gives the forecasting error of renewable energy through various methods. The root-
mean-square error (RMSE) are around 1–5%, which should be considered in the
energy management of maritime grids.

5.3.2 Main Grid Uncertainties

The maritime grids can be mainly operated in (1) grid-connected mode; and (2)
isolated mode. Two modes are shiftable for most of the maritime grids. For example,
the ships are in isolated mode when sailing, and are in grid-connected mode when
receiving the cold-ironing power from the seaport. For a seaport, it can also operate
in isolated mode when having enough generators or renewable energy integration.

When in grid-connected mode, the main grid is generally the main energy source
of maritime grids. However, there will be many uncertain failures that happened in
the main grid and even cause a loss of power. The maritime grids generally don’t
have a strong network structure, and therefore an energy management method with
considering the main grid failure is essential for the safety of maritime grids [26].

Besides, the main grid and the maritime grid maybe not under the same admin-
istrator, and the maritime grid should purchase electricity from the main grid, and
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(a) Power outputs by different wind turbines 
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Fig. 5.8 Power outputs of different wind turbines and in different seasons

the electricity prices also have uncertainties. The maritime grid should aggregate the
total power demand and negotiate the price with the main grid. The price may change
in every round of negotiation [27], which also brings the main grid uncertainties.

5.3.3 Equipment Uncertainties

The equipment uncertainties in maritime grids come from two aspects: (1) the equip-
ment failure; and (2) the scheduled maintenance. Their difference is the equipment
failure may happen unattended but the latter one is planned.

For the equipment failure, the energy management system of maritime grids has
to make enough power reserve for each severe scenario [8]. In [28, 29], to avoid
the influence of the onboard generator’s failure, the generation system have reserved
a certain part of capacity, which are the same in ships and seaports. For a seaport,
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Fig. 5.9 Power outputs of different photovoltaic modules and in different seasons

Table 5.2 Forecasting error by different methods

Methods Renewable energy Timescale Error (%) References

f-ARIMA Wind Day-ahead 5.35 [22]

ANN Wind Day-ahead 1.32–1.56 [23]

SVM PV 120 h 1.21 [24]

ARIMA PV 1~39 h 21 [25]

the power reserve ratio can be lower since the main grid can provide enough power
with high reliability, but the within generators still need to be standby for uncertain
failure.

For the scheduled maintenance, the equipment out of service is known in advance,
and the energy management system can make necessary adjustments. For example,
when a generator in a seaport is planned to be in maintenance, the administrator of
the seaport will give a new energy plan to the upper main grid to purchase more
electricity [27].
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5.4 Data-Driven Optimization with Uncertainties

5.4.1 General Model

The main types of uncertainties in the operation of maritime grids are illustrated as
above. To ensure the safety and reliability of maritime grids, considering the above
uncertainties in energy management is necessary. Nowadays, stochastic optimiza-
tion [30–32] and robust optimization [32–34] are two main types to address the
uncertainties, which are shown as following Eqs. (5.5) and (5.6), respectively.

min
x∈X

g(x) + E

(
min

y∈Y (x,ξ)
f (y)

)
(5.5)

min
x∈X

g(x) + max
ξ∈U

(
min

y∈Y (x,ξ)
f (y)

)
(5.6)

In stochastic optimization (Eq. (5.5)), x is the first stage decision variables which
are not determined by uncertainties; X is the feasible region of x ; g(x) is the objective
function of the first stage; ξ is the uncertain variables, and Y (x, ξ) is the feasible
region of y determined by x and ξ ; f (y) is the objective function of the second
stage; E(·) is the expectation. In this model, the uncertain variable ξ is depicted
by the probability distribution, such as the probability distribution of equipment
failure, or the probability distribution of renewable energy output, and so on. Then
stochastic optimization seeks the optimal solution within the feasible region defined
by the probability distributions.

In robust optimization (Eq. (5.6)), the main difference is the uncertain variable
ξ is described by the uncertainty set U , including the upper/lower limits and the
uncertainty budget, which mainly has polyhedral models [35] and ellipsoid models
[36]. Then robust optimization seeks the optimal solution in the worst case in the
defined uncertainty set and brings conservatism. With above, the primary problem
of the uncertainty modeling is how to determine the feasible regions, such as the
probability distributions in stochastic optimization and the uncertainty set in robust
optimization.

As above, how to get the range of uncertain variables, i.e., the probability distri-
bution function or the uncertainty set of ξ , is the basic problem of the optimization
model. Nowadays, with the development of measurement and communication tech-
nology, more operating data can be transmitted and stored in the control center in
real-time. How to use this type of massive data to model the feasible region of
uncertainty has become a hot topic, and various methods have been proposed.
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5.4.2 Data-Driven Stochastic Modeling

Stochastic modeling is to get the probability distribution functions of uncertain
variables, and there are three types in general, (1) the non-parametric probability
modeling; and (2) stochastic process modeling and (3) artificial intelligence methods.

The non-parametric probability modeling method directly extracts features from
the original dataset and doesn’t limit the probabilistic distribution prototype [37], thus
may have higher accuracy when having limited knowledge on the dataset character-
istics. Based on the diffusion-based density method, [38] proposes a non-parametric
probabilistic model for wind speed. Later on, [39] proposes a model for wind speed
combined the non-parametric probability modeling and auto-regression modeling.
Then based on the non-parametric probability modeling, [40] formulates a proba-
bilistic optimal economy dispatch model for a renewable integrated microgrid, and
the case study proves the proposed method can improve the economic behaviors
during uncertainties.

The basic idea of stochastic process modeling is to use a series of simple
kernel functions to fit the complex function [41]. Based on different basis func-
tions, stochastic process modeling has many representatives. The autoregression and
moving average (ARMA) method is one of them and has been utilized in renewable
power prediction, and power demand prediction [22, 25]. To reduce the dimension of
the dataset, many reduction algorithms are implemented. Based on Karhunen-Loeve
expansion, a time-space modeling method for renewable energy is proposed in [42,
43]. Then [44] proposes a solution method for this uncertainty modeling, and shows
a lower computational burden with acceptable accuracy.

Compared with the above two types, the methods based on artificial intelligence
has stronger data mining ability. The uncertain set can be directly modeled and no
necessary to follow the conventional process of “probability distribution formulation-
sampling-scenario reduction”. Until now, various methods, such as the generative
adversarial network (GAN) [45], recurrent neural network (RNN) [46], extreme
learning machine (ELM) [47], are implemented to provide uncertain set by massive
original dataset.

5.4.3 Data-Driven Robust Modeling

Robust modeling is to get the set of uncertain variables, and there are also three types
in general, (1) the polyhedral set; and (2) the ellipsoid set and (3) the uncertain set
based on scenarios.

The polyhedral set is the most commonly used uncertainty set for robust modeling,
which is based on a series of upper and lower limits, shown as Eq. (5.7).

U =
{
ξt |ξ ≤ ξt ≤ ξ̄ ,∀t ∈ T

}
(5.7)
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where ξ and ξ̄ are the lower and upper limits of ξt . If the uncertainty series follows the
Markov law, the lower and upper limits may become ξ = ξ

t
(ξt−1) and ξ̄ = ξ̄t (ξt−1).

To limit the range of uncertain variables, uncertainty budget constraints may be
added, shown as Eq. (5.8).

η ≤
∑

t
ξt

/
μ · |T | ≤ η̄ (5.8)

where μ is the expectation of ξ ; and η, η̄ are the lower and upper budgets of uncertain
variable ξ . The uncertainty budget is used to limit the dramatic changes and reduce
the conservatism of the robust model.

The second type is the ellipsoid set, which aims to solve the inconsistent
characteristic at the boundary of the uncertain set. A general form is shown in Eqn.

U =
{

ξt

∣∣∣∣∣(ξ − μ)T ·
−1∑

(ξ − μ) ≤ Γ

}
(5.9)

where μ is the expectation of ξ ; and
∑

is the correlation matrix of ξ . Li et al.
[48] use the ellipsoid set to model the uncertainties, and find the ellipsoid set can
better represent the uncertainty when approaching the boundary. Kumar and Yildirim
[49] proposes the minimum volume enclosing ellipsoid (MVEE) method to limit the
uncertainty in the smallest ellipsoid and reduce the conservatism. Based on MVEE,
[50] studies the robust optimization based on the ellipsoid set, and proposes an invalid
constraint reduction method to simplify the solution method.

Besides the above two modeling methods, there is a modeling method based on
extreme conditions. In [51], an ellipsoid set of uncertainty is first formulated and
then several extreme points are selected to form a convex set. The formulated robust
model is shown as follows.⎧⎪⎪⎨

⎪⎪⎩
max
ξn∈Un

(
min
x,yn

f (x, yn, ξn)

)
s.t.A(x, yn, ξn) = 0n = 1, 2, . . . , N

B(x, yn, ξn) ≤ 0n = 1, 2, . . . , N

(5.10)

where ξn is the uncertain variable in the n-th extreme scenarios, and yn is the corre-
sponding second stage decision variables; A and B are the equality and inequality
constraints, respectively.

Another robust modeling formulates the uncertain set as a convex envelope to
contain all the pre-given extreme points and can be shown as Eq. (5.11). αn is the
ratio for the n-th extreme scenario.

U =
{

ξ |ξ =
∑

n

αn · ξn,
∑

n

αn = 1, αn ≥ 0

}
(5.11)
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5.5 Typical Problems

5.5.1 Energy Management for Photovoltaic (PV)
Uncertainties in AES

As the main representative of maritime grids, AESs face many uncertainties during
navigation. This Chapter focuses on the uncertainties of onboard photovoltaic (PV)
integration. This research is illustrated in detail in [52].

(1) Onboard PV power forecasting

In land-based PV power forecasting, the PV power is determined by three factors,
i.e., the irradiation density, denoted as I Gh , and the angle between solar rays
and the PV modules, denoted as θ , and the generation efficiency, usually deter-
mined by the ambient temperature [53], denoted as ηPV . However, some differences
compared with the load-based applications should be incorporated into the onboard
PV forecasting.

The first difference is that the ship will constantly move along the navigation route.
As shown in Fig. 5.10, the ship has different locations when t1 and t2, meanwhile
the direction of solar rays, as well as the ambient temperature along the navigation
route, are also changed. Therefore, it is sensible to utilize the measured data along
the route, rather than the data in a stationary place to predict the PV generation.

The second difference is that the shipboard deck will constantly swing when
cruising and change the angle between solar rays and the PV modules [53], shown
in Fig. 5.11. The angles between solar rays and ship decks become (θ ± φ), which
further affects the PV generation outputs. In general, the swinging direction of ships

Fig. 5.10 An illustration on the moving of ships
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: ship deck
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direction

Fig. 5.11 Definition of the angle of solar ray and the tilt angle. Reprinted from [52], with permission
from IEEE

is the same with the wind direction and the tilt angle is determined by the wind speed.
So, it is necessary to incorporate wind speed along the navigation route to forecast
the tilt angle range of ships.

(2) Two-stage robust modeling framework

The above two characteristics are both considered, and this Chapter proposes a
data-driven PV generation uncertainty characterization method, shown as the below
Fig. 5.12a. The general framework of the two-stage robust modeling is shown as
Fig. 5.12b.

In Fig. 5.12a, owing to the high scalability and fast computational speed, the
Extreme Learning Machine (ELM) is regarded as a useful learning technique for
training a single hidden-stage feed-forward neural network [54]. In Fig. 5.12b, the
forecasting values and error of irradiation density, wind speed, and temperature

Two-stage
coordination

First stage for long-term PV

Day ahead PV
generation forecasting

generation forecasting

forecasting

term PV forecasting
Second stage for short-

Half-hour ahead PV

Two-stage coodinated operation framework
Data-driven PV generation uncertainty

characterization

(a) ELM-based forecasting method

ELM

Inputs

Hidden

Outputs

(b) Two-stage coordinated optimization model

1/4

Fig. 5.12 Overall framework of proposed model. Reprinted from [52], with permission from IEEE
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are obtained by ELM. Then three intervals, i.e., the irradiation density intervals[
I Gh
min,t , I Gh

max,t

]
, the tilt angle intervals

[
φmin

t , φmax
t

]
and the PV generation efficiency

intervals
[
ηPV

min,t , η
PV
max,t

]
are obtained by two different ways, i.e.,

[
I Gh
min,t , I Gh

max,t

]
is

calculated by the forecasting values and error, and
[
φmin

t , φmax
t

]
,
[
ηPV

min,t , η
PV
max,t

]
are

calculated by the forecasting wind speed intervals and temperature intervals, since
higher wind speed and temperature will lead to larger rolling effect and generation
efficiency, respectively.

P PV
t = ηPV

t · APV · I Gh
t ·

[
cos θt + Cφ1

(
cos φt

2

)2

+Cφ2

(
sin φt

2

)2

]
(5.12)

Based on the obtained uncertain PV generation as (5.12), the proposed two-
stage multi-timescale coordinated operation framework aims to coordinate different
controllable resources in different timescales according to their different response
characteristics considering the uncertain PV outputs, which is shown in Fig. 5.12b.
In the day-ahead time-window, i.e., the first stage, the DGs’ on/off states and the
cruising speed, which cannot instantly respond to the uncertainties, are optimized
based on day-ahead interval predictions of the PV generation. This stage aims to
dispatch the DGs and ESS on a large time horizon to fulfill propulsion and service
loads in the worst case of PV generation.

During the half-hour-ahead online operation time-window, i.e., the second stage,
the loading factor of DGs and ESS are re-dispatched based on half-hour-ahead predic-
tions of the PV generation. The half-hour-ahead predictions tend to be more accurate
and they can be regarded as the uncertainty realization. Thus, the second-stage oper-
ation aims to compensate for the first-stage operation when the uncertainties realize
in practice.

(3) Case description

In this study, a typical medium voltage direct current (MVDC) 4-DGs AES case is
used to verify the proposed method. The topology and navigation data of this 4-DG
AES are shown in Figs. 5.13 and 5.14, respectively. The topology is from [55], which
follows the ABS-R2 standard [56]. In Fig. 5.13, 4 DGs are connected in two buses
via AC/DC converters, and the circuit breaker is normally open. In general cases,
two buses are located in different watertight compartments for avoiding operating
risk. As for the PV generation uncertainty set characterization, the training datasets
are also applied to [53], which are deduced from real-world navigation from Dalian,
China to Aden, Yemen, and 2 MW PV modules are integrated into the AES for future
applications. Other detailed parameters can be found in [52].

(4) Case study

To test the validity of the proposed forecasting process, three forecasting methods
are compared. The results are shown in Fig. 5.15.
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Fig. 5.13 Topology of 4-DG AES. Reprinted from [52], with permission from IEEE
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Fig. 5.14 Navigation scheme of AES. Reprinted from [53], with permission from IEEE

Forecasting method A: the proposed method considering both the movement and
tilt angle (wind speed);

Forecasting method B: the proposed method without considering the tilt angle (wind
speed);
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Fig. 5.15 Forecasting results under different methods. Reprinted from [53], with permission from
IEEE

Forecasting method C: forecasting method only using the dataset in a stationary
place (irradiation density, temperature) without considering the tilt angle.

From Fig. 5.15, the following conclusions can be found, (1) from the compar-
ison between methods A and B, the forecasting intervals become much wider when
considering tilt angle. This phenomenon suggests the rolling of the shipboard deck
will bring more uncertainties to the PV generation, and if it is ignored, an optimistic
scheme may be obtained; (2) from the comparison between method B and C, the
forecast error of method C becomes rather large when the ship is away from the
initial port (t = 14 ∼ 24), which suggests the necessity to use the dataset along the
navigation route to predict the PV generation.

The energy scheduling schemes in two stages are shown in Figs. 5.16 and 5.
17, respectively. From Fig. 5.16, since the PV generations in the second stage are all
larger than the worst case, the DGs’ outputs are further replaced by the PV integration,
which introduces further FC reductions. From Fig. 5.17, the ESS power in most of the
partial intervals is increased, which means the PV generation increments are directly
charged to the ESS in the partial intervals, therefore in the cruising intervals the ESS
has more energy to shed the power demands of DGs than the first stage.

The above results manifest that, since the worst case of PV generation only
happens in a small probability, therefore the single-stage robust method will intro-
duce plenty of conservatism to the operating scheme, which leads to wastes on the PV
generation. In this section, the online half-hour-ahead operation can effectively go
against the uncertainty realization to improve the overall energy utilization efficiency
while satisfying the constraints.
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Fig. 5.18 Coordinated generation-voyage scheduling. Reprinted from [57], with permission from
Elsevier

5.5.2 Energy Management for Navigation Uncertainties
in AES

(1) Problem formulation

Besides the above PV power uncertainties, the navigation uncertainties are also
commonly faced during the operation of AES. Fang and Xu [57] has studied this
problem in detail, which is illustrated below. As shown in Fig. 5.18, the shipboard
microgrid of an AES consists of DGs and ESS to meet the propulsion and service
loads.

Compared with the conventional land-based microgrids, the AES (mobile micro-
grid) has the total voyage distance to the ports as a mandatory requirement, and there-
fore put extra constraints on the cruising speed of AES, as well as on the propulsion
load. The generation scheduling aims to an economic energy scheme and the voyage
scheduling aims to a punctual energy scheme. Both of them consist of a coordinated
generation-voyage scheduling problem.

The speed loss when considering navigation uncertainties can be calculated by
(5.1)–(5.4). The uncertainty set of the proposed model is formulated as following
(4.13).

In this section, the wave height h, wavelength τ , weather direction angle θ and
wind speed vwind are four uncertain variables. In (4.13), ht , τt and vwind

t are the
expectations of corresponding uncertain variables; μ and μ̄ are the lower and upper
budgets of the uncertainty set, when the lower budget falls and the upper budget rises,
it means that the uncertainty set can cover higher uncertainty, leading to a higher
robustness degree. Then the robust model shown in (5.6) is utilized to consider the
worst influence by the navigation uncertainties.
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U =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ht ∈ R
|T | : hmin ≤ ht ≤ hmax ,∀t ∈ T

μh ≤
∑

t∈T ht

/∑
t∈T ht ≤ μh

τt ∈ R
|T | : τmin ≤ τt ≤ τmax ,∀t ∈ T

μτ ≤
∑

t∈T τt

/∑
t∈T τt ≤ μτ

vwind
t ∈ R

|T | : vwind
min ≤ vwind

t ≤ vwind
max

μv ≤
∑

t∈T vwind
t

/∑
t∈T vwind

t ≤ μv

ϑ ∈ [
0, 180o

] : θt = ς · ϑ,∀ς ≤ 180/ϑ ∈ N

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5.13)

(2) Case study

To test the effects of proposed robust model on the on-time rates, 500 water current
scenarios are randomly sampled according to uniform distributions in each time-
interval, denoted as

(
hl,t , τl,t , vwind

l,t

)
, t = 1 ∼ 24, i = 1 ∼ 500. Robust 1 (The

formulated robust model considering navigation uncertainties, abbreviated as R1)
and Non-robust (conventional coordinated generation-voyage scheduling without
navigation uncertainties, abbreviated as NR1) are set as operating strategies, respec-
tively. The corresponding voyage distances of each sample at the scheduled time
under θ = 30o are shown in Fig. 5.19. The cruising speed and EEOI are shown
in Fig. 5.20. The generation scheduling schemes are shown in Fig. 5.21. The worst
speed loss and the corresponding on-time rates under different θ with or without
wind are shown in Fig. 5.22.

Port 1 Port 2 Port 3

NR1 Frequency R1 Frequency
NR1 Probability density R1 Probability density

Fig. 5.19 On-time rates of different voyage schedules. Reprinted from [57], with permission from
Elsevier
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Fig. 5.20 Comparisons between NR1 and R1. Reprinted from [57], with permission from Elsevier

NR1 DG1 NR1 DG2 NR1 DG3 NR1 SOC
R1 SOCR1 DG1 R1 DG2 R1 DG3 R1 DG4

Fig. 5.21 Scheduling schemes of DGs and ESS of NR1 and R1. Reprinted from [57], with
permission from Elsevier

Figure 5.19 clearly shows that the influences of uncertain water and wind will
constantly accumulate during the voyage, which leads to an average 13 nm delay,
leading to a 0% on-time rate of NR1 at the terminal port. However, the proposed
robust model can accommodate these uncertainties by adjusting the outputs of the
DGs and ESS. Accordingly, the corresponding on-time rates of R1 to each port are
all 100%.

The reason to ensure the on-time rates of proposed method can be inferred from
Figs. 5.20 and 5.21. The first berthing time-interval, t = 0, is not included in the
analysis since the cruising speed and corresponding propulsion load are both zeros.

In Fig. 5.20, the cruising speed of robust model is higher than non-robust model, so
able to cover the speed loss led by the wave and wind. Higher cruising speed suggests
heavier propulsion load, so the corresponding outputs of DGs are all increased to
meet the power demand increments, which leads to a higher FC. Specifically, in



120 5 Energy Management of Maritime Grids Under Uncertainties

Speed Loss (knot)On-time rate (%)

30 deg

60 deg

90 deg

120 deg

150 deg

180 deg
0 0.5 1 1.5 2 2.5100 80 60 40 20

Speed loss (Wave only)
Speed loss (Wave and wind)

On-time rate (Wave only)

On-time rate (Wave and wind)

Fig. 5.22 Worst speed loss and corresponding on-time rates. Reprinted from [57], with permission
from Elsevier

Fig. 5.21, NR1 uses no more than 3 DGs all the time, even 2 DGs in t = 1 ∼
5, 8, 9, 15 ∼ 17, 23, 24. Correspondingly, R1 uses 4 DGs in most time during the
voyage, only except the partial speed time-intervals, t = 1, 7 ∼ 9, 15 ∼ 17, 23, 24.

Figure 5.22 shows the worst speed loss and corresponding on-time rates. The
yellow and red curves show that the proposed method can ensure a 100% on-time
rate for all uncertain scenarios. The green curves show that the water wave always
has negative impacts on the cruising speed, but the effect will gradually fade with the
increment of the weather direction angle, which leads to the speed loss reductions.

Besides, it can be observed from Fig. 5.22 that, unlike water wave, the wind
has quite different impacts on the speed loss in different scenarios, e.g. when θ ∈
[30◦, 90◦], the wind will increases speed loss, while when θ ∈ [90◦, 180◦], the wind
can reduce speed loss. Especially when θ = 150◦ and 180°, the speed loss under
wave and wind are less than 0.5knot, thereby its negative impacts on the voyage
scheduling can be greatly reduced. This is also the key reason for the cruising ships
to choose their navigation route to the leeward side of wind.
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Chapter 6
Energy Storage Management
of Maritime Grids

6.1 Introduction to Energy Storage Technologies

Energy is an essential commodity and a key element for global development, and
generally comes from various sources and can be mainly classified as two types,
(1) the primary forms of energy and (2) the secondary forms of energy. The primary
forms of energy are those energy sources that only involve extraction or capture, and
the energy directly comes from nature. Typical examples are crude oil, coal, various
renewable energy, natural uranium, and falling or flowing water. On the other hand,
the secondary forms of energy include all the energy forms after the transformation
from the primary forms of energy. The relationship between the primary forms and
the secondary forms are shown in Fig. 6.1.

Secondary energy forms are generally more convenient to use and usually viewed
as “energy carriers”, including various types of petroleum, diesel, and electricity.
The transformation technologies include oil refinery, thermal power plants, nuclear
power plants, solar power plants, and so on. Among all the secondary forms of
energy, electricity is the main “energy carrier” for daily lives, and power system is
the corresponding man-made network to generate, transmit, and distribute electricity.
Conventionally, the generation-side and demand-side of power system should be
equal all the time since the electricity cannot be stored. Nowadays, with large scale
of energy storage, power system will have more flexibility since energy storage can
change its roles between the generation-side and the demand-side.

As a special type of power system, maritime grids also complete similar roles of
“generate-transmit-distribute” as conventional power systems. For example, a seaport
microgrid purchases electricity from the upper grid, and the electricity transmits to
the seaport via the main substation and then distributes to different equipment within
the seaport. Similarly in ships, the main and auxiliary engines generate electricity and
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Fig. 6.1 Primary and secondary energy [1]

the electricity is transmitted and distributed by the shipboard microgrid to various
load demands. In this sense, energy storage also plays an essential role to facilitate
the optimal operation of maritime grids.

For ships, in [2, 3], energy storage is coordinated with the propulsion system of
an AES to achieve better economic and environmental targets. Then in [4], energy
storage is used to supply the energy consumption of the shipboard gas capture system.
In short-term timescale, [5–7] use energy storage to mitigate propulsion fluctuations.
For seaports, [8–10] classify the energy storage as an individual agent and has its
energy plans to participate in the seaport operation. Molavi et al. [11] uses energy
storage to facilitate renewable energy integration. Later on, [12, 13] use energy
storage to recover the energy when the lifting-down of port cranes. The above liter-
ature has clearly shown that energy storage has already been an important device in
maritime grids, and proper management is essential for maritime grids.

This Chapter focuses on this topic and is organized as follows. Section 6.2 gives
the characteristics of different energy storage technologies, and Sect. 6.3 gives several
application cases of energy storage in maritime grids. At last, Sect. 6.4 analyzes two
typical problems to demonstrate the effects of energy storage management.
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6.2 Characteristics of Different Energy Storage
Technologies

6.2.1 Classifications of Current Energy Storage Technologies

In this section, Fig. 1.13 is re-drawn here to show the classifications of energy storage
and denoted as Fig. 6.2. This Chapter focuses on conventional energy storage tech-
nologies and fuel cell will be discussed in detail in Chap. 8. The nomenclature of
various energy storage technologies is shown in Table 6.1.

In the following Table 6.2, the characteristics of different energy storage are
given. Since the different characteristics, we can find that different energy storage has

Energy Storage

Mechanical Electrochemical Chemical Electromagnetic Thermal

Fig. 6.2 Classification of energy storage

Table 6.1 Nomenclature of
different energy storage
technologies

BES: Battery Energy Storage ZBB: Zinc-bromine flow
battery

CAES: Compressed Air Energy
Storage

NaS: Sodium-sulfur

FBES: Flow Battery Energy
Storage

Ni-Cd: Nickel-cadmium

FESS: Flywheel Energy
Storage

PSB: Polysulfide bromide
battery

Li-ion: Lithium-ion PHS: Pumped hydro storage

SMES: Superconducting
magnetic energy storage

PEM: Proton exchange
membrane

SCES: Supercapacitor energy
storage

VRB: Vanadium redox
battery
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Table 6.2 Characteristics of different energy storage [14, 15]

Technologies Investment
(US$/kWh)

Energy rating
(MWh)

Power rating
(MW)

Specific
energy
(kWh/kg)

Specific power
(kW/kg)

PHS 10–15 500–8000 10–1000 – –

CAES 2–4 580, 2860 50–300 3.2–5.5 –

VRB 600 1.2–60 0.2–10 25–35 166

ZBB 500 0.1–4 0.1–1 70–90 45

PSB 450 0.005–120 0.1–15 – –

NaS 170–200 0.4–244.8 0.05–34 100 90–230

Lead-Acid 50–100 0.001–40 0.05–10 30–50 180–200

Ni-Cd 400–2400 6.75 45 30–80 100–150

Li-ion 900–1300 0.001–50 0.01–50 80–200 200–2000

SMES 200–300 0.015 1–100 10–70 400–2000

FESS 400–800 0.025–5 0.1–20 5–100 10000+

SCES 100–300 0.01 0.05–0.2 5–15 10000+

quite different application scenarios. In the following context, some energy storage
technologies which are used in maritime grids are described in detail to show their
applications.

6.2.2 Battery

Among current energy storage technologies, the battery is one of the most common
technologies available on the market. The battery stores energy in the electrochemical
form and the battery cells are connected in series or in parallel or both to make up the
desired voltage and capacity. A typical battery packs’ structure is shown as Fig. 6.3,
and each battery cell consists of two electrodes and an electrolyte, which are sealed
in a container and then integrated into the external grid or load.

In the last decade, the technologies of battery have become much more mature,
such as the lead-acid battery, nickel-cadmium battery, lithium-ion battery. Especially
for lead-acid batteries, which have been researched for over 140 years and is the most
mature battery technology now. Currently, tremendous efforts have been carried out
to turn technologies like nickel-cadmium and lithium-ion batteries into cost-effective
options for higher power applications, and their lifetimes are also important research
topics.
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Fig. 6.3 Illustration of
battery energy storage packs
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6.2.3 Flywheel

FES stores energy as the form of kinetic energy in a rotating mass or rotor. The stored
energy is proportional to the rotor mass, location of the mass, and the rotor’s rotational
speed. When FES charges, it absorbs the energy from outside and accelerates the
rotating speed of mass. On the other side, when the flywheel discharges, the rotating
mass drives a generator to produce electrical power, and the rotating speed slows
down. An illustration of flywheel energy storage is shown in Fig. 6.4.

Compared with other types of energy storage, FES can quickly respond to the
power demand, and therefore be widely used in improving the power quality, load
demand peak shaving, power factor correction, and load leveling. Other applications
of flywheels include UPS [16], frequency response [17], smoothing wind power [18],
and heavy haul locomotives [19].

The advantages of FES can be illustrated as it provides intermediate characteristics
in terms of power and energy density compared with batteries and super-capacitor,

Fig. 6.4 Illustration of
flywheel energy storage
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pump

Axes of Rotation Upper bearing

Flywheel

Generator

Lower bearing
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i.e., the FES has much higher power density than batteries and much higher energy
density than supercapacitors. Besides, FES also caters with many shortcomings
of prior energy storage technologies, i.e., less sensitivity to temperature, chemical
hazardless, higher life cycle, reduced space, and weight, which is suitable for many
applications. But the FES also has its shortcoming, i.e., the complex maintenance
process for rotating mass.

6.2.4 Ultracapacitor

Capacitors store energy in the electric field and have a quite low equivalent series-
resistance that enable them to supply the power efficiently. Generally, the capacitors
are used in higher power demand scenarios, including the compensation of reac-
tive power, mitigation of load fluctuations, and power quality issues. Capacitors
usually can be classified as super-capacitors, electrolytic capacitors, and electro-
static capacitors. Figure 6.5 illustrates the typical structure of a super-capacitor. The
main advantages of super-capacitors are higher power density, faster charging and
discharging, longer life cycles compared with other energy storage technologies.
The disadvantages are the low voltage of each cell, and much higher investment
cost per Watt-hour, i.e., more than 10 times compared with a lithium battery. Other
drawbacks of super-capacitor include relatively low energy density, linear discharge
voltage, and high self-discharge.

Fig. 6.5 Illustration of
super-capacitor energy
storage
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6.3 Applications of Energy Storage in Maritime Grids

6.3.1 Roles of Energy Storage in Maritime Grids

Generally, energy storage in maritime grids has three main applications, (1) as the
main energy source, and (2) for long-term load leveling, shifting or shaving; and (3)
for short-term power balancing.

Using energy storage as the main energy source is a recent trend for some short-
trip ferries or cargo ships. Such as the first all-electric ferry “ampere” in North
Europe [20], and China’s first all-electric cargo ship “puffer” in 2019 [21]. Until
now, there are more than 50 ships using energy storage as the main energy source
in Europe. The biggest capacity is 4.16 MWh (Li-ion), the smallest capacity is 0.02
MWh (Lead-acid). The all-electric ships are about to develop in China and there will
be more ships launched in the future. The advantage of using energy storage as the
main energy source is nearly zero-emission, but the disadvantage is also obvious,
i.e., the capacity of current energy storage technologies is limited to individually
sustain a large ship for a long-distance voyage. Similar in seaports and other ocean
platforms, the capacity of current energy storage is just enough to serve as auxiliary
equipment. In this sense, the main application scenarios of energy storage are still in
the long-term load leveling and short-term power balancing.

For the long-term load leveling, the energy storage should have enough energy
density to sustain a long-time discharging. Battery is generally the main equipment to
undertake this task. Nowadays, many maritime grids have installed energy storage as
essential auxiliary equipment for better system characteristics. Two recent examples
in China are provided as following Fig. 6.6.

The first example is the emergency supporting ship launched on April, 28th, 2020
in Shenzhen [22]. This ship has a length of 78 m and 12.8 m breadth. The deadweight
is 1450 tons. The propulsion system has three diesel generators (3 × 2080 kW) and

(a) "Deep ocean 01" ship (b) Lianyungang port

Fig. 6.6 Two cases for energy storage integration in maritime grids
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EMS DC/DC converter Ultracapacitor/battery

Control signals Energy flows

Fig. 6.7 Schematic of an electric propulsion system with ultracapacitor

two Li-ion batteries (2 × 750 kW). The second example is in Lianyungang Port
which plans a battery installment (1 MW ultracapacitor + 4 MW Li-ion battery) for
cold-ironing services [23]. The above two examples are both using energy storage
for long-term load-leveling (hours or even longer).

For short-term power balancing, energy storage should have enough power
density. This task is usually undertaken by the ultracapacitor [5] or flywheel [6], since
they have enough power density and can quickly respond to the power fluctuations.
Jiang et al. [24] gives a schematic of electric propulsion system with ultracapacitor,
which is shown as Fig. 6.7.

In Fig. 6.7, the EMS sends control signals to the electric power generation
and DC/DC converter to determine their power outputs. Then the electric power
generation and ultracapacitor are both used to supply the propeller.

The applications of energy storage in maritime grids are briefly described above.
To further clarify the applications, three scenarios are selected and analyzed in detail,
i.e., navigation uncertainties and demand response, renewable energy integration, and
energy recovery.

6.3.2 Navigation Uncertainties and Demand Response

Chapters 3 and 4 have discussed the influences of navigation uncertainties on the
maritime grids. To mitigate these uncertainties, maritime grids should reserve a
certain “sea margin” or “spinning margin” which can quickly respond [25]. For
a maritime grid, the influences of navigation uncertainties can be described as
the changes in load demands. Figure 6.8 gives an example of how energy storage
mitigates the navigation uncertainties.

From the following Fig. 6.8a, the total power demand has two peaks. The main
energy source need to suffer fast ramping-ups/ramping-downs, or frequent shut-
downs/start-ups to follow the power demand. The influences of navigation uncer-
tainties are similar to Fig. 6.8a, i.e., leading to many peak loads. When integrating
energy storage, the main energy source and energy storage can share the total power
demand, shown as Fig. 6.8b. The charging/discharging of energy storage can smooth
the power demand and make the main energy source working in a steady-state, and
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Fig. 6.8 Power sharing by energy storage

the economic and environmental behaviors may be both improved. In this sense,
energy storage integration has been viewed as an important approach to facilitate the
operation of maritime grids.

It should be noted that energy storage can level/smooth other types of power
demand in maritime grids as well, such as service load [3], or weapon system [26],
and even in some short-term timescale applications [5–7]. In those applications,
the effects are similar to Fig. 6.8a, b, i.e., the main energy source keeps a nearly
constant power output and the energy storage shares the fluctuated load demand by
continuous discharging/charging. This advantage also gives a new requirement for
energy storage management, i.e., the energy storage should coordinate with the main
energy source to achieve economic and environmental tasks.
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6.3.3 Renewable Energy Integration

To resolve the bottleneck of energy efficiency problems in maritime grids, renewable
energy has been gradually integrated into and may soon become an essential part of
maritime grids. However, as we have mentioned in Chaps. 1 and 4, the renewable
energy is less controllable compared with conventional energy, and the power outputs
are generally fluctuating all the time and cannot be accurately forecasted. There
are many routes to mitigate the influences of renewable energy and energy storage
integration is an important way [24, 27, 28]. Reference [24] gives a schematic diagram
of battery energy storage to mitigate the wind power fluctuations, which is shown in
Fig. 6.9.

From Fig. 6.9, the battery units are installed with the wind turbine in parallel.
Two layers of control strategy are used to determine the battery power for compen-
sating the wind power fluctuation. In the first layer, the wind power is measured
and the fluctuation mitigation control layer determines the compensating power. Then
the power allocation control layer split the power into each battery unit, including
the charging/discharging states and power values. With this compensation, the power
output fluctuation of a wind turbine can be greatly reduced.

The fluctuation mitigation control layer

The power allocation control layer

Main Grid

Battery Units

Units 2 Units n...Units 1

Wind turbine

Fig. 6.9 Power sharing by energy storage [24]
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6.3.4 Energy Recovery for Equipment

With the electrification of various equipment in maritime grids, energy storage can
be used as an energy buffer to recover the wasted energy for later usage. Binti
Ahamad et al. [13] has studied the energy recovery by energy storage for an electrified
port crane. Figure 6.10 shows 8 working steps for an electrified port crane. The
corresponding power demand is shown in Fig. 6.11.

A typical working process of a port crane includes (1) hoist, or beginning to lift
up; (2) lifting up speedily; (3) lifting up speedily and the trolley moving forward;
(4) lifting up with the full speed and the trolley moving forward; (5) lifting up with
slowing speed and the trolley moving with full speed; (6) the trolley moving with
slowing speed; (7) lifting down speedily and the trolley moving with slowing speed;
(8) settling down. Step (2) and (3) usually have the biggest power demand whereas
steps (6), (7) and (8) have smaller power demands. Furthermore, when the cargo is
lifting down, the gravitational potential of cargo is wasted, which accounts for about
20% of the total energy consumption [13].

Reference [13] uses a flywheel to store the energy when the cargo is lifting down.
The entire process consists of three modes, including mode 1: grid provides power
and flywheel discharge; mode 2: grid provides power and flywheel charges; and
mode 3: crane charges the flywheel, and three modes are shown in Fig. 6.12. The
fourth sub-figure shows the operating cycle of the flywheel.

In Fig. 6.12, mode 1 is used when the power demand is high, and mode 2 is used
when the power demand is low, and mode 3 is used when the cargo is lifting down.

Fig. 6.10 Typical working steps for a port crane

Fig. 6.11 Power demand
curves for a port crane.
Reprinted from [29], open
access



136 6 Energy Storage Management of Maritime Grids

Fig. 6.12 Power demand curves for a port crane [13]

From the overall scope, the flywheel has a periodical operation pattern between
“discharging-charging-standby” to recover energy. In a seaport microgrid, there will
be increasing electrified equipment and many of them are used for the lifting up/lifting
down cargos. Therefore energy storage will be widely used in the future.

6.4 Typical Problems

6.4.1 Energy Storage Management in AES for Navigation
Uncertainties

(1) Voyage scheduling and navigation uncertainties

In general, the navigation uncertainty forecasting includes pre-voyage forecasting
and intra-voyage forecasting [30]. Responding to the pre-voyage forecasting naviga-
tion uncertainties is widely known as the weather routing problems, or pre-voyage
planning [30–32]. But the conventional ships are rather difficult to respond to the
intra-voyage navigation uncertainties, since in conventional ships, the prime motors
are connected with propellers via shafts and gearboxes, and the speed regulation
ability of conventional ships are therefore limited. With the development of electric
propellers, the prime motors can be “physically separated” from the propellers by the
shipboard electric network. With the aid from integrated ESSs, the onboard genera-
tion of AESs can quickly and economically respond to the intra-voyage navigation
uncertainties. In the future AESs, both the pre-voyage and intra-voyage navigation
uncertainties should be addressed by proper energy management.
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(2) Two-stage scheduling framework

As shown in Fig. 6.13, the first stage is to respond to the pre-voyage navigation
uncertainties and gives the on/off states of onboard DGs, and the second stage is to
respond to the intra-voyage navigation uncertainties and gives the loading factors of
onboard DGs and other decision variables. The merits are as follow:

a. The two-stage operation model can respond to the pre-voyage navigation
uncertainties and intra-voyage navigation uncertainties, coordinately, to gain a
compromise between the robustness and flexibility, i.e., the first stage for the
worst operating case (robustness) and the second stage to adapt to the current
operating case (flexibility).

b. With the proposed two-stage operation, the management of onboard DGs can be
more convenient, since the on/off states of onboard DGs are determined before
a voyage. The arrangements of the repair or overhaul of the onboard DGs are
much easier.

In the pre-voyage time-window, i.e., the first stage, the decision variables are opti-
mized based on the pre-voyage forecasting navigation uncertainty set. The decision
variables in the first stage include on/off states of onboard DGs and their loading
factors, the shipboard ESS power, the propulsion load and the cruising speed. This
stage is to find an optimal robust shipboard operating scheme for addressing the
worst speed loss case caused by navigation uncertainties. In this stage, only the on/off
states of DGs are “here-and-now” variables and remain as constants in the second
stage. Other variables, including the loading factors of DGs, shipboard ESS power,
propulsion load, and cruising speed are all “wait-and-see” variables, which will be
re-dispatched in the second stage towards uncertainty realization. In the intra-voyage
time-window, i.e., the second stage, the navigation uncertainties are treated as real-
ized. All of the “wait-and-see” variables are re-dispatched to address the short-term
navigation uncertainties.

The proposed two-stage robust model can be viewed as a “predictive-corrective”
process. The first stage is the predictive process to respond to the worst-case and the
second stage is the corrective process which takes recourse actions to compensate
for the first stage, i.e., reducing the conservatism of the first stage.

Pre-voyage Intra-voyage

t=6t=0 t=12 t=18 t=24

......

Half-hour

Short-term navigation uncertainty
characterization

Second Stage: On-lin
recourse actionsPre-voyage navigation uncertainty

characterization

First stage: Optimal shipborad microgrid
operation for the worst navigation

uncertainty case

Fig. 6.13 Relation between the first and second stage of proposed model, reprinted from [33], with
permission from IEEE



138 6 Energy Storage Management of Maritime Grids

0 5 10 15 20 25
Time Step ( t)

0

5

10

15

20

25

C
ru

si
ng

 s
pe

ed
 (

kn
ot

)

20

25

30

35

40

45

50

E
E

O
I 

(g
C

O
2/

nm
to

n)

Method A:
 speed

Method B: 
First-stage speed

Method B:
Second-stage speed

Method A:
EEOI

Method B:
First-stage EEOI

Method B:
Second-stage EEOI

Fig. 6.14 Cruising speed and EEOI comparisons. Reprinted from [33], with permission from IEEE

(3) Case study

To test the proposed two-stage robust optimization problems. Two methods are
compared as follows, and the cruising speed and EEOI comparisons are shown in
Fig. 6.14.

Method A (Non-robust model): shipboard generation scheduling with the expected
wave and wind.

Method B (Robust model): the proposed robust shipboard generation scheduling
(first stage and second stage models). In the second stage, an uncertainty sample is
selected from the uncertainty set to represent the uncertainty realization.

Firstly, the on-time rates are obtained by generating 500 navigation uncertainty
samples in the uncertainty set. The voyage distance of each sample in the terminal
port is shown in Fig. 6.15.

In the proposed two-stage robust model, the cruising speed will increase compared
with the non-robust model since the robust model is to meet the worst case of the
navigation uncertainties, meanwhile, the non-robust model only needs to cope with
the expected uncertainties. In this sense, the non-robust model cannot guarantee the
on-time rates of AES.

To analyze the effects of energy storage on the navigation uncertainties, the total
battery power and SOC in the first and second stages are shown in Fig. 6.16.

From Fig. 6.16, since the worst-case assumed in the first stage may not happen,
the total battery power is reduced in the second stage. This phenomenon also shows
that the proposed two-stage model can well adapt to the uncertainties with sufficient
flexibility.
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Fig. 6.15 On-time rates of robust and non-robust models. Reprinted from [33], with permission
from IEEE

Fig. 6.16 Multi-battery ESS
scheme in first and second
stages. Reprinted from [33],
with permission from IEEE
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6.4.2 Energy Storage Management in AES for Extending
Lifetime

(1) Definitions of DoD and MSOC

In general, improper cycling conditions are the main reasons for battery degradation,
i.e., charging/discharging cycles and the DoD in each cycle [34–37]. In recent years,
the impacts of MSOC on the battery lifetime have been gradually realized, but still not
been incorporated into the operation problem, yet. In fact, DoD and MSOC are two
main factors we considered in the battery degradation. The DoDs and initial/terminal
SOCs of battery in discharging/charging events are defined in Fig. 6.17a, b.

In Fig. 6.17, when a charging/discharging event begins, the SOC of battery is
denoted as the initial SOC, and when this event terminates, the SOC is denoted as
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SOC=0
Initial
SOC

Depth of Discharge (DoD)

SOC=1

(a) Definition of DoD in discharging event

Terminal
SOC

SOC=0SOC=1
Terminal

SOC
Initial
SOC

(b) Definition of DoD in charging event

Depth of Discharge (DoD)

Fig. 6.17 Definitions of the DoD and initial/terminal SOCs. Reprinted from [38], with permission
from IEEE

the terminal SOC. The SOC variations between the initial and terminal SOCs are
defined as the DoD, denoted as d. The middle point of the initial and terminal SOCs
is defined as the MSOC, denoted as SOCmean .

Since the ship generally has multiple batteries, for the b-th battery in the i-th
charging/discharging event, the DoD is denoted as db

i , and the corresponding MSOC
is denoted as SOCmean

b,i , and the equivalent life cycle (ELC) is denoted as E LCb,i =
∑

i
db

i .

In the following, we use a vector to denote the MSOC-DoD combination hereafter,
i.e., (SOCmean

b,i , db
i ). For example, (0.3, 0.6) means the experiment is conducted in

SOCmean
b,i = 0.3 and db

i = 0.6.

(2) Impacts of DoD and MSOC on the battery lifetime

In the former section, two main factors for battery degradation have been defined, i.e.,
db

i and SOCmean
b,i . In the following, a battery degradation model is formulated based

on the above two factors. The original dataset is based on experimental research of
battery health [39]. It has 14 aging experiments for the batteries in the same brand.
The discharging/charging current in each experiment is the same and there are five
MSOC-DoD combinations, i.e., (0.3, 0.6), (0.5, 0.2), (0.5, 0.6), (0.5,1), (0.7, 0.6).
Several experimental data are shown in Fig. 6.18a, b. If the MSOC-DoD combination
is the same, it refers to the experiment that has been conducted twice, otherwise, the
experiment is only conducted for once.

In Fig. 6.18, the horizontal axis represents the ELC. The vertical axis represents the
normalized battery capacity, and it will decay with the charging/discharging cycles.
From above, the impacts of DoD and MSOC on the battery lifetime are clear, i.e.,
smaller DoD and lower MSOC lead to smaller battery degradation. The reasons are
shown as follows, (1) in Fig. 6.18a, experiment 1–6 share the same MSOCs but the
DoDs are different, i.e., from 0.2 to 1. As shown in the dataset, the battery with higher
DoD will have faster degradation, and (2) in Fig. 6.18b, experiment 7–10 share the
same DoD but the MSOC are different, from 0.3 to 0.7. As shown in the dataset, the
battery with higher MSOC suffers from higher battery degradation.

To show an example for battery degradation calculation, we take the curve of
experiment 6 as an example. The battery in experiment 6 has 879 cycles before
life ending. Then the average degradation in each cycle in p.u. is Deb

i = 1−0.8
879 =
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(a) Battery lifetime experiments in different DoDs  

(b) Battery lifetime experiments in different MSOCs  
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Fig. 6.18 Experimental data illustration. Reprinted from [38], with permission from IEEE

2.2 × 10−4. Similarly, the average degradations in each cycle for 14 experiments are
calculated. For clarification, we denote the obtained battery degradation dataset as(
SOCmean

b,i , db
i , Deb

i

)
, b ∈ B, where Deb

i is the average battery degradation.

(3) A revised data-driven battery degradation model

According to Ref. [34], the model of battery lifetime versus DoD is shown as (6.1),
where k1, k2 and k3 are all fitting coefficients. To reflect the impacts of MSOC,
the degradation model shown in Eq. (6.1) should be revised, and Table 6.3 shows
different fitting models and their R-square parameters under the dataset [39]. The
fitting tools used is the “sftool” in Matlab 2016b.
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Table 6.3 Different Fitting Models and parameters

Model Model formulation Fitting parameters R-square

1 k1 · SOCmean
b,i · (

db
i

)k2 · ek3·db
i k1, k2, k3 = 1.475,−1.106, 3.512 0.91

2
k1 ·

(
SOCmean

b,i

)k2 · (
db

i

)k3 · ek4·db
i

k1, k2, k3, k4 = 1.41, 1.1,−1.16, 3.62 0.91

3 k1 · ek2·SOCmean
b,i · (db

i

)k3 · ek4·db
i k1, k2, k3, k4 = 0.18, 2.0,−1.29, 3.89 0.87
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Fig. 6.19 Fitting surface of Battery degradation vs. DoD and MSOC. Reprinted from [38], with
permission from IEEE

Deb
i = k1 · (

db
i

)k2 · ek3·db
i (6.1)

From the results of Table 6.3, model 1and 2 share the best R-square 0.91 with its
maximum equal 1, and model 1 is selected as the final battery degradation model
since fewer fitting variables and shown as the following Fig. 6.19.

In Fig. 6.19, the black points are the original dataset points, and the fitting surface
has shown clear dependence of DoD and MSOC on battery degradation, i.e., higher
MSOC and larger DoD will cause higher battery degradation. With the above battery
degradation model, the lifetime of battery can be shown as (6.2).

LT
i = 1 − 0.8

Deb
i

= 0.2

Deb
i

(6.2)

where 1 − 0.8 means the battery lifetime terminates when the normalized battery
capacity becomes 0.8 of its full capacity; LT

i is the battery lifetime under
charging/discharging event i . Obviously, if we want to extend the battery lifetime
LT , Deb

i should be minimized.
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(4) Multi-battery scheduling

For indicating when and how many batteries should be utilized, a task matrix B A

is defined and Eq. (6.3) gives an example with the entire operating period having 4
time-intervals, i.e., t1 ∼ t4, and the shipboard ESS include 4 batteries, i.e., no. 1–4.

B A =

⎡

⎢
⎢
⎣

1 1
1 1

0 0
0 0

0 1
0 1

1 1
1 1

⎤

⎥
⎥
⎦ (6.3)

In (6.3), the row represents batteries and the column represents time-intervals.
B A(i, j) = B A

i, j = 1 represents battery i will be switched-on to share power demand
(charging or discharging) in the j-th time-interval, or B A(i, j) = B A

i, j = 0 represents
the battery i will stand by. With the above definition, the process of multi-battery
management can be shown in Fig. 6.20.

With the above multi-battery ESS management, different batteries or battery
groups can share different charging/discharging events, which has the potential to
reduce the cycles of each battery. The overall lifetime of multi-battery ESS maybe
therefore extended.

(5) Case study

To show the benefits of the proposed model, three methods are compared with each
other.

Fig. 6.20 Multi-battery management into two-stage operation. Reprinted from [38], with permis-
sion from IEEE
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Method A: Conventional energy management without considering battery lifetime
degradation [2].

Method B: Conventional energy management only considering DoD as the battery
lifetime determinant [34].

Method C: Proposed energy management without multi-battery management.

It should be noted that methods A–C are used to calculate the battery power, and the
battery degradations of three methods are calculated by the same model proposed
(Model 1 in Table 6.3). The power and SOC curves of three methods are shown
in Fig. 6.21, and the corresponding battery degradation in each voyage and overall
lifetime are shown in Table 6.4.

In this case study, the voyage is divided into two parts, i.e., t = 0 ∼ 35 and
t = 41 ∼ 64 are in cruising states, and t = 36 ∼ 40 is in berthed-in state. From
the results in Fig. 6.21, batteries in method A–C all tend to discharge when cruising
states to share the power demand and to charge when berthed-in state. It is mainly
because when berthed-in, the propulsion load is zero and to avoid frequent start-
ups/shut-downs of onboard generators, the energy will be stored in the battery for
later usage.
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Fig. 6.21 Battery power schedules and SOCs of three cases. Reprinted from [38], with permission
from IEEE

Table 6.4 Battery
degradation and lifetime in
three methods, reprinted from
[38], with permission from
IEEE

Method Battery
degradation

(×10−5)

Battery lifetime
(Times)

Lifetime
extension ratios
(%)

A 34.94 572.4 –

B 25.76 776.4 35.6%

C 23.0 869.5 51.9%
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However, with different battery degradation model, method A–C have different
DoDs and MSOCs. In method A, the battery degradation is not considered, the battery
operating scheme tends to fully use the battery to reduce FC DG + FC ST , and the
DoDs of t = 0–35, t = 36–40 and t = 41–64 are 0.8, 0.79, and 0.27, respectively.
Meanwhile, in method B, the DoD is considered as the only decision variable of
battery degradation. Then the battery operating scheme tends to limit the DoDs, in
which the DoDs of t = 0–35, t = 36–40, t = 41–64 decrease to 0.6, 0.6, and 0.27. As
a result, the battery lifetime of method B increases by 35.6% compared with method
A from Table 6.4. This phenomenon clearly shows that DoD is an important factor
for battery lifetime.

In the proposed model (method C), the DoD and MSOC are considered as two
factors for battery lifetime. Then compared with method B, method C reduces the
MSOC of t = 0 ∼ 35,t = 36 ∼ 40, and t = 41 ∼ 64 from 0.8, 0.8, and 0.87
(method B) to 0.49, 0.5, and 0.66 (method C). Correspondingly, the battery lifetime
of method C increases by 51.9% compared with method A, and 12% longer than
method B.

The above phenomenon clearly shows that both the DoD and MSOC have vital
impacts on the battery lifetime. The proposed test case has 4 batteries, and each
battery has 4 MWh capacity and 2.5 MW power, which is denoted as 1–4. 4 batteries
are in two groups. Battery 1, 2 are group 1, and battery 3, 4 are group 2. Method D
is designed to show the advantages of multi-battery management. The battery power
of methods C and D are shown in Fig. 6.22.

Method D: Proposed energy management with multi-battery management.

From Fig. 6.22, with the multi-battery management, the power demand in different
time periods is shared by battery 1 + 2 and 3 + 4, respectively. For example, when
t = 0 ∼ 13, the power demand is undertaken by battery 1+2, and when t = 14 ∼ 36,
battery 3+4 undertake the power demand. With this strategy, the battery degradations
are shown in Table 6.5.
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Fig. 6.22 Battery power schedules and SOCs of method C and D. Reprinted from [38], with
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Table 6.5 Battery degradation and lifetime in method C and D, reprinted from [38], with permission
from IEEE

Method Battery degradation

(×10−5/MWh)

Actual battery
degradation (MWh)

Battery lifetime
(times)

C 1 + 2 11.5 1.84 × 10−3 869.5

3 + 4 11.5 1.84 × 10−3

total 23.0 3.68 × 10−3

D 1 + 2 27.4 2.19 × 10−3 980.3

3 + 4 13.4 1.07 × 10−3

total 20.4 3.26 × 10−3

From the above results, the implementation of multi-battery management can
further reduce the MSOC of battery 3 + 4, which leads the battery 3 + 4 only
have 1.07 × 10−3 MWh degradation compared with 1.84 × 10−3 in method C. As a
result, battery 1 + 2 must undertake more power demand than battery 3 + 4, so their
degradations increase to 2.19 × 10−3. In total, the battery degradation in method D
is still lower than method C.

In the next voyage, battery 1 + 2 and battery 3 + 4 will change their roles. Battery
1 + 2 will lower their MSOC and battery 3 + 4 will undertake more power to protect
the health of battery 1 + 2. With this strategy, the multi-battery management can
further extend the total battery lifetime by 12.7%, and the lifetime increases from
869.5 cycles to 980.3 cycles.

As above, the proposed shipboard multi-battery management method can be
viewed as a coordinated operation of all the onboard batteries. One battery group
undertakes most of the power demand and make the other one working in an MSOC
with lower degradation. Then in the next voyage, the battery groups change their
roles for the iterative usages.
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Chapter 7
Multi-energy Management of Maritime
Grids

7.1 Concept of Multi-energy Management

7.1.1 Motivation and Background

Generally, all the energy systems are “multi-energy systems” in the sense that
multiple energy sectors interact at different levels. For example in conventional
power systems, the coal or gas used for generating electricity should be transported
to each power plant, and this process implies the couplings between fossil energy and
electrical energy. Another case is, the heating service by the combined heat-power
plant also last for decades, and this process includes the coupling between heating
energy and electrical energy. However, those energy couplings between different
systems are conventionally weak compared with the relationship within a single
energy system, and that is the main reason for the past studies of power system
mostly only consider the electrical energy [1–3]. However, the interactions between
different energy systems become tighter and more frequent recently, and this trend is
about to continue in the future [4–7], such as the electric-gas energy system, and the
coordinated heat-power system, or even the transportation-power system motivated
by the transportation electrification. In this sense, conventional energy management
for a single energy system may not be valid in the future, which drives the research
of multi-energy management.

In literature, [8–11] focus on the coordination between the gas system and power
systems [12–15]. Study the energy management methods for heat-power systems [16,
17]. Study the water-power systems and [18–22] investigate the coupling between
the transportation system and power system by electric vehicles’ charging and
discharging. The above research has brought a new perspective in energy system
analysis, particularly in the light of reducing the economic and environmental burden
of energy services. In summary, three benefits can be achieved by multi-energy
management:
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a. Increasing or improving the energy efficiency of the entire system and the utiliza-
tion of primary energy sources. The reason is the multi-energy system can use the
energy at different levels. For example, the waste heat after generating electricity
can be used for heating services and the energy efficiency of the entire system
improves.

b. Better deploying various energy resources at multiple system levels. For example,
small-scale gas turbines can respond to volatile electricity market prices in a
wind-rich energy system.

c. Increasing the energy system flexibility by the coordinations between different
energy systems. For example, scheduled charging/discharging of the electric
vehicles acts as demand response tool for power system. Or the thermal storage
tank can bring flexibility for combined power-heat plants.

Since the above three main advantages, the research on multi-energy manage-
ment is essential for future energy systems. However, different energy systems have
different administrators and quite distinct characteristics, and their coordinations are
much more complex compared with the coordinations within a single energy system.
Proper modeling methods and control strategies should be proposed to facilitate their
operation.

7.1.2 Classification of Multi-energy Systems

The multi-energy systems can be classified by different perspectives, and there are
mainly four perspectives to characterize the MES. The first is the spatial perspective.
This perspective points out how MES can intend at different levels of aggregation
in terms of components or even just conceptually. These levels go from buildings
to district and finally to regions and even countries. This classification is shown in
Fig. 7.1a.

The second perspective focuses on the provision of multiple services by optimally
scheduling different energy systems, particularly at the supply levels. Such as the
services provided by the MES, including electricity supply, water supply, heating
service, EV charging services, gas filling services, and so on. This classification is
shown in Fig. 7.1b.

The third perspective highlights how different types of fuels can be integrated
together for providing optimal energy services, typically for economic or environ-
mental targets. The fuel types range from classical fossil fuel, such as oil, coal and
natural gas, to biomass fuels, and renewable energy. This classification is shown in
Fig. 7.1c.

The fourth perspective discusses the coordinations between different energy
systems, especially the coordination between different networks, such as the elec-
trical network, gas network, district heating/cooling network, in terms of facilitating
the development of multi-energy management methods and their interactions. This
classification is shown in Fig. 7.1d.
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Fig. 7.1 Classifications for MES [4]

Figure 7.1a classifies the MESs from the spatial perspective. An individual
building exchanges energy by the transmission of electricity, heat, cooling, and
natural gas. Then multiple buildings aggregate as a district, then multiple districts
aggregate as a region and expand to a wider area. In this perspective, MESs can be
classified as the building MES, district MES, region MES, and so on.

Figure 7.1b classifies the MESs from the service perspective. Generally, MES can
provide multiple services to the customers, such as the electricity supply, heat and
cooling power, and even some transport services, such as the charging/discharging
of EV. In this perspective, MESs can be classified as combined electric-heat MES,
combined electric-heat-cooling MES, and even electric-heat-water supply MES,
since the water pump is coupled with the electric network by the electrical water
pumps.

Figure 7.1c classifies the MES from the fuel perspective. For example, there
exist many power sources in MES, such as power plants, boilers, gas turbines, and
chillers. They may consume different types of fuels. Different power plants may
consume coal, oil, or gas. A boiler may consume electricity or other fossil fuel, and
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a chiller may consume electricity or heat power. In this sense, the fuel type can also
classify the MESs, such as the coal-gas MES, gas-hydrogen MES, or even ammonia
MES since ammonia is a new type of carbon-free fuel [23].

Figure 7.1d classifies the MES from the network perspective since every “energy
carrier” should be transmitted by a designed network. The electrical network includes
power systems on multiple scales. Gas and oil are transported by pipelines or trans-
portation flows. Heat and cooling power also have certain pipelines. Those different
networks can have different topologies and operating strategies, which is the main
motivation of this classification method. In this sense, the networks of MESs can
be classified as combined electric-heat networks, combined electric-heat-cooling
networks, and so on.

7.2 Future Multi-energy Maritime Grids

7.2.1 Multi-energy Nature of Maritime Grids

A sketch of MES is given in the former section to show the basic advantages and char-
acteristics. In this section, the multi-energy nature of maritime grids will be analyzed
to show their similarities and differences compared with conventional MESs, and
Fig. 4.1 is re-drawn below as Fig. 7.2 as an illustration of future maritime grids. Two
cases of maritime grids will be given after this illustration.

10. Offshore platform
(e.g. Oil drilling)

14. Offshore
wind farm

15. Island
microgrid

15. Island
microgrid

14. Offshore
wind farm

12. Shipboard
microgrid

3. Offshore
support vessel

3. Offshore
support vessel

9. Industrial facilities

7. Offshore platform
(e.g. Oil drilling)

11. Oil Pipes

11. Oil Pipes

13. Cables

13. Cables

Fig. 7.2 Illustrations of future maritime grids
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(1) Spatial perspective

From Fig. 7.2, maritime grids cover different spatial areas. For example, island
microgrids cover an individual island, and the energy sources include offshore wind
power, photovoltaic power, and underground cables. Seaport microgrids cover the
harbor territory, and the energy sources include the offshore wind farm, land-based
photovoltaic farm, oil pipelines, and the electricity supply from the harbor city.
Other maritime grids include the drilling platforms and different types of ships. In
summary, maritime grids have a very wide range on system scales, from the smallest
to a ferry or a building and the biggest to a harbor city, which involves all the energy
sources within a conventional MES. Different maritime grids are coupled tightly by
energy connections, and current multi-microgrid coordination methods can be used
in maritime grids to achieve better system characteristics.

(2) Service perspective

Figure 7.2 shows maritime grids can provide different services to customers,
including the conventional services of electricity, heat, cooling in land-based MES,
also including some types beyond current focuses, such as the logistic services, fuel
transportation services. This is the primary difference between current studied MES
(land-based MES) from the maritime grids. This is also a challenge for the research
of maritime grids, since new energy models of those services should be formulated
and integrated into the energy management model.

(3) Fuel perspective

Maritime grids also involve different types of fuels. In Fig. 7.2, the drilling platform
can harvest crude oil or natural gas, and transport them to an island or the seaport. The
industrial factory can refine crude oil into different types of fuels, such as gasoline,
diesel, and so on. Those fuels may in reverse fill into the ships for sailing, into seaport
for generation, and into the harbor city for daily lives. Besides, some novel fuels may
also use in maritime grids, such as ammonia, methanol, and ethanol.

(4) Network perspective

Maritime grids also have different types of networks. Figure 7.2 shows some
typical ones, (1) electrical networks in harbor city, seaport, industrial factory; (2)
heat/cooling networks in harbor city, seaport, industrial factory; (3) fossil fuel
networks between the ocean platforms and a seaport or an island; (4) electrical
networks between offshore wind farms and a seaport or an island; (5) multi-energy
network within an island; (6) transportation network by ships and vehicles. Those
networks above are connected with multiple energy and information flows and may
be more complex than conventional land-based MESs.
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7.2.2 Multi-energy Cruise Ships

In Fig. 7.3, a typical topology of a multi-energy cruise ship is shown. Detailed
illustrations can be depicted as follow. The load demands can be classified into three
categories, the electric load, thermal load, and propulsion load. Among the three
load demands, the propulsion load is to drive the cruise ship, which consists most
of, usually more than 50% of the total load demand [24]. The propulsion load has a
simple cubic relationship with the cruising speed, which is under the constraints of
navigation distance [25]. The electric load in cruise ships includes the illumination,
recreation equipment, movie theater, and so on. This type of load scales up to tens of
megawatt [24], which is provided by the electric power bus, shown as the blue lines
and arrows in Fig. 7.3. The thermal load in cruise ship includes the cooling and heat
load, the swimming pool, and the cooking. This type of load also scales up to tens
of megawatt [27], which is provided by the thermal power network, shown as the
green line and arrows in Fig. 7.3. It also should be noted that in some cruise ships the
cooling and heat loads are provided by the electricity. In this work, we will compare
the introduced multi-energy technology with the single electric supply mode.

As for the generation systems, to provide adequate electric and thermal loads
for the overall cruise ship. There exist three types of generation systems, i.e., DG,
CCHP, and PTC. The DGs make up the main part of the shipboard generation, which
provides most of the electric power supply. The CCHP both provides the electric
power and the thermal power and the PTC uses electricity to produce thermal power.
To balance both the electric and thermal loads, the HES (electric and thermal energy
storage) is integrated.
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Fig. 7.3 Topology of a multi-energy cruise ship
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7.2.3 Multi-energy Seaport

We have illustrated the multi-energy seaport in Chap. 1. Here we re-draw Fig. 1.17
as Fig. 7.4to further show its multiple energy flows.

Generally, the seaport is connected with the main grid and various renewable
energy are integrated, i.e., seaport wind farms and PV farms in Fig. 7.4. All the
port-side equipment, including the quay cranes, gantry cranes, transferring trunks,
are electrically-driven. The seaport provides four types of services to the berthed-in
ships and has four sub-systems for each type of services: (1) logistic service. The
berth allocation and quay crane scheduling for loading/unloading cargo; (2) fuel
transportation. Unloading or refilling fuel for the berthed-in ships; (3) cold-ironing.
Providing electricity to the berthed-in ships and (4) refrigeration reefer for the cold-
chain supply. The coordination between different sub-systems is shown in Fig. 7.5.
Four sub-systems are communicating by the seaport control center and a distributed
control strategy is employed in the seaport microgrid.

Seaport wind
farm

ESS for

wind farm

ESS for PV

Charging

station

PV array

Port crane and

cold-ironing

Cold chain supply

Fuel refining
and storage

Fuel
transportationCooling system

Contro
l

center

Electricity flow

Thermal flow
Fuel flow

Logistic control signal

Main grid

Thermal
storage

Storage yard

CHP plant

Energy control signal

Fuel control signal

Fig. 7.4 Multi-energy seaport microgrid
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Fig. 7.5 Coordination between different sub-systems in seaport microgrid

7.3 General Model and Solving Method

7.3.1 Compact Form Model

From above, maritime grids involve different networks and provide multiple types
of services by different types of fuels. In this sense, maritime grids have a significant
characteristic, i.e., using the electric network as the backbone for energy manage-
ment, and other different networks serve as the “load demand” of electric networks.
For example, the heat/cooling networks couple with the electric network by CHP
or electric boiler/chiller, and water supply network couple with the electric network
by electric water pumps, and logistic network couple with the electric network by
charging/discharging.

For this complex network, a general energy scheduling form can be shown as
(7.1). Where f (x) is the objective function of the main network, generally the electric
network, and x is the decision variable vector; gi (yi ) is the objective function of the
i-th network, and yi is the decision variable vector of the i-th network; F(x) is the
constraint set of the main network; Gi (yi ) is the constraint set of the i-th network;
Ai · x = Hi (yi ) is the coupling constraint set of power consumption of coupling
equipment, such as water pump, CHP, and various logistic equipment.
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min
x,yi

f (x) +
n∑

i=1
gi (yi )

s.t.F(x) ≥ 0, Gi (yi ) ≥ 0
Ai · x = Hi (yi ), x ∈ X, yi ∈ Yi

(7.1)

7.3.2 A Decomposed Solving Method

This Chapter proposes a decomposed method to solve this type of problem, which
is given by the following Theorem 7.1.

Theorem 1 The above formulation is equivalent to the following form.

min
x

[

f (x) +
n∑

i=1
in f

yi ,τi ,ui

(gi (yi ) + τi · Gi (yi ) + ui · [Hi (yi ) − Ai · x])

]

s.t.F(x) ≥ 0, Gi (yi ) ≥ 0
x ∈ X ∩ V

V ≡ n∪
i=1

{x |λi · [Hi (yi ) − Ai · x] = 0}
, whereλi ≥ 0and

n∑

i=1
λi = 1

(7.2)

where ui is the optimal multiplier vector of the following optimization problem.

min
yi

n∑

i=1
gi (yi )

s.t.Gi (yi ) ≥ 0, Ai · x = Hi (yi ), f or all i
(7.3)

Proof

(1) Problem (7.1) and (7.2) have the same feasible region.

(1.1) If x̄ be feasible for (7.1), then x̄ is feasible for (7.2).

Let x̄ be an arbitrary point in the feasible region of (7.1), then

F(x̄) ≥ 0, Ai · x̄ = Hi (yi ), f or∀i (7.4)

It follows that (7.5) holds for all λi .

λi · [Hi (yi ) − Ai · x̄] = 0 (7.5)

Then x̄ ∈ V , and F(x̄) ≥ 0. x̄ is also feasible for (7.2).
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(1.2) If x̄ be feasible for (7.2), then x̄ is feasible for (7.1).

Let x̄ be an arbitrary point for (7.2), then (7.5) holds at least for one i. F(x̄) ≥ 0 is
satisfied all the same, then (7.6) holds.

η · F(x̄) + λi · [Hi (yi ) − Ai · x̄] ≥ 0 (7.6)

It follows that

Inf
η≥0

{η · F(x̄) + λi · [Hi (yi ) − Ai · x̄] ≥ 0} (7.7)

Since η = 0 is allowed in (7.7). Now, (7.7) is the dual of the following optimization
problem.

min
yi ∈Yi

0T · yi

s.t.F(x) ≥ 0, Hi (yi ) = Ai · x̄
(7.8)

Obviously, (7.8) is feasible and has the optimal value of 0, hence, x̄ is feasible for
(7.1).

(2) The objective function
Since ui is the optimal multiplier vector of (7.3), then (7.9) holds.

min
yi

n∑

i=1
gi (yi )

= in f

{
n∑

i=1
gi (yi ) +

n∑

i=1
τi · Gi (yi ) +

u∑

i=1
ui · [Hi (yi ) − Ai · x]

} (7.9)

In this sense,

min
x,yi

[ f (x) +
n∑

i=1
gi (yi )]

min
x

[

f (x) +
n∑

i=1
in f

yi ,τi ,ui

(gi (yi ) + τi · Gi (yi ) + ui · [Hi (yi ) − Ai · x])

] (7.10)

From above, (7.1) and (7.2) are equivalent, then the solution process is given
below.

Solution process: From (7.2), the original problem can be solved in a two-step
process. It should be noted that, gi (yi ) + τi · Gi (yi ) is a constant when minimizing
x , so it is eliminated for simplification.

Step 1: Given a feasible x̄ , solve (7.11) for y∗
i and ui .

min
yi

n∑

i=1
gi (yi )

s.t.Gi (yi ) ≥ 0, Ai · x̄ = Hi (yi ), f or all i
(7.11)
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It should be noted that, there are no coupling between different networks. So
(7.11) can be solved in parallel.

Step 2: Solve (7.12) for x .

min
x

[

f (x) +
n∑

i=1

(
ui · [

Hi
(
y∗

i

) − Ai · x
])

]

s.t.F(x) ≥ 0, Ai · x = Hi
(
y∗

i

)
, f or all i

(7.12)

Then check the convergence characteristic, if yes, terminates and if not, return to
Step 1 and update x̄ . The algorithm convergence is given below.

Algorithm convergence It is proved that the proposed method has finite ε-
convergence characteristic.

Theorem 2 Assume X and V are both compact set, f , g, F, Gi and Hi are contin-
uous. The set U T (x) of the optimal multiplier vector for (7.3) is non-empty for all
x in X and uniformly bounded. Then, for any given ε > 0, the proposed procedure
terminates in a finite number of steps.

Proof For simplification, we define (7.13).

L(x, τ, u) = f (x) +
n∑

i=1

(gi (yi ) + τ · Gi (yi ) + u · [Hi (yi ) − Ai · x]) (7.13)

For any sequence L(xv, τ v, uv), xv of the optimal solution of (7.2). Firstly, the
optimal multipliers sequence τ v, uv will converges to a point noted as (τ̄ , ū), since
the uniformly bounded assumption of U T (x). Additionally, xv will converge to a
point denoted as x̄ since the compactness of X.

At last, since L(xv, τ v, uv) is a non-increasing sequence and bounded below, there
exists at least one sub-sequence of L(xv, τ v, uv), xv which converges to a point, we
noted it as L(x̄, τ̄ , ū), x̄ .

Since the weak duality, (τ̄ , ū) is the optimal multiplier for x̄ and (7.14) holds.

L(x̄, τ̄ , ū) = Inf
yi

(

f (x̄) +
n∑

i=1

gi (yi )

)

(7.14)

Then, for any given ε > 0, there should be finite v to make (7.15) hold.

L(x̄, τ̄ , ū) ≤ L
(
xv, τ v, uv

) ≤ Inf
yi

(

f (x̄) +
n∑

i=1

gi (yi )

)

+ ε (7.15)

Then the proposed method should converge in finite steps.
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7.4 Typical Problems

7.4.1 Multi-energy Management for Cruise Ships

This section uses the cruise ship in Fig. 7.3 as the test case to show the effects
of energy management. For a more economic and environmental operation of the
cruise ship, the shipboard energy management system will optimally dispatch the
outputs of the DG, CCHP, PTC, and HES to fulfill the propulsion, onboard electric,
and thermal loads. However, in practice, those control variables are not on the same
time-scale. During the navigation, the ship will constantly cruise and the speed cannot
be regulated rapidly [25], and the onboard facilities for tourists also should keep
working till night. This makes the propulsion and electric loads should be fulfilled
in a long-term horizon (every hour in this work). Besides, the thermal load should be
satisfied in a short-term horizon (20 min) to meet the real-time constraints of indoor
temperature and hot water supply. To coordinately satisfy the above load demands
in two time-scales, in this work we propose a two-stage operation framework for the
cruise ship, which is shown as follow:

From the Fig. 7.6, the first stage hourly schedules the DGs, CCHP, and battery to
fulfill the voyage distance constraints and hourly electric load demand. The thermal
power produced by the CCHP is stored in the thermal energy storage. In the second
stage, every 20 min, the PTC and thermal energy storage is dispatched to meet the
thermal load demand. With the above operation framework, both the propulsion and
electric loads can be met in a long-term time-scale, as well as the thermal load demand
can be met in a short-term time-scale to improve the QoS.

Two-stage

and electric load demand

coordination

and battery for the propulsion

Second stage:

First stage:

Recoursing the PTC and

Scheduling the DG, CCHP

Voyage distance and

demand

demand

hourly electric load

20-minutes thermal load

thermalenergy storage for the
20-minutes thermal load

Operating
Block

Input data
Block

Fig. 7.6 Two-stage operation framework for the cruise ship, reprinted from [26], with permission
from IEEE
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To show the benefits of the proposed model, the onboard generation and battery
SOC are shown in Fig. 7.7a, b, respectively. Figure 7.8 compares the results of the
thermal load of the proposed two-stage method.

From Fig. 7.7a, the battery can coordinate with the speed adjustment to smooth
the load profiles, which facilitates the economy of cruise ships (the DGs can better
operate around their economic points). From Fig. 7.7b, the battery may have much
deeper charging/discharging events without the speed adjustment. That is mainly
because the cruising speed is fixed during the cruising time-intervals, and the battery
should quickly respond to the load profiles for the economy of navigation.

From Fig. 7.8a, the proposed two-stage scheduling model can meet the thermal
load demand in a more accurate time-scale by simply dispatching the loading factor
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Fig. 7.7 Onboard generation and battery SOC with/without speed variations, reprinted from [26],
with permission from IEEE
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(a) thermal storage in the first/second stages  
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Fig. 7.8 Onboard thermal storage and thermal load, reprinted from [26], with permission from
IEEE

of the thermal storage tank, and the outputs of PTC and CCHP. The results are shown
in Fig. 7.8b. The indoor temperature can be kept as a constant meanwhile the single
first stage will have a maximal 3 °C temperature variations since the accumulated
effects of thermal load demand variations. Similarly, the single first stage also cannot
meet the hot water supply-demand all the time, and the thermal variations will also
be accumulated and make the supplies always smaller than the demands.

Current cruise ships are mainly BOS cruise ships, which means in the BOS mode,
the thermal load demand is all provided by the electric-side (PTC units). In this case,
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Fig. 7.9 Comparisons between BOS and HES cruise ships, reprinted from [26], with permission
from IEEE

the BOS ship replaces the CCHP to conventional DG with the same capacity. The
parameters are the same with DG2, 3. The total load demand and EEOI of BOS and
HES ships are shown in Fig. 7.9.

From Fig. 7.9, the BOS cruise ship will have much larger load demands since the
thermal load is provided by the PTC unit. Correspondingly, the EEOI of the HES
integrated cruise ship is also much smaller than the BOS by 8.37%.

7.4.2 Multi-energy Management for Seaport Microgrids

(1) System description

From Fig. 7.10, there are three energy resources in this microgrid, i.e., photo-
voltaics(PVs), electrical substation, and gas pressure house. The PVs and substation
inject electricity into the seaport microgrid via DC and AC buses, respectively. The
gas pressure house injects gas into the seaport microgrid to the gas storage. Addi-
tionally, to improve the system flexibility, a battery energy storage system (ESS) and
two thermal storages are incorporated. The AC/DC loads and heat/cooling power
are supplied to the seaport loads, and DC power is used for charging the electric
trunk. The power to gas equipment transforms the excess power to gas to fill the gas
vehicles.

In this paper, the scheduling horizon is divided into equal time step �t , denoted
by set T = {1, 2, . . . , T }. The proposed operation method is formulated as a two-
stage framework, where the first stage is for the day-ahead time-scale, and the second
stage is for real-time scheduling, i.e., hourly. In the day-ahead operation (first stage),
the hourly energy scheme is provided considering the uncertainties, and then in
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Fig. 7.10 An illustrated seaport microgrid case revised from [28]

the second stage, the seaport microgrid adjusts its scheduling plan responding to
the realization of uncertainties in the hourly time-scale. The electrical load profile,
heating load profile, and cooling load profile are shown in Fig. 7.11, which are all
given in 1000 scenarios. Other detailed parameters can be found in [28].

Fig. 7.11 Input parameters of the proposed method, reprinted from [28], open access
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Fig. 7.12 Power flow via bi-directional AC/DC converter, reprinted from [28], open access

(2) Case study

To verify the effectiveness of the proposed method, different cases are formulated as
follows.

Case 1: Two-stage optimization is considered, meanwhile the joint constraints are
considered.

Case 2: Only the first-stage optimization is considered.

(2.1) Bi-directional AC/DC power flow

To show the coordination between AC and DC sides, the power flow via the bi-
directional AC/DC converter is shown in Fig. 7.12. The AC to DC power is shown
as the surface above the zero surface, while the DC to AC power is shown as the
surface below the zero surface. Then, to show the effects of ESS, the state of charge
(SOC) of battery is shown in Fig. 7.13.

From the above figure, at first, when the PV power is almost zero, i.e., t = 0–
5 h, 20–24 h, the DC load is mainly met by AC to DC converter. When the DC
load gradually increases, the AC to DC power is also increasing, and the battery
discharges to further support DC load, i.e., t = 5, 6 h. After that, with the PV power
increasing, the power demands also become larger, i.e., both DC and AC loads during
t = 10–16 h. In those time intervals, the PV output is beyond the maximal DC load,
which leads the PV power change to AC via AC/DC converter to support the AC
load or charge into battery, which is shown as the surface below zero in Fig. 7.12 and
the charging event in Fig. 7.13. From the above results, the integration of the AC/DC
converter can bring great flexibilities to meet both DC and AC loads. The DC power
for PV and AC power from UG and CHP can coordinately operate to enhance energy
efficiency.
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Fig. 7.13 SOC of battery, reprinted from [28], open access

(2.2) Multiple energy flows

In this seaport microgrid, various energy carriers are working coordinately to enhance
operation flexibility. To show those coordinations, the power of CHP is shown in
Fig. 7.14, the power of heat storage is shown in Fig. 7.15, the power of cooling
storage is shown in Fig. 7.16, and the power of power-to-gas facility is shown in
Fig. 7.17.

Fig. 7.14 Power of CHP, reprinted from [28], open access
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Fig. 7.15 Power of heat storage, reprinted from [28], open access

Fig. 7.16 Power of cooling storage, reprinted from [28], open access

From Fig. 7.11d and e, there are two demand impulses of both heat and cooling
demands in t = 6, 7 h. The CHP responds to those demand impulses and consumes
the gas to produce electricity and heat. The heat energy is stored and both the heat
and cooling storages are discharging in this period to satisfy the demand, which is
shown as the great valleys in their energy curves in Figs. 7.15 and 7.16. After that,
CHP is shut-down since the total electricity demand is limited. The thermal demands
are then met by the coordination of thermal storage and the gas boiler.
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Fig. 7.17 Power of P2G equipment, reprinted from [28], open access

It should be noted that when t = 10–15 h, the temperature increases and requires
great air-conditioning power demand. While in this time period, the PV power is also
in its peak-hours. Then the PV power is converted to gas for the gas boiler to meet
the air-conditioning power demand, which is shown as in Fig. 7.17.

The above results show that different energy carriers can be coordinated flexibly
in a seaport microgrid. The excess electricity can be converted to gas for thermal
demand. With the interactions between different energy carriers, the electric and
thermal demand can both be satisfied and the flexibility can be enhanced.

(2.3) Electric and gas trucks

The energy demand of trucks is quite important in future seaport since they play a
major role for cargo lifting and transporting. However, before the completed elec-
trification of vehicles, the gas trunks and electric trunks will both exist in seaport
microgrid. To satisfy their energy demands, the electric and gas sub-systems of
seaport microgrid should be operated in coordination, respectively. In this case, the
equivalent energy of gas trucks are shown in Fig. 7.18, and the charging power of
electric trucks are shown in Fig. 7.19.

From Fig. 7.18, the energy peaks of gas vehicles are t = 10–15 h and 20–24 h. The
first peak period corresponds to the working hours, and the second is the vehicles
coming back for charging. From the results in Fig. 7.19, the charging patterns are
more periodic with three peak hours, i.e., t = 10–15, 16–18, and 20–24 h. From the
above results, both the gas and electricity demands of trunks can be satisfied.
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Fig. 7.18 Equivalent energy of gas vehicles, reprinted from [28], open access

Fig. 7.19 Charging power of electric trunks, reprinted from [28], open access
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Chapter 8
Multi-source Energy Management
of Maritime Grids

8.1 Multiples Sources in Maritime Grids

8.1.1 Main Grid

The main grid plays as the main power source of land-based maritime grids since
the very beginning, such as the seaports and some coastal industries. This type of
maritime grids usually operates in a harbor territory and can receive electricity from
the harbor city. Some equipment in those maritime grids is driven by electricity and
the others may be driven by fossil fuel. Table 8.1 shows the power sources of a
terminal port.

From Table 8.1, electricity, diesel, petrol and natural gas are four main power
sources for a terminal port, especially the electricity and diesel, serving for most of
the port-side equipment. When a seaport is less-electrified, the portion from diesel is
generally higher. In recent years, the extensive electrification of seaport becomes an
irreversible trend, then the electricity now has become the primary power source of a
seaport. Diesel now serves for some flexible operating equipment, such as trucks and
other carriers. Similar phenomena also happen in other land-based maritime grids,
such as coastal factories, since when fully electrified, electricity will serve as the
main energy carrier and the main grid will be the main power source.

8.1.2 Main Engines

Most types of maritime grids cannot always receive power from the main grid.
They mostly operate as islanded microgrids, such as island microgrids, shipboard
microgrids, and various working platforms. For the island microgrids, if they cover
a wide area, a small-scale or even medium-scale power plant is possible to construct,

© The Author(s) 2021
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Table 8.1 Possible power sources for different equipment in a seaport (data from [1])

Diesel Petrol Natural gas Electricity

Ship-to shore cranes • •

Mobile cranes • •

Rail-mounted gantry • •

Rubber-tired gantry • •

Reach stackers • •

Straddle carriers • •

Lorries • • •

Generators •

Building •

Lighting •

Reefer •

Other vehicles • • • •

and this scenario is similar to the first case since the power plant can provide sufficient
power support. For the other smaller cases, the main engines act as the main power
sources instead, especially in the shipboard microgrids.

Generally, the main engines have four stages of development. The first stage is in
1900–1940, which is the initial stage of main engines. In 1910, the first diesel engine
driven ship “Romagna” was launched. It uses two diesel engines manufactured by
“Sulzer” company. Then in 1912, the first ocean cargo ship “Selandia” uses two
DM8150x diesel engines manufactured by “B&M”. In this stage, the main engines
have the steamed ones and diesel ones. Then in 1940–1970, the development of main
engines steps into the second stage, and this is the golden age of low-speed diesel
engines. The power of a single air cylinder grows from 900–1030 kW in 1956 to
3400 kW in 1977. Then 1970–1990 is the third development stage of main engines.
The theme of this stage is to reduce the fuel consumption rate. In this stage, the unit
fuel consumption has reduced to 0.155–0.160 kg/(kWh), and the energy efficiency
can be up to 55%. Then after 2000, the fourth stage, main engines become smarter and
various advanced monitoring equipment is integrated to achieve automatic control.

Nowadays, main engines have different scales, from kilowatt to megawatt, which
uses diesel, natural gas, ammonia, and so on. Some of them can use more than two
types of fuels, referred to as “multi-fuel engines”. Currently, main engines serve as
the main power sources for many maritime grids.

8.1.3 Battery and Fuel Cell

In Chaps. 1 and 5, the energy storage technologies into maritime grids, especially
the battery, are illustrated in detail. Battery stores energy in the electrochemical form
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and the battery cells are connected in series or in parallel or both to make up the
desired voltage and capacity. There are currently many cases of battery integrated
ships. Some of them are shown in Table 8.2. Nowadays, battery mostly serves as
auxiliary equipment to shave the peak load of ships and benefit the operation of
shipboard microgrid. In the future, the battery integration into maritime grids will
be more convenient and the large-scale integration will be reality.

Since no combustion process, fuel cell has higher power generation efficiency
than the traditional internal combustion engine, which is a promising power source
technology in the future. Table 8.3 shows some cases of fuel cell integrated ships.

Both of battery and fuel cell have no combustion process, and are highly efficient,
which are promising for future usages.

Table 8.2 Cases of battery into ships

Name Ship types Battery capacity References

Ampere Ferry 1040 kWh [2]

Norled Ferry 1400 kWh [3]

Puffer Cargo ship 2400 kWh [4]

Princess Benedikte Cruise ship 2.6 MWh [5]

Elektra Hybrid ferry 1040 kWh [6]

Tycho Brahe Hybrid ferry 460 kWh [7]

Deep ocean 01 OSV 2.8 MWh [8]

Selbjørnsfjord Cruise ship 585 kWh [9]

Schleswig-Holstein Cruise ship 1.6 MWh [10]

Table 8.3 Projects of some selected fuel cell-based ships

Ship Power Fuel References

Viking Lady 330 kW LNG [11]

SF-Breeze 100 kW Hydrogen [12]

PA-X-ELL 30 kW Methanol [13]

MV Undine 250 kW Methanol [14]

US SSFC 2.5 MW Diesel [15]

MC-WAP 500 kW Diesel [16]

MS Forester 100 kW Diesel [17]

212 submarine U31 330 kW Hydrogen/Methanol [18]

212 submarine U32 240 kW Hydrogen/Methanol [19]

S-80 Submarine 300 kW Ethanol [20]
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8.1.4 Renewable Energy and Demand Response

In Chaps. 1 and 5, renewable energy integration into maritime grids has been illus-
trated. The following Fig. 8.1 shows renewable energy integration into a seaport.
Wind power, solar energy, and the main grid supply the energy demand of seaport.
The ships can charge or use cold-ironing power when berthed in a seaport, which
can be also viewed as using renewable energy for propulsion.

However, renewable energy is highly fluctuating and less controllable. In conven-
tional operation patterns, the generation-side should follow the trend of renewable
energy or renewable energy has to be curtailed [21]. To mitigate this issue, the
demand-side can be adjusted to follow the trend of renewable energy, then the oper-
ating burden of the generation-side can be greatly reduced and the total system
benefits can be improved.

In literature, demand-side management has been used in power system operation
[22, 23], unit commitment [24], and so on. In the energy market, the demand-side
management sources can be aggregated as one unit and acting as a “virtual power
plant”. In maritime grids, demand-side management is used to adjust the propulsion
system of AES [25]. Later in [26], demand-side management is used to mitigate
the fluctuations of photovoltaic energy. Then [27] proposes a robust demand-side
management method for a photovoltaic integrated AES.

photovoltaic

wind energy

energy

Cold-ironging
modules

Electrified
port cranes

Green ships

Fig. 8.1 Renewable energy integration into a seaport
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8.2 Coordination Between Multiple Sources in Maritime
Grids

From above, maritime grids involve multiple sources, including both generation-
side and demand-side, and different sources should be coordinated to achieve better
system behaviors. The coordination framework is shown as the following Fig. 8.2.

From Fig. 8.2, maritime grids consist of 4 main parts, (1) generation-side,
including the main grid, main engines, fuel cell, various renewables, and so on;
(2) demand-side, including the propulsion in ships, and port cranes and vehicles
in a seaport, and all the load demand in different platforms; (3) Energy storage,
including battery, flywheel and all the energy storage technologies can be used
in maritime grids, and it should be noted that energy storage can change its roles
between generation-side and demand-side, i.e., it is generation-side when discharging
and it is demand-side when charging; (4) Multiple networks, including electrical,
heat/cooling, water, and transportation networks, and those networks are used to
deliver multiple energy flows from the generation-side to the demand-side. The
energy storage and networks are the interfaces between generation-side and demand-
side, thus the operating strategies of them can improve the flexibility of maritime
grids.

In summary, maritime grids are a series of microgrids that have specific maritime
load demand, and their operation strategies can be derived from the conventional
land-based microgrids while addressing some specialties.

Maritme grids

Port crane

Various vehicles
Fuel cell Renewable

Energy storage

Multiple Networks

Main
engine

Main grids Propulsion

Generation-side Demand-side

Fig. 8.2 Coordination framework of maritime grids
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8.3 Some Representative Coordination Cases

8.3.1 Main Engine—Battery Coordination in AES

A single line diagram of AES is shown in Fig. 8.3 with two buses. 4 DGs are integrated
into two buses. In this AES, bus A and bus B are both DC, and the DGs are all AC
generators. The load demands include electric propellers and AC loads. Batteries are
installed in two buses to act as auxiliary equipment.

Three sources are participating in the operation of AES, i.e., DGs, batteries, and
the propulsion system of AES. The reason for the propulsion system to participate
in demand response is shown as Fig. 8.4a, b.

In Fig. 8.4a, the propulsion load is cubically increasing with the cruising speed
until the “wave wall”. In Fig. 8.4b, the constant speed and variable speed both sail
30 nm in 6 h, but they have different load curves. In this sense, the propulsion system
can adjust its load demand to coordinate with the DGs and battery to facilitate the
operation of AES [25] has studied this topic and the main results are shown in
Fig. 8.5a, b.

From the above Fig. 8.5a, b, the coordinated adjustment of propulsion and ESS
can make the operating cost and EEOI smoother since it can mitigate the peak-
valley difference of onboard power demand, which proves the effects of multi-source
management on AES.

Bus A Bus B

DG1 DG2 DG3 DG4

Electric Propeller Battery 2Battery 1AC loads AC loads

Circuit Breaker

Fig. 8.3 Single-line diagram of an AES
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Fig. 8.4 Reason for propulsion system in demand response

8.3.2 Main Engine-Fuel Cell Coordination in AES

Compared with the main engines, fuel cell has smaller capacity and scale, which is
suitable to undertake some small-scale load demands. Compared with the battery,
fuel cell doesn’t need charging, which can undertake long-term load demand [28] has
studied this topic and compared two cases: (1) main engine; and (2) main engine-
fuel cell. The testbed used in this study consists of a hybrid power source with
the combined capacity of 180 kW (100 kW fuel cell, 30 kW battery, and 50 kW
diesel generator). The results are shown in Fig. 8.6a, b. From the above curves, the
integration of fuel cells can greatly reduce fuel consumption and CO2 emission.
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8.3.3 Demand Response Coordination Within Seaports

Chapter 6 has illustrated the operation steps of quay crane (QC). Original Fig. 6.10
is now re-drawn as Fig. 8.7 below. A typical working process of a port crane includes
(1) hoist, or beginning to lift up; (2) lifting up speedily; (3) lifting up speedily and
the trolley moving forward; (4) lifting up with the full speed and the trolley moving
forward; (5) lifting up with slowing speed and the trolley moving with full speed;
(6) the trolley moving with slowing speed; (7) lifting down speedily and the trolley
moving with slowing speed; (8) settling down. Step (2) and (3) usually have the
biggest power demand whereas steps (6), (7) and (8) have smaller power demands.

Chapter 6 shows the integration of ESS can recover energy when lifting down
the cargo. This Chapter proposes the demand response model of port crane. The
dimension of QC, cargo speed, and QC power are shown in the sub-figures in Fig. 8.8.
Based on Fig. 8.8, the entire lifting cargo distance is calculated as (8.1).

L = h3 + (d1 + d2)
/

2 + (h1 + h2)
/

2 (8.1)

Fig. 8.7 Typical working steps for a port crane

Fig. 8.8 Operation process of quay crane (QC)
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From sub-figure ➀ and ➁, the cargo speed and consumed power has a nearly
linear relationship and can be shown as (8.2).

P = k · v (8.2)

where P is the power of QC; k is the coefficient; and v is the cargo speed. Then the
average consumed power can be shown as (8.3).

Pav · Ti = Ti∫
0

Pdt = k
Ti∫
0

vdt = k · L (8.3)

where Pav is the average consumed power of QC; Ti is the average handling time for
one container. Then to handle n cargos, the consumed time is shown as (8.4).

T = n · Ti = kL
n∑

i=1

(Pav)
−1 (8.4)

Generally there exist an upper and a lower limit on the total handling time, i.e.,
Tmin ≤ T ≤ Tmax . Then the demand response model of QC can be obtained.

Tmin

kL
≤

n∑

1

(Pav)
−1 ≤ Tmax

kL
(8.5)

Within the range in (8.5), the consumed power of QCs can be adjusted to facilitate
the operation of seaport microgrids.
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Chapter 9
The Ways Ahead

9.1 Future Maritime Grids

To illustrate the future maritime grids, we re-draw Fig. 4.1 here and give a more
detailed illustration for future maritime grids. The following Fig. 9.1 is renamed as
“future maritime grids”.

In Fig. 9.1, the main types of maritime grids including harbor city grid (2), seaport
microgrids (4), offshore platforms (10), shipboard microgrids (12), offshore wind
farms (14), island microgrid (15).

In the first place, harbor city grid (2) is the core and acts as the main grid for the rest
of maritime grids. The main functions include receiving the land-based renewable
generation (1), supplying the industrial facilities (9), providing power to seaport
microgrids (4), and operating two-way ferries (12) to island microgrid (15). The
former four are energy connections and the fifth is a transportation connection.

Then seaport microgrid (4) is the network within a seaport, and this microgrid
receives electricity from the harbor city grid (2) and providing raw materials to the
industrial facilities (9). The seaport microgrid also receives energy from the seaport
renewable (6). Seaport provides berth positions to the cargo ships (16), and handling
the cargos by the port cranes (13). The cargos are then lifting by the transferring
vehicles (5) to the stackyard (8), and the cold-chain containers are stored in the reefer
area (7). Besides, seaport microgrid provides cold-ironing power to the shipboard
microgrid (12).

The offshore platforms (10) include oil drilling platforms or other construction
ships. They produce raw materials and transmit them to the industrial facilities (9)
or island (15) by the oil pipes or other networks. The raw materials can be also
transported by cargo ships (16).

The shipboard microgrid (12) is the network installed in cargo ships (16), offshore
support vessels (3), and other ships. It receives the cold-ironing power from the
seaport microgrid (4), and it periodically sails between seaport and islands (15) or
other places to transfer cargos.

© The Author(s) 2021
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Fig. 9.1 Future maritime grids

Offshore wind farm (14) is to harvest wind energy on the sea. It has underground
cables (13) to connect with the seaport (4) and then with the harbor city (2). It can
also support the energy for the island microgrid (15). The offshore support vessels
(3) are used to construct and repair offshore wind farms.

Island microgrid (15) is the microgrid within an island, which involves various
renewable energy and other distributed generations. The scale of island microgrid
depends on the area of island, and large island microgrid may have environmental
agriculture facilities [1]. Island microgrid can receive the raw materials from the
offshore platforms, and exchange materials with the seaport (4) by cargo ships (16).
The tourists can have two-way traveling between islands and harbor city by two-way
ferries (12).

From above, maritime grids undertake different maritime tasks and they are tightly
coupled and they should be studied as one unit. Some typical operating scenarios are
important and shown below.

(1) The coordination between the seaport microgrid and the harbor city grid. In
this scenario, the harbor city grid is the main grid, and the seaport microgrid
purchases electricity from the main grid to support the within equipment, i.e.,
port cranes, transferring vehicles, reefer area, and so on [2–4] have studied this
scenario.

(2) The coordination between the seaport microgrid and the shipboard microgrids.
In this scenario, the seaport allocates berth positions to the berthed-in ships
and providing cold-ironing power and logistic services [5, 6] have studied this
scenario.
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(3) The coordination between the shipboard microgrids and the island microgrids.
This scenario is similar to the case between seaport and ships when an island
has a very strong power network. When the power grid of the island is weak, the
ships may in reverse support the islands, which is referred to as “mobile power
plant” [7].

(4) The coordination between the offshore platforms. There are generally many
offshore platforms in an ocean area, and they should coordinate with each other
to complete the same task, i.e., oil drilling, construction, and so on.

9.2 Data-Driven Technologies

9.2.1 Navigation Uncertainty Forecasting

Navigation uncertainty generally comes from uncertain weather, and Chap. 4 has
emphasized the influences of navigation uncertainty on the operation of maritime
grids. Until now, there are many data-driven maritime weather forecasting methods
for ships and seaport [8–10], in different timescales, or by different algorithms,
using different attributes, and also have different advantages and disadvantages. Our
focus is on how to use those forecasting datasets to generate the distributions and
uncertainty sets of energy management models. With the obtained distributions or
uncertainty sets, stochastic and robust programming models can be formulated for
different operating scenarios.

In recent research [11], a novel data-driven heuristic framework for vessel weather
routing is formulated as Fig. 9.2. Based on the weather forecasting results, the ship
chooses a better sailing route to save fuel consumption. The main key performance
indicators (KPIs) of ships can also be predicted.

Fang et al. [12] also studies the robust energy management of all-electric ships
when considering navigation uncertainties, but the weather conditions are simply
classified as four sub-scenarios and only the worst case is considered. In the future,
more accurate uncertainty sets should be forecasted to facilitate the operation of
maritime grids.

9.2.2 States of Battery Energy Storage

Chapters 5–8 have emphasized the critical roles of battery energy storage in the
maritime grids for load leveling and power quality issues. Generally, there are six
states for battery energy storage, i.e., state of charge (SOC), state of power (SOP),
state of energy (SOE), state of safety (SOS), State of temperature (SOT), and state of
health (SOH). The above states are all essential indicators for the battery management
system and many methods have been proposed to estimate them, and various data-
driven techniques have been utilized.
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Fig. 9.2 Flowchart of the data-driven weather routing method

Generally, SOC is defined as the ratio of available capacity to the nominal capacity.
Here the nominal capacity stands for the maximum amount of charge. Using the tank
of a fuel vehicle as an analogy, SOC is similar to the fuel gauge. The definition of
SOC is shown in (9.1) [13].

SOC(t) = SOC(t0) + t∫
t0

I (t) · η
/

Qndt (9.1)

where I (t) is the current of battery energy storage; Qn is the nominal capacity; η is
the coulombic efficiency.

Another indicator, SOP is generally defined as the available power that a battery
can supply to or absorb over a time horizon [14]. The definition of SOP is shown as
(9.2).

⎧
⎨

⎩

SO Pcharge(t) = max
(

Pmin, V (t + �t) · I charge
min

)

SO Pdischarge(t) = min
(

Pmax , V (t + �t) · I discharge
max

) (9.2)

where Pmin and Pmax are the lower and upper limits of power; I charge
min and I discharge

max

are the lower and upper limits of current.
Another indicator, SOE is defined as the supplying/absorbing discrepant energy

amounts in different voltage levels, which is given as (9.3).
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SO E(t) = SO E(t0) + t∫
t0

P(t)
/

EN dt (9.3)

where P(t) is the power; EN is the nominal energy capacity.
Another indicator, SOS represents the hazard level when battery operating, and

the definition is given as (9.4).

Hr = Hs · Hl (9.4)

where Hr , Hs, Hl represent the hazard risk, hazard severity, and hazard likelihood,
respectively. In [15], Hs can vary from 0 to 7 as an integer to represent the hazard
level; Hl can take values from 1 to 10 to represent the occurrence percentage of
failures; Hr utilizes two states (i.e., Hs and Hl ) to find a safe operating region.

The temperature has been recognized as one main factor for battery degradation,
and the SOT indicates the operating temperature of battery, including the estimations
of external, internal, and temperature distribution. In general, the external temperature
is easy to control, and the internal temperature and temperature distribution are much
more important to represent the state of battery. The estimation of SOT is based on
the thermal dynamic model as (9.5) [16].

⎧
⎪⎨

⎪⎩

CC · ·
T
c

= ·
Q +(Ts − Tc)

/
Rx

CS · ·
T
S

= (T∞ − Ts)
/

Ru + (TS − Tc)
/

Rc

(9.5)

where Ts and Tc are the surface and core temperature, respectively; Ru and Rc are the
conductive and convective resistances, respectively; T∞ is the ambient temperature.
The last indicator is the SOH to represent the health state of battery, which is given
by the following.

SO H = Ca
/

Cr × 100% (9.6)

where Ca and Cr are the actual and rated capacity, respectively.
There are many estimation methods for the above six states of battery energy

storage [13–20], and these methods belong to multiple timescales, which are shown
as Fig. 9.3 below.

Besides, there are different timescales for each state. For example, there are offline
training and online estimation stages for SOH estimation in Fig. 9.4 [21].

In summary, current state estimation methods can be used in maritime grids when
addressing the working conditions of highly humid and saline, and high-temperature.
In Fig. 9.4, these characteristics should be considered in the experimental conditions
and the uncertainty management of SOH estimation model. However, there is still
very little literature on this topic now.
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Fig. 9.3 Time-scale of state estimation of battery

Besides, the above state estimation methods are for a single battery cell. As shown
in Fig. 9.5, a battery pack is comprised of many battery cells and generally different
cells have different degradation speeds. This difference should be considered, named
as the inconsistency of state estimation.

9.2.3 Fuel Cell Degradation

The importance of fuel cells in maritime grids has been clarified in Chap. 8, and the
technological development will drive the further large-scale integration of fuel cells.
Similar to battery, the degradation of fuel cells is important and certain methods
should be proposed to estimate the degradation in different scenarios. Generally,
the fuel cell degradation methods can be classified as (1) stack voltage degradation
model; (2) Electrochemical impedance spectrometry (EIS) impedance estimation;
(3) Remaining useful life (RUL) estimation. Their advantage and disadvantages are
shown in Table 9.1.

The stack voltage degradation models use the output voltage Vstack to demonstrate
the degradation phenomenon, and are usually based on two prototypes, shown in (9.7)
and (9.8), respectively.

{
Vstack = Vrate · D f c

D f c = kp · (P1 · n1 + P2 · n2 + P3 · t1 + P4 · t2)
(9.7)

Vstack = V0 − b · log
(
i f c

) − r · i f c + α · iσ
f c

(
1 − β · i f c

)
(9.8)

In (9.7), Vstack is the stack voltage; D f c is the degradation rate; kp is the acceler-
ating coefficient; P1,P2,P3 and P4 are the degradation rates led by the load change,
start-up/shut-down, idling, and high-power demand, respectively; and n1, n2, t1, t2
denotes the corresponding times/time-periods. In (9.8), V0 represents the open-circuit
voltage; i f c is the current of fuel cell; b, r, α, and σ are parameters deduced from the
experiment dataset. When the dataset changes, all the parameters should be adjusted.
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Fig. 9.5 Battery cells and Battery pack

Table 9.1 Summary of different fuel cell degradation methods

Model References Methods Advantages Disadvantages

Stack voltage
degradation model

[22–24] data-driven
parameter
recognization

1. Easily implement
2. Less requirement

on theoretical
analysis

1. Highly rely on
experiment

2. Hard to adjust the
parameters

EIS impedance
estimation

[25, 26] Model-based
methods

1. Easily implement
2. Suitable for

diagnostics field

Cannot directly
forecast SOH

RUL estimation [27–29] Hybrid
methods

Robustness to
uncertainties

Computational
stress

EIS is carried out by adding a small sinusoidal perturbation on the nominal current
and then the EIS impedance can be calculated as the ratio between the response and
the perturbation. This method can characterize the phenomenon inside the fuel cell
and evaluate the fuel cell degradation [25], which are widely used in the diagnostics
field, but it cannot give the information of SOH. RUL methods are a series of hybrid
methods, which can be based on the semi-empirical model [28], or various machine-
learning methods [30]. Since the recent development of data-mining techniques, RUL
methods also have many new applications [30].

In summary, the fuel cell degradation estimation is similar to the battery and
a similar estimation process can be utilized. The gaps before implementing in
maritime grids are addressing the working conditions with high humidity, and
high-temperature. However, there is still very little literature working on this topic.

9.2.4 Renewable Energy Forecasting

Chapter 5 has emphasized the importance of renewable energy forecasting of
maritime grids. Figures 5.10 and 5.11 show that the forecasting of renewables
onboard should consider more features. To recall this part, Figs. 5.10 and 5.11 are
re-drawn as Fig. 9.6a, b as follows.
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(a) Ship motion (b) Ship deck rolling

Fig. 9.6 Two extra features in onboard renewable energy forecasting [31]

An adaptive clustering method for onboard photovoltaic energy is proposed in
[32]. The sketch process is shown in Fig. 9.7.

With the proposed method, the scenarios of photovoltaic energy can be adap-
tively obtained, and the administrator can give an optimal energy scheme for each
scenario. Later in [33], the ship motion, temperature, irradiance, and temperature are
all considered and a hybrid ensemble forecasting method is formulated as Fig. 9.8.

With the proposed method in Fig. 9.8, the onboard photovoltaic energy can be
predicted with more accuracy. Two representatives above show the keys for the
renewable energy forecasting in maritime grids: (1) properly clustering the original
dataset, and the main reason is the weather conditions may change more frequent in
maritime grids than other land-based applications; (2) putting more practical features
into the forecasting model, such as the ship motion and rolling. With the development
of renewable energy technology, the penetration of large-scale renewable energy into
maritime grids will become reality, and the renewable energy forecasting in maritime
grids will find a promising scenario for application.

9.3 Siting and Sizing Problems

9.3.1 Energy Storage Integration

Chapter 6 has clarified the functions of energy storage in the long-term operation
of maritime grids: (1) improving economic and environmental characteristics of
maritime grids [5, 12, 34]; (2) benefiting the operation of onboard equipment [31,
32, 35]; (3) improving the resilience of maritime grids [36], which are illustrated in
Fig. 9.9.

In Fig. 9.9a, the main engines and energy storage are sharing the highly fluctuated
power demand via maritime grids. The energy storage shares the highly fluctuated
part and the main engines can work in a constant and economic working condition. In
Fig. 9.9b, new equipment is integrated into the maritime grid, and the energy storage
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Fig. 9.8 Hybrid ensemble forecasting method

Fig. 9.9 Main functions of energy storage in maritime grids

can share the power demand of new equipment to improve its behavior. In Fig. 9.9c,
energy storage is installed distributionally in different zones of maritime grid, and
energy storages in different zones share the power demand, and make the system be
resilient to various failures.

Since the important functions above, energy storage gradually becomes essential
equipment in maritime grids to improve system characteristics. However, energy
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storage, generally battery for long-term operation, is still expensive and the install-
ment area is also another limit for energy storage. The balance between the economic
benefits and the system characteristics motivates the siting and sizing problems of
energy storage.

Reference [32, 37, 38] propose optimal energy storage sizing methods after
comprehensively studying the influences of energy storage on the penetration of
photovoltaic energy into maritime grids, which considers effects of the ship motion,
deck rolling, and solar irradiation density. In seaport, [2] proposes six indexes to indi-
cate the green operation, and a two-stage energy storage sizing problem is formulated
to improve the indexes. Since the battery is limited in power density, [34, 39] propose
optimal sizing methods for hybrid energy storage, i.e., high power density energy
storage for the high-frequency load demand, and battery for the low-frequency load
demand. For the system resilience, a distributed energy storage siting and sizing
model is formulated, and the simulation results show that the distributionally installed
energy storages benefit the resilience.

In summary, future research should consider more specialties of maritime grids,
which are shown as follows.

(1) Special network structures. Maritime grids have a different network structure
compared with conventional land-based microgrids. This feature in ships has
been illustrated in Chap. 5 as Fig. 5.11. We re-draw this figure to Fig. 9.10
below, and we can find the network structure of ships is zonal and parallelly
designed.

(2) The distributional installment of energy storage. Different from the land-based
applications, the energy storages in maritime grids are mostly distributionally
installed. For example, the energy storage system in ships is usually separated
into several parts and installed in different watertight compartments for system

Fig. 9.10 The graph topology of an all-electric ship
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resilience. In seaport, energy storages have different functions, i.e, for cold-
ironing, for port cranes, for electric truck charging, and so on. So the energy
storages also need to be distributionally installed.

(3) The redundant capacity of energy storage. Different from conventional land-
based microgrids, maritime grids generally receive less support from the main
grid. In this sense, energy storage is viewed as one of the main power sources
to improve system resilience, and therefore needs to have a redundant capacity.

9.3.2 Fuel Cell Integration

Chapter 8 has revealed the fuel cell is a promising power source for the future
maritime grids, and its integration is an irreversible trend. Currently, there are many
practical cases and studies on the siting and sizing of fuel cells in maritime grids. With
these cases, fuel cell shows similar effects as the integration of energy storage, i.e.,
highly flexible, energy-efficient, no combustion process, and easily maintained. The
functions are also similar: (1) improving economic and environmental characteristics
of maritime grids; (2) benefiting the operation of onboard equipment; (3) improving
the resilience of maritime grids. Although these similarities, fuel cell is a power
source and has no need to charge, and therefore the fuel cell is able to sustain the
long-term power demand.

As above, future research should consider the following aspects as Fig. 9.11 before
it can integrate into maritime grids.

(1) Fuel cell is a power source and has similar functions with the main engines.
In this sense, the maritime grids should be expanded for its integration, i.e.,
structure modification.

(2) Generally, fuel cell and main engines serve different load demands, i.e., main
engines for the large-scale load demand such as propulsion, and fuel cell for
the small-scale but critical load demand such as control center. The division of
responsibilities should be considered.

Fig. 9.11 Fuel cell integration and maritime grid expansion
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9.4 Energy Management

With the above illustrations, the main target for maritime grids is to achieve the cost-
efficient and green development of the maritime industry, and the energy manage-
ment methods/strategies are fundamental for this target. In the future, the energy
management of maritime grids should have two main abilities: (1) Ambient envi-
ronment perception, i.e., the real-time perception of working conditions and the
quick responding abilities for the changes of working conditions. (2) Optimal energy
scheduling ability, i.e., real-time perception of system conditions and the ability for
the optimal energy scheduling among different sources and equipment. These two
abilities are shown in Fig. 9.12 below.

From Fig. 9.12, the first ability, ambient environment perception, relies on real-
time data measurement and the corresponding data-driven techniques. This ability
can provide adequate inputs to indicate the energy scheduling of maritime grids.
It should be noted that the ambient environment includes the working conditions
and the coordination from other maritime grids, such as the coordination between
berthed-in ships and seaport.

Then the second ability, optimal energy scheduling ability, should integrate all the
current management methods, i.e., the methods mentioned in Chaps. 5–8, namely,
uncertainty management, energy storage management, multi-energy management,
and multi-source energy management, and determines an optimal energy scheme to
respond to the ambient working conditions.

Fig. 9.12 Energy management of maritime grids
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9.5 Summary

Generally, maritime grids are born under the trend of maritime transportation elec-
trification, and this trend is irreversible in the future. From the views of electrical
engineering, maritime grids are a series of microgrid-scale networks which undertake
different maritime tasks. The electrical network serves as the backbone and connects
with other networks with different functionalities. This characteristic determines the
operation of maritime grids should have plenty of similarities with conventional
microgrids, but the maritime tasks involved further make the maritime grids with
many distinguishing features. In this sense, it is essential and also very necessary to
study this type of special microgrids before they can be implemented in real-world.

In this book, maritime grids are defined as those networks installed in harbors,
ports, ships, ferries, or vessels. A typical maritime grid consists of generation, storage,
and critical loads, and can operate either in grid-connected or in islanded modes, and
operate under both the constraints of the energy system and maritime transporta-
tion system, and formulates as a “maritime multi-energy system”, and the energy
management of this special system will shape the energy efficiency improvement of
the future maritime transportation system.

In this book, optimization-based energy management methods are comprehen-
sively reviewed and overviewed with plentiful case studies. In Chaps. 1–4, i.e., (1)
the introduction for maritime grids, (2) the mathematical basics of optimization; (3)
mathematical formulation of management targets and (4) formulation and solution
of maritime grid optimization, give illustrative descriptions on the research focus.
Then in Chaps. 5–8, four aspects, i.e., (1) energy management under uncertainties,
(2) energy storage management, (3) multi-energy management, and (4) multi-source
energy management, are discussed. At last, this chapter overviews the future roadmap
in four parts, i.e., (1) future maritime grids, (2) data-driven technologies, (3) siting
and sizing problems, and (4) energy management. With the above arrangement, the
initial research framework of maritime grids has been launched and specific efforts
are expected in this field for future development.
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