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Preface

This book presents information on modulation and examines methods for improving 
the deployment and technical characteristics of wireless communication systems 
and networks.

Chapter 1 shows that low-energy transmitters with adaptive amplitude modulation 
(AM) may transmit narrowband signals without coding in real time and with 
spectral–energy efficiency, attaining the limits established by Shannon’s theorems. 
The only requirement is high-quality feedback channels delivering controls from 
base stations to the forward transmitter.

Chapter 2 presents an original and low-complexity method for fast and accurate 
analysis and demodulation of orthogonal frequency-division multiplexing 
(OFDM) signals with unknown structure and parameters in conditions of 
uncertainty and noise. The focus is on identifying the type of modulation and 
parameters of the subcarrier as well as eliminating inter-channel interference 
and phase errors.

Chapter 3 presents research on the capabilities and advantages of electro-optic 
lithium niobate (LiNbO3) modulators for optical communications. It discusses 
methods of fiber integration, connection to microwave electrodes, box sealing, 
and fabrication for on-chip implementation. In addition, it presents results 
of interferometric optical sensing via an electro-optic manipulating light  
field.

Chapter 4 considers possibilities of using polarization of radio frequency (RF) 
signals and propagation direction as additional carriers of information. Attention 
is paid to the most important aspects of the proposed modulation schemes: 
polarization-agile antennas and active integrated array antennas, which integrate 
an oscillator and modulators, and polarization discrimination antennas. The 
chapter also introduces receiving antennas.

Chapter 5 discusses the main optical phase-modulation techniques, and the most 
appropriate technique is used for the elaboration of original phase modulation pro-
cesses for the optical Sagnac interferometer gyroscope. It is shown that closed-loop 
configuration of gyroscope provides a greater accuracy (sensitivity to declinations) 
and scale-factor stability than the open-loop analog.

Chapter 6 presents the results of studies on the analysis and design of injected 
oscillators generating carrier signals. New results concern the analytical methods 
of locking and pulling phenomena. The chapter also reviews the application of 
injected oscillators, in particular, injection-locked frequency dividers. It also 
proposes an original method of enhancing locking range.
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IV

The final chapter contains a review of dual-band, multiband, and ultra-wideband 
antennas. The review classifies and compares antennas according to antenna 
feeding and loading of antennas using slots, notch, and coplanar structures. It also 
discusses the basic geometry of patch antennas along with their equivalent circuit 
diagram and particularities of their applications.

Anatoliy Platonov, DSc, PhD.
Professor,

Institute of Electronic Systems Warsaw,
Warsaw University of Technology,

Poland

Chapter 1

Perfect Signal Transmission Using
Adaptive Modulation and Feedback
Anatoliy Platonov

Abstract

The research results show that adaptive adjusting of modulators over feedback
enables development of the “perfect” communication system (CS) transmitting
analog and digital signals in real-time without coding with a bit rate equal to the
forward channel capacity and limit energy spectral efficiency. These and other
feasibilities unattainable for known CS are the result of transition from the direct
transmission of samples of the input signal to the transmission of sequences of their
estimation errors cyclically formed at the input of forward transmitter (FT) modu-
lator. Each transmitted error is formed as a difference between the value of input
sample and its current estimate computed in the receiver in previous cycle and
delivered to FT over feedback. Growing accuracy of estimates decreases estimation
errors and permits their transmission permanently increasing the modulation index
and maximizing the amount of information delivered to the receiver. Unlike CS
with coding, adaptive feedback CS (AFCS) can be optimized using Bayesian esti-
mation and information theory. Absence of coders simplifies the construction of FT
and reduces their energy consumption and cost. Moreover, adaptive properties of
AFCS permit to maintain the perfect mode of transmission in every scenario of
application. The chapter presents analytical backgrounds, experiments results
and research genesis including the reasons for absence of AFCS in modern
communications.

Keywords: wireless, adaptive modulation, feedback, Bayesian optimization,
perfect transmission, limit energy-spectral efficiency, channel capacity,
Shannon’s limits

1. Introduction

The publication of Shannon’s fundamental works [1, 2] coincided with the
appearance of the first computers and urgent need for the development of fast and
reliable channels for digital data transmission. Shannon’s theory led to the almost
immediate development of backgrounds of the coding and digital CS theory. The
parallel fast development of high-resolution AD-DA converters and digital technol-
ogies made digitizing and coding the basic principle of signal transmission.

The side effect of the successes of digital CS was initial lack of interest in CS with
feedback channels (FCS) and codeless signals transmission, although this possibility
was noted by Shannon in [1, 2]. The first work of Elias [3] in this direction was
published seven years later, in 1956. The results of the work showed that ideal
feedback channel and proper setting of the modulation gains permit to transmit
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analog signals without coding in real time with the limit bit rate equal to the
capacity of the forward channel—the result unfeasible in digital CS with coding.
Moreover, the absence of coders radically simplified the construction of FCS trans-
mitters. Initially not noticed, this work initiated a great cycle of research in the
optimization of FCS (see e.g. [4–13]) carried out in 1960s in MIT, Bell Lab., Stanford
University, NASA, and other research centres. The results of these investigations
unambiguously confirmed that modulation and feedback enable a development of
simple CS transmitting signals and short codes in real time perfectly and with
minimal distortion. Moreover, analytical results of the research determined a way to
design of the perfect FCS design.

However, since the mid-1970s, interest in the research in the FCS theory sharply
declined, and, during subsequent decades, only a small number of academic papers
were published. The main reason was the lack of practical results, as well as a
pessimistic evaluation of the entire direction of research (“The subject itself seems
to be a burned out case” [14], p. 324). It is worth adding that, at that time, short-
range transmission was provided by wires, and there was no special need in wireless
FCS. At the same time, development of digital technologies, communications and
automatics generated a lot of complex theoretical tasks, and the industry required
specialists. As a result, most FCS researchers took up these tasks.

The situation changed with the appearance of mobile communications and
wireless networks (WN) containing a great number of wireless end nodes (EN),
each communicating with the base station (BSt) over forward and feedback
channels. This renewed interest in FCS was still, however, strictly academic [15]
and without any practical results. Having no alternative, currently, all the channels
of WN employ only the coding principle of transmission.

Apart from the traditional requirements for CS (maximal rate, quality, reliabil-
ity, range of transmission, etc.), battery-supplied or battery-less low-power trans-
mitters of EN should be minimally complex and minimally energy-consuming, and
should satisfy a large number of the other, sufficiently rigorous requirements [16]
such as maximal energy efficiency of transmission, optimal utilization of the chan-
nel bandwidth, reduction of inter-channel interference, security of transmission,
and others. The set of these characteristics is now defined by the general term
“performance,” and the main task of designers is the improvement of the systems or
channels’ performance.

The development of the first generations of WN and corresponding FT did not
cause any particular difficulties, but each subsequent generation does pose new,
increasingly complex problems. One should stress that the performance of the
lower, physical (PHY) layer channels EN-BSt dramatically influences the perfor-
mance of the overall network regardless of the particularities of the higher layers’
organization.

The design of the PHY layer channels is carried out almost independently from
that of the higher layers and software of WN, and requires thorough knowledge of
mathematics, signals processing, communication and information theory, and so
on. Nevertheless, even among experienced designers, “the task of changing from a
cable to wireless is still seen as a daunting prospect; wireless retains its reputation of
being close to black magic. For most designers, it is an area where they have very
little ability to change anything, other than the output power” [16]. A similar
sentiment is expressed in [17].

This is not an isolated opinion. A large number of recent publications question
the capability of the modern theory to provide any noticeable improvement in
wireless transmission: “Shannon limit is now routinely being approached within
1 dB on AWGN channels… So is coding theory finally dead? … there is little more to
be gained in terms of performance [18]”; “Whether research at the physical layer of
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networks is still relevant to the field of wireless communications? … any improve-
ments are expected to be marginal [19].” Similar evaluations of the state of theory
can be found in [20–22] and other works.

Analysis of the sources of problems showed that the main reason is the lack of
efficient theoretical basis permitting one to investigate the behavior of wireless CS
in different scenarios and to choose the versions best suited to the goals of the
project.

In the following sections of the chapter, we discuss these problems and their
solution. To simplify the discussion, apart from CS and FCS, we use the following
abbreviations: CSC—communication system with coding and AFCS—adaptive
feedback communication system transmitting signals over the forward channels
(FT) using analog modulators (AMs) adjusted by the controls formed in BSt and
delivered to FT over feedback channels.

2. Sources of difficulties in improvement of short-range CS
performance

Let us clarify the subject of discussion. The term “performance”, relatively new in
communications, is broader than the term “quality”. Furthermore, the evaluation of
CS performance has its own groups of the criteria used to compare the systems by
their general utility characteristics, further called the “performance” criteria.
Another, relatively narrow and stable group of “analytical” criteria is used in the
research as a tool permitting to improve one or a part of the performance criteria.

2.1 Basic performance criteria

The performance criteria determine the required, desired, or real characteristics
of the future or existing wireless CS permitting to use these systems for solution of
definite tasks in the given conditions, and to evaluate the corresponding benefits,
costs, and risks [16]. The main criteria of this group are:

• range of reliable transmission

• data rate and throughput

• latency

• frequency range and channel bandwidth

• power and energy consumption

• security of transmission

• interference and coexistence

• resistance to industrial disturbances and changes in the environment

• possibility of supplying from renewable energy sources

• design, production, and deployment costs

• size, weight, price, and other characteristics.
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These criteria are used for elaboration of standards and have no analytical tools for
a prior evaluation of performance. Instead, each of the listed criteria has a fixed
numerical evaluation determining the corresponding requirement to CS. Each stan-
dard defines a class of CS with a unique combination of performance criterions
granting these systems the ability to solve definite tasks under definite conditions
better than other systems. For a new system to have better performance, it should pass
a certification which confirms the existence of new qualities. Moreover, to become the
standard, it should be manufactured at least by three independent firms [16].

Analytical criteria serve a different purpose, and are used to establish conditions
that allow the rate, quality, reliability of transmission, and other characteristics of
CS to approach their limit or given values in different conditions and under given
constraints. These criterions are built on adequate mathematical models of the main
components of CS or of the system as a whole, and their values depend on all the
basic factors influencing the work of the system. Some of these factors can be
regulated by designers who search for their combination that either maximizes the
“main” criterion (e.g. the rate of transmission) or minimizes its value (e.g., trans-
mission errors) taking into account existing limitations. The results of research
determine the approach to design the best system in a given class under given
conditions and limitations.

Analytical evaluations of the quality of transmission are not used in performance
criteria but the research results create a rigorous basis for the design of more
efficient CSs and for their emergence within new standards. Nevertheless, RF
(radio frequency) design “is typically the smallest section of any wireless standard”
and “the hardware definition may be less than 5% of the total specification in terms
of the number of pages ([16], p. 20).

Currently, the term “improvement of performance” is widely used in commu-
nications and pushed out also not strictly defined earlier term “improvement of
quality” of the systems, channels, transmission, etc. In this chapter, we use both
these terms. It is worth adding that the term “perfect” should be taken literally: the
performance of the AFCS discussed below does attain the limits established by
information theory. Note that this discussion clarifies not only the terminology, but
also the relations between different groups of criteria mutually connected through
plural tradeoffs. The analytical results presented below allow for the simultaneous
improvement of several performance criteria (to which we will return in the final
discussion).

2.2 Basic analytical criteria

Nowadays, commonly used analytical criteria in CSC performance include the
bit rate [bits/s], energy [J/bit], and spectral [bit/s/Hz] efficiencies of transmission,
as well as bit error rate (BER). Sets of possible values of energy-spectral efficiencies
have upper bounds, and the task of designers is to make the characteristics of the
system approach these boundaries under possibly smaller BER. As the basic refer-
ences, the theory employs limit values of bit rate and efficiencies of the transmis-
sion usually computed for linear memory less channels with additive white
Gaussian noise (AWGN). So, limit bit rate determines the capacity of the channel
(Shannon’s formula) as follows:

C ¼ F0 log 2 1þWsign

NξF0

� �
¼ F0 log 2 1þQ2� �

, (1)

where Wsign is the power of signal at the channel output, Nξ=2 is the double-side
spectral power density of AWGN, 2F0is the channel bandwidth, and:
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Q2 ¼ Wsign

σ2ξ
¼ Wsign

NξF0
¼ SNRCh, (2)

is the signal-to-noise ratio (SNR) at the channel output.
The energy efficiency of transmission (“energy per bit”) Ebit ¼ WsignTbit ¼

Wsign=C [J/bit] is determined as the energy necessary for transmission of a single bit
of information with a bit rate equal to the capacity of the channel (Tbit ¼ 1=2C is the
time of transmission).

The spectral (or bandwidth) efficiency C=F0 describes a number of bits trans-
mitted per second per 1 Hz of the channel bandwidth. The limit values of energy-
spectral efficiencies and SNR are connected by the relationships [23–25]:

Ebit

Nξ
¼ F0

C
2

C
F0 � 1

� �
¼ Q2

log 2 1þQ2� � : (3)

This formula directly follows from (1) and (2) and is convenient for practical
applications. Another frequently used but less convenient measure of energy
efficiency is defined as C=W0 [bit/s/W], where W0 is the power of transmitter.

The example of the expression for the BER computed for two orthogonal signals
transmitting particular bits over channels with AWGN has the form:

BER ¼ Prbit ¼ 1� 2Φ

ffiffiffiffiffiffiffiffiffi
Ebit

Nξ

s0
@

1
A, (4)

where Φ xð Þ is the tabulated Gaussian integral:

Φ xð Þ ¼ 1ffiffiffiffiffi
2π

p
ðx

0

exp
z2

2

� �
dz: (5)

These relationships are mutually connected by multiple tradeoffs: power-band-
width tradeoff; tradeoffs between BER and energy efficiency, deployment effi-
ciency-energy efficiency, and many others (see, e.g. [23, 26]). In these conditions,
the development of a regular approach for the optimization of CSC is practically
impossible.

The sources of difficulties are:

i. Impossibility to find, among the infinite set of possible codes, the code
minimizing errors of transmission: “The existence of optimal encoding and
decoding methods is proved, but there are no methods indicated for the
construction or technical realization of these results [27].”

ii. Impossibility to formulate any expressions for current (not only limit) bit rate
and energy-spectral efficiencies.

iii. Both the quality of transmission and the results of CSC optimization directly
depend on the scenario of the system application (placement of the system,
characteristics of the environment, fading, noise, path loss, etc.).
Implementation of theoretical results is only possible if there is a possibility of
at least partial channels identification but a system optimal in one scenario
will not be optimal in another.
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numerical evaluation determining the corresponding requirement to CS. Each stan-
dard defines a class of CS with a unique combination of performance criterions
granting these systems the ability to solve definite tasks under definite conditions
better than other systems. For a new system to have better performance, it should pass
a certification which confirms the existence of new qualities. Moreover, to become the
standard, it should be manufactured at least by three independent firms [16].

Analytical criteria serve a different purpose, and are used to establish conditions
that allow the rate, quality, reliability of transmission, and other characteristics of
CS to approach their limit or given values in different conditions and under given
constraints. These criterions are built on adequate mathematical models of the main
components of CS or of the system as a whole, and their values depend on all the
basic factors influencing the work of the system. Some of these factors can be
regulated by designers who search for their combination that either maximizes the
“main” criterion (e.g. the rate of transmission) or minimizes its value (e.g., trans-
mission errors) taking into account existing limitations. The results of research
determine the approach to design the best system in a given class under given
conditions and limitations.

Analytical evaluations of the quality of transmission are not used in performance
criteria but the research results create a rigorous basis for the design of more
efficient CSs and for their emergence within new standards. Nevertheless, RF
(radio frequency) design “is typically the smallest section of any wireless standard”
and “the hardware definition may be less than 5% of the total specification in terms
of the number of pages ([16], p. 20).

Currently, the term “improvement of performance” is widely used in commu-
nications and pushed out also not strictly defined earlier term “improvement of
quality” of the systems, channels, transmission, etc. In this chapter, we use both
these terms. It is worth adding that the term “perfect” should be taken literally: the
performance of the AFCS discussed below does attain the limits established by
information theory. Note that this discussion clarifies not only the terminology, but
also the relations between different groups of criteria mutually connected through
plural tradeoffs. The analytical results presented below allow for the simultaneous
improvement of several performance criteria (to which we will return in the final
discussion).

2.2 Basic analytical criteria

Nowadays, commonly used analytical criteria in CSC performance include the
bit rate [bits/s], energy [J/bit], and spectral [bit/s/Hz] efficiencies of transmission,
as well as bit error rate (BER). Sets of possible values of energy-spectral efficiencies
have upper bounds, and the task of designers is to make the characteristics of the
system approach these boundaries under possibly smaller BER. As the basic refer-
ences, the theory employs limit values of bit rate and efficiencies of the transmis-
sion usually computed for linear memory less channels with additive white
Gaussian noise (AWGN). So, limit bit rate determines the capacity of the channel
(Shannon’s formula) as follows:

C ¼ F0 log 2 1þWsign

NξF0

� �
¼ F0 log 2 1þQ2� �

, (1)

where Wsign is the power of signal at the channel output, Nξ=2 is the double-side
spectral power density of AWGN, 2F0is the channel bandwidth, and:
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iv. The lack of the regular analytical approach to optimization of CSC makes
impossible evaluation of the potentially achievable bounds of transmission
quality and the search for the most efficient technical solution permitting
their achievement.

There are many approaches for the improvement of CSC (e.g., [28–30]) but
their discussion is beyond the scope of the chapter. We will note the fact stressed in
the literature (e.g., in [31, 32]): theoretical bounds determined by the existent
methods of analysis are unachievable for real systems. As a result, modern CSCs
transmit signals with the necessary performance but nobody can assess the effi-
ciency of their energy, spectral, and other resources utilization. The listed reasons,
including scenario-dependent performance, make the development of the perfect
CSCs optimally and fully utilizing their energy and spectral resources an unrealistic
task.

In the next section, we show that modulation and feedback resolve the listed
problems and enable elaboration of the FCS transmitting signals perfectly, as well as
permit to improve their performance criteria.

3. Perfect FCS: transmission using feedback and adaptive modulation

3.1 General principles of FCS transmission

The novelty of the topic makes us begin by considering sufficiently general but
not complex systems to simplify the explanation of the main ideas, mathematical
tools, methods, and results. Below we consider point-to-point FCS (block diagram
in Figure 1) assuming that the input signals are Gaussian and channel noises are
AWGN, and high quality feedback channel delivers signals from the BSt to the FT
with negligibly small errors. One may add that this block diagram, with different
formulations of the tasks, was the subject of both early and later research in this
field. The material below does not repeat any of these works but summarizes and
clarifies their main ideas, approaches to problem-solving, and results to elucidate
the difficulties, which had blocked the development of the theory. We also hope
that the reader might appreciate the beauty of these works, which came so close to
success, but which are now almost forgotten.

Figure 1.
General block diagrams of point-to-point AFCS.
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The analysis that follows is carried out in discrete time. Samples x mð Þ, m ¼
1, 2, … of Gaussian input signal xt are transmitted iteratively, each in n cycles, and
independently from previous samples. This permits to reduce the analysis of FCS
functioning to transmission of a single sample x omitting the upper indices “m.”
The mean value x0 and variance σ20 of the samples are assumed to be known. We
also assume that the feedback channel Ch2 is realized on high-quality digital com-
ponents, and that influence of the channel noise on feedback transmission can be
neglected. The physical forward channel Ch1 is stationary, memoryless, and its
noise ξk, k ¼ 1, … , n, is AWGN with a double-side spectral power density Nξ=2.

Values x of the transmitted sample are held at the input of the sample and hold
unit (S&H) during the time Tn ¼ nΔt0 sufficient for the transmission of the sample
in n cycles (Tn does not exceed the sampling period T ¼ 1=2F; Δt0 is the duration of
the cycle and determines the minimal bandwidth 2F0 ¼ 1=Δt0 of the forward and
feedback channels; F is the width of the signal baseband). It is assumed that both
the FT and BSt have microcontrollers or other signal processing units synchronizing
and controlling the work of the transmitter and receivers of FCS.

For every k-th cycle of transmission (k ¼ 1, … , n), microcontroller of the for-
ward transmitter (FT) forms the residual signal ek ¼ x� x̂k�1 where x̂k�1 is the
estimate of the sample computed by the processor of the BSt in previous cycle and
delivered to the FT over feedback channel Ch2. Signal ek is routed to the input of
digitally controlled amplitude (AM) modulator-emitter. The signals emitted by FT
~yk have the form of high-frequency pulses of the same duration Δt0:

yk ¼ A0Mkek ¼ A0Mk x� x̂k�1ð Þ, x̂0 ¼ x0ð Þ, (6)

where high-frequency (RF) components are omitted; A0 is the amplitude of the
carrier signal; and value of the modulation index Mk is set by the corresponding
code previously written into the memory of the FT microcontroller, or delivered to
the FT from the BSt over the feedback channel. After demodulation, the signal
received by the BSt

~yk ¼ AMkek þ ξk, (7)

is routed to the processor of the BSt which computes a new estimate x̂k of the
sample according to the Kalman-type equation:

x̂k ¼ x̂k�1 þ Lk ~yk � E ~ykj~yk�1
1

� �� �
, x̂0 ¼ x0ð Þ: (8)

The variable A in (7) describes the amplitude A ¼ A0γ=d of the received signal,
which depends on the distance d between the FT and BSt, and on the channel gain γ
dependent on the propagation losses, characteristics of environment, type and gains
of antennas, etc. The gains Lk in (8) determine the rate of convergence of estimates
x̂k and their values, like the values Mk, are determined additionally free parameters
stored in the memory of the BSt processor. Value E ~ykj~yk�1

1

� �
in (8) describes the

predicted mean value of the signal yk computed in the processor of the BSt in
previous cycle, and ~yk�1

1 ¼ ~y1, … ,~yk�1

� �
denotes a sequence of signals received by

the base station in previous cycles.
The BSt processor stores estimate x̂k and sends it to the FT over the feedback

channel. It also resets the gain Lk to the value Lkþ1 and prepares the physical
receiver of the station to receive a new signal. Reception of the estimate by the FT
initializes the next cycle of the sample transmission: microcontroller computes the
residual (estimation error) ekþ1 ¼ x� x̂k, resets the gain Mk to the value Mkþ1, and
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iv. The lack of the regular analytical approach to optimization of CSC makes
impossible evaluation of the potentially achievable bounds of transmission
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There are many approaches for the improvement of CSC (e.g., [28–30]) but
their discussion is beyond the scope of the chapter. We will note the fact stressed in
the literature (e.g., in [31, 32]): theoretical bounds determined by the existent
methods of analysis are unachievable for real systems. As a result, modern CSCs
transmit signals with the necessary performance but nobody can assess the effi-
ciency of their energy, spectral, and other resources utilization. The listed reasons,
including scenario-dependent performance, make the development of the perfect
CSCs optimally and fully utilizing their energy and spectral resources an unrealistic
task.

In the next section, we show that modulation and feedback resolve the listed
problems and enable elaboration of the FCS transmitting signals perfectly, as well as
permit to improve their performance criteria.

3. Perfect FCS: transmission using feedback and adaptive modulation

3.1 General principles of FCS transmission

The novelty of the topic makes us begin by considering sufficiently general but
not complex systems to simplify the explanation of the main ideas, mathematical
tools, methods, and results. Below we consider point-to-point FCS (block diagram
in Figure 1) assuming that the input signals are Gaussian and channel noises are
AWGN, and high quality feedback channel delivers signals from the BSt to the FT
with negligibly small errors. One may add that this block diagram, with different
formulations of the tasks, was the subject of both early and later research in this
field. The material below does not repeat any of these works but summarizes and
clarifies their main ideas, approaches to problem-solving, and results to elucidate
the difficulties, which had blocked the development of the theory. We also hope
that the reader might appreciate the beauty of these works, which came so close to
success, but which are now almost forgotten.
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General block diagrams of point-to-point AFCS.
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The analysis that follows is carried out in discrete time. Samples x mð Þ, m ¼
1, 2, … of Gaussian input signal xt are transmitted iteratively, each in n cycles, and
independently from previous samples. This permits to reduce the analysis of FCS
functioning to transmission of a single sample x omitting the upper indices “m.”
The mean value x0 and variance σ20 of the samples are assumed to be known. We
also assume that the feedback channel Ch2 is realized on high-quality digital com-
ponents, and that influence of the channel noise on feedback transmission can be
neglected. The physical forward channel Ch1 is stationary, memoryless, and its
noise ξk, k ¼ 1, … , n, is AWGN with a double-side spectral power density Nξ=2.

Values x of the transmitted sample are held at the input of the sample and hold
unit (S&H) during the time Tn ¼ nΔt0 sufficient for the transmission of the sample
in n cycles (Tn does not exceed the sampling period T ¼ 1=2F; Δt0 is the duration of
the cycle and determines the minimal bandwidth 2F0 ¼ 1=Δt0 of the forward and
feedback channels; F is the width of the signal baseband). It is assumed that both
the FT and BSt have microcontrollers or other signal processing units synchronizing
and controlling the work of the transmitter and receivers of FCS.

For every k-th cycle of transmission (k ¼ 1, … , n), microcontroller of the for-
ward transmitter (FT) forms the residual signal ek ¼ x� x̂k�1 where x̂k�1 is the
estimate of the sample computed by the processor of the BSt in previous cycle and
delivered to the FT over feedback channel Ch2. Signal ek is routed to the input of
digitally controlled amplitude (AM) modulator-emitter. The signals emitted by FT
~yk have the form of high-frequency pulses of the same duration Δt0:

yk ¼ A0Mkek ¼ A0Mk x� x̂k�1ð Þ, x̂0 ¼ x0ð Þ, (6)

where high-frequency (RF) components are omitted; A0 is the amplitude of the
carrier signal; and value of the modulation index Mk is set by the corresponding
code previously written into the memory of the FT microcontroller, or delivered to
the FT from the BSt over the feedback channel. After demodulation, the signal
received by the BSt

~yk ¼ AMkek þ ξk, (7)

is routed to the processor of the BSt which computes a new estimate x̂k of the
sample according to the Kalman-type equation:

x̂k ¼ x̂k�1 þ Lk ~yk � E ~ykj~yk�1
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, x̂0 ¼ x0ð Þ: (8)

The variable A in (7) describes the amplitude A ¼ A0γ=d of the received signal,
which depends on the distance d between the FT and BSt, and on the channel gain γ
dependent on the propagation losses, characteristics of environment, type and gains
of antennas, etc. The gains Lk in (8) determine the rate of convergence of estimates
x̂k and their values, like the values Mk, are determined additionally free parameters
stored in the memory of the BSt processor. Value E ~ykj~yk�1
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� �
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predicted mean value of the signal yk computed in the processor of the BSt in
previous cycle, and ~yk�1

1 ¼ ~y1, … ,~yk�1
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denotes a sequence of signals received by

the base station in previous cycles.
The BSt processor stores estimate x̂k and sends it to the FT over the feedback

channel. It also resets the gain Lk to the value Lkþ1 and prepares the physical
receiver of the station to receive a new signal. Reception of the estimate by the FT
initializes the next cycle of the sample transmission: microcontroller computes the
residual (estimation error) ekþ1 ¼ x� x̂k, resets the gain Mk to the value Mkþ1, and
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FCS begins a new cycle of transmission. After n cycles, the final estimate x̂n is
routed to the addressee, while the system recovers its initial state and begins
transmission of the next sample.

3.2 Principles and particularities of FCS and AFCS optimization

All the results of pioneering and later research in FCS optimization were
obtained using linear models of FT transmitters, and this section presents the basic
idea of these researches, as well techniques and results of FCS optimization for
forward transmitters described by the linear model (7).

Models (6)–(8) are not abstract and describe the sequence of transformations of
the signal along its transition over the real units and components of FCS, as well the
influence of noises and distortions on the final result of transmission. Moreover,
each of these models allows calculation of the changes in the statistical characteris-
tics of signals after each subsequent transformation, and considers the most
substantial particularities of this process influencing the work of the system.

Apart from the initially known (given) parameters, these models contain free
parameters permitting the designers to regulate the work of particular units and
improve the performance of the overall system. For the FCS under consideration,
these parameters are M1, … ,Mn and L1, … ,Ln. The basic criterion of the transmis-
sion quality is the accuracy (“fidelity” in [1]) of recovery of the signal that is MSE of

its estimates Pk ¼ E x� x̂kð Þ2
h i

.

The optimization of FCS begins from the definition of algorithm permitting to

compute, using the received data ~yk1, optimal estimates x̂k ¼ x̂k ~yk11

� �
minimizing

the MSE Pk for each k ¼ 1, … , n. According to Bayesian estimation theory (see
[33, 34]), in the Gaussian case, these are conditional averages x̂k ¼ E xj~yk1

� �
of ran-

dom values observed in the presence of AWGN. Moreover, residuals ek ¼ x� x̂k
and values ~yk of the received signal have zero mean values and are mutually
orthogonal [34]:

E ekj~yk�1
1

� � ¼ E xj~yk�1
1

� �� x̂k�1 ¼ 0; (9)

E ~ykj~yk�1
1

� � ¼ AMkE ekj~yk�1
1

� �þ E ξkj~yk�1
1

� � ¼ 0; (10)

E ekemð Þ ¼ Pkδmk; E ~yk~ym
� � ¼ σ2ξ þ A2M2

k

� �
δmk, (11)

where δmk = 1 for m ¼ k and δmk = 0 for m 6¼ k.
Substitution of (10) into (8) results in algorithm computing optimal Bayesian

estimates that takes an extremely simple form:

x̂k ¼ x̂k�1 þ Lk~yk: (12)

The full transmission-reception algorithm (6)–(8) permits to build a mathemat-
ical model of transmission process and to derive the following algorithm for
calculation of the mean square error (MSE) of estimates formed by FCS in
sequential cycles.

Pk ¼ E x� x̂kð Þ2
h i

¼ E 1� AMkLkð Þ x̂k�1 � xð Þ þ Lkξk½ �2 ¼

¼ 1� AMkLkð Þ2Pk�1 þ L2
kσ

2
ξ,

(13)
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where P0 ¼ σ20 and x̂k ¼ E xj~yk1
� �

are optimal Bayesian estimates (in this case
Eq. (8) takes an extremely simple form(12)).

Free parametersMk,Lk in the right-hand side of (13) do not depend explicitly on
the previous values of gains M1,...,Mk, L1,...,Lk, which allows the following formula-
tion of the optimization task:

For each k = 1,...,n, one should find values of the gains M1,...,Mk, L1,...,Lk, which
minimize, under additional conditions and constrains, the MSE of transmission (13).

Beginning the first works, the most widely used additional condition was (and
still remains) a constraint on the instant or average power of emitted signals Wsign

0 .
It cannot be greater than the power S0 of the transmitter:

E y2k
� �

≤ S0 or
1
n

Xn

k¼1

E y2k
� �

≤ S0: (14)

Without loss of generality, one may assume that the power of the FT transmitter
and the amplitude of emitted signals are connected by the relationship S0 ¼ A2

0. In
this case, substitution of formula (6) into (14) directly gives the expression for the
set of permissible values of modulation index Mk:

Mk ≤
1
A0

ffiffiffiffiffiffiffiffiffi
S0
Pk�1

s
¼ 1ffiffiffiffiffiffiffiffiffi

Pk�1
p : (15)

According to (13), for every Mk satisfying the inequality (15), MSE of transmis-
sion depends on the gains Lk, which in turn determine the rate of convergence of
estimates x̂k the input value x. The extremum of MSE in the set of Lk under definite
Mknot violating condition (15) can be easily found, and the point of extremum is
determined by the formula:

Lopt
k ¼ AMkPk�1

σ2ξ þ A2M2
kPk�1

¼ 1
AMk

1� Pk

Pk�1

� �
: (16)

The substitution of (16) into (13) gives the following recurrence equation for the
corresponding minimal values of MSE:

Pk ¼
σ2ξPk�1

σ2ξ þ A2M2
kPk�1

¼ Pk�1

1þ Q2
kPk�1

, (17)

where parameter Q2
k ¼ A2M2

k=σ
2
ξ describes the SNR at the output of the forward

channel.
Formula (17) shows that greater values of modulation index Mk decrease the

MSE Pk, that is, improve the quality of transmission. However, the increase of the
valuesMk is limited by condition (15), and the theoretically achievable minimum of
MSE is achievable in practice only if these gains Mk are set to the values:

Mopt
k ¼ 1

A0

ffiffiffiffiffiffiffiffiffi
S0
Pmin
k�1

s
¼ 1ffiffiffiffiffiffiffiffiffi

Pmin
k�1

q ; Mopt
1 ¼ 1

σ0
, (18)

where Pmin
k�1 is defined by Eq. (17) with the values Mk set to the values in (18).

The result of the replacement determines the theoretically achievable lower bound-
ary of MSE values described by the relationship:
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sion depends on the gains Lk, which in turn determine the rate of convergence of
estimates x̂k the input value x. The extremum of MSE in the set of Lk under definite
Mknot violating condition (15) can be easily found, and the point of extremum is
determined by the formula:

Lopt
k ¼ AMkPk�1

σ2ξ þ A2M2
kPk�1

¼ 1
AMk

1� Pk

Pk�1

� �
: (16)

The substitution of (16) into (13) gives the following recurrence equation for the
corresponding minimal values of MSE:

Pk ¼
σ2ξPk�1

σ2ξ þ A2M2
kPk�1

¼ Pk�1

1þ Q2
kPk�1

, (17)

where parameter Q2
k ¼ A2M2

k=σ
2
ξ describes the SNR at the output of the forward

channel.
Formula (17) shows that greater values of modulation index Mk decrease the

MSE Pk, that is, improve the quality of transmission. However, the increase of the
valuesMk is limited by condition (15), and the theoretically achievable minimum of
MSE is achievable in practice only if these gains Mk are set to the values:

Mopt
k ¼ 1

A0

ffiffiffiffiffiffiffiffiffi
S0
Pmin
k�1

s
¼ 1ffiffiffiffiffiffiffiffiffi

Pmin
k�1

q ; Mopt
1 ¼ 1

σ0
, (18)

where Pmin
k�1 is defined by Eq. (17) with the values Mk set to the values in (18).

The result of the replacement determines the theoretically achievable lower bound-
ary of MSE values described by the relationship:
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Pmin
k ¼ σ20 1þQ2� ��k

;P0 ¼ σ20, (19)

where SNR Q2
k ¼ A2M2

k=σ
2
ξ at the forward channel output is constant for each

cycle of the sample transmission and takes the values:

SNRk ¼ Q2
k ¼

Wsign

σ2ξ
¼ 1

NξF0

A0γ

d

� �2

¼ Q2: (20)

Claim 1: Relationships (6)–(8) with the parameters Mk,Lk set, for each k ¼
1, … , n, to the values (16) and (18) determine the optimal transmission-reception
algorithm, which contains the information permitting us to design optimal FCS
transmitting signals with maximal accuracy (minimal MSE), and this boundary is
determined by formula (19). Greater accuracy is not feasible.

Moreover, the optimal transmission-reception algorithm permits us to compute
the information characteristics of optimal AFCS prior and posterior entropies, as
well as the mean amount of information in estimates x̂k regarding the values of
input samples x:

H Xð Þ ¼ 1
2
log 2 2πeσ20

� �
;H XjX̂k
� � ¼ 1

2
log 2 2πePkð Þ; (21)

I X, X̂k
� � ¼ H Xð Þ �H XjX̂k

� � ¼ 1
2
log 2

σ20
Pk

� �
: (22)

Taking into the account that the amount of information (22) in estimates is
achieved in k cycles, that is, during the time Tk ¼ kΔt0, formulas (22) and (19)
permit us to evaluate the current values of bit rate of the signal transmission:

RFCS
max ¼

Imax X, X̂k
� �
kΔt0

¼ F0 log 2
σ20
Pmin
k

 !
¼

¼ F0 log 2 1þ Q2� � ¼ F0 log 2 1þWsign

NξF0

� �
¼ C bit=s½ �:

(23)

Claim 2. Formula (23) is identical to Shannon’s formula (1) and determines the
limit bit rate of transmission, that is, the capacity of the system. Moreover, attaining
the boundary (23) means that spectral and energy efficiencies of the FCS also attain
their limit values and are connected through Shannon’s relationship (3). Let us
stress that, unlike CSC, the presented relationships determine the approach to the
optimal FCS design.

Similar results were obtained in [4, 6, 9] and other works. However, regardless of
their correctness, neither the above nor earlier obtained algorithms of transmission
in any of their versions could be implemented in practice. Analysis of the reasons
showed that the main reason was the omission of saturation effects in the FT.

Another, not less critical reason, and not counted in all formulations of the
optimization tasks, has been noted in Section 2, that is, the local dependence of the
quality of transmission on the scenario of FCS application. The presented above
results confirm this fact directly: values of optimal parameters Mk, Lk as well as all
other characteristics of optimal FCS depend on the distance between the FT and the
BSt, so that and changes in the FCS’s position or surrounding violate the perfect
mode of transmission.
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In the following sections, we show that modulation and feedback may resolve or
at least substantially reduce these problems and make the perfect FCS feasible.

3.2.1 Influence of FT saturation and its elimination

Signals ek ¼ x� x̂k�1 at the input of AMmodulators repeat the error of the sample
estimate formed in BSt in previous cycle, and their variance is equal to the MSE Pk.
This allows the modulation gains to be set, in each cycle, to greater and greater values,
which increases SNR at the output of the forward channel and provides superfast
growth of the accuracy of the estimates unachievable without feedback.

However, externally completely correct additional condition (14) does not count
possible saturation of the modulators or emitters, if the signals ek ¼ x� x̂k�1 exceed
their linear range, and an adequate model of the transmitter is to have the form (see
also Figure 2):

yk ¼ A0
Mkek if M̂k∣ek∣ ≤ 1

sign ekð Þ if M̂k∣ek∣>1

(
: (24)

In real FT, output range �A0,A0½ � is fixed except in particular cases, and the
width of its input range depends on the value of modulation gain Mk. Setting the
values Mk and omitting a consideration of statistics of the signals ek ¼ x� x̂k�1
excludes a possibility of considering saturation of the FT, which appears, if the
signal yk ¼ A0Mkek crosses the boundaries of its output range. It is worth adding
that each saturation during the sample transmission distracts its estimate and causes
irreversible loss of information about the sample value.

The probability of the first saturation of FT would appear in the k-th cycle and can
be easily evaluated: both signals ek and yk are zero mean Gaussian values, and their
variances are known. The not complex calculations yield the following relationship:

Prsatk ¼ Pr jykj≥A0j ~yk�1
1 Þ ¼ Prðjekj≥ 1=Mkj ~yk�1

1

� �

¼ 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πPk�1

p
ð1=Mk

�1=Mk

exp � e2k
2Pk�1

� �
dek ¼ 1� 2Φ

1
MkPk�1

� �
, (25)

where Φ xð Þ is a tabulated Gaussian integral (5).

Figure 2.
Static transition characteristic of the transmitter with a finite output range.
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Claim 2. Formula (23) is identical to Shannon’s formula (1) and determines the
limit bit rate of transmission, that is, the capacity of the system. Moreover, attaining
the boundary (23) means that spectral and energy efficiencies of the FCS also attain
their limit values and are connected through Shannon’s relationship (3). Let us
stress that, unlike CSC, the presented relationships determine the approach to the
optimal FCS design.

Similar results were obtained in [4, 6, 9] and other works. However, regardless of
their correctness, neither the above nor earlier obtained algorithms of transmission
in any of their versions could be implemented in practice. Analysis of the reasons
showed that the main reason was the omission of saturation effects in the FT.

Another, not less critical reason, and not counted in all formulations of the
optimization tasks, has been noted in Section 2, that is, the local dependence of the
quality of transmission on the scenario of FCS application. The presented above
results confirm this fact directly: values of optimal parameters Mk, Lk as well as all
other characteristics of optimal FCS depend on the distance between the FT and the
BSt, so that and changes in the FCS’s position or surrounding violate the perfect
mode of transmission.
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In the following sections, we show that modulation and feedback may resolve or
at least substantially reduce these problems and make the perfect FCS feasible.

3.2.1 Influence of FT saturation and its elimination

Signals ek ¼ x� x̂k�1 at the input of AMmodulators repeat the error of the sample
estimate formed in BSt in previous cycle, and their variance is equal to the MSE Pk.
This allows the modulation gains to be set, in each cycle, to greater and greater values,
which increases SNR at the output of the forward channel and provides superfast
growth of the accuracy of the estimates unachievable without feedback.

However, externally completely correct additional condition (14) does not count
possible saturation of the modulators or emitters, if the signals ek ¼ x� x̂k�1 exceed
their linear range, and an adequate model of the transmitter is to have the form (see
also Figure 2):

yk ¼ A0
Mkek if M̂k∣ek∣ ≤ 1

sign ekð Þ if M̂k∣ek∣>1

(
: (24)

In real FT, output range �A0,A0½ � is fixed except in particular cases, and the
width of its input range depends on the value of modulation gain Mk. Setting the
values Mk and omitting a consideration of statistics of the signals ek ¼ x� x̂k�1
excludes a possibility of considering saturation of the FT, which appears, if the
signal yk ¼ A0Mkek crosses the boundaries of its output range. It is worth adding
that each saturation during the sample transmission distracts its estimate and causes
irreversible loss of information about the sample value.

The probability of the first saturation of FT would appear in the k-th cycle and can
be easily evaluated: both signals ek and yk are zero mean Gaussian values, and their
variances are known. The not complex calculations yield the following relationship:

Prsatk ¼ Pr jykj≥A0j ~yk�1
1 Þ ¼ Prðjekj≥ 1=Mkj ~yk�1

1

� �

¼ 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πPk�1

p
ð1=Mk

�1=Mk

exp � e2k
2Pk�1
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MkPk�1

� �
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where Φ xð Þ is a tabulated Gaussian integral (5).
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Static transition characteristic of the transmitter with a finite output range.
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Substitution of formula (18) into (25) gives the following evaluation of the
probability of the first saturation in k-th cycle of transmission, beginning with the
first cycle:

Prsatk ¼ 1� 2Φ 1ð Þ≈1� 0:68 ¼ 0:32,

and the probability of its appearance during first five cycles of transmission
attains the value Prsat1÷5 ¼ 1� 1� Psatð Þ5 ¼ 1� 0:685≈0:85 and quickly tends to unity
in next cycles.

One should add that MSE of estimates is weakly sensitive to sufficiently rare
cases of FT saturation. However, taking into account that each instance of satura-
tion causes a loss of the sample and I X, X̂n

� �
bits of information, the probability of

saturation determines the mean percent of erroneous bits in binary sequences
delivered to the addressee. These losses can be considered as the BER of transmis-
sion (rather bit word error rate—WER but numerically these values are equal).
Value of the BER is one of the key characteristics of CSC, and the general tendency
in modern communications is to decrease its values to 10�6÷10�8 and lesser. There-
fore, the setting of modulation index requires closest attention. Investigations
showed that the severity of this problem can be sufficiently reduced by employing
the feedback channel.

Claim 3. The linear models of the transmitters that are commonly used in
formulations of optimization tasks and constraint on the mean power of emitted
signals describe the work of transmitters inadequately. This has been and still
remains one of the main reasons why FCSs have not been implemented in practice.
The solution of this problem allowed for the application of the “statistical fitting
condition” [35].

3.2.2 Statistical fitting condition

The previous section and formula (25) show that saturation of the FT can be
almost eliminated if the gainsMk are set to the values that guarantee the probability
of saturation not greater than a given small μ< < 1, (e.g., μ � 10�4÷10�8) for every
sequence ~yk�1

1 :

Prsatk ¼ Pr jykj≥A0j ~yk�1
1

� � ¼ 1�
ð1=Mk

�1=Mk

p ekj~yk�1
1

� �
dek ¼¼ 1� 2Φ

1
MkPk�1

� �
≤ μ:

(26)

Under fulfilled condition (25), the probability of the sample saturation has the
value 1� 1� μð Þn≈nμ< < 1. This means almost always (at the confidence level
1� nμ), the FCS would work in optimal mode without saturations, and the percent
of erroneous bits would not be greater than μ.

Relationship (26) determines the set of permissible values of the gainsMk and its
upper boundary. These values make (26) the equation which, after replacement of
the values 1=MkPk�1 by the variable α, gives the following relationships for the
permissible maximal (optimal) values of modulation gains:

Mopt
k ¼ 1

α
ffiffiffiffiffiffiffiffiffi
Pmin
k�1

q ; k ¼ 1, ::, nð Þ, (27)
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where parameter a satisfies the equation:

Φ αð Þ ¼ 1ffiffiffiffiffi
2π

p
ðα

0

exp � z2

2

� �
dz ¼ 1� μ

2
: (28)

Claim 4. Setting the modulation index to the values (27) prevents the appear-
ance of saturation and the FCS with non-linear FT transmits the signals almost
always in linear mode.

Claim 5. Setting the gains Mk to the values (27) not only removes saturation
but also:

a. reduces α times the amplitude of emitted signals: A0 ! A0=α,

b. reduces α2 times the power of emitted signals and SNR at the output of the
channel:

Wsign ¼ A2

α2
; SNRk ¼ Q2

k ¼
Wsign

σ2ξ
¼ 1

NξF0

γA0

αd

� �2

¼ Q2: (29)

The structure and form of the basic relationships for the MSE, bit rate, and
effectiveness remain the same. Changes in Shannon’s formula (23) for the capacity
and in the other relationships affect only the values of amplitude and power of
emitted signals (29).

Claim 6. Reduction of the power of the emitted signal decreases the SNR and
capacity of the system but makes the perfect FCS feasible, and these systems
transmit signals with limit energy-spectral efficiency optimally, as well as
completely utilizing the frequency and energy resources of the FT. Moreover, the
absence of coders reduces their energy consumption.

To distinguish the considered systems and the FCS, and to focus on the new
systems, in what follows, we use a new abbreviation to refer to these systems: AFCS
(adaptive FCS).

Let us remind that these relationships were derived under assumption that the
feedback channels are ideal. This is not an unrealistic suggestion: relatively inex-
pensive modern CSCs provide virtually error-free short-range transmission. If nec-
essary, the quality of the channel can also be improved by increasing the power of
transmitters—the BSt have sufficiently large, if not unlimited energy resource.

We should add that the discussed relationships are a particular case of the more
general optimal transmission-reception algorithm for the statistically fitted AFCS
with noisy feedback [36–39], see also Table 1 below. It is worth stressing that
these algorithms have the same structure and form as those presented in pervious
sections. The only but principle difference concerns the expression for the MSE of
transmission, which takes the form:

Pmin
k ¼

σ2ξ þ A2M2
kσ

2
ν

� �
Pmin
k�1

σ2ξ þ A2M2
k σ2ν þ Pmin

k�1

� � ¼ 1þ Q2� ��1
1þQ2 σ2v

σ2ν þ Pmin
k�1

� �
" #

Pmin
k�1, (30)

where variable σ2ν is the variance of the errors vk in the signals (controls) x̂k
transmitted from the BSt to FT over the feedback channel with AWGN. Under
σ2ν ¼ 0, this formula coincides with (17). Analysis of formula (30) gives compre-
hensive answers to many questions concerning the behavior of feedback systems.
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the feedback channel.

Claim 3. The linear models of the transmitters that are commonly used in
formulations of optimization tasks and constraint on the mean power of emitted
signals describe the work of transmitters inadequately. This has been and still
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1� nμ), the FCS would work in optimal mode without saturations, and the percent
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2π

p
ðα
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2

� �
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2
: (28)

Claim 4. Setting the modulation index to the values (27) prevents the appear-
ance of saturation and the FCS with non-linear FT transmits the signals almost
always in linear mode.
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effectiveness remain the same. Changes in Shannon’s formula (23) for the capacity
and in the other relationships affect only the values of amplitude and power of
emitted signals (29).

Claim 6. Reduction of the power of the emitted signal decreases the SNR and
capacity of the system but makes the perfect FCS feasible, and these systems
transmit signals with limit energy-spectral efficiency optimally, as well as
completely utilizing the frequency and energy resources of the FT. Moreover, the
absence of coders reduces their energy consumption.

To distinguish the considered systems and the FCS, and to focus on the new
systems, in what follows, we use a new abbreviation to refer to these systems: AFCS
(adaptive FCS).

Let us remind that these relationships were derived under assumption that the
feedback channels are ideal. This is not an unrealistic suggestion: relatively inex-
pensive modern CSCs provide virtually error-free short-range transmission. If nec-
essary, the quality of the channel can also be improved by increasing the power of
transmitters—the BSt have sufficiently large, if not unlimited energy resource.

We should add that the discussed relationships are a particular case of the more
general optimal transmission-reception algorithm for the statistically fitted AFCS
with noisy feedback [36–39], see also Table 1 below. It is worth stressing that
these algorithms have the same structure and form as those presented in pervious
sections. The only but principle difference concerns the expression for the MSE of
transmission, which takes the form:

Pmin
k ¼

σ2ξ þ A2M2
kσ

2
ν

� �
Pmin
k�1
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k σ2ν þ Pmin

k�1

� � ¼ 1þ Q2� ��1
1þQ2 σ2v
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k�1

� �
" #

Pmin
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where variable σ2ν is the variance of the errors vk in the signals (controls) x̂k
transmitted from the BSt to FT over the feedback channel with AWGN. Under
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The main result is the confirmation that the capacity of FCS and AFCS does not
depend on the feedback noise in the initial interval of the sample transmission, and
is determined by Shannon’s formula (1). However, since the moment n ∗ , when the
MSE of estimates attains the values of σ2ν order, the capacity of AFCS begins to
decrease and monotonically tends to zero ([36] and later works).

A summary of the relationships sufficient for the development of a MATLAB
model of optimal AFCS and simulation experiments is presented in Table 1.
Moreover, these seemingly simple relationships were used to design a prototype
(demonstrator) of the perfect AFCS, discussed in the next section.

If a relative error of the sample transmission δ ¼ Δ=σ0 is to be attained in minimal
time, and feedback is ideal, absolute error Δ of the final estimates should be not
greater than σν, and the corresponding minimal time of transmission is of the order:

Tδ ¼ nΔ
2F0

¼ � 1
2F0 log 2 1þ Q2� � log 2

Δ2

σ20

� �
¼ � log 2δ

CCh1 : (31)

where nΔ determines the necessary number of cycles (see e.g. formula (27)
in [37] or (22) in [38]). Formula (31) also determines the baseband F≤Fδ ¼
Cch1=2 log 2δ of the signals that can be transmitted by the AFCS at maximum rate,
with the given accuracy and limit energy-spectral efficiency.

3.2.3 Particular role of MSE criterion

As noted above, the basic criterion for transmission quality is the accuracy (in
[1] “fidelity”) of the signals’ recovery. For the CS transmitting analog signals, this is
the MSE of their estimates. The importance of MSE is due to several factors. First of
all, for arbitrary linear channels with AWGN, which transmit Gaussian signals,
MSE Pk determines the amount of information determined by following general
relationship ([32, 34], see also (22)):

I X, X̂n
� � ¼ 1

2
log 2

σ20
Pn

� �
bit=sample½ �: (32)

So, if CSs transmit the samples each in n cycles, that is, during Tn ¼ nΔt0 ¼
n=2F0 [s], the final estimates x̂k deliver to addressee the amount of information
with the bit rate

Algorithm Parameters

Initial values x̂0 ¼ x0 P0 ¼ σ20

Signal at the modulator input ek ¼ x� x̂k�1 þ vk α : 1ffiffiffiffi
2π

p
Ðα
0
exp � z2

2

� �
dz ¼ 1�μ

2

Emitted signal yk ¼ A0Mkek M0 ¼ 1
ασ0

;Mk=k≥ 1 ¼ 1
α
ffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2νþPk�1

p

Received signal ~yk ¼ Ayk þ ξk A ¼ γ
d A0

Estimate computing x̂k ¼ x̂k�1 þ Lk~yk Lk ¼ AMkPk�1

σ2ξþA2M2
kPk�1

¼ 1
AMk

1� Pk
Pk�1

� �

Basic equation for MSE
Pk ¼ 1þ Q2� ��1

1þ Q2 σ2v
σ2νþPk�1ð Þ

� �
Pk�1; k ¼ 1, … , n

Table 1.
Basic relationships for modeling and design of optimal AFCS with non-ideal feedback channel (σ2ν>0; index
“opt” in the parameters Mopt

k , Lopt
k is omitted).
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Rn ¼
I X, X̂n
� �
nΔt0

¼ F0 log 2
σ20
Pn

� �
bit=s½ �, (33)

independent of whether the system is optimal or not. This value determines the
spectral efficiency of the sample transmission Rn=F0 that is at the AFCS output.

The iterative principle of transmission permits us to introduce the measure more
informative than (33): the instant bit rate, determined by the following relationship:

ΔRk ¼
I X, X̂k
� �� I X, X̂k�1

� �
Δt0

¼ F0 log 2
Pk�1

Pk
bit=s½ �, (34)

which describes the increment of information in sequentially computed esti-
mates x̂k, (k ¼ 1, … , n). In turn, formulas (33) and (34) define the final and instant
spectral efficiencies of transmission, respectively:

Rn

F0
¼ 1

n
log 2

σ20
Pn

;
ΔRk

F0
¼ log 2

Pk�1

Pk
: (35)

The general expression for the energy efficiency of transmission can be defined
as follows:

Ebit AFCS
n

Nξ
¼ Wsign

n

NξRn
¼ nWsign

n

NξF0I X, X̂n
� � ¼ nQ2

log 2
σ20
Pn

, (36)

which shows that, unlike spectral efficiency, this characteristic of the CS per-
formance depends not only on the MSE, but also on the SNR Q2 at the forward
channel output, which requires additional measurement.

Another particularity of theMSE,which is not currentlyutilized in communications,
is its analytical formulations have empirical analogs, as well as well-studied andwidely
usedmethods of their evaluation. In our research, the followingmethod is used.
However, as it follows from (36), evaluation of the energy efficiency, in the general
case, requires additionalmeasurement of SNRQ2. In our research, the following
method is used.

The FT generates and sends to the BSt a testing sequence of M random Gaussian
samples x 1ð Þ, … , x Mð Þ� �

each generated with the same mean value x0 and variance σ20
using corresponding codes written into memory units of microcontrollers of the FT
transmitter and processor of the BSt (or generated by PC). The BSt processes the

received signals, computes optimal estimates x̂ 1ð Þ
1 , x̂ 1ð Þ

2 … , x̂ Mð Þ
n�1, x̂

Mð Þ
n

� �
of input sam-

ples which, and stored values x 1ð Þ, … , x Mð Þ� �
, allow to compute empirical values of

the MSE Pk using the known relationship:

P̂k ¼ 1
M

XM
m¼1

x mð Þ � x̂ mð Þ
k

h i2
, k ¼ 1, … , nð Þ (37)

next used for the evaluation of the bit rate (35) and energy-spectral efficiency of
AFCS. In practice, it is more convenient to compute these values using the MSE
expressed in dB:

MSEk dB½ � ¼ 10 log 10
P̂k

σ20

 !
dB½ �: (38)

as well as normalized root square (relative error of transmission) δ ¼ ffiffiffiffiffi
Pk

p
=σ0.
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p
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2

� �
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2
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ασ0
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p
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d A0
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1� Pk
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Basic equation for MSE
Pk ¼ 1þ Q2� ��1

1þ Q2 σ2v
σ2νþPk�1ð Þ

� �
Pk�1; k ¼ 1, … , n

Table 1.
Basic relationships for modeling and design of optimal AFCS with non-ideal feedback channel (σ2ν>0; index
“opt” in the parameters Mopt

k , Lopt
k is omitted).
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Rn ¼
I X, X̂n
� �
nΔt0

¼ F0 log 2
σ20
Pn

� �
bit=s½ �, (33)
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3.3 Adaptive auto-adjusting AFCS to the scenario of application

The adjusting algorithm uses the “resonance” effect that is increase of MSE, if
the values of parameters Lk,Mk decline from their optimal values (16), (27). The
effect is illustrated in Figure 3 which shows the changes of relative errors of
transmission δ ¼ ffiffiffiffiffi

Pk
p

=σ0 (normalized root mean square error—RMS) under gains
Mk set to the values (27) and gain L ∗

k ¼ Lk 1þ δLð Þ, where Lk has the value (16) and
δL is a variable parameter.

To adjust the parameters, the system utilizes two identical testing sequences of
Gaussian samples x 1ð Þ, … , x Mð Þ� �

whose codes are stored in the memory of the BSt
processor and the FT microcontroller (or BSt transmits these sequences to FT over
feedback). All the samples in the testing sequence are zero mean Gaussian values
with known variance σ20.

In the first cycle, the modulation indexMopt
1 is set to the known value 1=ασ0, and

the FT sends to the BSt the written testing sequence of samples x 1ð Þ, … , x Mð Þ� �
, the

same one that is stored in the processor of BSt. The BSt processor computes the

estimates x̂ 1ð Þ
1 , … , x̂ Mð Þ

1

� �
and values of MSE P1. It also searches for the minimizing

MSE value L̂
opt
1 and computes the corresponding value P̂

min
1 . The computed values

L̂
opt
1 , P̂

min
1 , and x 1ð Þ, … , x Mð Þ� �

are stored. Simultaneously, the BSt sends values Pmin
1

and estimates x̂ 1ð Þ
1 , … , x̂ Mð Þ

1

� �
to the FT. Reception of these data initiates the second

cycle of AFCS adjusting:

In this cycle, the microcontroller of the FT forms the sequence of signals e mð Þ
2 ¼

x� x̂ mð Þ
1 , (m ¼ 1, … ,M), computes the optimal value of the gain Mopt

2 ¼ 1=α
ffiffiffiffiffiffiffiffiffi
Pmin
1

q
,

and sets the gain of AM modulator to this value. So adjusted, the FT transmits the
sequence of signals y mð Þ

2 ¼ A0M
opt
2 e mð Þ

2 to the BSt, which processes the received
sequence in the same way as in first cycle. The computed values Pmin

2 ,Lopt
2 are stored,

sequence x̂ 1ð Þ
1 , … , x̂ Mð Þ

1

� �
is replaced by the new sequence x̂ 1ð Þ

2 , … , x̂ Mð Þ
2

� �
, and

together with Pmin
2 is transmitted to the FT. The receipt of these values initializes the

next cycle of adjusting realized according to the same scheme as in the previous
cycle. The subsequent cycles repeat these operations. After the M-th cycle, the
adjusted AFCS begins nominal functioning.

The duration and frequency of adjustments depend on the dynamics of scenario
changes, processors’ rate, channel bandwidth, requirements for the accuracy of
estimates, environmental characteristics, and other factors.

Figure 3.
Changes of mean relative error of estimates depending on the deviation of the gains Lk from optimal values Lopt

k

under fixed optimal gains Mopt
1 .
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4. Experimental study of AFCS functioning

The prototype of AFCS was designed on the basis of the optimal transmission-
reception algorithm(6)–(8), using and parameters set to the values (16), (18), (or in
Table 1, for σ2v ¼ 0), and general principles of AFCS transmission described in
Section 3.1. The layouts of the transmitting (FT) and receiving (BSt) modules are
shown in Figure 4a, b.

The transmitter was realized using narrowband adaptive AM modulator
followed by the programmable voltage-controlled oscillator VG7050EAN (power
10 dBm, carrier frequency 433.2 MHz). The feedback channel was realized using
digital receiver RFM31B-S2 and transmitter RFM23B (power 27 dBm, carrier fre-
quency 868.3 MHz). This ensured virtually ideal feedback transmission of signals in
the indoor and outdoor experiments carried out at distances to 100 meters (straight
line view, FT with ceramic mini-antennas, BSt with quarter-wave antennas).

At the beginning of every new series of experiments, a self-adjusting algorithm
was activated, which set the parameters Mk and Lk to the values optimal for the
given scenario.

The main measured characteristic of the prototype was the dependence of
MSEn dB½ � on the number of transmission cycles. The experiments were carried out at
different distances between the FT and BSt. Typical dependencies of MSEn dB½ � on n
at the distances of 40, 50, and 75 meters are shown in Figure 5.

The plots are presented in the decibel scale, and the nearly linear dependence of
the measured values MSEn dB½ � on the number of cycles means that, on a linear
scale, MSE decreases exponentially. According to the results of Section 3.2 (formula
(19)), this is possible, if the system transmits signals perfectly, with a bit rate equal
to the capacity of the system. In this case, spectral and energy efficiencies of trans-
mission also attain the limit values.

Moreover, plots in Figure 5 allow for a sufficiently accurate evaluation of the
characteristics of the system. With this aim, let us rewrite the expression of spectral
efficiency (33) in the decibel scale in the form (the confirmed close to perfect
transmission permits us to write that R ¼ C):

Cn

F0
¼ 3:32

n
log 10

σ20
Pn

¼ �0:332
n

MSEn dB½ �: (39)

Figure 4.
Layout of PCB modules of prototype of perfect AFCS: (a) forward transmitter integrated with sensor; (b) base
station.
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The linear approximation of the plots in Figure 5 in first n ¼ 10 cycles allows for
evaluation of the ratio MSEn dB½ �=n directly from the plots. Substitution of these
values into (39) gives the numerical estimates of the spectral efficiency for each
distance. In turn, perfect mode of transmission allows for the evaluation of the
power efficiency using formula (3) and measured values of the spectral efficiency
Cn=F0. The obtained results are presented in Table 2 and illustrated on the energy-
spectral plane in Figure 6.

The plots in Figure 7a, b illustrate the results of measurements carried out at the
fixed distance sequentially, with the time interval in 1–3 minutes.

All the experiments confirmed the existence of the initial interval 1≤ k≤ n ∗ of
the perfect transmission, as well as the efficiency of the developed algorithm of
AFCS auto-adjusting. On average, at the distances of 40–50 m, the accuracy of
transmission attained the values of 10�4 order in 5÷7 cycles of the sample transmis-
sion. In several experiments, accuracy attained the order of 10�7÷ 10�10 and
greater, but the results were non-stable (see, e.g., plots in Figure 7a, b).

It was also noted the growing influence of the external disturbances and noises
on the further changes of MSE if it attained sufficiently small values. Since this
time, MSE decreased with the growing fluctuations, sometimes regularly but at the
smaller rate. This could not be an effect caused by saturations: experiments were
carried out under saturation factor α ¼ 3 that reduced the cases of saturations to
0.5–1 percent of the transmitted samples. A study of the AFCS functioning in real

Figure 5.
Values MSEk dB½ � ¼ f kð Þ measured at the distances of 40, 50, and 75 meters (indoor experiments).

Distance (m) 40 50 75

MSEn [dB]/n �6.25 �4.4 �1.4

Csyst=F0 2.07 1.46 0.465

Q2 3.21 1.75 0.375

Ebit syst
n =Nξ 1.76 1.19 0.8

Ebit syst
n =Nξ [dB] 1.85 0.76 �0.92

Table 2.
Measured characteristics of the prototype.
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conditions is to be continued. It is worth noting that the utilization of the quarter-
wave antennas provided sufficiently stable sample transmission at distances upto
80–90 m using FT with the power reduced to 1 mW.

The experiments confirmed the feasibility of the perfect AFCS, as well as the
capability of modulation and feedback to ensure the perfect signal transmission.

5. Discussion of results

The chapter gives a brief outlook of the approaches to design of the currently not
used class of communication systems which may substantially improve the effi-
ciency and performance of the wireless low-power transmission. The presented
results develop excellent but not finished and today almost forgotten research in
FCS theory carried out in the years 1960–1970. These investigations were first steps
toward the formation of the second direction in information theory: the theory of
the systems with feedback channels. However, in the middle of 70s, the research
was hampered.

Figure 7.
Dependencies MSEk dB½ � ¼ f kð Þ measured with the intervals in 2–3 minutes at the distance of 50 m (indoor
experiments): (a) power of FT transmitter 10 mW, ceramic mini-antennas; (b) power of FT transmitter
1 mW, quarter-wave antennas.

Figure 6.
Two-dimensional plot presenting values (red points) of the energy-spectral efficiency of optimal AFCS
measured at the distances in 40, 50, 75 meters.
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The main reason for the difficulties was the lack of practical results. Another,
less obvious source of failures was the omission of possible saturation of modulators
or emitters in the forward transmitters. The not less crucial obstacle also was not
discussed in the literature which is the dependence of the CS performance on the
scenarios of application.

The chapter shows how modulation and feedback permit to resolve these diffi-
culties. The results of research confirm the general conclusion of the pioneering
research: FCS may transmit signals without coding perfectly, that is in real time,
with a bit rate equal to the capacity of systems, and with the limit accuracy of the
signals recovery. Moreover, the only difference between the relationships presented
in the chapter and those presented in earlier works is the numerical values of
modulation index.

The rapidly developing wireless networks (WN) utilize a great number of short-
range low-energy end-node (EN) transmitters. Nowadays, all of them employ the
coding and advanced digital technical solutions. The level and number of require-
ments for EN transmitters grow permanently. However, as noted by many authors,
possibilities to improve the performance of the PHY layer of WN are almost
exhausted. We discussed this in the beginning of the chapter. Moreover, all net-
works utilize, on the mass scale, feedback channels.

What can we conclude? Despite its great merits, coding is losing its advantages
and is being used in low-power EN transmitters designed for the short-range
transmission (“one mile zone” and shorter). The main task of these transmitters is
the reliable and secure delivery of relatively small amounts of information to the BSt
or master node, if possible, with minimal delay. The great rates (except for rare
exclusions) are not necessary: this is the task for BSt which communicate with other
BSt or higher level stations.

Today’s problems of the EN transmitters design are prosaic: they should be as
less energy-consuming as possible to increase the duration of continuous work
(“lifetime”) and to reduce the requirements of the energy sources. They should be
resistant to inter-channel disturbances caused by nearby EN, as well as should have
minimal complexity to decrease the production and deployment costs. It is also
desirable that they have low emission, small size, light units, etc.

Reduction of the energy consumption inevitably causes the reduction of the
power of the EN transmitters and that crucially decreases the quality and range of
transmission. Compensation of the losses requires application of more efficient
correcting codes and more complex coders, as well as the extension of the channel
bandwidth. In turn, wide band transmission creates sufficiently powerful inter-
channel disturbances in closely placed EN. The result is the appearance of complex
technical solutions suppressing these distortions or, vice versa, utilizing them for
improvement of the signals recovery. The list of tradeoffs between different require-
ments of the systems is large, and coding has no efficient answers to these questions.

Having no alternatives, the industry has no other choice but to transfer known
principles of long-distance CS with coding (CSC) design and technologies to the
design of low-power EN transmitters produced on the scale by the orders greater than
powerful CSC transmitters. The not too essential for long-distance communications,
constraints on the power of the transmitters, requirements for the bandwidth and
other constrains became the crucial considerations in the wireless EN design. From
our point of view, the greatest stumbling block is that CSCs do not allow for a
development of the systematic approach to their optimization similar to the Bayesian
approach described in the chapter. Codes have no parameters permitting their
adjustment to the changes of characteristics of the channel, nor allow the formulation
of mathematical models accounting for all the transformations of signals as they pass
through the transmitter, channel, and receiver. AFCSs do have such possibilities.
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Moreover, the signals generated by the transmitters of CSC are discrete, their
form is fixed and in no way depends on the input signals. Information is delivered
by combinations of the symbols of code. There is no possibility to regulate the
quality of the transmission aside from the external regulation of the power of
transmitter or switching the codes. Meanwhile, the quality of transmission provided
by the adjusted perfect AFCS depends on the scenario of their application, but
always attains the limit or close to the limit values.

General evaluation of the future perspectives of AFCS: currently, almost all CS
and networks have feedback channels, and AFCS could solve many of the afore-
mentioned and other problems. Below, we attach a summary of possibilities of the
perfect AFCS, which have been established and verified in [36–41] and other works.

1.Perfect AFCSs provide the most energy-spectral efficient transmission of
signals in real time with the limit energy-spectral efficiency, bit rate equal to
the capacity of forward channel, and minimal MSE of the signals reception.

2.The absence of coders allows for the construction of a full mathematical
model of transmission, from the source of signals to the BSt processor. This
model enables the formulation of a clear analytical criterion (MSE), the
application of Bayesian estimation theory, and the derivation of optimal
transmission-reception algorithms determining the approach to the perfect
AFCS design.

3.Feedback channel and optimal transmission algorithms enable the
development of adaptive algorithms adjusting the parameters of AFCS to the
environment changes. This permits the system to maintain the perfect mode
of transmission in different, also non-stationary scenarios. De facto, the
system regulates its own capacity, adjusting it to the changes of environment.

4.The side effect of AFCS adjustment is that the BSt computes the on-line
estimates of MSE, SNR, and capacity of the system. These data permit to
evaluate the current energy-spectral efficiency of transmission and to
decrease the losses of energy regulating the number of cycles maintaining the
required accuracy of the signal recovered.

5.The analytical expression for MSE of transmission has an empirical analog,
whose values can be measured and used for evaluation of the performance of
every CS used for the analog signals transmission. As shown in Section 3, MSE
permits us to determine the quality of transmission, bit rate, as well spectral
efficiency of every CS. For the perfect AFCS, minimal MSE determines the
energy efficiency of transmission.

6.Signals emitted by the FT have the form of realizations of the (stationary)
pulse white Gaussian noise. The amplitudes of each emitted pulse depend on
random values of the signals ek at the input of the modulator, and values of
the adjusted parameters Mk depend on the scenario, which excludes data
interception and ensures secure forward transmission. The full protection of
the system depends on protecting the feedback channel and can be provided
by applying well-protected codes and directed antennas.

7.The absence of coding units simplifies the architecture of the FT, as well as
reduces their energy consumption, complexity, and cost, which allow for the
development of efficient battery-less AFCS.
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8.The FT transmitters can be realized in analog, digital, and mixed technologies.
The results of analysis show that the most preferable form of realization
would be the software implementation of the FT. Optimal transmission-
reception and adjusting algorithms contain all basic information for the
development and implementation of the software (SDR) version of the FT.
Moreover, this software can be used for the reconfiguration of transmitters
and the extension of possibilities of their utilization and functional
possibilities of the EN as a whole.

9.Preliminary research [42] showed that perfect AFCS can be also used,
virtually without modification of transmission scheme and algorithms, for the
transmission of short codes. These codes can be parts of the longer code
routed to the input of the AFCS or formed by digital sensors. The set of the
codes can be converted into the uniform set of analog values, and high
accuracy of AFCS transmission will ensure reliable resolution of the received
signals.

10.The designed prototype of AFCS is the first “living” example of the system
that transmits signals without coding perfectly, and this was confirmed by
the results of experiments.

Most of the listed capabilities of AFCS are not feasible for the CS with coding.
In this chapter, we considered only scalar (point-to-point) AFCS which employ

the AM transmission, but the theory allows for the extension to optimization of the
multi-channel FCS. Moreover, AM is only one of three types of modulation, and
each has its own limited operating range. It would be important to investigate the
systems with the FM and PM modulations—this could give a new classes of perfect
FCS transmitting signals without abnormal errors and with the limit energy-spectral
efficiency. It is also worth noting that statistical fitting condition (26) can be used
for the optimization of different classes of estimation, controlling, measurement,
and signal processing systems.

In conclusion, let us repeat the questions asked in [19]: “Is the PHY layer dead?
… whether the research directions taken in the past have always been the right
choice and how lessons learned could influence future policy decisions?”
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Abstract

The methods of processing digital samples of complex structure signals with
unknown parameters are considered. With the use of algebraic methods, the follow-
ing tasks are sequentially solved: clock synchronization, determining the range of
carrier frequencies, the multiplicity of phase modulation, and obtaining a stream of
information bits. The methods for improving the quality of processing digital samples
of signals based on solving special overdetermined systems of linear equations are
proposed. The estimation of efficiency of the offered method is carried out by an
imitation statistical modeling. The advantages of the proposed methods of signal
processing for the telecommunications and radio monitoring systems are shown.

Keywords: orthogonal frequency-division multiplexing, digital sampling,
linear algebraic equations, correlation convolutions

1. Introduction

The construction of effective information transmission systems is inextricably
linked with the problem of intensifying the usage of the time and frequency-energy
resource of communication channels. One of the ways to solve this problem is using
the complex signals with combined types of modulation in combination with the
methods of spectrum narrowing and noise-resistant coding [1–5]. In this connec-
tion, the structure of the signals used to transmit information is becoming compli-
cated, and, consequently, the algorithms of their processing are becoming
complicated as well.

The most promising type of signal code constructions in wireless networks is
orthogonal frequency-division multiplexing (OFDM) [2–5]. The basic idea of
building such signals is arranging a set of mutually orthogonal frequency
subchannels so that, on the one hand, one subchannel does not interfere with the
other and, on the other hand, the spectra of the subchannels overlap. Due to the
orthogonality of the linear subchannels, each of them can be considered indepen-
dently of the others. Errors caused by the interference in one of the subchannels do
not lead to errors in the other. As a result, only a small part of the transmitted
information is distorted. Error-correcting coding being used, the errors can be
corrected. The structure of signals with multiple simultaneously operating
subcarrier frequencies has well established itself in conditions of heterogeneity of
the propagation medium. In recent years, the capabilities of systems with OFDM
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signals have evolved significantly. Such signals began to be used in a wide variety of
telecommunication systems operating in different radio frequency bands.

The complex structure of such signals and the a priori uncertainty of the channel
properties cause significant difficulties in solving the problems of radio control and
radio monitoring [6–11]. Similar tasks also arise when processing images and signals
in biotechnical systems [12–16]. A distinctive feature of such tasks is the absence of
data on the structure and informative parameters of the measured signals. This
information should be obtained from the results of the study, with high accuracy
and as soon as possible. Therefore, the tasks of developing mathematical methods
for analyzing complex signals based on digital measurement sequences are highly
relevant. This is evidenced by the intensive development of special software
systems [17].

2. Mathematical model of OFDM signals

For correct choice of the methods for digital analysis of the primary parameters
of OFDM signals, a brief description of their basic properties is necessary. Arbitrary
OFDM signal Sj tð Þ on j-th modulation interval Tp is formed by algebraic summation
of the several harmonic oscillations of the same amplitude. Each of the oscillations
has m options of modulation phase shift. The value m determines the multiplicity of
the used phase (PM) modulation and corresponds to the base of the numerical
source code. Commonly, m ¼ 2k where k is the number of binary symbols (bits)
represented by the elementary signal on one modulation interval. When using
relative phase coding and a unit value of the amplitude of the oscillation subcarriers,
the mathematical model of the signal can be represented as the following sequence:

Sj tð Þ ¼ ∑
nf�1

i¼0
sin 2π f 0 þ

i
T

� �
� t� Tp

t
Tp

� �� �
þ φj, i

� �
, (1)

where t is the current time, f 0 is the lowest subcarrier frequency in the signal
spectrum, T ¼ 1=Δf is inverse of the minimum subcarrier spacing Δf , nf is the
number of frequencies used, and φj, i is the value of the manipulation angle of i-th
fluctuation on j-th modulation interval. This angle can take one of the m values
depending on the manipulation code used. The informative features in the signal
described by model (1) are relative phase jumps in carrier frequencies. These jumps
are measured for each of the frequency subcarriers separately: φj, i � φj�1, i,
i ¼ 0,…, nf � 1. The time parameters of the modulation interval used in model (1)
are tied by the relation

Tp ¼ T þ ΔT ¼ 1
Δf

þ ΔT, (2)

where ΔT is the duration of the prefix part of the signal. The prefix part
(hereinafter the prefix) is a repeating (to the exact sign) initial part of the signal
added at the end of the modulation interval Tp. Prefix structure is used to facilitate
synchronization in the presence of channel irregularities. For OFDM synchroniza-
tion violations, the signal can be correctly received and processed for any segment
with the duration of T within the full modulation interval TP. Commonly, the
choice of the prefix duration on the modulation interval corresponds to the ratio
ΔT ¼ 0; 1÷0; 5ð ÞT. The sign of the prefix depends on the value of the following
parameter:
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P ¼ f 0mod Δfð Þ: (3)

For existing OFDM standards, parameter (3) can take two values that determine
the sign of the cyclic prefix: when P ¼ 0 the prefix is positive and when P ¼ Δf=2
inverse. Figure 1 gives a qualitative idea of the form of the signal envelope
constructed in accordance with model (1) on two adjacent modulation intervals
with nf ¼ 16 and Tp ¼ 1,47 � T. At the end of each of the intervals Tp, the inverse
cyclic continuation of the signal with duration ΔT is located, which repeats, up to a
sign, the shape of the initial segment of the signal on the modulation interval. For
the example in question, P ¼ Δf=2; therefore the prefix part is the inverse of the
initial part of the signal.

3. The main stages of the structural analysis of OFDM signals

A comprehensive analysis of the properties of complex signals is advisable to
implement on the basis of phased processing. At each stage, only a part of the signal
parameters is determined. Given the fact that OFDM signals contain a prefix, it is
advisable to use the correlation method for determining structural time parameters
Tp and T at the first stage. This technique is based on the principle of “sliding” time
window. This makes it possible to determine the following parameters of an OFDM
signal: the value of the orthogonality interval, the duration of the modulation
interval, and the value of the frequency spacing between the channels.

At the second stage of the analysis, the tasks of determining the number and the
values of service and information channel frequencies, as well as, the signal phase
demodulation.

The two-stage processing results in the possibility to extract an information flow
from signals of an a priori unknown structure without using traditional fast Fourier
transform (FFT) algorithms.

3.1 Correlation method for determining the time parameters of OFDM signals

We propose a correlation method for determining structural time parameters Tp

and T. The basis is the “sliding time window” principle. The most probable value of
the time interval between the most correlated segments (with the “+” or “�” sign)
of the segments from the digital sample of signal measurements is determined. The
assessment of Tp—the most likely period of the emergence of “bursts” of

Figure 1.
Example of the OFDM signal.
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correlation in the process of moving the viewing window on the samples of the
array of measurements Q ¼ q0; q1;…

� �
—is determined as well. The scheme of the

calculation procedure is presented in Figure 2. For the correlation analysis, the two
vectors, each containing K elements of array Q in two non-overlapping time obser-
vation windows of the signal, are formed:

Y0 ¼ qj; qjþ1;…qjþK�1

n o
,

Y1 ¼ qjþiþK ; qjþiþKþ1;…qjþiþ2K�1

n o
,

(4)

removed from each other by i, i ¼ 0,…,M. The position of the second time
window corresponding to the vector Y1 is determined by the successive change in
the offset index i ¼ 0,…,M that ensures its “slip” along the signal sample Q at each
of the values j ¼ 0…L.

For a wide range of analyzed signals, for example, for the 0.3–3.4 KHz frequency
band with minimum quality ADC, the most universal limits of the values of these
parameters, resulting in a quick and accurate assessment, are K ¼ 10÷ 30,
M ¼ 200÷ 300, and L ¼ 1000.

At each value of index j (moving the window slip area), the Mþ 1 dimensional
vector is being formed:

Vj ¼ v j
0; v

j
1 ;…; v j

M

n o
, (5)

the elements of which are the coefficients of mutual correlation of vectors Y0
and Y1. The calculations (according to Figure 2) are performed after centering and
normalizing the vectors by the formulas

Y0N ¼ Y0j � 1
K

∑
K�1

i¼0
Y0i

� �
� 1

K ∑
K�1

i¼0
Y0i

� ��1

;

Y1N ¼ Y1j � 1
K

∑
K�1

i¼0
Y1i

� �
� 1

K ∑
K�1

i¼0
Y1i

� ��1

:

(6)

The resulting vectors Y0N and Y1N in normalized space have the same length,
equal to

ffiffiffiffi
К

p
, and the cosine of the angle between these vectors is equal to the

cross-correlation coefficient:

Figure 2.
Calculation scheme.
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сos Y0н;Y1нð Þ ¼ ∑
K�1

i¼0
Y0нi � Y1нi ¼ r Y0н;Y1нð Þ: (7)

Since the prefix is a repetitive (up to sign) part of the OFDM signal, ideally the
correlation coefficient between these parts is �1.

Figure 3 shows the distribution of the values of the elements of the vector Vj

calculated according to a specific implementation OFDM signal (16 carrier fre-
quencies, a modulation rate—75 bauds) at M ¼ 200. The presence of pronounced
extreme values which are close in magnitude to unity is obvious. According to the
results of calculations when j ¼ 0…L, the two new vectors V1 ¼ v10; v11;…; v1Lf g
and V2 ¼ v20; v21;…; v2Lf g are formed. Their elements are calculated according to
the rules

v1j ¼ match min Vj
� �

;Vj
� �

0 þ K;

v2j ¼ match max Vj
� �

;Vj
� �

0 þ K;
j ¼ 0…L: (8)

Here the function match x;X½ � calculates the indices of the elements of the vector
X equal to x, where the index 0 in the function (8) indicates a selection of the
element with a minimum sequence number, if there are several such elements in the
vector. The elements of the vector V1 represent the number of sampling intervals
that fit between the initial elements Y0 and Y1 with minimal (negative) correlation
on j-th step of moving the observation window. Accordingly, the elements of the
vector V2 are calculated for the maximum (positive) correlation of the vectors Y0
and Y1. Simultaneous determination of the maximum and minimum is necessary to
reveal the value of function (3). It is obvious that the elements of the vectors V1 and
V2 defined by expression (8) can take values only in the range K…K þM. To study
the statistical distribution of the values of the elements, the histograms for the
elements of the vectors V1 and V2 are formed:

H1 ¼ h10; h11;…; h1KþMf g,
H2 ¼ h20; h21;…; h2KþMf g: (9)

Obtaining distributions (9) gives an opportunity to estimate the most likely value
Num—the number of sampling intervals between the initial measurements of the
segments of the digital sample Q with maximal (positive or negative) correlation:

Num ¼
match max H1ð Þ;H1½ �0

max H1ð Þ≥max H2ð Þh i
;

match max H2ð Þ;H2½ �0
max H1ð Þ<max H2ð Þh i

:

8><
>:

(10)

The value Num determines the number of sampling intervals that fit on the
orthogonality interval of the signal T. It gives an opportunity to find two

Figure 3.
Cross-correlation coefficients.
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interrelated OFDM signal parameters: the orthogonality interval and the minimum
carrier frequency spacing:

T ¼ Num
f д

and Δf ¼ T�1: (11)

Besides, choosing the corresponding method of detecting the Num value
according to the condition specified in function (10) automatically determines
the value of function (3) and, consequently, the ratio between the frequency
parameters f 0 and Δf . If the value Num is determined by the first line of expres-
sion (10), then f 0 ¼ kþ 1

2

� � � Δf . Otherwise the minimal carrier frequency is
multiplied to the spacing of the carrier frequencies: f 0 ¼ k � Δf where k is any
positive integer.

As a result of processing histograms (9) according to function (10) based on the
values of function (3), only one of the vectors V1 or V2 is left for the further
analysis, hereinafter denoted V ∗ . This is possible because the prefix repetition sign
is defined. Based on the elements of the vector V ∗ , another vector V3 is formed for
the analysis:

V3 ¼ match Num;V ∗½ �: (12)

The elements of this vector are equal to the numbers of the elements of the
vector V ∗ in which the numbers Num are located. The feature of the vector V ∗ ,
provided that the analyzed signal belongs to the OFDM class, is that it contains a
sequence of periodic series of numbers which are close or equal to Num. Therefore,
the values of the elements of V3 in order of increasing their indices will be the
segments (series) of an ordinary positive integer sequence with some gaps in the
sequence. Small gaps can be observed inside the series too. A possible approxima-
tion of the sequence of the elements of V3 is illustrated by the following expression:

V3 ¼ 11, 12, 14, 15, 16|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
series№1

; 105, 107, 108, 110|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
series№2

;…; 620, 621, 622, 623, 624|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
series№nc

8<
:

9=
;

The length of series of consecutive numbers (position numbers) may differ due
to measurement errors, features of the signal envelope, and rounding during
calculations. However, when the vector length is sufficient, averaging results con-
verges to the true estimation in accordance with the law of large numbers. To exclude
“fragmentation” of the series, small gaps between adjacent numbers of the series
must be ignored. It has been empirically found that in most cases, the number Ni
should be considered to belong to the current series of numbers if Ni �Ni�1 ≤ ε
where ε ¼ 3 ÷ 5. In general, the structure of the vector V3 can be depicted as shown
in Figure 4.

In Figure 4, v3nj , v3kj are the initial and final elements of the j-th series of the
consecutive numbers in the vector V3, and nc is the total number of the identified

Figure 4.
Example of the V3 series structure.
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series. Using the presented structure and values of the elements of the vector V3, it
is possible to determine the number of sampling intervals that fit between adjacent
pairs of mutually correlated segments of signal measurements, i.e., a period of
“bursts” of correlation:

Num1 ¼
v3k nc�1ð Þ � v3k2
� �

� v3n nc�1ð Þ � v3n2
� �

2 nc � 2ð Þ (13)

Using the obtained value Num1, we can determine the average value of the
modulation interval Tp and, therefore, the average modulation rate W :

Tp ¼ Num1
f д

,W ¼ Tp
�1 (14)

For the final determination of the time-frequency structure of the signal, we
must find the number of carrier frequencies nf and the vector of their nominal

values F ¼ f 0;…; f nf�1

n o
. This can be done on the basis of previously obtained

values Tp, T, Δf when the position of the element of the array Q corresponding
to the beginning of the first full modulation interval is determined correctly.
The beginning of a reliably identified clock interval could be most correctly
associated with the beginning of the second series of maximal responses of
correlators in the vector V3, since, due to the randomness of the beginning of the
observation, the first series may be incomplete. It should be taken into account that
the beginning of a series of maximal responses of correlation of the segments
from K samples must appear before the next modulation interval actually begins.
Therefore, to fall within the interval with the duration Tp(taking into account that
demodulation can be performed on any segment T within Tp), it is necessary to
add the number K=2 to the starting sample, at least. Then the beginning of the
modulation interval can be assumed to coincide with the next element number in
the sequence

n0T ¼ round v3n2mod
f д
W

� �� �
þ K

2

� �
(15)

Here round xð Þ is the rounding function to the nearest integer. The lowest
possible frequency f 0 in the group of carrier frequencies is determined by the
value of function (3) and the fulfillment of the corresponding condition in
function (10):

f 0 ¼
1
2
Δf , при max H1ð Þ≥max H2ð Þ;

Δf , при max H1ð Þ<max H2ð Þ:

8<
: (16)

The maximal number of subcarrier frequencies (or half the number of quadra-
ture components) that can fit in the channel band Fef is

nfmax ¼ round
Fef � f 0

Δf
þ 1

� �
(17)

33

Digital Algebraic Method for Processing Complex Signals for Radio Monitoring Systems
DOI: http://dx.doi.org/10.5772/intechopen.85590



interrelated OFDM signal parameters: the orthogonality interval and the minimum
carrier frequency spacing:

T ¼ Num
f д

and Δf ¼ T�1: (11)

Besides, choosing the corresponding method of detecting the Num value
according to the condition specified in function (10) automatically determines
the value of function (3) and, consequently, the ratio between the frequency
parameters f 0 and Δf . If the value Num is determined by the first line of expres-
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2

� � � Δf . Otherwise the minimal carrier frequency is
multiplied to the spacing of the carrier frequencies: f 0 ¼ k � Δf where k is any
positive integer.
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provided that the analyzed signal belongs to the OFDM class, is that it contains a
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V3 ¼ 11, 12, 14, 15, 16|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
series№1

; 105, 107, 108, 110|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
series№2

;…; 620, 621, 622, 623, 624|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
series№nc

8<
:

9=
;

The length of series of consecutive numbers (position numbers) may differ due
to measurement errors, features of the signal envelope, and rounding during
calculations. However, when the vector length is sufficient, averaging results con-
verges to the true estimation in accordance with the law of large numbers. To exclude
“fragmentation” of the series, small gaps between adjacent numbers of the series
must be ignored. It has been empirically found that in most cases, the number Ni
should be considered to belong to the current series of numbers if Ni �Ni�1 ≤ ε
where ε ¼ 3 ÷ 5. In general, the structure of the vector V3 can be depicted as shown
in Figure 4.

In Figure 4, v3nj , v3kj are the initial and final elements of the j-th series of the
consecutive numbers in the vector V3, and nc is the total number of the identified
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series. Using the presented structure and values of the elements of the vector V3, it
is possible to determine the number of sampling intervals that fit between adjacent
pairs of mutually correlated segments of signal measurements, i.e., a period of
“bursts” of correlation:

Num1 ¼
v3k nc�1ð Þ � v3k2
� �

� v3n nc�1ð Þ � v3n2
� �

2 nc � 2ð Þ (13)

Using the obtained value Num1, we can determine the average value of the
modulation interval Tp and, therefore, the average modulation rate W :

Tp ¼ Num1
f д

,W ¼ Tp
�1 (14)

For the final determination of the time-frequency structure of the signal, we
must find the number of carrier frequencies nf and the vector of their nominal

values F ¼ f 0;…; f nf�1

n o
. This can be done on the basis of previously obtained

values Tp, T, Δf when the position of the element of the array Q corresponding
to the beginning of the first full modulation interval is determined correctly.
The beginning of a reliably identified clock interval could be most correctly
associated with the beginning of the second series of maximal responses of
correlators in the vector V3, since, due to the randomness of the beginning of the
observation, the first series may be incomplete. It should be taken into account that
the beginning of a series of maximal responses of correlation of the segments
from K samples must appear before the next modulation interval actually begins.
Therefore, to fall within the interval with the duration Tp(taking into account that
demodulation can be performed on any segment T within Tp), it is necessary to
add the number K=2 to the starting sample, at least. Then the beginning of the
modulation interval can be assumed to coincide with the next element number in
the sequence

n0T ¼ round v3n2mod
f д
W

� �� �
þ K

2

� �
(15)

Here round xð Þ is the rounding function to the nearest integer. The lowest
possible frequency f 0 in the group of carrier frequencies is determined by the
value of function (3) and the fulfillment of the corresponding condition in
function (10):

f 0 ¼
1
2
Δf , при max H1ð Þ≥max H2ð Þ;

Δf , при max H1ð Þ<max H2ð Þ:

8<
: (16)

The maximal number of subcarrier frequencies (or half the number of quadra-
ture components) that can fit in the channel band Fef is

nfmax ¼ round
Fef � f 0

Δf
þ 1

� �
(17)
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3.2 Determining the amount and nominal values of subcarrier frequencies
of OFDM signals

The correlation method, considered above, allows making a reliable assessment
of the main structural parameters of OFDM—T and TP. The value of Δf ¼ T�1

uniquely defines the spacing of adjacent subcarrier frequencies. The minimal value
of the subcarrier frequency and the maximal possible number of subcarriers placed
within the signal bandwidth nfmax are determined from Eqs. (16) and (17).

The number of samples N, taken into account when analyzing a signal on one
modulation interval, as well as the harmonic quadrature 2 � nfmax

� �
, define the

dimensions of the matrix of the linear algebraic equations system (SLAE) which can
be compiled and solved to estimate the frequency range. Depending on the ratio of
the vertical and horizontal dimensions of the matrix of coefficients, the system of
equations can be overdetermined N>2 � nfmax

� �
, determined N ¼ 2 � nfmax

� �
, or

underdetermined N < 2 � nfmax
� �

. The simplest one is the N ¼ 2 � nfmax
� �

case
because then the SLAE is a joint one almost every time. The number of equations
that matches the number of used elements of the digital sample Q equals to the
number of unknowns 2 � nfmax

� �
determining the amplitudes of quadrature compo-

nents in the spectrum of carrier frequencies OFDM. For the correct solution of
SLAU 2 � nfmax

� �
, uniformly spaced sample counts Q starting from the point of

beginning of the observation of the first complete clock interval of signal n0T should
be selected on i-m modulation interval. For this the following rule is used:

niT ¼ n0T þ round i � Δð Þ where Δ ¼ TP=tд: (18)

Square matrix of coefficients for unknown SLAE with size
2 � nfmax
� �� 2 � nfmax

� �
composed for quadrature components of subcarrier

frequencies is formed according to the rule

A1 ¼ ai, j
�� ��, i, j ¼ 0, …, 2 � nfmax � 1

� �
;

ai, j ¼ Sin ωj � ti
� �

, 0≤ j≤ nfmax � 1;

ai, j ¼ Cos ωj � ti
� �

, nf ≤ j≤ 2 � nfmax � 1;

(19)

where ωj ¼ ω jþnfmaxð Þ ¼ 2π f 0 þ j � Δf� �
, j ¼ 0, …, nfmax, ti ¼ niT þ i � tд.

The column matrix of free members is formed as a vector of signal measure-
ments on the duration of one orthogonality interval:

B1 ¼ b0;…; b 2�nfmax�1ð Þ
n o

; bi ¼ qi, i � tд ∈TP
i (20)

Normal solution of normally defined SLAE

A1 � X1 ¼ B1 ) X1 ¼ A�1
1 � B1 (21)

gives an estimation of the amplitude vector of quadrature components

X1 ¼ x10;…; x1
2�nfmax�1ð Þ

� �
which corresponds to the permissible values of carrier

frequencies.
On the basis of this solution, it is possible to determine the power distribution

vector of the signal between the harmonic oscillations of the carrier frequencies:
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Y ¼ y0;…; y nfmax�1ð Þ
n o

, yi ¼ x1i
� �2 þ x1 iþnfmaxð Þ

� �2

, i ¼ 0, …, nfmax � 1
� �

(22)

The case of insufficiently defined SLAE N < 2 � nfmax
� �

is interesting for analyzing
small samples of the signal. To solve such a SLAE, the pseudoinversematrixmethod
Moore-Penrose can be used. It is known that there is a normal solution of an
underdetermined SLAE, and it is the only one. It is found byX1 ¼ Aþ

1 � B1 whereAþ
1 is

theMoore-Penrose pseudoinversematrix of size 2 � nfmax � 2 � nfmax which is deter-
mined by the ratioA1 � Aþ

1 � A1 ¼ A1. In practiceAþ
1 can be found by the formula

Aþ
1 ¼ Cþ �Dþ ¼ C ∗ � C � C ∗ð Þ�1 � D �D ∗ð Þ�1 �D ∗ :

The representation of the matrix Aþ
1 in the form of a product of two matrices

with the size of N � r and r�N is used:

A1 ¼ D � C ¼
d1,1 … d1, r
⋮ ⋱ ⋮

dN,1 ⋯ aN,r

0
B@

1
CA �

c1,1 … c1,N
⋮ ⋱ ⋮
cr,1 ⋯ cr,N

0
B@

1
CA:

With various skeletal decompositions of the matrix A, the same solution for Aþ

which can be written in the form X1 ¼ Aþ
1 � B1 is derived. It is a pseudosolution

giving a zero residual: X1 � Aþ
1 � B1k k ¼ 0.

The case of N>2 � nfmax
� �

is the most advantageous for the maximal recording of
signal information on the modulation interval. Due to using additional signal mea-
surements from the sample Q, the system which contains more equations with the
same number of unknowns is formed. To form the matrix A2 and the vector B2, the
maximal number of signal measurements determined by Num≈TP=tд on the dura-
tion TP is used:

A2 ¼ ai, j
�� ��, i ¼ 0, …, Num� 1ð Þ, j ¼ 0… 2 � nfmax � 1

� �
;

ai, j ¼ Sin ωj � ti
� �

, 0≤ j≤ nfmax � 1;

ai, j ¼ Cos ωj � ti
� �

, nmax ≤ j≤ 2 � nfmax � 1;

(23)

B2 ¼ b0; …; b Num�1ð Þ
� �

, bk ¼ qk, k ¼ 0, …, Num� 1ð Þ: (24)

SLAE has the form

A2 � X2 ¼ B2 (25)

and, as a rule, has many solutions. To select the only one, we need to use some
criteria. In practice, the maximum likelihood criterion is used more often. In the case
of a normal distribution of the vector B2, it is equivalent of the least square’s criterion:

X ∗
2 ¼ A2

T � A2
� ��1

A2
T � B2 (26)

An approximate solution of system (26) gives a more accurate result than a strict
solution of system (25). The noise immunity of the solution is achieved by averag-
ing the disturbing effect of interference when the number of signal measurements
exceeds the required minimum. The obtained vector of amplitudes of the quadra-
ture components X ∗

2 as well as X ∗
1 gives a possibility to calculate the power
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, uniformly spaced sample counts Q starting from the point of

beginning of the observation of the first complete clock interval of signal n0T should
be selected on i-m modulation interval. For this the following rule is used:
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The column matrix of free members is formed as a vector of signal measure-
ments on the duration of one orthogonality interval:

B1 ¼ b0;…; b 2�nfmax�1ð Þ
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; bi ¼ qi, i � tд ∈TP
i (20)

Normal solution of normally defined SLAE

A1 � X1 ¼ B1 ) X1 ¼ A�1
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gives an estimation of the amplitude vector of quadrature components

X1 ¼ x10;…; x1
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which corresponds to the permissible values of carrier
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On the basis of this solution, it is possible to determine the power distribution

vector of the signal between the harmonic oscillations of the carrier frequencies:
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Y ¼ y0;…; y nfmax�1ð Þ
n o

, yi ¼ x1i
� �2 þ x1 iþnfmaxð Þ

� �2

, i ¼ 0, …, nfmax � 1
� �

(22)

The case of insufficiently defined SLAE N < 2 � nfmax
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is interesting for analyzing
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underdetermined SLAE, and it is the only one. It is found byX1 ¼ Aþ
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1 is
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B@

1
CA:

With various skeletal decompositions of the matrix A, the same solution for Aþ

which can be written in the form X1 ¼ Aþ
1 � B1 is derived. It is a pseudosolution

giving a zero residual: X1 � Aþ
1 � B1k k ¼ 0.
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is the most advantageous for the maximal recording of
signal information on the modulation interval. Due to using additional signal mea-
surements from the sample Q, the system which contains more equations with the
same number of unknowns is formed. To form the matrix A2 and the vector B2, the
maximal number of signal measurements determined by Num≈TP=tд on the dura-
tion TP is used:

A2 ¼ ai, j
�� ��, i ¼ 0, …, Num� 1ð Þ, j ¼ 0… 2 � nfmax � 1

� �
;
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SLAE has the form
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and, as a rule, has many solutions. To select the only one, we need to use some
criteria. In practice, the maximum likelihood criterion is used more often. In the case
of a normal distribution of the vector B2, it is equivalent of the least square’s criterion:

X ∗
2 ¼ A2

T � A2
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A2
T � B2 (26)

An approximate solution of system (26) gives a more accurate result than a strict
solution of system (25). The noise immunity of the solution is achieved by averag-
ing the disturbing effect of interference when the number of signal measurements
exceeds the required minimum. The obtained vector of amplitudes of the quadra-
ture components X ∗

2 as well as X ∗
1 gives a possibility to calculate the power
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distribution signal in carrier frequencies using expression (22), wherein x2i is used
instead of x1i .

For any type of SLAE, determining the actual list of carrier frequencies in the
OFDM spectrum is performed by comparing the elements of power distribution
histograms with a threshold value. The obtained nominal values of frequencies
determine the last structural time-frequency parameter of the analyzed signal—the
vector of working subcarrier frequencies F.

Thus, the previously obtained signal parameters Tp, T,Δf , W, and the obtained
in this subsection vector F identify completely their structural properties and make
signal demodulation possible.

4. Group algebraic demodulation

4.1 Determination of phase modulation multiplicity

OFDM standards as an informative parameter on subcarriers assume the use of
relative phase shift keying. The number of variants of phase angles can vary from 2 to
16 or more [2–5]. As a rule, absolute phase modulation methods are not applied
because they are critical to the correctness of the subcarrier phase restoration, which
is highly dependent on the accuracy of determining the beginning of the modulation
interval. In case of digital demodulation, when a sample of signal measurements is
formed for time points asynchronously with respect to a periodic sequence of modu-
lation interval boundaries, the usage of absolute phase modulation methods is practi-
cally impossible, since it is theoretically impossible to provide absolutely accurate
clock synchronization of modems. Therefore, as an axiomatic assumption for devel-
oping the stages of secondary analysis, the hypothesis of using the relative phase
coding methods is adopted. Depending on the multiplicity of the applied modulation
method m ¼ 2α,α ¼ 1, 2, 3,⋯ is an integer, during the transition from interval to
interval; on each of the carriers, a phase jump occurs, the value of which determines
the corresponding combination of information symbols. Jumps occur even in the case
of complete coincidence of combinations of symbols on adjacent intervals.

The general idea of a preliminary analysis of the PMmultiplicity is to statistically
identify the number of observed fixed values of the phase of harmonic oscillations
in carrier frequencies. To perform the analysis, let us use the algebraic method for
the case of overdetermined SLAEs considered in the previous section. Let Num be
the maximum number of measurements performed on the modulation interval and
nf the number of carriers detected during the primary analysis. Then the degree of
overdetermination of SLAE is calculated from the expression

KП ¼ Num
2 � nf >1 (27)

In accordance with the findings, the increase of KП leads to the increase in the
noise immunity of the system solution. SLAE, compiled for the entire spectrum
of subcarriers, is determined by a rectangular (size Num� 2 � nf ) matrix of
coefficients for the following unknowns:

A ¼ ai, j
�� ��; ai, j ¼

Sin 2πf j i � ΔTð Þ
� �

, i ¼ 0,…, Num� 1, j ¼ 0,…, nf � 1;

Cos 2πf j i � ΔTð Þ
� �

, i ¼ 0,…, Num� 1, j ¼ nf ,…, 2 � nf � 1
,

8><
>:

(28)
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as well as a column matrix of Num signal measurements

B ¼ b0;…; bNum�1f g, bi ¼ yJþi, J ¼ n0T þ round Nи
f д
W

� �
(29)

Here f д ¼ tдð Þ�1 is the sampling frequency of the digital signal sample (tд is the
sampling interval), Y ¼ y0;…; yk

� �
is the digital sample of measurements of the

OFDM signal, F ¼ f 0;…; f nf�1

n o
is the vector of nominal values of the detected

subcarrier frequencies, Nи is the number of the analyzed modulation interval, W is
the modulation rate in bauds, and n0T is the initial measurement number (in the
digital signal sampling), corresponding to the reliably detected beginning of the
first complete modulation interval. The value n0T is one of the results of the stage of
the primary correlation analysis using the “sliding time window” method discussed
in the previous section.

To find the solution of the overdetermined SLAE (28), (29) the method of least
squares is used to solve the following system:

AT � A � Z ¼ AT � B (30)

where AT is the transposed matrix (28) and Z ¼ z0;…; znf�1; znf ;…; z2nf�1

n o
is

the vector of the amplitudes of the harmonic quadrature components for all nf
subcarriers of the signal frequencies.

The decision vector Zcontains the amplitudes of sines (first nf elements) and
cosines (last nf elements) in frequencies determined by the vector F. It gives an
opportunity to calculate the elements of the phase vector (expressed in degrees) of

harmonic oscillations Φ ¼ ϕ0;…;ϕnf�1

n o
in the subcarrier frequencies:

ϕi ¼ mod
180
π

Atan zi; ziþnf

� �
þ 360

� �
; 360

� �
, i ¼ 0,…, nf � 1 (31)

In this expression, the following functions are used:

• mod a; bð Þ—to calculate the value of the number a by modulo b

• Atan x; yð Þ—to calculate the angle in radians from the interval �π; π½ �, between
the axis 0x and the vector drawn from point (0,0) to point x; yð Þ

The process of calculations by expressions (30) and (31) is the absolute phase
demodulation of discrete measurements on an interval T located within the seg-
ment of modulation interval TP. It should be noted that with relative phase shift
keying, the calculated absolute values of the phases do not matter for correct
demodulation of the bit stream. Therefore, in this case, the error in determining the
beginning of the orthogonality interval T within the modulation interval TP is not
significant. The calculation of the sampling number of the next interval is based on
the known modulation rate W, the starting number of the initial interval n0T, and
the sampling frequency Fд and performed by using the rounding formula from
expression (29).

The factor that reduces the effectiveness of group digital demodulation is the
asynchrony of the sampling procedure when a sample of signal measurements is
being obtained with the duration of repeated demodulation intervals. In general, the
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distribution signal in carrier frequencies using expression (22), wherein x2i is used
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signal demodulation possible.
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4.1 Determination of phase modulation multiplicity

OFDM standards as an informative parameter on subcarriers assume the use of
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16 or more [2–5]. As a rule, absolute phase modulation methods are not applied
because they are critical to the correctness of the subcarrier phase restoration, which
is highly dependent on the accuracy of determining the beginning of the modulation
interval. In case of digital demodulation, when a sample of signal measurements is
formed for time points asynchronously with respect to a periodic sequence of modu-
lation interval boundaries, the usage of absolute phase modulation methods is practi-
cally impossible, since it is theoretically impossible to provide absolutely accurate
clock synchronization of modems. Therefore, as an axiomatic assumption for devel-
oping the stages of secondary analysis, the hypothesis of using the relative phase
coding methods is adopted. Depending on the multiplicity of the applied modulation
method m ¼ 2α,α ¼ 1, 2, 3,⋯ is an integer, during the transition from interval to
interval; on each of the carriers, a phase jump occurs, the value of which determines
the corresponding combination of information symbols. Jumps occur even in the case
of complete coincidence of combinations of symbols on adjacent intervals.

The general idea of a preliminary analysis of the PMmultiplicity is to statistically
identify the number of observed fixed values of the phase of harmonic oscillations
in carrier frequencies. To perform the analysis, let us use the algebraic method for
the case of overdetermined SLAEs considered in the previous section. Let Num be
the maximum number of measurements performed on the modulation interval and
nf the number of carriers detected during the primary analysis. Then the degree of
overdetermination of SLAE is calculated from the expression

KП ¼ Num
2 � nf >1 (27)

In accordance with the findings, the increase of KП leads to the increase in the
noise immunity of the system solution. SLAE, compiled for the entire spectrum
of subcarriers, is determined by a rectangular (size Num� 2 � nf ) matrix of
coefficients for the following unknowns:

A ¼ ai, j
�� ��; ai, j ¼

Sin 2πf j i � ΔTð Þ
� �

, i ¼ 0,…, Num� 1, j ¼ 0,…, nf � 1;

Cos 2πf j i � ΔTð Þ
� �

, i ¼ 0,…, Num� 1, j ¼ nf ,…, 2 � nf � 1
,

8><
>:

(28)
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as well as a column matrix of Num signal measurements

B ¼ b0;…; bNum�1f g, bi ¼ yJþi, J ¼ n0T þ round Nи
f д
W

� �
(29)

Here f д ¼ tдð Þ�1 is the sampling frequency of the digital signal sample (tд is the
sampling interval), Y ¼ y0;…; yk

� �
is the digital sample of measurements of the

OFDM signal, F ¼ f 0;…; f nf�1

n o
is the vector of nominal values of the detected

subcarrier frequencies, Nи is the number of the analyzed modulation interval, W is
the modulation rate in bauds, and n0T is the initial measurement number (in the
digital signal sampling), corresponding to the reliably detected beginning of the
first complete modulation interval. The value n0T is one of the results of the stage of
the primary correlation analysis using the “sliding time window” method discussed
in the previous section.

To find the solution of the overdetermined SLAE (28), (29) the method of least
squares is used to solve the following system:

AT � A � Z ¼ AT � B (30)

where AT is the transposed matrix (28) and Z ¼ z0;…; znf�1; znf ;…; z2nf�1

n o
is

the vector of the amplitudes of the harmonic quadrature components for all nf
subcarriers of the signal frequencies.

The decision vector Zcontains the amplitudes of sines (first nf elements) and
cosines (last nf elements) in frequencies determined by the vector F. It gives an
opportunity to calculate the elements of the phase vector (expressed in degrees) of

harmonic oscillations Φ ¼ ϕ0;…;ϕnf�1

n o
in the subcarrier frequencies:

ϕi ¼ mod
180
π

Atan zi; ziþnf

� �
þ 360

� �
; 360

� �
, i ¼ 0,…, nf � 1 (31)

In this expression, the following functions are used:

• mod a; bð Þ—to calculate the value of the number a by modulo b

• Atan x; yð Þ—to calculate the angle in radians from the interval �π; π½ �, between
the axis 0x and the vector drawn from point (0,0) to point x; yð Þ

The process of calculations by expressions (30) and (31) is the absolute phase
demodulation of discrete measurements on an interval T located within the seg-
ment of modulation interval TP. It should be noted that with relative phase shift
keying, the calculated absolute values of the phases do not matter for correct
demodulation of the bit stream. Therefore, in this case, the error in determining the
beginning of the orthogonality interval T within the modulation interval TP is not
significant. The calculation of the sampling number of the next interval is based on
the known modulation rate W, the starting number of the initial interval n0T, and
the sampling frequency Fд and performed by using the rounding formula from
expression (29).

The factor that reduces the effectiveness of group digital demodulation is the
asynchrony of the sampling procedure when a sample of signal measurements is
being obtained with the duration of repeated demodulation intervals. In general, the
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value T=tд ¼ f д � T is not an integer. This leads to a variation of the value of
“indentation” dTi from the beginning of the i-th modulation interval. This phe-
nomenon is illustrated in Figure 5. Differences in the values of dTi lead to the fact
that the phase error periodically repeated on a combination of several adjacent
modulation intervals is added to the correct solution of the system. The significant
“blurring” of phase increments in subcarrier frequencies, as well as the departure of
their average values from standardized nominal values, is an external manifestation
of this asynchronous effect. Therefore, the phase errors of asynchronous sampling
are an additional source of disturbing noise, which must be taken into account and,
if possible, compensated.

A known correlation between magnitudes W and tд allows us to estimate the
magnitude of these errors. On an arbitrary i-th interval, the error in determining the
initial measurement is

dTi ¼ tд i
f д
W

� round i
f д
W

� �� �
(32)

Obviously, for different subcarrier frequencies, the same time shift dT will cause
phase determination errors which are different in magnitude. By knowing the range
of carrier frequencies of the vector F, we can precisely calculate the corrections to
the calculations for the current phase of the L-th carrier frequency on i-th modula-
tion interval as follows:

dϕL, i ¼ 2π � f L � dTi ¼ 360 � f L � dTi (33)

The multiplicity of the phase modulation used in the observed signal is uniquely
determined by the minimal difference between the closest values of the vector Φ
elements calculated on the basis of expression (31), taking into account corrections
(32) and (33). Under the conditions of a priori uncertainty, the multiplicity of
relative PM (RPM) applied in the subcarrier frequencies can be detected only by a
statistical method based on an analysis of a series of SLAE solutions from the sample
of consecutive modulation intervals which has a sufficiently large size N. For this
the vector is created:

Ψ ¼ ψ0
0;…;ψ0

N�1; ψ1
0;…;ψ1

N�1;……;ψ
nf�1
0 ;…;ψ

nf�1
N�1

n o
(34)

Figure 5.
Asynchronous sampling illustrations.
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The vector contains N series of nf elements. Each element in the ψ j
i series is the

phase increment measurement of thej-th subcarrier oscillation on the i-th modula-
tion interval and is calculated (in degrees) as follows:

ψ
j
i ¼ mod ϕ

j
iþ1 � ϕ

j
i

� �
; 360

h i
(35)

where ϕ j
i is the absolute phase measurement of the j-th subcarrier on the i-th

modulation interval. Since the multiplicity of RPM in all frequencies must be the
same, the vector Ψ can be considered as a single statistic characterizing the entire
OFDM signal. Based on the vector of the statistics of phase increments Ψ , we form a
vector histogram Ψ , the elements of which are proportional to the frequency of
occurrence of various increments. When rounding calculations up to 1°, the histo-
gram Ψ will contain 360 elements:

Ψ ¼ ψ0;…;ψ359f g, ψ i ¼ nψ i, (36)

where nψ i is the number of elements of the vector Φ that fall inside the interval
i� 0; 5; iþ 0; 5½ �.

A visual analysis of the histogram (36) lets us reliably identify the type of
modulation used. However, the automatic analysis requires the formal mathemati-
cal one. The cross-correlation which is the most reliable mathematical tool for
calculating the degree of similarity of two functions should be the natural basis of
such algorithm. A tuple of reference functions for calculating mutual correlation
with a histogram vector Ψ can be obtained using Gaussian probability density
function based on the following expression:

GF m;w; dð Þ ¼ 1
σ
ffiffiffiffiffi
2π

p ∑
m�1

i¼0
exp � w� d 360

m

� �2
2σ2

 !
, (37)

where m is the multiplicity of RPM, w the phase value in degrees, and d the
offset parameter of the “reference comb” of the histogram maxima on the interval
0� 360°� �

. This expression has no probabilistic sense, since the Gaussian distribu-
tion is used only as the convenient analytical definition of the multimodal structure
of reference functions. An example of generation of references for the multiplicity
of modulation m ¼ 2, 4, 8 и 16 is presented in Figure 6.

Figure 6.
Tuple of reference functions.
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The vector contains N series of nf elements. Each element in the ψ j
i series is the

phase increment measurement of thej-th subcarrier oscillation on the i-th modula-
tion interval and is calculated (in degrees) as follows:

ψ
j
i ¼ mod ϕ

j
iþ1 � ϕ

j
i

� �
; 360

h i
(35)

where ϕ j
i is the absolute phase measurement of the j-th subcarrier on the i-th

modulation interval. Since the multiplicity of RPM in all frequencies must be the
same, the vector Ψ can be considered as a single statistic characterizing the entire
OFDM signal. Based on the vector of the statistics of phase increments Ψ , we form a
vector histogram Ψ , the elements of which are proportional to the frequency of
occurrence of various increments. When rounding calculations up to 1°, the histo-
gram Ψ will contain 360 elements:
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where nψ i is the number of elements of the vector Φ that fall inside the interval
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A visual analysis of the histogram (36) lets us reliably identify the type of
modulation used. However, the automatic analysis requires the formal mathemati-
cal one. The cross-correlation which is the most reliable mathematical tool for
calculating the degree of similarity of two functions should be the natural basis of
such algorithm. A tuple of reference functions for calculating mutual correlation
with a histogram vector Ψ can be obtained using Gaussian probability density
function based on the following expression:
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2σ2

 !
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where m is the multiplicity of RPM, w the phase value in degrees, and d the
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. This expression has no probabilistic sense, since the Gaussian distribu-
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The structure of the references specified by Eq. (37) ensures the symmetry of
the structure of functions relative to the average value of the phase π. For the given
multiplicity m based on Eq. (37), the vector x for different values of the shift of the
reference comb is formed:

x ¼ x0;…; x359f g, xi ¼ GF m; i; jð Þ, i ¼ 0,…, 359; j ¼ 0,…, 180 (38)

For each shift value j, the cross-correlation coefficient is calculated: Xj ¼ x�Ψ
xj j� Ψj j

where “�” denotes a scalar product.
The maximal obtained value Ym ¼ max Xj

� �
is taken as an indicator of the simi-

larity of the histogram Ψ with the reference of the given multiplicity. Then the next
value m is taken and calculations are repeated. After a complete exhaustion of all
possible values of multiplicity, the largest calculated value Ym is determined. The
index of this element corresponds to the detected multiplicity of phase modulation
m. The described computational process for calculating the correlation proximity is
conveniently implemented using the mechanism of nested cycles. It is easy to
program, and the numerous tests show that it guarantees the correct finding of the
modulation multiplicity even under conditions of significant distortion of signal
samples.

4.2 Algebraic demodulation

For the final demodulation, the SLAE of reduced dimensionality is compiled
with a rectangular matrix of coefficients with unknowns:

A ¼ ai, j
�� ��, i ¼ 0,…, Num� 1, j∈N;

B ¼ b0;…; bNum�1f g, bi ¼ yJþi, J ¼ n0T þ round N � f д
� �

=W
� �

:
(39)

The solution of the system AT � A � Z ¼ AT � B for several modulation intervals
gives a vector of absolute values of the phases which gives a sequence of corrected
phase increments after transformations. To identify the combinations of binary
symbols in accordance with the obtained modulation multiplicity and the
corresponding keying code, it is necessary to calculate the decision boundaries.
Since all combinations of binary symbols are assumed to be equally probable and
phase errors are distributed normally and symmetrically around the standard posi-
tions, then, in accordance with the maximum likelihood rule, it is advisable to use
equidistant decision-making boundaries:

Gi ¼ i
360
m

, i ¼ 0,…m (40)

Then the rule for forming a bit stream at the output of the investigated example
of a digital demodulator when using, for example, four phase angles on i-th modu-
lation interval for one carrier frequency can be written as a set of conditions for
forming a pair of binary symbols:

s2�i, s2�iþ1 ¼

1,0; if G0 ≤Ψ i <G1;

0,0; if G1 ≤Ψ i <G2;

0, 1; if G2 ≤Ψ i <G3;

1, 1; if G3 ≤Ψ i <G4;

i ¼ 0, 1, 2,…

8>>>>><
>>>>>:

(41)
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The full stream of transmitted characters is formed with this rule. The result of
the work of the considered method of automatic technical radio monitoring of the
source of OFDM signals is represented as received by binary sequences, for
example,

and so on.
The correctness of the considered method for analyzing and demodulating the

OFDM signals under conditions of partial uncertainty has been tested using both
real and simulated digital measurements of signals.

Based on the considered algebraic algorithms for automatic analysis, recogni-
tion, and demodulation of signals, a software package was developed. Table 1
presents an example of the main results of the use of the software package for the
analysis and demodulation of a complex signal of the standard MIL188-110A. The
moment of the beginning of a signal observation was accidental. The test signal
was sampled in the low-frequency band 0.3÷3.4 kHz after spectrum transfer by
decimation of measurements. In this example, the signal contained 16 informational
subcarrier frequencies and 1 synchronization subchannel at a modulation rate of 75
OFDM characters/s and relative PSK-4. The sampling rate was 8000 sample/s.

From the data in the table, it follows that it took 0.5 seconds of observation to
identify all the parameters of the signal and start demodulation. Note that signal
processing can be done in real time or based on the results of previously stored
digital samples.

Parameter Value

Samples Seconds Hertz

Stage 1 Period of orthogonality 73 0.009 —

Subcarriers distance — — 110

Duration of the OFDM character 107.083 0.013 —

Sign of the prefixes correlation—negative

Starting number of the first full OFDM character 107 — —

Time of analysis — 0.5 —

Sample size of measurements 4001 — —

Stage 2 The possible frequency grid i∈0…31 — — 55þ i � 110
Numbers of carriers—17

Nominals of carriers j∈0…16 825þ j � 110
Number of phase angles PSK—4

Number and nominal value of carrier of synchronization
channel =0

— — 825

Numbers and nominal values of information carriers
k∈ 1…16

— — 825þ k � 110

Table 1.
Analysis experiment results.
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phase errors are distributed normally and symmetrically around the standard posi-
tions, then, in accordance with the maximum likelihood rule, it is advisable to use
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Then the rule for forming a bit stream at the output of the investigated example
of a digital demodulator when using, for example, four phase angles on i-th modu-
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The full stream of transmitted characters is formed with this rule. The result of
the work of the considered method of automatic technical radio monitoring of the
source of OFDM signals is represented as received by binary sequences, for
example,

and so on.
The correctness of the considered method for analyzing and demodulating the

OFDM signals under conditions of partial uncertainty has been tested using both
real and simulated digital measurements of signals.

Based on the considered algebraic algorithms for automatic analysis, recogni-
tion, and demodulation of signals, a software package was developed. Table 1
presents an example of the main results of the use of the software package for the
analysis and demodulation of a complex signal of the standard MIL188-110A. The
moment of the beginning of a signal observation was accidental. The test signal
was sampled in the low-frequency band 0.3÷3.4 kHz after spectrum transfer by
decimation of measurements. In this example, the signal contained 16 informational
subcarrier frequencies and 1 synchronization subchannel at a modulation rate of 75
OFDM characters/s and relative PSK-4. The sampling rate was 8000 sample/s.

From the data in the table, it follows that it took 0.5 seconds of observation to
identify all the parameters of the signal and start demodulation. Note that signal
processing can be done in real time or based on the results of previously stored
digital samples.
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Duration of the OFDM character 107.083 0.013 —

Sign of the prefixes correlation—negative

Starting number of the first full OFDM character 107 — —

Time of analysis — 0.5 —
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5. Conclusions

The considered statistical method for analyzing the structure and demodulation
of OFDM signals under conditions of a priori uncertainty of solving radio monitor-
ing tasks has been practically tested. It has demonstrated the high accuracy of
parameter identification. The relatively low computational complexity of correla-
tion and algebraic analysis makes it possible to identify the structure and the
parameters of signals practically in seconds.

The noise immunity of the analysis is achieved by solving a SLAE with rectan-
gular overdetermined matrixes of coefficients. To eliminate phase errors due to the
asynchrony of the sample relative to the clock modulation intervals, a method for
calculating phase corrections is proposed. The method uses the known parameters
of the time-frequency structure of the signal. The application of the phase correc-
tion method provides ideal conditions for identifying the modulation type of
subcarrier oscillations. Mathematical formalization of solving the problem of deter-
mining the modulation multiplicity, based on generating the multimodal reference
functions and sequential calculating the degree of mutual correlation, allows us to
completely automate the process of identifying the secondary parameters which are
necessary for demodulating the signals of subcarrier frequencies. The further
research can be focused on the generalization of the method for any structures
of mono and poly frequency signals including those with a linear frequency
modulation.
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5. Conclusions

The considered statistical method for analyzing the structure and demodulation
of OFDM signals under conditions of a priori uncertainty of solving radio monitor-
ing tasks has been practically tested. It has demonstrated the high accuracy of
parameter identification. The relatively low computational complexity of correla-
tion and algebraic analysis makes it possible to identify the structure and the
parameters of signals practically in seconds.

The noise immunity of the analysis is achieved by solving a SLAE with rectan-
gular overdetermined matrixes of coefficients. To eliminate phase errors due to the
asynchrony of the sample relative to the clock modulation intervals, a method for
calculating phase corrections is proposed. The method uses the known parameters
of the time-frequency structure of the signal. The application of the phase correc-
tion method provides ideal conditions for identifying the modulation type of
subcarrier oscillations. Mathematical formalization of solving the problem of deter-
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Chapter 3

Integrated Electro-Optics 
Modulator
Yufeng Tao

Abstract

Electro-optic modulation (EOM) is an essentially important optical manipula-
tion for on-chip photonics, optical communication and optical sensing. With 
emerging demands on efficient, broadband electro-optic modulation, the high-
performance, integrated electro-optic modulation becomes indispensable. By 
manipulating phase or amplitude of optical field, optical information will be 
coded/modulated for communication or modulation. Through advanced micro/
nano fabrication technique, the electro-optics crystal could be cut into the required 
volume/shape as specific, integrated modulator, waveguide or meta-surface for 
nano-photonic applications, paving a solid way for the imminent nano-photonic 
devices. Herein, the basic electro-optics effects, opto-electronic applications, 
methods of fabrication/integration, and future prospect of lithium niobate crystal 
are discussed or introduced. Demonstrations of box-sealed EOM, in-fiber EOM and 
the fabricated lithium niobate waveguides on substrate will be found here.

Keywords: electro-optics modulator, lithium niobate, micro/nano fabrication, 
nanometric interferometric sensing, on-chip photonics

1. Introduction

The emerging microwave photonics, optical communication network, photonic 
quantum computation and optical sensing require advanced electro-optics modula-
tors with wide electrical modulation bandwidth (over 100 GHz), ultra-low optical 
insertion loss (<3 dB), scalable size, low half-wave drive voltage, ultra-fine signal 
quality, massively-producible fabrication ability and easy integration on various 
of insulator platforms [1–3]. Therefore, electro-optic modulators (EOMs) based 
on nonlinear optical materials such as lithium niobate (LiNbO3), lithium tantalite 
(LiTaO3), potassium titanium oxygenic phosphate (KTiOP4), liquid crystal on 
silicon (LCOS) or 2D layered material modulator are often utilized to convert 
electronic signals to the optical domain via generating optical phase carrier or high-
order harmonics, which are critical components in modern telecommunication 
networks and microwave-photonic systems [2, 4].

By inducing the known phase carrier via EOMs to specific optical field, the use-
ful optical information will be coded/manipulated, and frequency character will be 
re-distributed, after receiving optical field by photodetectors or spectrometers, the 
delivered optical information could be reconstructed through algorithms [5–10]. In 
practical opto-electronic applications, the extensively-studied and applied LiNbO3 
often employs high driven voltage (>100 V) for relatively-low frequency band (DC 
to 1 GHz) in bulky size, while the resonant LiNbO3 allows a radio-frequency slewing 
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rate (>1 GHz) at low driven voltages (<50 V, compatible to the CMOS devices). In 
addition of constant direct voltage, the external-applied electrical waveform could 
be sinusoidal, triangle, saw-tooth, trapezoid or other artificial waveforms.

Methods of self-growth of original bulky lithium niobate crystal is mature 
now, the real challenging mostly focuses on: (1) How to micro-miniaturize EOMs, 
massively-integrate them on various substrates [11–14]. (2) How to give large phase or 
amplitude variation in a tiny size EOMs, where short optical path inside EOM is help-
ful to decrease optical propagation loss [12, 15–17]. (3) How to improve their electro-
optical efficiencies/group velocity matching/optical damage threshold [14, 17]. The 
solution of above challenges is highly-valued in optical communication networks/
microwave photonics, quantum photonics and non-reciprocal optics [18].

Of great interest to broad application, the technological advance of micro/
nanofabrication, high-power ultrafast laser processing makes the stiff, transparent 
crystal be artificially fabricated with ultrafine spatial resolution on substrate via 
high instantaneous power nanosecond or picosecond laser, which provides the key 
to integrate EOMs. Predictably, the imminent era of on-chip photonic devices via 
integrated EOMs will revolve optics, microwave, telecommunication, large-volume 
memory by providing tremendous new photonic applications.

2. Applications of lithium niobate

LiNbO3 is a trigonal structure, wide transmittance range, non-linear optic 
crystal. Due to the spontaneous polarization, there exist electric dipole moments 
in lithium niobate crystals. The direction of these electric dipole moments tends 
to be consistent with the direction of outside-applied electric field, which affects 
the refractive index of the crystals. When being injected alternative or constant 
electric field, the resultant refractive index changes accordingly, making the optical 
phase shift as designed (seen in Figure 1), which is known as electro-optic effect. In 
optical communication or photonics, the optical signal passes through the lithium 
niobate crystal waveguide with alternating voltage, its equivalent optical path 
difference changes, inducing a controllable periodical phase shift or amplitude 
fluctuation [19].

Inside EOMs, the varying refractive index Δn presents a linear relationship with 
the applied electric field E:

Figure 1. 
A box-sealed, commercial magnesium oxide (MgO)-doped electro-optic modulator (4002, Newfocus), the 
crystal is installed with electronic drivers, diameter of aperture is <2 mm, allowing light to travel, phase-
shifting happens only in the polarization direction.
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  𝛥𝛥n =  (  1 _ 2     n  e     3   r  33  ) E  (1)

Subsequently, the optical phase shifting replies on length and thickness of EOM 
and the outside-applied voltage V:

   ϕ  m   =   2π ___ λ   (  1 _ 2     n  e     3   r  33  )    d __ h   V  (2)

 h  is thickness,   ϕ  m    is the generated phase shift, ne is dynamic refraction index 
of EOM injected with electric signal, λ is wavelength of light, r33 is the intrinsic 
nonlinear coefficient of EOM. The optical power damage threshold of MgO-doped 
EOMs (doping concentration: 5%) greatly increases, for general laser sources, the 
possibility of laser burning of electro-optic crystal becomes very small, which is 
beneficial to the long-term operation incorporating with high-power laser beam.

To get better electro-optic modulation efficiency, the polarization of laser and 
EOM should be paralleling. Otherwise, the dis-match will decrease the induced 
phase or amplitude shifting. It is noteworthy, the EOMs having intrinsic polarization 
could be furtherly used in polarization-multiplexing optical system, which manipu-
late light at different polarization without optical cross-talk (Figures 2 and 3).

As simple demonstrated in Figure 2, the emitted laser beam is reflected by exter-
nal vibrating target and injects into laser cavity, the reflected light affect by optical 
Doppler effect carries the information of external target to create a new fluctuated 
optical signal. When this optical signal travel in and out an EOM, the information 
is decoded artificially, which is a simple typical optical modulation application. By 
introducing polarization-multiplexing technique (where light has at least two polar-
izations), EOMs could modulate lights at different polarization for multi-channel 
communication, computation or sensing (as exampled by Figure 3) [9].

With technological advance, more situations (in-fiber optical communica-
tion) requires embedded in-fiber EOMs instead of spatially box-sealed EOMs, and 
highly-integrated photonic devices requires on-chip arrays of EOMs. Therefore, in 
order to minimize the weight and reduce the volume of LiNbO3 for in-fiber embed-
ded optical systems, LiNbO3 wafer (or chip, widely fabricated via “ion slicing and 
direct bonding,” seen in Figure 4) is optical lithographic patterned, cut and then 
annealing proton exchanged to form Y-type/S-type/line waveguide shapes. After 
polishing, the polished waveguide is aligned with polarization-maintaining fiber, 

Figure 2. 
A simple feedback laser system for recording sub-ultrasonic vibration of an ultrasound transducer. It consists 
of four main devices: a linearly polarized He-Ne laser (model: JW1, Beijing Topda laser), adjustable gradient 
optical density attenuator (model: NDC-50C-2M-A, Thorlabs), resonant phase modulator (model: 4001nf, 
Newfocus, 12 MHz central frequency, 36 V safe operating voltage, which is sealed with a resonant electric 
circuit) and an ultrasound transducer [10].
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and then fixed in the shell. After connecting the lead wire of the electrode, the 
polished surface is packaged as in-fiber waveguide phase (or amplitude) modulator. 
Better than box-sealed EOMs, the integrated Y-shape waveguide phase modulator 
is easy to couple with in-fiber system and becomes bendable and suitable for fiber 
optical communication [13].

Y-shaped branch LiNbO3 phase modulator contains three segments: input 
straight waveguide, symmetrical two S-shaped curved waveguide and two output 
straight waves. In the guide section, the input straight waveguide undertakes the 
tasks of connecting with the input optical fibers and equally distributing the power 
when the light enters the waveguide, and the two after the light comes back through 
the optical fiber. The minimum distance between two output waveguides must be 

Figure 3. 
A lensless two-dimensional polarization multiplexing phase-shifted self-mixing interferometry system is 
presented. The main devices include a two-longitudinal mode He-Ne laser, two electro-optic crystals with 
perpendicular polarizations, polarization splitter prism and two independent measured objects in different 
directions. Two linearly polarized lights are defined as o and e, VT represents adjustable resistance, computer 
(PC) takes responsibility of signal processing. The e-channel source is a speaker driven by AC voltage, and 
the o-channel source is a closed-loop one-dimensional piezoelectric ceramic (PZT). In this polarization-
multiplexing system, the formed optical intensity fluctuations induced by the measured two external targets are 
modulated at different-frequency phase-shifting, therefore, no overlapping error happens after electro-optic 
modulation/manipulation [9, 10, 20].

Figure 4. 
The standard “ion slicing and direct bonding” process for fabricating homogeneous or heterogeneous substrate-
based thin LiTaO3 or LiNbO3 film, the right side are the fabricated LiNbO3 wafers, which could be further 
X-cut or secondary etched for chip-scale electro-optic devices.
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>0.25 mm when the diameter of polarization maintaining fiber (with cladding) 
is 0.25 mm. In the package process, polarization-maintaining fibers need to be 
bonded on small blocks before bonding with chips.

As demonstration of an in-fiber Y-shape phase modulator in laser beam manipu-
lation, Figure 5 illustrates a bendable optical configuration using in-fiber sealed 
waveguide type EOM, where fiber-pigtailed semiconductor laser (SL) is linked to a 
fiber-coupler, an optical power attenuator, and a 1 km-length standard single mode 
fiber (SMF). The Fabry-Perot SL (Thorlabs, LP852-SF30) emits an invisible 850 nm 
light, and possesses a sufficient sensitivity to the back-scattered weak light. A frac-
tion of the emitted infrared light is back-scattered by an in-fiber mirror to re-enter 
into SL. To obtain optical phase variation, herein, the high slewing rate waveguide 
phase modulator (WPM) resonates from 10 to 500 MHz for phase shifting accord-
ing to electric driven signal. Therefore, gauss beam of SL was transformed to a 
Bessel beam with over 10 M optical subdivisions.

Subsequently, logarithmic optical power loss of the 1180 m-length SMF 
(Yangtze, C5B00419AB2) by an optical power meter (PM100D, Thorlabs) is only 
2.68 dB/km attenuation at 850 nm wavelength. The small power loss and high 
photon-current conversion efficiency of the SL guaranteed a long haul sensing. 
Semiconductor laser oscillation during the interferometric process depends on the 
reflected light and the phase shifting by the microwave-band WPM, which strictly 
follows the classical light-speed equation.

When the emitted and reflected optical fields couples together, and triggers 
laser frequency shifting  f →  f  0   + Δf , the governing equation of dynamical oscillation 
condition changes to this form:

   ( g  0   + ρΔN) f   4𝜋𝜋l ___ c   = − η cos  (4𝜋𝜋f   φ __ c  )   (3)

   ( n  0   + χΔN) f   4𝜋𝜋l ___ c   + η sin  (4𝜋𝜋f   φ __ c  )  = 2π  (4)

Figure 5. 
A wave-guide phase modulator is inserted to the flexible, long-haul, in-fiber interferometric sensing system. 
Waveguide electro-optics modulator (Photoline, NIR-MPX800-LN-0.1, WPM) is driven by a low-voltage 
electronic signal (actually, using a microwave signal generator, the modulation frequency could be far beyond 
500 MHz). The photo-electric detector (PD) with flange plate records the front output of semiconductor laser 
diode for further digital analysis, and an in-built photodetector inside semiconductor laser records the another 
optical intensity.
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photon-current conversion efficiency of the SL guaranteed a long haul sensing. 
Semiconductor laser oscillation during the interferometric process depends on the 
reflected light and the phase shifting by the microwave-band WPM, which strictly 
follows the classical light-speed equation.

When the emitted and reflected optical fields couples together, and triggers 
laser frequency shifting  f →  f  0   + Δf , the governing equation of dynamical oscillation 
condition changes to this form:

   ( g  0   + ρΔN) f   4𝜋𝜋l ___ c   = − η cos  (4𝜋𝜋f   φ __ c  )   (3)

   ( n  0   + χΔN) f   4𝜋𝜋l ___ c   + η sin  (4𝜋𝜋f   φ __ c  )  = 2π  (4)

Figure 5. 
A wave-guide phase modulator is inserted to the flexible, long-haul, in-fiber interferometric sensing system. 
Waveguide electro-optics modulator (Photoline, NIR-MPX800-LN-0.1, WPM) is driven by a low-voltage 
electronic signal (actually, using a microwave signal generator, the modulation frequency could be far beyond 
500 MHz). The photo-electric detector (PD) with flange plate records the front output of semiconductor laser 
diode for further digital analysis, and an in-built photodetector inside semiconductor laser records the another 
optical intensity.
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where   n  0    and   g  0    denote initial values.  χ  and  ρ  are changing speeds of  n  and  g  
to  ΔN  respectively. The delivered phase is affected by the external optical cavity 
length. The shifting optical frequency and fluctuating laser powers of front and 
rear facets are expressed as follows:

  Δf =   − η  √ 
_____

 1 +  α   2    sin  (4𝜋𝜋f𝜑𝜑 / c − arctan  (α) )    ________________________  
4π  n  0   l (1 −    g  0   __  n  0     α) 

    (5)

  Δ  P  front/rear   = ∓  mP  0   cos  (φ +   1 _ 2    n  e  3   r  33   E sin  (2π  f  RF   t)  +  φ  speckle  )   (6)

where  α =   χ __ ρ   ,  E  is the electrical field applied on the WPM. The Eq. (6) could be 
demodulated as Bessel functions using phase-resolved algorithm. Because the added 

Figure 7. 
Interferometric optical signals in time and frequency domains. (a) Synchronously-detected interferometric 
singles without activating electro-optics modulation (from PD and the photodetector of SL), presenting phase 
reversal phenomenon. (b) Interferometric signals of identical phase reversal when WPM slewed at 10 MHz/s. 
(c) Phase shifted interferometric signals in frequency domain. Zoomed-in figures C1 and C2 showed first-order 
and second-order harmonics, respectively.

Figure 6. 
Photos of in-fiber optical sensing experimental setup and observation of optical intensity fluctuation via 
oscilloscope. (a) Top view of vibration measurement without optical fiber phase modulator. (b) The view after 
inserting waveguide phase modulation is presented, including two-end input and two-end output optical fiber 
couplers, optical fiber waveguide phase modulator, loudspeakers as external reflector, the modulator is driven 
by a sinusoidal 17.5 MHz, 5 V electric voltage.
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phase shifting is much faster than the target phase information, phase shifting induced 
by WPM operates as high-frequency phase carrier in subsequent decoding (Figure 6).

The frequency-domain signals of the electro-optic modulated intensity are 
obtained from fast Fourier transform (FFT) in Figure 7, where the optical harmon-
ics concentrated around phase shifting frequencies with large adjoining space. 
Sufficient harmonic spaces eliminates the overlapping phenomenon for decoding 
accuracy. Gabor transform is implemented on the first harmonic of the phase 
shifted signals to show time-joint-frequency domain characteristics, which is simi-
lar to a straight mountain ridge (Figure 8a), concluding that the harmonic signal 
fluctuated around the phase shifting frequency.

3. Fabrication and integration

Currently, surface plasmonic polariton (SPP) devices have achieved desirable 
modulation of phase and amplitude, obtained by mesoscale fabrication tech-
nique. However, the metals that give plasmonic such promise are also the largest 
hindrance, as such devices suffer from large on-state loss. Still, typical insertion 
losses of 10 dB due to plasmonic propagation remains a concern for high-speed 
applications. Thus, plasmonic on-chip technologies have been unable to replace the 
existing electro-optics solutions [12, 15].

LiNbO3-based devices, including in-fiber electro-optics modulators and other 
frequency converters, which are mostly fabricated via ion diffusion or proton exchange 
methods, leading to low index contrast and weak optical confinement. To address the 
future broad application of EOMs in chip-scale [16], the advanced micro/nanofab-
rication are often employed for sub-wavelength scale, massively-integrated LiNbO3 
platform to revolutionize optical communication and microwave photonics [17, 21, 22].

However, due to the hardness and stable chemical properties of LiNbO3, tradi-
tional mechanical characterization or chemical etching methods can not achieve the 
micro/nano structures of lithium niobate with high spatial resolution. This problem 

Figure 8. 
The first harmonic in joint time-frequency domain transformed by Gabor window when the modulation 
frequency was 11 MHz. (a) Three-dimensional distribution of Gabor coefficient of first harmonic of the 
phase-shifted optical field. (b) Time-to-frequency contour plot of (a), the center frequency fluctuates at around 
11 MHz, known as the frequency of the applied electric field.
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methods, leading to low index contrast and weak optical confinement. To address the 
future broad application of EOMs in chip-scale [16], the advanced micro/nanofab-
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tional mechanical characterization or chemical etching methods can not achieve the 
micro/nano structures of lithium niobate with high spatial resolution. This problem 
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has greatly hindered the development of miniaturized and integrated lithium 
niobate photoelectric chips and devices. Major roadblock for the practical applica-
tion of integrated LiNbO3 photonics is the difficulty of fabricating devices that 
simultaneously achieve low optical propagation loss and high confinement.

Recently-developed thin-film LiNbO3-on-insulator technology makes this 
possible. Several mainstream techniques like the acid etching, ion etching, plasma 
etching, optical lithography, high-power nanosecond or picosecond laser writing, 
electron beam writing or focused ion beam (FIB) etching are used to fabricate and 
integrate the tiny-size LiNbO3 (nano-scale surface roughness and complicated 
arrangement, usually on micro-scale silicon dioxide or silicon substrates) waveguide 

Figure 9. 
Scanning electron microscope (SEM) images of (a) the hole array drilled by FIB on LiNbO3 thin film. (b) (c) 
Ring-shape LiNbO3 waveguide. (c) Square-shape waveguide. (d) Array of micro-wires of LiNbO3 micro-wire 
circuit. (e) and (f) Zoomed-in SEM image of nanowires.

Figure 10. 
(a–f) More fabricated photonic LiNbO3 waveguides and patterns on silicon, which demonstrate ultra-fine and 
flexible features.
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for device-level applications. The fabrication resolution of ultrafast laser cutting is 
typically in the order of 1 μm for glass, semiconductors and metals. However, today’s 
optical lithography can easily achieve sub-micron resolutions [15, 18, 23, 24].

The standard electron beam lithography is firstly used to define patterns in 
photoresist, the patterns are subsequently transferred into the LiNbO3 thin film 
using plasma reactive ion etching, the plasma power and chamber condition are 
artificially tuned to remove LiNbO3 or contaminations, and after removing the pho-
toresist, the pre-designed LiNbO3 patterns in wafer/chips will be obtained. Or, by 
selectively bombarded and removed lithium niobate molecule via high-energy gal-
lium ion beam, the arrays of nanowires, or nanowall-like LiNbO3 devices could be 
obtained (seen in scanning electron microscope, SEM images, in Figures 9 and 10). 
Moreover, the nanofabrication technique could provide optical micro-resonators or 
photonic crystals. After furtherly interconnecting with driven electric circuits, on-
chip integrated EOMs are expected to provide huge controllable photonic functions.

Photonic circuits based on LiNbO3 waveguide have shown the potential for 
complex information processing systems employing both quantum and classical 
light sources [24]. To increase computational efficiency, new substrate materials 
(silicon, semiconductor materials, or fused silica) have been utilized to construct 
complicated resonant electro-optics modulators [18]. Silicon provides high refrac-
tive index enabling the fabrication of photonic circuits with strong confinement 
(seen in Figure 10). Specifically, silicon photonics maximize their modulation 
depth by using the resonant structures, enabling more compact components than 
in-fiber integration [17].

4. Conclusions

The electro-optics modulation capability of LiNbO3, box-sealed packaging, 
applications of interferometric optical sensing via electro-optic manipulating light 
field are firstly demonstrated here. Then, the in-fiber integration of electro-optic 
modulation, and the existing micro/nano fabrications for on-chip LiNbO3 wave-
guides are introduced. The background knowledge of LiNbO3, advantages and infe-
riority of different kinds of sealing method and fabrication methods are presented 
as reminder for near-future broad applications of EOMs. We believe the integrated 
EOMs, is the future of the emerging on-chip microwave photonics, quantum optics 
and optical communication network. The ultralow loss, high optical confinement 
and the ability to connect to microwave electrodes will bring electro-optic and 
nonlinear optical systems to a micro/nano scale, massive application that has been 
inaccessible until now, which deserves a better and deeper investigation.
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complex information processing systems employing both quantum and classical 
light sources [24]. To increase computational efficiency, new substrate materials 
(silicon, semiconductor materials, or fused silica) have been utilized to construct 
complicated resonant electro-optics modulators [18]. Silicon provides high refrac-
tive index enabling the fabrication of photonic circuits with strong confinement 
(seen in Figure 10). Specifically, silicon photonics maximize their modulation 
depth by using the resonant structures, enabling more compact components than 
in-fiber integration [17].

4. Conclusions

The electro-optics modulation capability of LiNbO3, box-sealed packaging, 
applications of interferometric optical sensing via electro-optic manipulating light 
field are firstly demonstrated here. Then, the in-fiber integration of electro-optic 
modulation, and the existing micro/nano fabrications for on-chip LiNbO3 wave-
guides are introduced. The background knowledge of LiNbO3, advantages and infe-
riority of different kinds of sealing method and fabrication methods are presented 
as reminder for near-future broad applications of EOMs. We believe the integrated 
EOMs, is the future of the emerging on-chip microwave photonics, quantum optics 
and optical communication network. The ultralow loss, high optical confinement 
and the ability to connect to microwave electrodes will bring electro-optic and 
nonlinear optical systems to a micro/nano scale, massive application that has been 
inaccessible until now, which deserves a better and deeper investigation.

Acknowledgements

This chapter is supported by the National Science Youth Fund of china 
(61805094), China Postdoctoral Science Foundation (2017M622417). Author 
want to thank Nanjing Normal University for providing experimental setup, and 
thank the facility support of the Center for Nanoscale Characterization & Devices 
(CNCD), WNLO of HUST for providing SEM images.

Conflict of interest

The author declare no conflict of interest in this chapter.



Modulation in Electronics and Telecommunications

54

Author details

Yufeng Tao
Wuhan National Laboratory for Optoelectronics, Huazhong University of Science 
and Technology, Wuhan, China

*Address all correspondence to: wsnwp520@sina.com

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

55

Integrated Electro-Optics Modulator
DOI: http://dx.doi.org/10.5772/intechopen.88078

References

[1] Oulton RF, Sorger VJ, Genov DA,  
Pile DFP, Zhang X. A hybrid plasmonic 
waveguide for subwavelength 
confinement and long-range 
propagation. Nature Photonics. 
2008;2:496-500. DOI: 10.1038/
nphoton.2008.131

[2] Gheorma IL, Osgood RM.  
Fundamental limitations of optical 
resonator based high-speed EO 
modulators. IEEE Photonics Technology 
Letters. 2002;14:795-797. DOI: 10.1109/
lpt.2002.1003096

[3] Haffner C et al. Plasmonic organic 
hybrid modulators: Scaling highest 
speed photonics to the microscale. 
Proceedings of the IEEE. 2016;104: 
2362-2379. DOI: 10.1109/
jproc.2016.2547990

[4] Sun ZP, Martinez A, Wang F. Optical 
modulators with 2D layered materials. 
Nature Photonics. 2016;10:227-238. DOI: 
10.1038/nphoton.2016.15

[5] Alloatti L, Cheian D, Ram RJ.  
High-speed modulator with 
interleaved junctions in zero-change 
CMOS photonics. Applied Physics 
Letters. 2016;108:131101. DOI: 
10.1063/1.4944999

[6] Maier SA et al. Plasmonics—A route 
to nanoscale optical devices. Advanced 
Materials. 2001;13:1501-1505. DOI: 
10.1002/adma.200390134

[7] Vahala KJ. Optical microcavities. 
Nature. 2003;424:839-846. DOI: 
10.29172/5802dce1007946889f4 
ea79871191efc

[8] Xu Q , Schmidt B, Pradhan S,  
Lipson M. Micrometre-scale silicon electro-
optic modulator. Nature. 2005;435:325-327. 
DOI: 10.1038/nature03569

[9] Tao YF, Wang M, et al. Compound 
cavity theory of resonant phase 

modulation in laser self-mixing 
ultrasonic vibration measurement. 
Optical Engineering. 2016;55:074107. 
DOI: 10.1117/1.oe.55.7.074107

[10] Tao YF, Wang M, et al. Carrier-
separating demodulation of phase 
shifting self-mixing interferometry. 
Optics and Laser Technology. 
2017;89:75-85. DOI: 10.1016/j.
optlastec.2016.08.013

[11] Poberaj G, Hu H, Sohler W,  
Günter P. Lithium niobate on insulator 
(LNOI) for micro-photonic devices. 
Laser & Photonics Reviews. 2012;6: 
488-503. DOI: 10.1002/lpor.201100035

[12] Wang C, Zhang M, Stern B,  
Lipson M, Lončar M. Nanophotonic 
lithium niobate electro-optic 
modulators. Optics Express. 
2018;26:1547-1555. DOI: 10.1364/
oe.26.001547

[13] Mercante AJ et al. 110 GHz 
CMOS compatible thin film LiNbO3 
modulator on silicon. Optics Express. 
2016;24:15590-15595. DOI: 10.1364/
oe.24.015590

[14] Jin S, Xu L, Zhang H, Li Y. LiNbO3 
thin-film modulators using silicon 
nitride surface ridge waveguides. 
IEEE Photonics Technology Letters. 
2016;28:736-739. DOI: 10.1109/
lpt.2015.2507136

[15] Haffner C et al. Low-loss plasmon-
assisted electro-optic modulator. 
Nature. 2018;556:483-486. DOI: 
10.1038/s41586-018-0031-4

[16] Sun C et al. Single-chip 
microprocessor that communicates 
directly using light. Nature. 
2015;528:534-538. DOI: 10.1038/
nature16454

[17] Reed GT, Mashanovich G, Gardes FY,  
Thomson DJ. Silicon optical modulators. 



Modulation in Electronics and Telecommunications

54

Author details

Yufeng Tao
Wuhan National Laboratory for Optoelectronics, Huazhong University of Science 
and Technology, Wuhan, China

*Address all correspondence to: wsnwp520@sina.com

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

55

Integrated Electro-Optics Modulator
DOI: http://dx.doi.org/10.5772/intechopen.88078

References

[1] Oulton RF, Sorger VJ, Genov DA,  
Pile DFP, Zhang X. A hybrid plasmonic 
waveguide for subwavelength 
confinement and long-range 
propagation. Nature Photonics. 
2008;2:496-500. DOI: 10.1038/
nphoton.2008.131

[2] Gheorma IL, Osgood RM.  
Fundamental limitations of optical 
resonator based high-speed EO 
modulators. IEEE Photonics Technology 
Letters. 2002;14:795-797. DOI: 10.1109/
lpt.2002.1003096

[3] Haffner C et al. Plasmonic organic 
hybrid modulators: Scaling highest 
speed photonics to the microscale. 
Proceedings of the IEEE. 2016;104: 
2362-2379. DOI: 10.1109/
jproc.2016.2547990

[4] Sun ZP, Martinez A, Wang F. Optical 
modulators with 2D layered materials. 
Nature Photonics. 2016;10:227-238. DOI: 
10.1038/nphoton.2016.15

[5] Alloatti L, Cheian D, Ram RJ.  
High-speed modulator with 
interleaved junctions in zero-change 
CMOS photonics. Applied Physics 
Letters. 2016;108:131101. DOI: 
10.1063/1.4944999

[6] Maier SA et al. Plasmonics—A route 
to nanoscale optical devices. Advanced 
Materials. 2001;13:1501-1505. DOI: 
10.1002/adma.200390134

[7] Vahala KJ. Optical microcavities. 
Nature. 2003;424:839-846. DOI: 
10.29172/5802dce1007946889f4 
ea79871191efc

[8] Xu Q , Schmidt B, Pradhan S,  
Lipson M. Micrometre-scale silicon electro-
optic modulator. Nature. 2005;435:325-327. 
DOI: 10.1038/nature03569

[9] Tao YF, Wang M, et al. Compound 
cavity theory of resonant phase 

modulation in laser self-mixing 
ultrasonic vibration measurement. 
Optical Engineering. 2016;55:074107. 
DOI: 10.1117/1.oe.55.7.074107

[10] Tao YF, Wang M, et al. Carrier-
separating demodulation of phase 
shifting self-mixing interferometry. 
Optics and Laser Technology. 
2017;89:75-85. DOI: 10.1016/j.
optlastec.2016.08.013

[11] Poberaj G, Hu H, Sohler W,  
Günter P. Lithium niobate on insulator 
(LNOI) for micro-photonic devices. 
Laser & Photonics Reviews. 2012;6: 
488-503. DOI: 10.1002/lpor.201100035

[12] Wang C, Zhang M, Stern B,  
Lipson M, Lončar M. Nanophotonic 
lithium niobate electro-optic 
modulators. Optics Express. 
2018;26:1547-1555. DOI: 10.1364/
oe.26.001547

[13] Mercante AJ et al. 110 GHz 
CMOS compatible thin film LiNbO3 
modulator on silicon. Optics Express. 
2016;24:15590-15595. DOI: 10.1364/
oe.24.015590

[14] Jin S, Xu L, Zhang H, Li Y. LiNbO3 
thin-film modulators using silicon 
nitride surface ridge waveguides. 
IEEE Photonics Technology Letters. 
2016;28:736-739. DOI: 10.1109/
lpt.2015.2507136

[15] Haffner C et al. Low-loss plasmon-
assisted electro-optic modulator. 
Nature. 2018;556:483-486. DOI: 
10.1038/s41586-018-0031-4

[16] Sun C et al. Single-chip 
microprocessor that communicates 
directly using light. Nature. 
2015;528:534-538. DOI: 10.1038/
nature16454

[17] Reed GT, Mashanovich G, Gardes FY,  
Thomson DJ. Silicon optical modulators. 



Modulation in Electronics and Telecommunications

56

Nature Photonics. 2010;4:518-526. DOI: 
10.1038/nphoton.2010.179

[18] Janner D, Tulli D, García-Granda M,  
Belmonte M, Pruneri V. Micro-
structured integrated electro-optic 
LiNbO3 modulators. Laser & Photonics 
Reviews. 2009;3:301-313. DOI: 10.1002/
lpor.200810073

[19] Tao YF. Key technology of 
self-mixing micro/nano vibration 
measurement [thesis]. Nanjing Normal 
University; 2017

[20] Tao YF, Xia W, et al. Integration 
of polarization-multiplexing and 
phase-shifting in nanometric two 
dimensional self-mixing measurement. 
Optics Express. 2017;25:2285-2298. DOI: 
10.1364/oe.25.002285

[21] Fortier TM et al. Generation of 
ultrastable microwaves via optical 
frequency division. Nature Photonics. 
2011;5:425-429. DOI: 10.1038/
nphoton.2011.121

[22] Tzuang LD, Fang K, Nussenzveig P, 
Fan S, Lipson M. Non-reciprocal phase 
shift induced by an effective magnetic 
flux for light. Nature Photonics. 
2014;8:701-705. DOI: 10.1038/
nphoton.2014.177

[23] Tao YF, Wei CYR, Liu JW, Deng CS,  
Cai S, Xiong W. Nanostructured 
electrically conductive hydrogels 
obtained via ultrafast laser processing 
and self-assembly. Nanoscale. 
2019;11(18):9176-9184. DOI: 10.1039/
C9NR01230C

[24] Wooten EL et al. A review of 
lithium niobate modulators for fiber-
optic communications systems. IEEE 
Journal of Selected Topics in Quantum 
Electronics. 2000;6:69-82. DOI: 
10.1109/2944.826874

57

Chapter 4

Polarization Modulation
Ichihiko Toyoda

Abstract

Conventional wireless communication systems use amplitude, frequency, and 
phase of the carrier wave to carry information. However, actual radio waves also 
have vector parameters, such as polarization and propagation direction. In this 
chapter, a modulation scheme using polarizations is explained. The polarization 
modulation provides an additional degree of freedom for the modulation of the 
carrier waves. Furthermore, the polarization modulation is suitable to realize simple 
transceivers using RF signal processing. Antennas are the most important key parts 
of the polarization modulation systems. Polarization agile antennas, active inte-
grated array antenna which integrates an oscillator and modulators, and polariza-
tion discrimination antenna are also introduced.

Keywords: polarization, antenna, polarization modulation communication, 
polarization discrimination, active integrated array antenna, RF signal processing

1. Introduction

Nowadays, consumer wireless communication systems like a cell phone and 
wireless local area network (WLAN) are widely used in the world, and they have 
become an indispensable part of our daily lives. Much higher data rate and higher 
capacity are strongly required as well as high-frequency utilization efficiency. 
To meet the requirements, many advanced technologies such as multiple-input, 
multiple-output (MIMO) and orthogonal frequency-division multiple access 
(OFDMA) have been developed.

In the classical wireless communication systems, only the time domain param-
eters such as amplitude, frequency, and phase are used to modulate the carrier wave. 
However, actual radio waves are vector quantity, and they have spatial parameters 
like a polarization and direction of propagation. In the next-generation wireless 
communication systems, utilization of the spatial parameters is essential to achieve 
higher data rates, larger capacity, and higher-frequency utilization efficiency since 
the spatial parameters have not been effectively used in traditional wireless com-
munication systems. Recent advanced wireless communication systems utilize 
a part of these spatial parameters. MIMO and polarimetric radar as well as the 
traditional polarization diversity are the examples. The massive MIMO technology, 
which is expected to be employed in the fifth-generation (5G) mobile communica-
tion system, is another example. However, these systems require power-consuming 
digital signal processing. Therefore, RF signal processing technology utilizing the 
characteristics of the radio wave is expected to realize advanced transceiver module 
for many wireless applications. To achieve wireless communication systems which 
effectively utilize the spatial parameters, antenna technology based on the RF signal 
processing is one of the most important technologies.
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1. Introduction

Nowadays, consumer wireless communication systems like a cell phone and 
wireless local area network (WLAN) are widely used in the world, and they have 
become an indispensable part of our daily lives. Much higher data rate and higher 
capacity are strongly required as well as high-frequency utilization efficiency. 
To meet the requirements, many advanced technologies such as multiple-input, 
multiple-output (MIMO) and orthogonal frequency-division multiple access 
(OFDMA) have been developed.

In the classical wireless communication systems, only the time domain param-
eters such as amplitude, frequency, and phase are used to modulate the carrier wave. 
However, actual radio waves are vector quantity, and they have spatial parameters 
like a polarization and direction of propagation. In the next-generation wireless 
communication systems, utilization of the spatial parameters is essential to achieve 
higher data rates, larger capacity, and higher-frequency utilization efficiency since 
the spatial parameters have not been effectively used in traditional wireless com-
munication systems. Recent advanced wireless communication systems utilize 
a part of these spatial parameters. MIMO and polarimetric radar as well as the 
traditional polarization diversity are the examples. The massive MIMO technology, 
which is expected to be employed in the fifth-generation (5G) mobile communica-
tion system, is another example. However, these systems require power-consuming 
digital signal processing. Therefore, RF signal processing technology utilizing the 
characteristics of the radio wave is expected to realize advanced transceiver module 
for many wireless applications. To achieve wireless communication systems which 
effectively utilize the spatial parameters, antenna technology based on the RF signal 
processing is one of the most important technologies.
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In this chapter, the basic concept of the wireless communication system employ-
ing a polarization modulation scheme and antenna technology based on the RF 
signal processing is introduced.

2. Polarization modulation communication

As classic wireless communication systems use the amplitude, frequency, and 
phase of the carrier wave to carry information, the radio wave is treated as a scalar 
signal as follows:

  s (t)  = A sin  (2𝜋𝜋ft + φ)   (1)

where  A ,  f , and  φ  are the amplitude, frequency, and phase of the carrier wave, 
respectively. However, the actual radio wave is a vector signal. For example, the 
electric field of the radio wave is given by

  E (r, t)  =  E  0   sin  (2𝜋𝜋ft − k ∙ r + φ)   (2)

where   E  0    is the vector amplitude that shows the direction of the electric field, 
i.e., the polarization, and  k  is the wave number vector specifying the direction of 
propagation. Even though the spatial parameters have not been effectively used in 
classic wireless communication systems, these spatial vector parameters have the 
potential to realize new wireless systems.

Figure 1 shows the basic concept of the wireless communications using the 
polarization modulation. The transmitter (TX) antenna radiates radio wave while 
changing its polarizations between  + 45   °   and  −  45   °   according to the input binary 
data. At the receiver (RX), the polarization of the radio wave is detected, and the 
binary data are recovered. As the binary data can be transferred using the orthogo-
nal polarizations as shown in this figure, the polarization can be used as an addi-
tional modulation parameter.

Figure 2 shows a vector diagram of the polarization modulated signal. The  
±45° polarizations can be decomposed into the x and y components as shown by the 
red and blue arrows, respectively. As only the y component is changed according 
to the data, the  ± 45   °   polarization modulated signal is equivalent to the composi-
tion of a binary phase shift keying (BPSK) signal and carrier wave. Therefore, the 
polarization modulated signals can be generated by simply inverting one of the 
orthogonal polarizations. As the phase inversion of the signal is easily achieved in 
RF, the polarization modulation scheme is suitable for RF signal processing and 
realizing a simple transmitter. The polarization modulation also provides great 
benefits to receivers. As the carrier wave component is included in the polarization 
modulated signal and it is transmitted to the receiver, the receiver does not require 

Figure 1. 
Basic concept of the polarization modulation communications.
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carrier recovery circuits, and the phase noise of the local oscillator does not affect 
the performance of the communication system. The detection in RF with simple 
receiver configuration is also applicable.

Antennas are one of the key elements to achieve polarization modulation 
systems because polarizations are generated in antennas. The antennas used in the 
polarization modulation systems have to switch their polarizations according to the 
input data. Therefore, polarization agile antennas are required [1, 2].

3. Basics of polarization agile antennas

Basically, any polarizations can be expressed in the sum of two orthogonal 
polarizations. For example, the electric field propagating along the z-axis can be 
expressed as follows:

  E (z, t)  =  i  x    E  x   sin  (2𝜋𝜋ft − kz)  +  i  y    E  y   sin  (2𝜋𝜋ft − kz + φ)   (3)

where   i  x   ,   i  y   ,   E  x   ,   E  y   , and  φ  are the unit vectors of the x and y direction, the ampli-
tude of x and y component of the electric field, and the phase difference between 
the components, respectively. Eq. (3) expresses elliptical circularly polarized waves 
in general. When the electric field has only the x or y component, the radio wave 
becomes a linearly polarized wave. When  φ = 0  or  π , the radio wave also becomes 
a linearly polarized wave. On the other hand, the radio wave becomes a circularly 
polarized wave when  φ = ±π / 2  and   E  x   =  E  y   .

Figure 3 shows basic configurations of several types of polarization agile anten-
nas. The antenna shown in Figure 3a is a linear polarization switchable antenna, 
and it consists of a switch and dual-polarized antenna which radiates horizontal and 
vertical polarizations. The polarization modulated signals can be excited by simply 
switching the horizontal and vertical polarizations.

The antenna shown in Figure 3b is a circular polarization switchable antenna. 
A 90-degree hybrid is placed between a switch and dual-polarized antenna. As the 
input signal fed to one of the input ports of the hybrid is divided into two signals 
with the phase difference of  π / 2 , a circularly polarized wave is excited. By switching 
the input ports of the hybrid, the antenna switches right-handed and left-handed 
circular polarizations (RHCP and LHCP).

Figure 2. 
Vector diagram of the polarization modulation.
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carrier recovery circuits, and the phase noise of the local oscillator does not affect 
the performance of the communication system. The detection in RF with simple 
receiver configuration is also applicable.

Antennas are one of the key elements to achieve polarization modulation 
systems because polarizations are generated in antennas. The antennas used in the 
polarization modulation systems have to switch their polarizations according to the 
input data. Therefore, polarization agile antennas are required [1, 2].

3. Basics of polarization agile antennas

Basically, any polarizations can be expressed in the sum of two orthogonal 
polarizations. For example, the electric field propagating along the z-axis can be 
expressed as follows:

  E (z, t)  =  i  x    E  x   sin  (2𝜋𝜋ft − kz)  +  i  y    E  y   sin  (2𝜋𝜋ft − kz + φ)   (3)

where   i  x   ,   i  y   ,   E  x   ,   E  y   , and  φ  are the unit vectors of the x and y direction, the ampli-
tude of x and y component of the electric field, and the phase difference between 
the components, respectively. Eq. (3) expresses elliptical circularly polarized waves 
in general. When the electric field has only the x or y component, the radio wave 
becomes a linearly polarized wave. When  φ = 0  or  π , the radio wave also becomes 
a linearly polarized wave. On the other hand, the radio wave becomes a circularly 
polarized wave when  φ = ±π / 2  and   E  x   =  E  y   .

Figure 3 shows basic configurations of several types of polarization agile anten-
nas. The antenna shown in Figure 3a is a linear polarization switchable antenna, 
and it consists of a switch and dual-polarized antenna which radiates horizontal and 
vertical polarizations. The polarization modulated signals can be excited by simply 
switching the horizontal and vertical polarizations.

The antenna shown in Figure 3b is a circular polarization switchable antenna. 
A 90-degree hybrid is placed between a switch and dual-polarized antenna. As the 
input signal fed to one of the input ports of the hybrid is divided into two signals 
with the phase difference of  π / 2 , a circularly polarized wave is excited. By switching 
the input ports of the hybrid, the antenna switches right-handed and left-handed 
circular polarizations (RHCP and LHCP).

Figure 2. 
Vector diagram of the polarization modulation.
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Figure 3c shows a basic configuration of a polarization agile antenna which 
switches four polarizations of  ± 45   °   linear polarizations, RHCP and LHCP. The 
antenna consists of a phase shifter and dual-polarized antenna. When the phase 
shift value  φ = 0  or  π , the antenna excites  ± 45   °   linear polarizations. Furthermore, 
when  φ = ±π / 2 , the antenna excites circular polarizations.

4. Practical implementation of polarization agile antenna

In this section, practical implementations of polarization agile antennas employ-
ing microstrip antenna elements and planar microwave circuits are introduced.

4.1 Linear polarization switchable antenna

Figure 4 shows a practical implementation of a polarization agile antenna which 
switches two orthogonal linear polarizations. The configuration is similar to the 
antenna shown in Figure 3a, and it consists of a dual-polarized microstrip array 
antenna and single-pole double-throw (SPDT) switch [3, 4].

The dual-polarized array antenna has four microstrip antenna elements and 
employs a feed network using a combination of microstrip lines and slot lines. 

Figure 3. 
Basic configurations of polarization agile antenna. (a) Linear polarization switchable antenna; (b) circular 
polarization switchable antenna and (c) linear/circular polarization switchable antenna.
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When the signal is fed to the antenna from A1, the signal propagates along the 
microstrip line as shown by the red line. Here, the signal from A1 is divided into 
two inphase signals on the slot line. Each signal on the slot line is divided again 
into two antiphase signals on the microstrip line. Therefore, the signal fed from A1 
excites the  + 45   °  -polarized wave as shown by the arrows on the microstrip antenna 
elements. Similarly, the signal fed from A2 excites the  −  45   °  -polarized wave. The 
input impedance of the array is the same as the input impedance of each microstrip 
antenna element as the feed network is constructed with a parallel branch and series 
branch. Therefore, larger array antennas can be easily achieved by simply repeating 
the same feed structure.

The SPDT switch is constructed with a two-wavelength slot ring, four switching 
diodes D1–D4, and two half-wavelength open-end microstrip lines. Three microstrip 
lines are coupled for input and output. The switching diodes are placed over the 
slot ring with a quarter-wavelength interval. When a positive voltage is applied to 
the inner conductor of the slot ring, the diodes D1 and D2 become off, and D3 and 
D4 become on. Then the signal fed from Port S1 propagates to Port S2 because the 
on-state diodes make short circuits on the slot ring. The half-wavelength open-end 
microstrip lines also make short circuits on the slot ring. The slot lines from output 
ports to the open-end microstrip lines act as open circuits because the distance from 
the diode D1 or D2 to the open-end microstrip line is a quarter wavelength. Similarly, 
when a negative voltage is applied to the inner conductor of the slot ring, the signal 
fed from Port S1 emerges at Port S3. Hence, the polarization can be switched by 
changing the polarity of the voltage applied to the inner conductor of the slot ring.

A circular polarization switchable antenna shown in Figure 3b can be realized 
by placing a 90-degree hybrid between the antenna and switch [5]. A polarization 
agile antenna which switches four polarizations using phase shifters and magic-T is 
also demonstrated in [6].

Figure 4. 
Structure of a linear polarization switchable antenna [3].
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antenna element as the feed network is constructed with a parallel branch and series 
branch. Therefore, larger array antennas can be easily achieved by simply repeating 
the same feed structure.

The SPDT switch is constructed with a two-wavelength slot ring, four switching 
diodes D1–D4, and two half-wavelength open-end microstrip lines. Three microstrip 
lines are coupled for input and output. The switching diodes are placed over the 
slot ring with a quarter-wavelength interval. When a positive voltage is applied to 
the inner conductor of the slot ring, the diodes D1 and D2 become off, and D3 and 
D4 become on. Then the signal fed from Port S1 propagates to Port S2 because the 
on-state diodes make short circuits on the slot ring. The half-wavelength open-end 
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ports to the open-end microstrip lines act as open circuits because the distance from 
the diode D1 or D2 to the open-end microstrip line is a quarter wavelength. Similarly, 
when a negative voltage is applied to the inner conductor of the slot ring, the signal 
fed from Port S1 emerges at Port S3. Hence, the polarization can be switched by 
changing the polarity of the voltage applied to the inner conductor of the slot ring.

A circular polarization switchable antenna shown in Figure 3b can be realized 
by placing a 90-degree hybrid between the antenna and switch [5]. A polarization 
agile antenna which switches four polarizations using phase shifters and magic-T is 
also demonstrated in [6].

Figure 4. 
Structure of a linear polarization switchable antenna [3].
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4.2 Active integrated array antenna for polarization modulation

Active integrated antennas integrate active devices such as transistors or Gunn 
diodes to build in RF signal processing capabilities in an antenna [7, 8]. There are 
several types of the active integrated antennas. For example, antennas integrating 
a power amplifier, oscillator, voltage-controlled oscillator (VCO), or injection-
locked oscillator have been successfully demonstrated. Furthermore, a frequency-
switchable antenna and radiation pattern-switchable antenna have been also 
proposed.

In this section, an active integrated array antenna which has oscillation and 
polarization modulation functionalities is introduced. The active integrated array 
antennas are suitable for the polarization modulation because polarization switch-
ing can be realized by simply inverting the phase of one of the two orthogonal 
polarizations. The active integrated array antenna using an RF signal processing 
technique achieves a simple transmitter module.

Figure 5 shows a basic block diagram of the active integrated array antenna [9]. 
In this configuration, an oscillator and two PSK modulators are integrated with two 
pairs of antenna elements for horizontal and vertical polarization. The oscillator has 
four output ports and feeds RF signals to the antenna elements. The PSK modula-
tors invert the phase of the RF signals for the vertical polarization. Hence,  ± 45   °   
linear polarization switching can be realized.

Figure 6 shows a practical implementation of the active integrated array 
antenna [10]. A four-port Gunn oscillator with slog-ring resonator is located at the 
center of the array antenna. Two PSK modulators using a slot ring and PIN diodes 
are inserted in the feed line for the vertical polarization. The array antenna consists 
of 12 antenna elements and feed network using microstrip lines and slot lines.

The Gunn oscillator consists of two Gunn diodes mounted on a two-wavelength 
slot ring. Four microstrip lines are coupled to the resonator with a half-wavelength 
interval. Therefore, the output ports O1 and O2 (O3 and O4) generate inphase sig-
nals, and the phases of O1 and O3 (O2 and O4) become antiphase with each other. 

Figure 5. 
Basic block diagram of the active integrated array antenna [9].
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The half-wavelength open-end microstrip lines just above the Gunn diodes stabilize 
the resonant field in the slot-ring resonator. The bias voltage of the Gunn diodes is 
applied between the inner and outer conductors of the slot-ring resonator.

The PSK modulator consists of a half-wavelength slot ring and two PIN diodes. 
A microstrip line and slot line are connected to the slot ring for input and output. 
The two PIN diodes are mounted at the junction of the slot ring and slot line, and 
the directions of the PIN diodes are opposite to each other. When positive voltage 
is applied to the inner conductor of the slot ring, diode D1 becomes off and D2 
becomes on. Therefore, a signal fed to Port M1 propagates along the left half of the 
slot ring and goes to Port M2. Similarly, when negative voltage is applied, the signal 
fed to Port M1 propagates along the right half of the slot ring. With this operation, 
the phase of the signal appeared at Port M2 is inverted by the applied voltage. As a 
result, polarization switching is achieved.

Figure 6. 
Structure of the active integrated array antenna [10].
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The half-wavelength open-end microstrip lines just above the Gunn diodes stabilize 
the resonant field in the slot-ring resonator. The bias voltage of the Gunn diodes is 
applied between the inner and outer conductors of the slot-ring resonator.

The PSK modulator consists of a half-wavelength slot ring and two PIN diodes. 
A microstrip line and slot line are connected to the slot ring for input and output. 
The two PIN diodes are mounted at the junction of the slot ring and slot line, and 
the directions of the PIN diodes are opposite to each other. When positive voltage 
is applied to the inner conductor of the slot ring, diode D1 becomes off and D2 
becomes on. Therefore, a signal fed to Port M1 propagates along the left half of the 
slot ring and goes to Port M2. Similarly, when negative voltage is applied, the signal 
fed to Port M1 propagates along the right half of the slot ring. With this operation, 
the phase of the signal appeared at Port M2 is inverted by the applied voltage. As a 
result, polarization switching is achieved.

Figure 6. 
Structure of the active integrated array antenna [10].
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5. Polarization detection

5.1 Detection of polarization modulated signal

The simplest way to detect the polarization at receivers is to use two orthogo-
nally polarized antennas and compare the signals received by the two antennas.

Figure 7 shows a basic configuration to detect the polarization. Two antennas 
for horizontal and vertical polarization are connected to a comparator. Comparison 
of the signals received by the two antennas discriminates the polarizations.

The polarization discrimination can be easily achieved in RF by using an RF 
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tions of  ± 45   °  , the vertical and horizontal components of the radio wave are sepa-
rately received by using the two orthogonally polarized antennas, and the voltage of 
each component is expressed as follows:

   V  H   = V sin  (𝜔𝜔t)    (4)
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where  φ  is the phase difference between the horizontal and vertical components 
and it is  0  or  π  in the case of  ± 45   °   polarization modulation.

The DC output voltage of the multiplier is

   V  out   ∝  V   2  cos φ.  (6)

Therefore, when the phase difference  φ = 0 , the output voltage of the multiplier  
  V  out    becomes positive, and it becomes negative when  φ = π . Therefore, the polarization 
modulated signal can be demodulated in RF.

5.2 Polarization discrimination antenna

Figure 8 shows a practical implementation of the polarization discrimination 
antenna. The antenna consists of 12 microstrip antenna elements, feed network 
and double-balanced multiplier [11]. The feed network employs microstrip lines 
and slot lines and achieved simple planar structure. The double-balanced multiplier 
is located at the center of the array antenna and composed of a slot ring and four 
detector diodes mounted on the slot ring.

The horizontal and vertical components of the radio wave are separately received 
by the antenna. The blue and red arrows show the signal of the horizontal and vertical 
polarizations, respectively. Each received signal is applied to the RF multiplier, and 
the detected voltage is obtained at the inner conductor of the slot ring.
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Polarization discrimination for circular polarizations is similarly achieved by 
adding   90   °   phase difference between the horizontal and vertical components [12].

6. Conclusions

In this chapter, a modulation scheme which effectively utilizes the polarization 
of the radio wave is introduced. The polarization modulation gives a new degree of 
freedom in the modulation adding to the phase, amplitude, and frequency. Antenna 
technology is a key to achieve the polarization modulation communication systems. 
Basics of the polarization modulation and several examples of the polarization agile 
antennas are introduced. Furthermore, the detection of polarizations and a polar-
ization discrimination antenna are also explained. The concept utilizing polariza-
tions gives new vistas to the next-generation advanced wireless communication 
systems.
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Chapter 5

Optical Phase-Modulation
Techniques
Ramón José Pérez Menéndez

Abstract

Optical phase-modulation technique is a very powerful tool used in a wide
variety of high performance photonic systems. Fiber-optic sensors and gyroscopes,
integrated-optics sensors, or high-performance photonic integrated circuits are
some examples of photonic systems where the optical phase-modulation technique
can be efficiently applied. In time, such a photonic system can be integrated as the
core part of some specific applications like biosensors, 5G advanced optical com-
munication devices, gyroscopes, or high-performance computation devices. In this
work, the main optical phase-modulation techniques are analyzed. Also, a study of
the most significant applications of this technique is made, relating it to the most
appropriate type in each case.

Keywords: optical phase-modulation, electro-optic phase modulators,
sinusoidal phase-modulation, square-wave phase-modulation, triangular
phase-modulation, serrodyne phase-modulation, phase-locking technique,
phase-locked-loop, optical gyroscopes

1. Introduction

Optical interferometry constitutes an important technique used in a high
number of measurement processes for multiple physical magnitudes and quantita-
tive phenomenon [1]. Particularly, fiber-optic waveguides can act as very useful
and efficient transmission medium for light guidance in a large group of
interferometry-based sensor devices. On the other hand, the study of subject of
interferometer fiber-optic sensors has received an extensive treatment in the litera-
ture [2, 3]. In this article, a wide analysis of optical phase-modulation is made
focused on the optical gyroscopes as the main referenced application. A simple
open-loop configuration of interferometric fiber-optic gyroscope based on the
Sagnac effect is shown in Figure 1. This kind of gyro is based on the Sagnac-
effect within an open optical path realized by a N-turn fiber-optic coil when two
independent counter-propagating light modes are externally introduced from a
broadband laser source through its two ends, respectively. This causes that an
interference pattern between the CW and CCW light beams to be collected in
a photo-detector with a phase shift given by the following equation, Ref. [4]:

ϕS ¼
2πLD
λ0 c0

Ω (1)
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where L and D are length and diameter of fiber-optic sensing coil, respectively,
λ0 and c0 are wavelength and speed of light source in vacuum, respectively, and Ω is
the rotation rate. Figure 1 clearly shows that this Interferometer-Fiber-Optic-Gyro
(IFOG) has a passive configuration because the laser source is located externally to
the sensing coil. In this system, the two counter-propagating light beams travel
through the core of a conventional single-mode optical fiber (SMF) by total-
internal-reflection phenomenon. As the core diameter of such an optical fiber is
only about 8 μm, the spot size of the interference signal can only be coupled to a
small area at the end of the fiber loop, for example on the small detection area of a
photo-detector. So that, this interference signal affects only one or two interference
fringes whose intensity can be evaluated by the following expression:

I ϕð Þ ¼ I0 1þ cosϕð Þ (2)

being I(ϕ) the output optical signal of interferometer, I0 the amplitude of each of
two CW and CCW counter-propagating beams and ϕ the optical phase-difference
between them.

Figure 2 represents the variation of light intensity along a single interference
fringe as a function of ϕ. Notice the output intensity noise produced when the phase
difference is detected with a phase error Δϕ. Phase noise sources of this gyro, their
influence on output signal and solutions are exhaustively treated in Refs. [5–16].

However, the simple and raw gyro configuration (laser-source, beam-splitter,
fiber-coil sensor and photo-detector) showed in Figure 1 is not effective in practice
mainly due to its inability to reduce phase errors. Thus, the decrease in phase error
can be effectively achieved by a phase-modulation process of CW and CCW optical

Figure 1.
Basic structure of the IFOG.

Figure 2.
Two-beam interference response curve as a function of ϕ (phase-difference).
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waves by adding an optical phase-modulator in the path of the waves entering the
optical fiber sensing coil as it is shown in the arrangement of Figure 3. Phase error
decreasing is mainly achieved by electronic filtering within phase-sensitive
demodulation circuits (PSD).

In this scheme, the immediate consequence of the application of a phase
modulation to CW and CCW waves is the need to have an electronic demodulation
system for the optical phase (commonly called PSD). This electronic phase-
sensitive demodulation system must be located at the electric output of photo-
detector. This way, by a demodulation process of electrical output signal of photo-
detector, the Sagnac phase shift can be retrieved as calculated from Eq. (1) when a
rotation-rate Ω is applied to the whole system. Also, as showed in Figure 3, other
elements like a second beam splitter, a polarizer and an optical filter are needed to
complete the system. The main function of the electro-optical phase modulator is
to provide a controlled phase shift which will be added to Sagnac phase shift
produced by the rotation onto the system. This way, the signal detected by photo-
detector can be demodulated with some ease to recover by electronic means the
Ω rotation-rate value which affects the whole system.

A more advanced design is achieved by closing the measurement loop by means
of a feedback signal becoming into the scheme so-called IFOG closed loop configu-
ration. The general scheme of a closed loop IFOG is depicted on Figure 4. In this
scheme, the output signal of demodulator circuit passes through a servo amplifier

Figure 3.
Complete bulk-optics fiber-optic gyro open-loop configuration.

Figure 4.
Typical closed-loop IFOG configuration.
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which drives a phase transducer placed in the interferometer path. Then, the whole
system works under the phase-nulling principle. This means that the total phase
shift becomes equal to zero because the phase transducer introduces a non-
reciprocal phase shift that is equal, by in the opposite sign, to that generated by
Sagnac phase shift induced by rotation. The output of the system is then the output
of the phase transducer.

The main advantage of this configuration is the insensitivity to the laser source
amplitude variations and the electronic circuitry gain because the system is always
operated at zero total phase shift. Other design alternatives are possible, and so
instead of using a fiber optic coil as a sensor it can be used a ring resonator
integrated in a silicon waveguide, Ref. [17].

For open-loop configuration square-wave bias and sinusoidal phase modulation
are usually applied while for closed-loop configuration, sinusoidal or square-wave
bias and serrodyne feedback phase modulations are frequently used. In the follow-
ing, a particular study of all these types of optical phase modulation will be made.

2. Square-wave optical phase modulation

One of the first attempts to apply the principle of phase modulation to CW-
CCW optical waves in an optical gyroscope can be seen in Ref. [18]. In this case, a
sinusoidal-wave phase modulation is applied mainly due first to the ease of finding
fast bulk phase modulators in lithium niobate (LiNbO3), Ref. [19], and also reliable
electronic sine wave oscillators. However, square-wave is frequently used as bias
phase modulation because it allows periodically shift the working point of the gyro
to each one of �π/2 constant values, respectively. This last is due that when the
central working point of the gyro is either +π/2 or �π/2, its sensitivity reach a
maximum value, as it can be seen on Figure 5. Then, when the system is not
subjected to rotation (Ω = 0), the output response is a pectinate-shaped curve with a
constant value. But, when the system is subjected to a non-zero rotation rate, the
interferometric response output curve is also a Square-Wave whose peak-to-peak
amplitude is proportional to the value of the rotation speed. The latter can also be
also checked by observing in detail the Figure 6. In this figure, τ is the transit time
of the CW and CCW optical waves over the fiber-coil length and ϕS is the Sagnac
phase shift caused between them by rotation.

For this purpose, one phase modulator is located at the end of fiber coil, as
represented in the scheme of Figure 4. Thus, the calculation of effective phase shift
induced by the phase modulation process between CW and CCW optical waves at
the output of fiber coil after their respective roundtrip can be expressed as follows:

Δϕ tð Þ ¼ ϕCCW tð Þ � ϕCW tð Þ ¼ ϕ tð Þ � ϕ t� τð Þ (3)

In Eq. (3), ϕ tð Þ represents the time waveform of applied phase modulation and τ
is, again, the transit time around the fiber coil which, in time, can be calculated as:

τ ¼ nL
c

(4)

here, n is the effective refractive index of fiber, L is the total length of fiber coil
and c is the vacuum speed of light. For obtaining the result of Eq. (3) it has been
taken into account that CW and CCW waves enter the fiber coil at opposite ends.
Then, in the case of square-wave phase modulation as represented in Figure 6,
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analytics gives two constant phase values, namely, �π/2 (continuous black wave)
when no-rotation is applied to the system. However, when a non-zero rotation is
applied, a phase difference equal to ϕS Sagnac phase shift must be added to phase

Figure 6.
Closed-loop IFOG scheme with square-wave BIAS and serrodyne FEEDBACK phase modulations (below, in
the inset, the block-diagram definition).

Figure 5.
Analysis of the interference response of the gyro with square-wave phase modulation (solid blue curve: zero
rotation, dotted red curve: non-zero rotation).
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interferometric response output curve is also a Square-Wave whose peak-to-peak
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of the CW and CCW optical waves over the fiber-coil length and ϕS is the Sagnac
phase shift caused between them by rotation.

For this purpose, one phase modulator is located at the end of fiber coil, as
represented in the scheme of Figure 4. Thus, the calculation of effective phase shift
induced by the phase modulation process between CW and CCW optical waves at
the output of fiber coil after their respective roundtrip can be expressed as follows:

Δϕ tð Þ ¼ ϕCCW tð Þ � ϕCW tð Þ ¼ ϕ tð Þ � ϕ t� τð Þ (3)

In Eq. (3), ϕ tð Þ represents the time waveform of applied phase modulation and τ
is, again, the transit time around the fiber coil which, in time, can be calculated as:

τ ¼ nL
c

(4)

here, n is the effective refractive index of fiber, L is the total length of fiber coil
and c is the vacuum speed of light. For obtaining the result of Eq. (3) it has been
taken into account that CW and CCW waves enter the fiber coil at opposite ends.
Then, in the case of square-wave phase modulation as represented in Figure 6,
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analytics gives two constant phase values, namely, �π/2 (continuous black wave)
when no-rotation is applied to the system. However, when a non-zero rotation is
applied, a phase difference equal to ϕS Sagnac phase shift must be added to phase

Figure 6.
Closed-loop IFOG scheme with square-wave BIAS and serrodyne FEEDBACK phase modulations (below, in
the inset, the block-diagram definition).

Figure 5.
Analysis of the interference response of the gyro with square-wave phase modulation (solid blue curve: zero
rotation, dotted red curve: non-zero rotation).
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difference applied by the external phase modulation process. The explanation of
blue (continuous) and red (dotted) output response curves of photo-detector is as
follows. When rotation rate is equal to zero, the projection of the points of the input
square waveform (continuous black) on the response curve of the interferometer
gets a pectinate-shaped output waveform (continuous blue curve). However, when
a non-zero rotation rate, a pectinate square-wave is obtained (dotted red curve). In
this last case, as seen in the inset of Figure 6, the peak-to-peak square-wave value is
very close proportional to rotation rate and can be evaluated as:

ΔI tð Þ ¼ I0 sinϕS ffi KϕS ¼ KΩ Ω (5)

where the approximation can be justified because the value of the sine-function
can be approximated by its argument when it is less than π/6 in absolute value.

Figure 6 shows a closed-loop block-diagram scheme of an IFOG model with
square-wave BIAS and serrodyne FEEDBACK phase modulations. In this case it is
necessary to use two different phase modulators, first one to apply the square wave
BIAS and second one for the serrodyne FEEDBACK phase modulation. See the
complete description of this block-diagram on Ref. [20].

Gyro designs with square-wave kind of phase modulation can be seen in Refs.
[21–24]. Last three engineered by Chinese authors utilize square waves staggered
by sections (four-, five- or six-points phase modulation, respectively) and their
main advantage is that all these schemes allow to improve the accuracy and scale
factor of the gyro.

3. Sinusoidal optical phase modulation

The basic idea to apply the sinusoidal bias phase modulation to an IFOG config-
uration is that the amplitude of the first harmonic component of interferometer
output signal contains information of the ϕS Sagnac phase shift induced by rotation.
In particular, this amplitude can be considered approximately linearly proportional
to the absolute value of rotation rate that affects the system. This fact will be
analytically derived next. Suppose first a simple open-loop IFOG configuration, like
that represented on Figure 3. Then, a sinusoidal bias phase modulation is applied to
phase modulator, like the supplied by an electric sine oscillator working at fm
frequency and amplitude ϕ0 in the following form:

ϕm tð Þ ¼ ϕ0 sin ωm tð Þ (6)

The phase difference between CW and CCW waves induced by this bias phase
modulation will be:

Δϕm tð Þ ¼ ϕCCW tð Þ � ϕCW tð Þ ¼ ϕm tð Þ � ϕm t� τð Þ
Δϕm tð Þ ¼ 2ϕ0 sin

ωm τ

2

� �
cos ωm t� τ

2

� �h i

����!ωm τ¼π
2ϕ0 cos ωm t� τ

2

� �h i
¼ ϕm sin ωm tð Þ

(7)

here 2ϕ0 ¼ ϕm. As it can be seen from this equation, the maximum value of
phase difference modulation for a given value of ϕ0 amplitude will be reached when
the ωm τ ¼ π condition to be accomplished. This condition is reached when the
frequency fm equals the value:
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f m ¼ 1
2τ

(8)

referred as proper frequency of the system, here τ, the transit time. Then, under
these conditions, when a rotation with ϕS Sagnac phase shift affects the system, the
total phase difference between CW and CCW waves will be:

Δϕ tð Þ ¼ Δϕm tð Þ þ ϕS ¼ ϕm sin ωm tð Þ þ ϕS (9)

Therefore, the interference signal can be obtained by the following calculation:

I Δϕð Þ ¼ I0 1þ cos Δϕð Þ½ � ¼ I0 1þ cos ϕm sin ωm tð Þ þ ϕS½ �½ �

¼ I0

1þ J0 ϕmð Þ þ 2
P∞
0
J2n ϕmð Þ cos 2 nωm tð Þ

� �
cos ϕSð Þ

�2
P∞
0
J2n�1 ϕmð Þ sin 2 n� 1ð Þ ωm tð Þ½ � sin ϕSð Þ

8>>><
>>>:

9>>>=
>>>;

(10)

here Jn is the Bessel function of first kind and n-order. From Eq. (10) it can be
observed that interference signal is the sum of three terms: a constant first term that
does not depend on the frequency of modulation, a second term that includes the
factor cos ϕSð Þ multiplied by one infinite sum of even harmonics and a third term
that includes the factor sin ϕSð Þ multiplied by one infinite sum of odd harmonics.
When ϕm value is adjusted to be 1.84, then the J1 term reach its maximum value,
namely, J1 1:84ð Þ ¼ 0:5815. It has also been shown that the amplitude of higher-
order odd harmonics (3rd, 5th and successive) are getting smaller and smaller so
their contribution can be neglected. Therefore, when a rotation rate affects the
system, an electronic selective filtering of odd harmonics of interference signal is
convenient to isolate and extract the data of rotation speed. Particularly, the first
harmonic is the most convenient to recover, so that an electronic band-pass filtering
at fundamental frequency of modulation should be added as phase-sensitive
demodulator. This way, a successive low-pass filtering located after the band-pass
one could retrieve the first harmonic amplitude, which is proportional to ϕS Sagnac
phase shift and, in turn, to rotation rate value.

Figure 7 represents the analytic sinusoidal phase modulation process. As it can
be seen, when no rotation is applied, the interference signal (solid, blue curve) also
contains even harmonics since the sin ϕSð Þ factor is canceled. However, when
rotation is applied, both even and odd harmonics appear (dotted, red curve) in the
interference output signal since the sin ϕSð Þ and cos ϕSð Þ are not canceled.

Figure 8 represents the block-diagram of a closed-loop IFOG configuration with
sinusoidal BIAS and serrodyne FEED-BACK phase modulations, see Ref. [25]. The
main novelty of this design is the structure of phase modulation feedback chain. In
this case, one FET transistor (2N3848) is added on feedback branch of integrator
OPAMP (block #7 on Figure 8). This block generates a linear ramp voltage Vγ on its
output, and this ramp resets each one time-period driving by Vgate voltage. In this
way, a resultant serrodyne-wave voltage is easily generated at the output of inte-
grator circuit, obtaining finally the same intended sawtooth-wave voltage on feed-
back phase modulation chain as reported on previous designs. The output signal of
the photodetector, in photocurrent form, is proportional to the light intensity at its
optical input. This photocurrent signal is converted to voltage with a trans-
impedance amplifier that is placed at the input of demodulation circuit. The
demodulation circuit (PSD) takes the task of extracting the information of the ϕS
Sagnac phase shift induced by rotation. The corresponding voltage signal at its
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here 2ϕ0 ¼ ϕm. As it can be seen from this equation, the maximum value of
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the ωm τ ¼ π condition to be accomplished. This condition is reached when the
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Figure 7.
Analysis of the interference response of the gyro with sinusoidal phase modulation (solid blue curve: zero
rotation, dotted red curve: non-zero rotation).

Figure 8.
Closed-loop IFOG scheme with sinusoidal BIAS and serrodyne FEEDBACK phase modulations, see Ref. [25]
(below, in the inset, the block-diagram definition).
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output (VS) scales as sine-function of ϕS. The PI controller realizes an integration of
VS signal in time-domain, so that a voltage signal (Vγ) is obtained; this signal scales
almost linearly with the time. This latter signal is filtered by means of a low-pass
filter so that the corresponding output signal (VΩ) is a DC voltage value that is more
accurately proportional to the gyroscope rotation-rate Ω (since the following
approximation is fulfilled in the working range: sinϕS≈ϕS). Therefore, the VΩ

analog output voltage signal constitutes the measurement of the rotation rate of the
system. The control system, as a whole, acts as the principle of phase nulling. The
phase-nulling process consists of generating a phase displacement (ϕm ¼ ϕbias þ ϕf)
in such a way that the ϕf phase-difference associated with the voltage output signal
(Vf) is equal and with opposite sign with regard to the Sagnac phase-shift induced
by the rotation rate, i.e., ϕf ¼ �ϕS. To achieve this, the feedback phase modulation
circuit holds a sample of the output signal VΩ. Note that this voltage signal is
obtained at the end of low pass filter (Block #6 on Figure 8) and is proportional to
rotation-rate Ω. An integration operation is needed for obtaining a linear ramp
voltage to apply on phase modulator. Then, it integrates and inverts this signal by
means of an operational integrator-inverter circuit, turning this signal into the
following form:

Vf ¼ � 1
RC

ðt

0

VΩ dt (11)

This way, the time variation of Vf voltage signal is a linear ramp, being its slope
proportional to the rotation rate of the system (VΩ). Figure 8 represents clearly the
optical and electronic subsystems of the gyroscope, including the feedback phase-
modulation and bias phase-modulation circuits for getting phase-nulling process,
both applied together to PM (phase-modulator). Referring now to Figure 8, the
total voltage signal applied to PM will be:

Vm ¼ Vbias þ Vf (12)

Therefore, the output signal of the phase modulator will be the sum of the phase-
difference signals associated with the Vbias and Vf voltages. In terms of phase
differences, this is expressed as ϕm ¼ ϕbias þ ϕf . Then, the error signal at the output
of the comparator (Vε voltage) tends to be nulled in average-time, due to the
phase cancelation (since the average-time of the reference bias phase-modulation
ϕbias is 0).

Sinusoidal phase modulation has been used on either open-loop (Refs.
[18, 26, 27]) or closed-loop (Refs. [25, 28–30]) IFOG configurations. In both cases,
the PSD block (phase-sensitive-demodulation) must contain two selectively
adjusted filtering circuits. First one is a low-pass filter with high enough cut-off
frequency to filter the first harmonic component. Second one is a selective band-
pass-filter to filter the component of first harmonic of interference signal, see
also Ref. [25].

4. Serrodyne optical phase modulation

As announced at the beginning of this work, serrodyne-wave optical phase
modulation is frequently used in closed loop IFOG schemes to configure one
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feedback signal which is able to cancel the ϕS Sagnac phase shift induced by rotation.
The justification for this is that the serrodyne-wave is the only one that produces a
constant phase difference when applied to phase modulator (PM) in a gyro. This last

Figure 9.
Serrodyne-wave phase modulation: (a) serrodyne-wave applied to PM with amplitude ϕm0 and period T and
(b) effective phase-difference Δϕm tð Þas a function of time.

Figure 10.
Fourier series development (Ref. [34]) of the sawtooth wave. In the upper inset, sum series contain the following:
1st harmonic (red curve); 1st and 2nd harmonics (blue curve); 1st, 2nd, and 3rd harmonics (green curve); 1st,
2nd, 3rd, and 4th harmonics (cyan curve); and finally, 1st, 2nd, 3rd, 4th, and 5th harmonics (black curve).
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can be checked observing the Figure 9(b). During a time span equal to (T � τ) the
phase-difference between CW and CCW waves remains constant with a value equal
to ϕm0

T τ, being τ the transit time of light around the fiber coil. In addition, a constant
value of 2 π is usually taken as the ϕm0 amplitude of phase modulation in most part
of designs. This way, by adjusting appropriately the period T (or the frequency) of
serrodyne-wave, the resulting value of phase-difference can be exactly matched
with the ϕS Sagnac phase shift to achieve the phase cancelation by means of a
specific feed-back circuit located on the way of feed-back signal, see for example
Refs. [25, 31–33].

For a proper operation of feedback circuit, it is essential that the falling
edge (reset time) of sawtooth-wave be as fast as possible (ideally instantaneous),
Ref. [31]. Since that serrodyne- (or sawtooth-) referred waveform is a periodic
waveform that accomplishes Dirichlet conditions in the (0,T) interval, it is
susceptible to be developed in a Fourier series (Ref. [34]) such as the one
following next:

ð13Þ

This result shows that the series only contains sine terms because it refers to
an odd function. On the other hand that result is very useful for filtering design
purposes as it can be seen on simulated plots represented in Figure 10. Here, a
successive sums containing the harmonics: first one (red-curve), the first and sec-
ond ones (green-curve), the first, second and third ones (blue-curve), the first,
second, third and fourth ones (cyan-curve) and finally the first, second, third,
fourth and fifth ones (black-curve) are represented. The more terms are taken from
the sum series, the better the approximation will be to the perfect sawtooth
waveform.

In order to realize the serrodyne-wave phase modulation an Voltage-Controlled-
Oscillator (VCO) circuit must be designed. The condition that this circuit must
comply is:

ϕS ¼
V2π

T
τ (14)

so that the frequency f ¼ 1=T of serrodyne-wave should be adjusted depending
on the value of the ϕS Sagnac phase shift, i.e., the more be ϕS, the more will be the
frequency of serrodyne and, then, the lower the value of its period T. Several
circuits have been designed to meet this condition. One of these circuits has been
represented in Figure 11 and is described in Ref. [35]. Other VCO circuit for
serrodyne-wave generation has already been explained above for FEED-BACK
phase modulation, see Figure 8 and related Ref. [25].

Although the serrodyne wave is the one that produces the best results for the
feed-back phase modulation purpose, other similar waves have been also
proposed. For example, symmetric triangular-wave represented in Figure 12 can
also perform the same function. Since it is an odd function, its development in
Fourier series only contains the odd harmonics, then, it can be expressed in
the following way:

ð15Þ
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susceptible to be developed in a Fourier series (Ref. [34]) such as the one
following next:

ð13Þ

This result shows that the series only contains sine terms because it refers to
an odd function. On the other hand that result is very useful for filtering design
purposes as it can be seen on simulated plots represented in Figure 10. Here, a
successive sums containing the harmonics: first one (red-curve), the first and sec-
ond ones (green-curve), the first, second and third ones (blue-curve), the first,
second, third and fourth ones (cyan-curve) and finally the first, second, third,
fourth and fifth ones (black-curve) are represented. The more terms are taken from
the sum series, the better the approximation will be to the perfect sawtooth
waveform.

In order to realize the serrodyne-wave phase modulation an Voltage-Controlled-
Oscillator (VCO) circuit must be designed. The condition that this circuit must
comply is:

ϕS ¼
V2π

T
τ (14)

so that the frequency f ¼ 1=T of serrodyne-wave should be adjusted depending
on the value of the ϕS Sagnac phase shift, i.e., the more be ϕS, the more will be the
frequency of serrodyne and, then, the lower the value of its period T. Several
circuits have been designed to meet this condition. One of these circuits has been
represented in Figure 11 and is described in Ref. [35]. Other VCO circuit for
serrodyne-wave generation has already been explained above for FEED-BACK
phase modulation, see Figure 8 and related Ref. [25].

Although the serrodyne wave is the one that produces the best results for the
feed-back phase modulation purpose, other similar waves have been also
proposed. For example, symmetric triangular-wave represented in Figure 12 can
also perform the same function. Since it is an odd function, its development in
Fourier series only contains the odd harmonics, then, it can be expressed in
the following way:

ð15Þ
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Figure 11.
Serrodyne-wave VCO (voltage-controlled-oscillator) circuit with 555 IC (in the inset, 35.84 kHz linear ramp
waveform generated), Ref. [35].

Figure 12.
Symmetric triangular-wave with its 1st, 2nd and 3th harmonics, Ref. [35].
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Figure 13 represents the three first harmonic sums (red, green, blue) of sym-
metric triangular-wave (black). So that taking ϕm0 ¼ π=2 in Eq. (15), the first three
harmonic terms can be written as follows:

ð16Þ

ð17Þ

Figure 13.
Symmetric triangular wave (in black) with its first three harmonic Fourier sums (red, green, blue), Ref. [35].

Figure 14.
Effective phase-difference modulation of symmetric triangular wave (red-curve) related with its first three
harmonic Fourier sums (blue, green) of CCW and CW optical waves, Ref [35].
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ð18Þ

This way, the first three harmonic Fourier sums can be expressed, respectively,
as:

ð19Þ

ð20Þ

ð21Þ

Then, the conclusion is that when the approximation of first three harmonic
Fourier sum of symmetrical triangular-wave is taken in gyro phase modulation
(blue and green curves in Figure 14), its effective phase-difference (red curve in
Figure 14) can be computed. In this case, one switching circuit is needed.

5. Conclusions

Square, sinusoidal, serrodyne and symmetric triangular waveforms can be used
in phase modulation processes for optical Sagnac interferometer gyros. For open-
loop gyro schemes only one square-wave or sinusoid$$PM) to retrieve the Sagnac
phase shift induced by rotation. However, for closed-loop scheme gyros two wave-
forms are needed, the first one (square-wave or sinusoidal-wave) for the bias phase
modulation and the second one (serrodyne-wave or triangular-wave) for the feed-
back phase modulation aiming the phase cancellation (phase-nulling). In the closed-
loop scheme, the output signal of the phase-sensitive-demodulator (PSD) circuit
passes through a servo-amplifier which drives a phase-shifter transducer placed in
the interferometer path. Then, the phase transducer introduces a non-reciprocal
phase shift that is equal, by in the opposite sign, to Sagnac phase shift induced by
rotation. Thus, the output of the system is the output of the phase transducer.
Closed-loop gyro configuration is advantageous with regard the open-loop one
because a better accuracy (sensitivity) and scale-factor stability of the gyro are
achieved.
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Chapter 6

Review of Injected Oscillators
Ali Reza Hazeri

Abstract

Oscillators are critical components in electrical and electronic engineering and
other engineering and sciences. Oscillators are classified as free-running oscillators
and injected oscillators. This chapter describes the background necessary for the
analysis and design of injected oscillators. When an oscillator is injected by an
external periodic signal mentioned as an injection signal, it is called an injected
oscillator. Consequently, two phenomena occur in the injected oscillators: (I)
pulling phenomena and (II) locking phenomena. For locking phenomena, the oscil-
lation frequency of the injection signal must be near free-running oscillation fre-
quency or its sub-/super-harmonics. Due to these phenomena are nonlinear
phenomena, it is tough to achieve the exact equation or closed-form equation of
them. Therefore, researchers are scrutinizing them by different analytical and
numerical methods for accomplishing an exact inside view of their performances. In
this chapter, injected oscillators are investigated in two main subjects: first, analyt-
ical methods on locking and pulling phenomena are reviewed, and second, applica-
tions of injected oscillators are reviewed such as injection-locked frequency dividers
at the latter. Furthermore, methods of enhancing the locking range are introduced.

Keywords: frequency dividers, frequency multipliers, injected oscillators,
nonlinear oscillations, locking phenomena, locking range, quadrature oscillators,
pulling phenomena

1. Introduction

One of the most important blocks in the electronic systems is undoubtedly the
oscillator block. The oscillator converts a direct current (DC) generated by power
supply into an alternating current (AC) signal. The design of this block involves
many trade-offs between phase noise, oscillation frequency range, power
consumption, layout size, etc. Oscillators are employed in many applications such as
phase-locked loops (PLL), frequency dividers/multipliers, clock recovery, frequency
synthesizers, etc. Nowadays, the demand for compact and portable systems has
increased. Hence, the oscillators, amplifiers, mixers, power amplifiers, etc. may be
integrated on a chip. For example, FM radio, Bluetooth, GPRS, Wi-Fi, NFC, and GPS
are integrated into modern mobile systems. According to the application, the oscilla-
tors are classified as the free-running oscillators and injected oscillators. Free-running
oscillators have been extremely studied in many electronic engineering books and
articles so far [1–6]. In the free-running oscillators, there is no external signal injected
into the oscillator. In the injected oscillators, an external periodic signal mentioned as
an injection signal is injected to the oscillator, which may be deliberately applied by
the designers to make an injected oscillator, or any injection signals are accidentally
injected to the oscillator which may be generated from other blocks such as power

87



Chapter 6

Review of Injected Oscillators
Ali Reza Hazeri

Abstract

Oscillators are critical components in electrical and electronic engineering and
other engineering and sciences. Oscillators are classified as free-running oscillators
and injected oscillators. This chapter describes the background necessary for the
analysis and design of injected oscillators. When an oscillator is injected by an
external periodic signal mentioned as an injection signal, it is called an injected
oscillator. Consequently, two phenomena occur in the injected oscillators: (I)
pulling phenomena and (II) locking phenomena. For locking phenomena, the oscil-
lation frequency of the injection signal must be near free-running oscillation fre-
quency or its sub-/super-harmonics. Due to these phenomena are nonlinear
phenomena, it is tough to achieve the exact equation or closed-form equation of
them. Therefore, researchers are scrutinizing them by different analytical and
numerical methods for accomplishing an exact inside view of their performances. In
this chapter, injected oscillators are investigated in two main subjects: first, analyt-
ical methods on locking and pulling phenomena are reviewed, and second, applica-
tions of injected oscillators are reviewed such as injection-locked frequency dividers
at the latter. Furthermore, methods of enhancing the locking range are introduced.

Keywords: frequency dividers, frequency multipliers, injected oscillators,
nonlinear oscillations, locking phenomena, locking range, quadrature oscillators,
pulling phenomena

1. Introduction

One of the most important blocks in the electronic systems is undoubtedly the
oscillator block. The oscillator converts a direct current (DC) generated by power
supply into an alternating current (AC) signal. The design of this block involves
many trade-offs between phase noise, oscillation frequency range, power
consumption, layout size, etc. Oscillators are employed in many applications such as
phase-locked loops (PLL), frequency dividers/multipliers, clock recovery, frequency
synthesizers, etc. Nowadays, the demand for compact and portable systems has
increased. Hence, the oscillators, amplifiers, mixers, power amplifiers, etc. may be
integrated on a chip. For example, FM radio, Bluetooth, GPRS, Wi-Fi, NFC, and GPS
are integrated into modern mobile systems. According to the application, the oscilla-
tors are classified as the free-running oscillators and injected oscillators. Free-running
oscillators have been extremely studied in many electronic engineering books and
articles so far [1–6]. In the free-running oscillators, there is no external signal injected
into the oscillator. In the injected oscillators, an external periodic signal mentioned as
an injection signal is injected to the oscillator, which may be deliberately applied by
the designers to make an injected oscillator, or any injection signals are accidentally
injected to the oscillator which may be generated from other blocks such as power

87



amplifiers and other oscillators. By injected oscillators, designers can implement
many high-performance blocks such as quadrature oscillators and frequency
dividers/multipliers, frequency synthesizers without a frequency-locked loop, which
are useful in the fast frequency locking-loop systems. Thus, the cost of fabrication is
cheaper than a frequency-locked loop. There are many devices operating with differ-
ent center frequencies. As a result, several oscillators and other devices are placed
together for implementing a system called system on chip (SOC). However, when the
oscillators are integrated with other devices on the chip, various signals with different
center frequencies may leak through the substrate, parasitic elements, or packaging
and be injected into the oscillator. Hence, the performance of the oscillators is
changed which can be suitable or not dependent on their functionality. When an
oscillator is injected with an injection signal, the pulling and locking phenomena
occur. Thus, pulling and locking phenomena are important parameters for designers.

The injected locked oscillators designed by engineers are classified into three clas-
ses. While the oscillation frequency of the injection signal is near to the free-running
oscillator, the first-harmonic injection locking takes place. When the oscillation fre-
quency of the injection signal is near to the sub-/super-harmonic of the oscillation
frequency of the free-running oscillator, frequency dividers/multipliers are realized.
These phenomena occur since the nonlinear performance of the injected oscillators. So,
the size of the layout and complexity of designing frequency dividers/multipliers are
lower than the frequency-locked loop because they do not employ many blocks in the
frequency-locked loop such as filters, charge pomp, and frequency detector [7]. Con-
sequently, power consumption is reduced. Furthermore, they are fast andmay be
applied to the high-speed or high clock data recovery and fast-locking systems. At last,
the phase noise of the injected oscillator is different from the free-running oscillator
and is dependent on the phase noise of the injection signal. Therefore, while the
injection signal is generated by an oscillator which owns excellent phase noise, the
injected oscillator will have a better phase noise [7, 8]. This chapter tries to disclose all
subtleties and challenges encountered during the design of injected oscillators.

The presented chapter aims to investigate the injected oscillators. A summary of
the injected oscillator specifications regarding locking and pulling phenomena, pre-
viously significantly published papers about the first harmonic injection oscillator,
frequency dividers and enhancing locking range are presented. Section 2 covers with
introducing pulling and locking phenomena in the first-harmonic injection locking
oscillator. Then, a free-running oscillator is implemented for exploring the pulling
and locking phenomena by various injection signals. Section 3 will be dedicated to the
pulling and locking formula, and beat frequency equation is discussed for injected
oscillators for nonharmonic (LC) and harmonic (ring) oscillators. Section 4 will treat
the implementation of injected locked frequency dividers and increase the locking
range. First, a block of the injection-locked frequency dividers/multiplier is displayed.
In a literature overview, two classes of realization will be recognized: the conven-
tional LC-injection-locked frequency dividers where the injection signal is applied to
the oscillator by the tail current source or a transistor connected to the output nodes.
Furthermore, the previously important published papers are reviewed. Finally, some
structures and techniques employed in order to extend the locking range of frequency
dividers are exhibited from previously significant published papers. Section 5 will
conclude with the main contributions of the presented chapter.

2. Pulling and clocking phenomena

When an oscillator is injected with an external signal, two phenomena occur for
the oscillator. Once the strength of the external signal and frequency difference
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between the external signal and free-running oscillator are not suitable for locking,
the oscillator is perturbed, and the output signal is modulated called pulling phe-
nomenon. In the pulling case, the output spectrum of the injected oscillators has
some spurious tones along with the effective oscillation frequency of the external
signal. While the strength of the external signal and frequency difference between
the external signal and free-running oscillator are suitable, the oscillator is locked,
and the frequency of the output signal is locked to the first, sub- or super-harmonic
of the oscillation frequency of the external signal called locking phenomenon. The
range of the oscillation frequency of the external signal causes a locking phenome-
non called the locking range. In Figures 1 and 2, these phenomena are simply
presented in the time domain and frequency domain.

At first, a free-running oscillator is chosen. Next, the oscillation frequency, the
output voltage oscillation amplitude, and the current oscillation amplitude are
obtained. Second, the given oscillator is injected with the external signal, which is
modeled by a current source and in parallel with the output nodes. Third, the results
of the injected oscillator are revealed under locking and pulling phenomena.

The free-running oscillator, implemented by a three-stage differential ring
oscillator, is depicted in Figure 1a along with the delay cell in Figure 1b. In the time
and frequency domain, the output voltage of the oscillator is presented in
Figure 1c and d. According to Figure 1b and c, there is no frequency or phase
modulation on the output voltage. It has a center frequency (257 MHz). In addition,
the output voltage amplitude is constant (0.481 V), and the oscillation current (Iosc)
is equal to 0.18 mA. In fact, there is not any amplitude modulation (AM).

Figure 2a shows the given three-stage differential ring oscillator under an injec-
tion signal, which its current (Iinj) and oscillation frequency (Finj) are equal to
Iosc/20 and 260 MHz, respectively. Assuming locking conditions are covered, the
oscillation frequency of the injected oscillator is the same as the injected signal as
shown in Figure 2b and c. Figure 2b and c displays the output voltage of the
injected oscillator under locking phenomenon in the time and frequency domain,
respectively. Figure 2b and c illustrates the output voltage of the injected oscillator
locked in Finj. It is clear that there is not any modulation on the output voltage at the
time and frequency domain. Then, the oscillation frequency of the injected oscilla-
tor is equal to the oscillation frequency of the injected signal.

Figure 2d–g illustrates the output voltage of the injected oscillator in the pulling
phenomenon when Iinj = Iosc/20 and Finj is equal to 262.5 and 265 MHz. It is obvious
that there are modulations on the output voltage at the time and frequency domain.
The injected oscillator produces amplitude and frequency (or phase) modulation in
the output voltage. According to Figure 2d and f, the center frequency of the
oscillator is pulled to the frequency of the external signal. Furthermore, the beat
frequency, instance variation of oscillation frequency, is reduced when Finj becomes
near locking range as portrayed in Figure 2.

3. Review of the previously significantly published papers

The pulling and locking phenomena have been investigated in previously
published papers [2, 8–60]. According to the output waveform, oscillators may be
categorized as nonharmonic oscillators, for example, LC oscillators and harmonic
oscillators such as ring oscillators. For the nonharmonic oscillators, the output
waveform has a center frequency near the resonance frequency of the LC tank.
Consequently, the output waveform is almost sinusoidal. For harmonic oscillators,
since the output waveform is not sinusoidal, the higher harmonics effect on the
output waveform. In fact, nonharmonic oscillators have an LC tank block
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The free-running oscillator, implemented by a three-stage differential ring
oscillator, is depicted in Figure 1a along with the delay cell in Figure 1b. In the time
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Figure 1.
(a) Three-stage differential ring oscillator, (b) delay cell, (c) output voltage at the time domain, (d) output
voltage at the frequency domain.
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operated similarly to a band-pass filter, and harmonic oscillators have a low-pass
filter. The pulling and locking equations are different in these classes. Most of the
methods can be used for a class. The locking phenomena have been detected in
pendulum clocks in 1629–1695. At first, Adler explained pulling and locking phe-
nomena for LC oscillators for a weak injection signal [9, 54]. Then, case studies that
are more special have been reported such as [8, 10–17]. In [10], Adler’s equation
was extended for applications that the strength of the injection signal is not weak. In
[8], by vector diagram of the instantaneous currents, the locking range (LR) equa-
tion was improved. The same locking range equation was obtained by another
method in [16] and partly in [24, 29]. In [22] using nonlinear feedback analysis,
injection locking was investigated. A cross-coupled oscillator under the injection
signal is depicted in Figure 3. By writing differential equations on the output nodes
of the oscillator and solving them in nonlinear, vector diagram or empirical
methods, the locking range of the cross-coupled oscillator is achieved.

Figure 2.
(a) Injected delay cell, (b) locking phenomenon in frequency domain (Finj = 260 MHz and Iinj = Iosc/20),
(c) locking phenomenon in time domain (Finj = 260 MHz and Iinj = Iosc/20), (d) pulling phenomenon in
frequency domain (Finj = 262.5 MHz and Iinj = Iosc/20), (e) pulling phenomenon in time domain
(Finj = 262.5 MHz and Iinj = Iosc/20), (f) pulling phenomenon in frequency domain (Finj = 265 MHz and
Iinj = Iosc/20), (g) pulling phenomenon in the time domain (Finj = 265 MHz and Iinj = Iosc/20).
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In Table 1, previously significantly published locking ranges are offered, which
Q is the quality factor of the LC tank circuit. When Iinj=Iosc ≪ 1, it is clear that the
locking range is proportional to Iinj and inversely proportional Q and Iosc.

The pulling phenomena for LC oscillators were completely investigated in [8, 25,
27, 28, 33, 39, 41, 47–49]. When Iinj=Iosc ≪ 1, the beat frequency mathematical
formula (ωb) for LC oscillators is as follows:

ωbjLC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 � K2

p
,K ¼ ω0Iinj

� �
= 2QIoscð Þ,Ω ¼ ωosc � ωinj

�� �� (1)

According to Eq. (1), ωb is increased by increasing Ω or Iosc when other param-
eters are constant. Eq. (1) was improved for strong injection in [41, 47]. The multi-
injection signals with different total phases have been reported for the LC oscillators
in [24, 29, 56].

Nonharmonic injected oscillators, for instance, ring oscillators and relaxation
oscillators, have been studied in several papers [21, 23, 26, 30, 46, 50, 52]. In [21],
by using approach of the LC oscillators, a three-stage single-ended ring oscillator
was studied. In [23, 30], a locking range equation was obtained at the time domain
analysis. In [26], by using current phase diagrams, a locking range was calculated.
The locking range of [26] was improved in [50] for a larger injection level. In [52],
various locking range equations for ring oscillators were introduced. In addition,
comprehensive and exact analyses of the ring oscillators were presented to both

Figure 3.
Cross-coupled LC oscillator.

Refs. Locking range

[9, 44, 54] ωoscIinj= 2QIoscð Þ
[8, 24, 47]

ωoscIinj= 2QIosc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Iinj=Iosc

� �2q� �

Table 1.
Previously significant published locking ranges for LC oscillators.
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pulling case and locking case considering higher-order harmonics. Moreover, the
multi-injection signals with the same frequency and different initial phase (δ) have
been achieved for the ring oscillators. Like locking range for LC oscillators, the
locking range for rings oscillators are calculated by solving nonlinear differential
equations in the output nodes and proportional to Iinj=Iosc and inversely proportional
to the number of stages (N) [52]. In Table 2, previously significantly published
locking ranges are exhibited. Moreover, the beat frequency mathematical formula
for ring oscillators is expressed as below [5]:

ωbjring ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 � k2

p
, k ¼ Iinj= NA1CLð Þ,Ω ¼ ωosc � ωinj

�� �� (2)

Furthermore, the relaxation oscillators with injection signals were presented in
[46]. In addition, a perturbation projection vector (PPV) was employed for analyz-
ing both harmonic and nonharmonic oscillators [18–20]. However, using PPV is
complicated, and most of the time it needs preprocessing by simulators such as
Cadence.

4. Review of the frequency multipliers/dividers

At first, fractional frequency generators utilizing regenerative modulation have
been introduced by [61]. A block diagram of the injection frequency
divider/multiplier is displayed in Figure 4. By subharmonic (ωinj ≈ ω0=M) or
super-harmonic (ωinj ≈ Mω0) injection signals, frequency dividers and multipliers
were reported in many papers such as [13, 15, 17], where, M is a positive number.
Frequency dividers were explored in [36, 38, 40, 43–45, 49, 60]. Studies on

Refs. Locking range

[5] Iinj
NCL

P∞

i¼1
�1ð Þiþ1 2i�1ð ÞA2i�1

[23, 30] 2ωosc Iinj
NIosc sin 2π=Nð Þ

[26] ωosc
N

1þ tan 2 π=Nð Þ

tan π=Nð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� I

Ioscð Þ2
q Iinj

Iosc

[50] ωosc
N

1þ tan 2 π=Nð Þ
tan π=Nð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� Iinj
Iosc

� �2q
� tan π=Nð ÞIinjIosc

Iinj
Itrans:

Ai is the amplitude of the ith output voltage harmonic and N is the number of stages.

Table 2.
Previously significant published locking ranges for ring oscillators.

Figure 4.
Block diagram of a frequency divider/multiplier.
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frequency multipliers/dividers are generally in two sections. The first one is to
obtain an approximation equation of the locking and pulling phenomena [36, 38,
40, 43–45, 49]. The second one is increasing the locking range. In the frequency
multipliers/dividers, injection signals may be injected from tail node or output node
called direct injection as demonstrated in Figure 5. In [13, 15, 17], the general
models of the frequency multiplier/dividers have been proposed. The transistor is
modeled as a nonlinear block (NB). By using a summer and nonlinear block, a
conceptual model was introduced [13]. Nevertheless, once an oscillator behaves
similar mixers for the injection signal, for example, when the injection signal is
parallel with the tail current source, this model is not correct. In order to achieve a
general conceptual model, the summer block is replaced with a multiplier block
[17]. However, this model is dependent on SPICE parameters and preprocessing. By
phase-domain macromodel, injection-locked frequency dividers were analyzed.
Nonetheless, the phase-domain macromodel requests preprocessing and time-
consuming. For ÷ 2, an injection signal has been paralleled to the tail current source
of the cross-coupled oscillator, and then, the injection signal is modeled as an
equivalent injection signal at output nodes whose oscillation frequency and ampli-
tude are ωinj=2 and 2Iinj=π, respectively [8]. Therefore, the locking range was

Figure 5.
Conventional injection locking frequency divider/multipliers, (a) injection in the tail, (b) injection in the drain.
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accomplished similar to the first-harmonic injection locking. This locking range has
been acquired by a slightly different analysis in [62]. The asymptotic analysis, or
slowly varying amplitude, averaging method, and phase analysis have been utilized
to analyze the injected oscillators which make frequency dividers [43–45]. In [45],
the locking range has been obtained when the injection signal is applied to the tail
current source. Moreover, by the numerical bifurcation analysis using continuation
software such as AUTO, they have been analyzed [36, 40]. In [60], an exact
analysis for the locking range in injection-locked frequency dividers has been pro-
posed by phasor diagrams and differential equations.

Due to the small locking range of injected LC oscillators, various techniques have
been realized to enhance the locking range. Passive and active structures are
explored for improving the injection efficiency such as combining inductors in
series or parallel with the injection mixer to enhancing its transconductance, body
biasing, transformer feedback, dual-resonance RLC resonators, dual injection for
increasing the voltage and current injection paths, tapped resonators, switched
resonators, harmonic suppression, and distributed injection to distribute the injec-
tion signals; in other words, the injection component is divided to several smaller
components; input-power-matching and inductive input-matching network is
located to the gate of the NMOS switch to heighten the injection power [63–72].
Figure 6 discloses a quadrature LC oscillator employed in the injection signal.

5. Conclusions

Some basic concepts and definitions have been presented in this chapter. First,
pulling and locking phenomena have been introduced which both contain for injec-
tion oscillators. Next, previously significantly published papers have been explored.
Furthermore, locking range and beat frequency formula have been studied for both
first-harmonic injected LC and ring oscillators. Finally, previously significantly
published papers about injected locked frequency dividers have been reviewed.
Moreover, some previously important published papers about increasing the
locking range of the injected locked frequency dividers have been introduced.

Figure 6.
The quadrature LC oscillator [29].
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accomplished similar to the first-harmonic injection locking. This locking range has
been acquired by a slightly different analysis in [62]. The asymptotic analysis, or
slowly varying amplitude, averaging method, and phase analysis have been utilized
to analyze the injected oscillators which make frequency dividers [43–45]. In [45],
the locking range has been obtained when the injection signal is applied to the tail
current source. Moreover, by the numerical bifurcation analysis using continuation
software such as AUTO, they have been analyzed [36, 40]. In [60], an exact
analysis for the locking range in injection-locked frequency dividers has been pro-
posed by phasor diagrams and differential equations.

Due to the small locking range of injected LC oscillators, various techniques have
been realized to enhance the locking range. Passive and active structures are
explored for improving the injection efficiency such as combining inductors in
series or parallel with the injection mixer to enhancing its transconductance, body
biasing, transformer feedback, dual-resonance RLC resonators, dual injection for
increasing the voltage and current injection paths, tapped resonators, switched
resonators, harmonic suppression, and distributed injection to distribute the injec-
tion signals; in other words, the injection component is divided to several smaller
components; input-power-matching and inductive input-matching network is
located to the gate of the NMOS switch to heighten the injection power [63–72].
Figure 6 discloses a quadrature LC oscillator employed in the injection signal.

5. Conclusions

Some basic concepts and definitions have been presented in this chapter. First,
pulling and locking phenomena have been introduced which both contain for injec-
tion oscillators. Next, previously significantly published papers have been explored.
Furthermore, locking range and beat frequency formula have been studied for both
first-harmonic injected LC and ring oscillators. Finally, previously significantly
published papers about injected locked frequency dividers have been reviewed.
Moreover, some previously important published papers about increasing the
locking range of the injected locked frequency dividers have been introduced.

Figure 6.
The quadrature LC oscillator [29].

97

Review of Injected Oscillators
DOI: http://dx.doi.org/10.5772/intechopen.91687



Acknowledgments

The author would like to thank Kermanshah Branch, Islamic Azad University,
Kermanshah, Iran, and my wife Dr. Z. Ebrahimipour for any supports.

Author details

Ali Reza Hazeri
Department of Electrical and Electronic Engineering, Kermanshah Branch, Islamic
Azad University, Kermanshah, Iran

*Address all correspondence to: alirezahazeri@iauksh.ac.ir

© 2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

98

Modulation in Electronics and Telecommunications

References

[1] Hong B, Hajimiri A. A phasor-based
analysis of sinusoidal injection locking
in LC and ring oscillators. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2018;66(1):355-368

[2] Farahabadi PM, Miar-Naimi H,
Ebrahimzadeh A. Closed-form
analytical equations for amplitude and
frequency of high-frequency CMOS ring
oscillators. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2009;56(12):2669-2677

[3] Leung B. VLSI for Wireless
Communication. Springer Science &
Business Media; 2011

[4] Razavi B. Microelectronics. Upper
Saddel River, NJ, USA: Prentice Hall;
2011

[5] Hazeri AR, Miar-Naimi H.
Generalized analytical equations for
injected ring oscillator with RC-load.
IEEE Transactions on Circuits and
Systems I: Regular Papers. 2018;65(1):
223-234

[6] Hazeri AR, Miar-Naimi H. Novel
closed-form equation for oscillation
frequency range of differential ring
oscillator. Analog Integrated Circuits
and Signal Processing. 2018;96(1):
117-123

[7] Yuan F. Injection-Locking in Mixed-
Mode Signal Processing. Springer; 2020

[8] Razavi B. A study of injection locking
and pulling in oscillators. IEEE Journal
of Solid-State Circuits. 2004;39(9):
1415-1424

[9] Adler R. A study of locking
phenomena in oscillators. Proceedings
of the IRE. 1946;34(6):351-357

[10] Paciorek L. Injection locking of
oscillators. Proceedings of the IEEE.
1965;53(11):1723-1727

[11] Stover HL. Theoretical explanation
for the output spectra of unlocked
driven oscillators. Proceedings of the
IEEE. 1966;54(2):310-311

[12] Campbell C. Beat-frequency spectra
in a driven unlocked multimode SAW
comb oscillator. In: IEEE 1987
Ultrasonics Symposium. IEEE; 1987.
pp. 69-72

[13] Rategh HR, Lee TH. Superharmonic
injection-locked frequency dividers.
IEEE Journal of Solid-State Circuits.
1999;34(6):813-821

[14] Banai A, Farzaneh F. Locked and
unlocked behaviour of mutually coupled
microwave oscillators. IEE Proceedings -
Microwaves Antennas and Propagation.
2000;147(1):13-18

[15] Betancourt-Zamora R, Verma S,
Lee T. 1-GHz and 2.8-GHz injection-
locked ring oscillator prescalers. In: IEEE
Symposium on VLSI Circuits, Digest of
Technical Papers. 2001. pp. 47-50

[16] Kuo J, Shih E. A 60-GHz 0.13 um
CMOS divide-by-three frequency
divider. IEEE Transactions on
Microwave Theory and Techniques.
2003;51(5):1554-1559

[17] Verma S, Rategh HR, Lee TH. A
unified model for injection-locked
frequency dividers. IEEE Journal of Solid-
State Circuits. 2003;38(6):1015-1027

[18] Lai X, Roychowdhury J. Capturing
oscillator injection locking via nonlinear
phase-domain macromodels. IEEE
Transactions on Microwave Theory and
Techniques. 2004;52(9):2251-2261

[19] Lai X, Roychowdhury J. Automated
oscillator macromodelling techniques
for capturing amplitude variations and
injection locking. In: Proceedings of the
2004 IEEE/ACM International
Conference on Computer-Aided Design.

99

Review of Injected Oscillators
DOI: http://dx.doi.org/10.5772/intechopen.91687



Acknowledgments

The author would like to thank Kermanshah Branch, Islamic Azad University,
Kermanshah, Iran, and my wife Dr. Z. Ebrahimipour for any supports.

Author details

Ali Reza Hazeri
Department of Electrical and Electronic Engineering, Kermanshah Branch, Islamic
Azad University, Kermanshah, Iran

*Address all correspondence to: alirezahazeri@iauksh.ac.ir

© 2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

98

Modulation in Electronics and Telecommunications

References

[1] Hong B, Hajimiri A. A phasor-based
analysis of sinusoidal injection locking
in LC and ring oscillators. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2018;66(1):355-368

[2] Farahabadi PM, Miar-Naimi H,
Ebrahimzadeh A. Closed-form
analytical equations for amplitude and
frequency of high-frequency CMOS ring
oscillators. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2009;56(12):2669-2677

[3] Leung B. VLSI for Wireless
Communication. Springer Science &
Business Media; 2011

[4] Razavi B. Microelectronics. Upper
Saddel River, NJ, USA: Prentice Hall;
2011

[5] Hazeri AR, Miar-Naimi H.
Generalized analytical equations for
injected ring oscillator with RC-load.
IEEE Transactions on Circuits and
Systems I: Regular Papers. 2018;65(1):
223-234

[6] Hazeri AR, Miar-Naimi H. Novel
closed-form equation for oscillation
frequency range of differential ring
oscillator. Analog Integrated Circuits
and Signal Processing. 2018;96(1):
117-123

[7] Yuan F. Injection-Locking in Mixed-
Mode Signal Processing. Springer; 2020

[8] Razavi B. A study of injection locking
and pulling in oscillators. IEEE Journal
of Solid-State Circuits. 2004;39(9):
1415-1424

[9] Adler R. A study of locking
phenomena in oscillators. Proceedings
of the IRE. 1946;34(6):351-357

[10] Paciorek L. Injection locking of
oscillators. Proceedings of the IEEE.
1965;53(11):1723-1727

[11] Stover HL. Theoretical explanation
for the output spectra of unlocked
driven oscillators. Proceedings of the
IEEE. 1966;54(2):310-311

[12] Campbell C. Beat-frequency spectra
in a driven unlocked multimode SAW
comb oscillator. In: IEEE 1987
Ultrasonics Symposium. IEEE; 1987.
pp. 69-72

[13] Rategh HR, Lee TH. Superharmonic
injection-locked frequency dividers.
IEEE Journal of Solid-State Circuits.
1999;34(6):813-821

[14] Banai A, Farzaneh F. Locked and
unlocked behaviour of mutually coupled
microwave oscillators. IEE Proceedings -
Microwaves Antennas and Propagation.
2000;147(1):13-18

[15] Betancourt-Zamora R, Verma S,
Lee T. 1-GHz and 2.8-GHz injection-
locked ring oscillator prescalers. In: IEEE
Symposium on VLSI Circuits, Digest of
Technical Papers. 2001. pp. 47-50

[16] Kuo J, Shih E. A 60-GHz 0.13 um
CMOS divide-by-three frequency
divider. IEEE Transactions on
Microwave Theory and Techniques.
2003;51(5):1554-1559

[17] Verma S, Rategh HR, Lee TH. A
unified model for injection-locked
frequency dividers. IEEE Journal of Solid-
State Circuits. 2003;38(6):1015-1027

[18] Lai X, Roychowdhury J. Capturing
oscillator injection locking via nonlinear
phase-domain macromodels. IEEE
Transactions on Microwave Theory and
Techniques. 2004;52(9):2251-2261

[19] Lai X, Roychowdhury J. Automated
oscillator macromodelling techniques
for capturing amplitude variations and
injection locking. In: Proceedings of the
2004 IEEE/ACM International
Conference on Computer-Aided Design.

99

Review of Injected Oscillators
DOI: http://dx.doi.org/10.5772/intechopen.91687



IEEE Computer Society; 2004.
pp. 687-694

[20] Lai X, Roychowdhury J. Analytical
equations for predicting injection
locking in LC and ring oscillators. In:
Proceedings of the IEEE of Custom
Integrated Circuits Conference. IEEE;
2005. pp. 461-464

[21] Mesgarzadeh B, Alvandpour A. A
study of injection locking in ring
oscillators. In: IEEE International
Symposium on Circuits and Systems,
ISCAS. IEEE; 2005. pp. 5465-5468

[22] Wan Y, Lai X, Roychowdhury J.
Understanding injection locking in
negative-resistance LC oscillators
intuitively using nonlinear feedback
analysis. In: Proceedings of the IEEE of
Custom Integrated Circuits Conference.
IEEE; 2005. pp. 729-732

[23] Gangasani GR, Kinget PR. A time-
domain model for predicting the
injection locking bandwidth of
nonharmonic oscillators. IEEE
Transactions on Circuits and Systems II:
Express Briefs. 2006;53(10):1035-1038

[24] Mirzaei A, Heidari ME, Abidi AA.
Analysis of oscillators locked by large
injection signals: Generalized Adler’s
equation and geometrical interpretation.
In: Custom Integrated Circuits
Conference. CICC’06. IEEE; 2006.
pp. 737-740

[25] Razavi B. Mutual injection pulling
between oscillators. In: Custom
Integrated Circuits Conference.
CICC’06. IEEE; 2006. pp. 675-678

[26] Chien J-C, Lu L-H. Analysis and
design of wideband injection-locked
ring oscillators with multiple-input
injection. IEEE Journal of Solid-State
Circuits. 2007;42(9):1906-1915

[27] Heidari ME, Abidi A. Behavioral
models of frequency pulling in oscillators.
In: IEEE International of Behavioral

Modeling and SimulationWorkshop.
BMAS. IEEE; 2007. pp. 100-104

[28] Maffezzoni P, Codecasa L,
D’Amore D, Santomauro M. Closed-
form expression of frequency pulling in
unlocked-driven nonlinear oscillators.
In: 18th European Conference on Circuit
Theory and Design. ECCTD. IEEE;
2007. pp. 914-917

[29] Mirzaei A, Heidari ME, Bagheri R,
Chehrazi S, Abidi AA. The quadrature
LC oscillator: A complete portrait based
on injection locking. IEEE Journal of
Solid-State Circuits. 2007;42(9):
1916-1932

[30] Gangasani GR, Kinget PR. Time-
domain model for injection locking in
nonharmonic oscillators. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2008;55(6):1648-1658

[31] Bhansali P, Roychowdhury J.
Gen-Adler: The generalized Adler’s
equation for injection locking analysis in
oscillators. In: Proceedings of the 2009
Asia and South Pacific Design
Automation Conference. IEEE Press;
2009. pp. 522-527

[32] Harutyunyan D, Rommes J, Ter
Maten J, Schilders W. Simulation of
mutually coupled oscillators using
nonlinear phase macromodels. IEEE
Transactions on Computer-Aided
Design of Integrated Circuits and
Systems. 2009;28(10):1456-1466

[33] Maffezzoni P, D’Amore D.
Evaluating pulling effects in oscillators
due to small-signal injection. IEEE
Transactions on Computer-Aided
Design of Integrated Circuits and
Systems. 2009;28(1):22-31

[34] Shekhar S et al. Strong injection
locking in low-$Q$LC oscillators:
Modeling and application in a
forwarded-clock I/O receiver. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2009;56(8):1818-1829

100

Modulation in Electronics and Telecommunications

[35] Dal Toso S. Analysis and Design of
Injection-Locked Building Blocks for RF
Frequncy Generation in Ultra-Scaled
CMOS Technologies. PhD [Thesis].
2010. Available from: http://paduaresea
rch.cab.unipd.it/3151/

[36] Daneshgar S, De Feo O,
Kennedy MP. Observations concerning
the locking range in a complementary
differential LC injection-locked
frequency divider—Part I: Qualitative
analysis. IEEE Transactions on Circuits
and Systems I: Regular Papers. 2010;
57(1):179-188

[37] Maffezzoni P. Synchronization
analysis of two weakly coupled oscillators
through a PPV macromodel. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2010;57(3):654-663

[38] Maffezzoni P, D’Amore D,
Daneshgar S, Kennedy MP. Analysis and
design of injection-locked frequency
dividers by means of a phase-domain
macromodel. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2010;57(11):2956-2966

[39]Mirzaei A, Abidi AA. The spectrumof
a noisy free-running oscillator explained
by random frequency pulling. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2010;57(3):642-653

[40] Daneshgar S, De Feo O,
Kennedy MP. Observations concerning
the locking range in a complementary
differential LC injection-locked
frequency divider—Part II: Design
methodology. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2011;58(4):765-776

[41] Ali I, Banerjee A, Mukherjee A,
Biswas B. Study of injection locking
with amplitude perturbation and its
effect on pulling of oscillator. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2012;59(1):137-147

[42] Yeh Y-L, Chang H-Y. Design and
analysis of a W-band divide-by-three

injection-locked frequency divider using
second harmonic enhancement
technique. IEEE Transactions on
Microwave Theory and Techniques.
2012;60(6):1617-1625

[43] Buonomo A, Schiavo AL. A deep
investigation of the synchronization
mechanisms in LC-CMOS frequency
dividers. IEEE Transactions on Circuits
and Systems I: Regular Papers. 2013;
60(11):2857-2866

[44] Buonomo A, Schiavo AL. Analytical
approach to the study of injection-
locked frequency dividers. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2013;60(1):51-62

[45] Buonomo A, Schiavo AL, Awan MA,
Asghar MS, Kennedy MP. A CMOS
injection-locked frequency divider
optimized for divide-by-two and divide-
by-three operation. IEEE Transactions
on Circuits and Systems I: Regular
Papers. 2013;60(12):3126-3135

[46] Yuan F, Zhou Y. Frequency-domain
study of lock range of non-harmonic
oscillators with multiple multi-tone
injections. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2013;60(6):1395-1406

[47] Ali I, Biswas B, Ray S. Improved
closed form large injection perturbation
analytical model on the output spectrum
of unlocked driven oscillator—Part I:
Phase perturbation. IEEE Transactions
on Circuits and Systems I: Regular
Papers. 2014;61(1):106-119

[48] Mirzaei A, Darabi H. Mutual pulling
between two oscillators. IEEE Journal of
Solid-State Circuits. 2014;49(2):360-372

[49] BuonomoA,LoSchiavoA.Evaluating
the spectrum of periodic pulling in
subharmonic resonant LC circuits.
International Journal of Circuit Theory
and Applications. 2015;43(12):1899-1913

[50] Tofangdarzade A, Jalali A. An
efficient method to analyze lock range

101

Review of Injected Oscillators
DOI: http://dx.doi.org/10.5772/intechopen.91687



IEEE Computer Society; 2004.
pp. 687-694

[20] Lai X, Roychowdhury J. Analytical
equations for predicting injection
locking in LC and ring oscillators. In:
Proceedings of the IEEE of Custom
Integrated Circuits Conference. IEEE;
2005. pp. 461-464

[21] Mesgarzadeh B, Alvandpour A. A
study of injection locking in ring
oscillators. In: IEEE International
Symposium on Circuits and Systems,
ISCAS. IEEE; 2005. pp. 5465-5468

[22] Wan Y, Lai X, Roychowdhury J.
Understanding injection locking in
negative-resistance LC oscillators
intuitively using nonlinear feedback
analysis. In: Proceedings of the IEEE of
Custom Integrated Circuits Conference.
IEEE; 2005. pp. 729-732

[23] Gangasani GR, Kinget PR. A time-
domain model for predicting the
injection locking bandwidth of
nonharmonic oscillators. IEEE
Transactions on Circuits and Systems II:
Express Briefs. 2006;53(10):1035-1038

[24] Mirzaei A, Heidari ME, Abidi AA.
Analysis of oscillators locked by large
injection signals: Generalized Adler’s
equation and geometrical interpretation.
In: Custom Integrated Circuits
Conference. CICC’06. IEEE; 2006.
pp. 737-740

[25] Razavi B. Mutual injection pulling
between oscillators. In: Custom
Integrated Circuits Conference.
CICC’06. IEEE; 2006. pp. 675-678

[26] Chien J-C, Lu L-H. Analysis and
design of wideband injection-locked
ring oscillators with multiple-input
injection. IEEE Journal of Solid-State
Circuits. 2007;42(9):1906-1915

[27] Heidari ME, Abidi A. Behavioral
models of frequency pulling in oscillators.
In: IEEE International of Behavioral

Modeling and SimulationWorkshop.
BMAS. IEEE; 2007. pp. 100-104

[28] Maffezzoni P, Codecasa L,
D’Amore D, Santomauro M. Closed-
form expression of frequency pulling in
unlocked-driven nonlinear oscillators.
In: 18th European Conference on Circuit
Theory and Design. ECCTD. IEEE;
2007. pp. 914-917

[29] Mirzaei A, Heidari ME, Bagheri R,
Chehrazi S, Abidi AA. The quadrature
LC oscillator: A complete portrait based
on injection locking. IEEE Journal of
Solid-State Circuits. 2007;42(9):
1916-1932

[30] Gangasani GR, Kinget PR. Time-
domain model for injection locking in
nonharmonic oscillators. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2008;55(6):1648-1658

[31] Bhansali P, Roychowdhury J.
Gen-Adler: The generalized Adler’s
equation for injection locking analysis in
oscillators. In: Proceedings of the 2009
Asia and South Pacific Design
Automation Conference. IEEE Press;
2009. pp. 522-527

[32] Harutyunyan D, Rommes J, Ter
Maten J, Schilders W. Simulation of
mutually coupled oscillators using
nonlinear phase macromodels. IEEE
Transactions on Computer-Aided
Design of Integrated Circuits and
Systems. 2009;28(10):1456-1466

[33] Maffezzoni P, D’Amore D.
Evaluating pulling effects in oscillators
due to small-signal injection. IEEE
Transactions on Computer-Aided
Design of Integrated Circuits and
Systems. 2009;28(1):22-31

[34] Shekhar S et al. Strong injection
locking in low-$Q$LC oscillators:
Modeling and application in a
forwarded-clock I/O receiver. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2009;56(8):1818-1829

100

Modulation in Electronics and Telecommunications

[35] Dal Toso S. Analysis and Design of
Injection-Locked Building Blocks for RF
Frequncy Generation in Ultra-Scaled
CMOS Technologies. PhD [Thesis].
2010. Available from: http://paduaresea
rch.cab.unipd.it/3151/

[36] Daneshgar S, De Feo O,
Kennedy MP. Observations concerning
the locking range in a complementary
differential LC injection-locked
frequency divider—Part I: Qualitative
analysis. IEEE Transactions on Circuits
and Systems I: Regular Papers. 2010;
57(1):179-188

[37] Maffezzoni P. Synchronization
analysis of two weakly coupled oscillators
through a PPV macromodel. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2010;57(3):654-663

[38] Maffezzoni P, D’Amore D,
Daneshgar S, Kennedy MP. Analysis and
design of injection-locked frequency
dividers by means of a phase-domain
macromodel. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2010;57(11):2956-2966

[39]Mirzaei A, Abidi AA. The spectrumof
a noisy free-running oscillator explained
by random frequency pulling. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2010;57(3):642-653

[40] Daneshgar S, De Feo O,
Kennedy MP. Observations concerning
the locking range in a complementary
differential LC injection-locked
frequency divider—Part II: Design
methodology. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2011;58(4):765-776

[41] Ali I, Banerjee A, Mukherjee A,
Biswas B. Study of injection locking
with amplitude perturbation and its
effect on pulling of oscillator. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2012;59(1):137-147

[42] Yeh Y-L, Chang H-Y. Design and
analysis of a W-band divide-by-three

injection-locked frequency divider using
second harmonic enhancement
technique. IEEE Transactions on
Microwave Theory and Techniques.
2012;60(6):1617-1625

[43] Buonomo A, Schiavo AL. A deep
investigation of the synchronization
mechanisms in LC-CMOS frequency
dividers. IEEE Transactions on Circuits
and Systems I: Regular Papers. 2013;
60(11):2857-2866

[44] Buonomo A, Schiavo AL. Analytical
approach to the study of injection-
locked frequency dividers. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2013;60(1):51-62

[45] Buonomo A, Schiavo AL, Awan MA,
Asghar MS, Kennedy MP. A CMOS
injection-locked frequency divider
optimized for divide-by-two and divide-
by-three operation. IEEE Transactions
on Circuits and Systems I: Regular
Papers. 2013;60(12):3126-3135

[46] Yuan F, Zhou Y. Frequency-domain
study of lock range of non-harmonic
oscillators with multiple multi-tone
injections. IEEE Transactions on
Circuits and Systems I: Regular Papers.
2013;60(6):1395-1406

[47] Ali I, Biswas B, Ray S. Improved
closed form large injection perturbation
analytical model on the output spectrum
of unlocked driven oscillator—Part I:
Phase perturbation. IEEE Transactions
on Circuits and Systems I: Regular
Papers. 2014;61(1):106-119

[48] Mirzaei A, Darabi H. Mutual pulling
between two oscillators. IEEE Journal of
Solid-State Circuits. 2014;49(2):360-372

[49] BuonomoA,LoSchiavoA.Evaluating
the spectrum of periodic pulling in
subharmonic resonant LC circuits.
International Journal of Circuit Theory
and Applications. 2015;43(12):1899-1913

[50] Tofangdarzade A, Jalali A. An
efficient method to analyze lock range

101

Review of Injected Oscillators
DOI: http://dx.doi.org/10.5772/intechopen.91687



in ring oscillators with multiple
injections. IEEE Transactions on
Circuits and Systems II: Express Briefs.
2015;62(11):1013-1017

[51] Ghonoodi H, Miar-Naimi H,
Gholami M. Analysis of frequency and
amplitude in CMOS differential ring
oscillators. Integration, the VLSI
Journal. 2016;52:253-259

[52] Hazeri AR, Miar-Naimi H.
Generalized analytical equations for
injected ring oscillator with RC-load. In:
IEEE Transactions on Circuits and
Systems I: Regular Papers. 2018;65(1):
223-234

[53] Imani A, Hashemi H. Distributed
injection-locked frequency dividers.
IEEE Journal of Solid-State Circuits.
2017;52(8):2083-2093

[54] Adler R. A study of locking
phenomena in oscillators. Proceedings
of the IEEE. 1973;61(10):1380-1385

[55] Cheng J-H, Tsai J-H, Huang T-W.
Design of a 90.9% locking range
injection-locked frequency divider with
device ratio optimization in 90-nm
CMOS. IEEE Transactions on
Microwave Theory and Techniques.
2017;65(1):187-197

[56] Tofangdarzade A, Tofangdarzade A,
Saniei N. Strong injection locking and
pulling in LC multiphase oscillators with
multiple injection signals. In: IEEE
Transactions on Circuits and Systems II:
Express Briefs. 2018;66(8):1336-1340

[57] Hong B, Hajimiri A. A Phasor-based
analysis of sinusoidal injection locking
in LC and ring oscillators. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2018;66(1):355-368

[58] Hong B, Hajimiri A. A general
theory of injection locking and pulling
in electrical oscillators—Part I: Time-
synchronous modeling and injection

waveform design. IEEE Journal of Solid-
State Circuits. 2019;54(8):2109-2121

[59] Hong B, Hajimiri A. A general
theory of injection locking and pulling
in electrical oscillators—Part II:
Amplitude modulation in LC oscillators,
transient behavior, and frequency
division. IEEE Journal of Solid-State
Circuits. 2019;54(8):2122-2139

[60] Mohammadjany A, Hazeri AR,
Miar-Naimi H. Exact analyses for
locking range in injection-locked
frequency dividers. Integration. 2018;
63:93-100

[61] Miller R. Fractional-frequency
generators utilizing regenerative
modulation. Proceedings of the IRE.
1939;27(7):446-457

[62] Tang-Nian L, Shuen-Yin B, Chen Y.
A 60-GHz 0.13 μm CMOS divide by-
three frequency divider. IEEE
Transactions on Microwave Theory and
Techniques. 2008;56(11):2409-2415

[63] Jang SL, Chang YT, Hsue CW,
Juang MH. Wide-locking range divide-
by-4 injection-locked frequency divider
using injection MOSFET DC-biased
above threshold region. International
Journal of Circuit Theory and
Applications. 2016;44(5):968-976

[64] Jang SL, Lin GY. Wide-locking
range single-injection divide-by-3
injection-locked frequency divider.
Microwave and Optical Technology
Letters. 2015;57(12):2720-2723

[65] Jang S-L, Chang C-W. A 90 nm
CMOS LC-tank divide-by-3 injection-
locked frequency divider with record
locking range. IEEE Microwave and
Wireless Components Letters. 2010;
20(4):229-231

[66] Jang S-L, Cheng W-C, Hsue C-W.
Wide-locking range divide-by-3
injection-locked frequency divider using

102

Modulation in Electronics and Telecommunications

sixth-order RLC resonator. IEEE
Transactions on Very Large Scale
Integration (VLSI) Systems. 2016;24(7):
2598-2602

[67] Lee SH, Jang SL, Lee CF, Juang MH.
Wide locking range divide-by-4
injection locked frequency dividers.
Microwave and Optical Technology
Letters. 2007;49(7):1533-1536

[68] Jang SL, Han JC, Lee CF, Huang JF.
A small die area and wide locking range
CMOS frequency divider. Microwave
and Optical Technology Letters. 2008;
50(2):541-544

[69] Jang SL, Liu CC. Wide-locking
range divide-by-4 injection-locked
frequency dividers. Microwave and
Optical Technology Letters. 2008;
50(12):3229-3232

[70] Chen CZ, Hsu WL, Lin YS. A
58-GHz wide-locking range CMOS
direct injection-locked frequency
divider using input-power-matching
technique. Microwave and Optical
Technology Letters. 2009;51(3):685-689

[71] Jang SL, Chang CW, Yang SM.
Low power wide-locking range CMOS
quadrature injection-locked frequency
divider. Microwave and Optical
Technology Letters. 2009;51(10):
2420-2423

[72] Jang SL, Huang JF, Lin FB. Wide-
locking range LC-tank divide-by-4
injection-locked frequency divider using
transformer feedback. International
Journal of RF and Microwave
Computer-Aided Engineering. 2015;
25(7):557-562

103

Review of Injected Oscillators
DOI: http://dx.doi.org/10.5772/intechopen.91687



in ring oscillators with multiple
injections. IEEE Transactions on
Circuits and Systems II: Express Briefs.
2015;62(11):1013-1017

[51] Ghonoodi H, Miar-Naimi H,
Gholami M. Analysis of frequency and
amplitude in CMOS differential ring
oscillators. Integration, the VLSI
Journal. 2016;52:253-259

[52] Hazeri AR, Miar-Naimi H.
Generalized analytical equations for
injected ring oscillator with RC-load. In:
IEEE Transactions on Circuits and
Systems I: Regular Papers. 2018;65(1):
223-234

[53] Imani A, Hashemi H. Distributed
injection-locked frequency dividers.
IEEE Journal of Solid-State Circuits.
2017;52(8):2083-2093

[54] Adler R. A study of locking
phenomena in oscillators. Proceedings
of the IEEE. 1973;61(10):1380-1385

[55] Cheng J-H, Tsai J-H, Huang T-W.
Design of a 90.9% locking range
injection-locked frequency divider with
device ratio optimization in 90-nm
CMOS. IEEE Transactions on
Microwave Theory and Techniques.
2017;65(1):187-197

[56] Tofangdarzade A, Tofangdarzade A,
Saniei N. Strong injection locking and
pulling in LC multiphase oscillators with
multiple injection signals. In: IEEE
Transactions on Circuits and Systems II:
Express Briefs. 2018;66(8):1336-1340

[57] Hong B, Hajimiri A. A Phasor-based
analysis of sinusoidal injection locking
in LC and ring oscillators. IEEE
Transactions on Circuits and Systems I:
Regular Papers. 2018;66(1):355-368

[58] Hong B, Hajimiri A. A general
theory of injection locking and pulling
in electrical oscillators—Part I: Time-
synchronous modeling and injection

waveform design. IEEE Journal of Solid-
State Circuits. 2019;54(8):2109-2121

[59] Hong B, Hajimiri A. A general
theory of injection locking and pulling
in electrical oscillators—Part II:
Amplitude modulation in LC oscillators,
transient behavior, and frequency
division. IEEE Journal of Solid-State
Circuits. 2019;54(8):2122-2139

[60] Mohammadjany A, Hazeri AR,
Miar-Naimi H. Exact analyses for
locking range in injection-locked
frequency dividers. Integration. 2018;
63:93-100

[61] Miller R. Fractional-frequency
generators utilizing regenerative
modulation. Proceedings of the IRE.
1939;27(7):446-457

[62] Tang-Nian L, Shuen-Yin B, Chen Y.
A 60-GHz 0.13 μm CMOS divide by-
three frequency divider. IEEE
Transactions on Microwave Theory and
Techniques. 2008;56(11):2409-2415

[63] Jang SL, Chang YT, Hsue CW,
Juang MH. Wide-locking range divide-
by-4 injection-locked frequency divider
using injection MOSFET DC-biased
above threshold region. International
Journal of Circuit Theory and
Applications. 2016;44(5):968-976

[64] Jang SL, Lin GY. Wide-locking
range single-injection divide-by-3
injection-locked frequency divider.
Microwave and Optical Technology
Letters. 2015;57(12):2720-2723

[65] Jang S-L, Chang C-W. A 90 nm
CMOS LC-tank divide-by-3 injection-
locked frequency divider with record
locking range. IEEE Microwave and
Wireless Components Letters. 2010;
20(4):229-231

[66] Jang S-L, Cheng W-C, Hsue C-W.
Wide-locking range divide-by-3
injection-locked frequency divider using

102

Modulation in Electronics and Telecommunications

sixth-order RLC resonator. IEEE
Transactions on Very Large Scale
Integration (VLSI) Systems. 2016;24(7):
2598-2602

[67] Lee SH, Jang SL, Lee CF, Juang MH.
Wide locking range divide-by-4
injection locked frequency dividers.
Microwave and Optical Technology
Letters. 2007;49(7):1533-1536

[68] Jang SL, Han JC, Lee CF, Huang JF.
A small die area and wide locking range
CMOS frequency divider. Microwave
and Optical Technology Letters. 2008;
50(2):541-544

[69] Jang SL, Liu CC. Wide-locking
range divide-by-4 injection-locked
frequency dividers. Microwave and
Optical Technology Letters. 2008;
50(12):3229-3232

[70] Chen CZ, Hsu WL, Lin YS. A
58-GHz wide-locking range CMOS
direct injection-locked frequency
divider using input-power-matching
technique. Microwave and Optical
Technology Letters. 2009;51(3):685-689

[71] Jang SL, Chang CW, Yang SM.
Low power wide-locking range CMOS
quadrature injection-locked frequency
divider. Microwave and Optical
Technology Letters. 2009;51(10):
2420-2423

[72] Jang SL, Huang JF, Lin FB. Wide-
locking range LC-tank divide-by-4
injection-locked frequency divider using
transformer feedback. International
Journal of RF and Microwave
Computer-Aided Engineering. 2015;
25(7):557-562

103

Review of Injected Oscillators
DOI: http://dx.doi.org/10.5772/intechopen.91687



Chapter 7

A Review: Circuit Theory of
Microstrip Antennas for Dual-,
Multi-, and Ultra-Widebands
Ashish Singh, Krishnananda Shet, Durga Prasad,
Akhilesh Kumar Pandey and Mohammad Aneesh

Abstract

In this chapter, a review has been presented on dual-band, multiband, and
ultra-wideband (UWB). This review has been classified according to antenna
feeding and loading of antennas using slots and notch and coplanar structure.
Thereafter a comparison of dual-band, multiband, and ultra-wideband antenna has
been presented. The basic geometry of patch antenna has been present along with
its equivalent circuit diagram. It has been observed that patch antenna geometry
for ultra-wideband is difficult to achieve with normal structure. Ultra-wideband
antennas are achieved with two or more techniques; mostly UWB antennas are
achieved from coplaner structures.

Keywords: dual-band, multiband, ultra-wideband, microstrip patch

1. Introduction

Antenna is a device that is used to transmit and receive the information in the
form of electromagnetic waves only. Antenna is generally classified according to
the frequencies, low-frequency, medium-frequency, and high-frequency antenna.
Firstly, low-frequency antenna was proposed by a German physicist H. Hertz, i.e.,
a dipole antenna; thereafter it took 20 years to practically install this antenna.
Marconi preformed an experiment on half-wave dipole to transmit the information
from Atlantics and received successfully at the receiver side, i.e., St. John’s New-
foundland. It was Marconi who used the theory of Prof. J.C. Bose for successful
transmission of information. Later, J.C. Bose was known for his contributions on
horn antennas. These transmissions of signal were limited to a 200-m distance,
and after that De Forester and Felleming developed vacuum tubes; this leads to the
increase in transmission distance till 600 m. This enhances the role of electrical and
electronics devices for long-distance communications. Then medium-frequency
antenna ranges from 300 to 3000 KHz which was designed in the late 1920s. This
antenna was constructed using steel bar supported via wooden bars. Later on all lots
of development gone till the 1960s for the improvement of medium-frequency
antenna, and various antennas were proposed that satisfied this ranges. High-
frequency antennas range from 0.003 to 40 GHz after that it is millimeter waves.
High-frequency antennas are aperture antenna (pyramidal horn, circular horn,
rectangular waveguide), antenna array (linear or planar arrays) and reflector
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antennas (parabolic reflectors with horn fed or Cassegrain feed, lens antenna, and
microstrip antennas (MSAs)) which comprise of a circular, rectangular, or square
conducting patch that is made of grounded substrate. This chapter is focused on the
miniaturized high-frequency devices so that it can be used in compact wireless
communication devices.

In view of this, high-frequency patch antennas devices are introduced, and an
extensive literature survey is performed. High-frequency MSAs are the antennas in
which dielectric substrates are between the radiating patch and ground plane [1]
and are shown in Figure 1 along with its equivalent circuit diagram. Patch antenna
at high frequency is represented as a parallel combination resistance R1, capacitance
C1, and inductance L1. The value and equations of C1, R1, and L1 [1] vary depending

Figure 1.
Configuration of microstrip antenna and its equivalent circuit diagram.

Figure 2.
Different shapes of radiating patches.
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on the shape and size of antennas. Patch antennas can be of any shape [1] and size,
as shown in Figure 2. Figure 2 shows different types of existing geometry of
antennas such as square, rectangular, circle, elliptical, triangular, sectorial, angular
ring, semicircular, and square ring. First microstrip patch antenna was reported by
Deschamp [2] in 1953. High-frequency microstrip patch antennas generally are
divided according to the frequency bands, i.e., dual-band, multiband, broadband,
and ultra-wideband (UWB) [3–5]. To achieve these frequency bands, antennas of
different shapes and sizes have been presented. In the next section, these frequency
bands are discussed with respect to their shape, size, and feeding techniques. From
Figure 1 the input impedance of patch can be written from its equivalent circuit as

Zp1 ¼ 1
1

jωL1
þ jωC1 þ 1

R1

¼ jωL2R1

jωL2 � ω2L1C1R1 þ R1
, (1)

2. Dual-band MSAs

Dual-band and multiband microstrip patch antenna can be realized with differ-
ent techniques such as stacking, coplanar structures (parasitic patches), slots,
notches, shorting pin, shorting wall and active devices, etc. Using these techniques
several research papers were published by various researchers, and the first dual-
band radiator was reported in 1984, using shorting pins in rectangular patches by
Wang and Lo [6]. In this section, literature survey of dual-band and multiband is
presented on the basis of techniques used to achieve dual or multiband.

2.1 Slot loaded MSAs

Slot loaded MSAs can be achieved by etching rectangular or slot of any desired
shape in the patch as shown in Figure 3. This antenna can be represented as a
parallel combination of impedance due to patch (Zp1) and impedance due to slot
(Zsh), and its equivalent is denoted as (Zps), as given in Figure 3 and calculated as,

1
Zps

¼ 1
Zp1

þ 1
Zsh

, (2)

The slotted loaded MSAs proposed by various researchers are summarized here.
Daniel and Shevgoankar [7] studied rectangular microstrip patch antenna with

the slot etched along with the nonradiating edge of the patch antenna for tunable
dual-band operation and investigated the effects of the slot parameter on the
tuneableness of the RMSA resonant frequencies. Wu [8] demonstrated compact slot
loaded triangular patch antenna for wireless application and measured gain as 2.8

Figure 3.
Top view of slot loaded MSAs and its equivalent circuit diagram.
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and 5 dBi with variations within 1.0 dBi. Vishvakarma and Vishvakarma [9]
presented the theoretical analysis of inclined slot loaded rectangular patch antenna
for dual-band operation. They given circuit diagram for patch antenna which is
similar to Figure 3 and circuit theory concept was used to calculate reflection loss,
variation of slot length and width was also discussed. Lim et al. [10] presented the
modeling of dual-band aperture-coupled microstrip patch antenna (ACMPA) with
a symmetric crossed slots. Ansari et al. [11] also reported a triple U-shaped slot
loaded patch antenna for Bluetooth and wireless local area network (WLAN) appli-
cation and have explained that by introducing three U-slots in the circular disk,
16.54% of size reduction can be achieved. Lu and Liu [12] proposed a novel planar
slot array antenna with high-gain operation for long-term evolution (LTE)/World-
wide Interoperability for Microwave Access (WiMAX) point and measured maxi-
mum peak antenna gains and efficiencies of 13.9/14.1 dBi and 86.5/73.5% across 2.6/
3.5 GHz bands, respectively, whereas Luo et al. [13] reported an open L-slot
antenna for WLAN/WiMAX applications. Ansari et al. [14] reported single W-slot
loaded and two dielectric layers microstrip patch antenna using equivalent circuit
theory concept and reported the frequency ratio and 1.33 for single-layer patch
antenna and 1.38 for two-layer patch antenna. Gupta et al. [15] proposed a
microstrip antenna with tunable high-impedance surface with two varactor diodes.
Mohammad et al. [16] proposed a U-shaped patch, T-shaped monopole path, and a
pentagonal wide slot in the ground plane for multi-input multi-output (MIMO)/
diversity applications. Chakraborty et al. [17] designed two different single slotted
loaded on rectangular microstrip antennas with slotted ground plane for IEEE
802.11a WLAN application. Tsai [18] investigated a bow tie-shaped CPW-fed slot
antenna which consists of a coaxial connector and two conducting strips for wireless
communication applications.

2.2 Feeding techniques of MSAs

There are different feeding techniques by which dual-band can be achieved such
as coplanar waveguide (CPW) fed, coaxial fed, microstrip line-fed, etc. and is
shown in Figure 4. Figure 4(a) shows the CPW fed in which ground plane and
excited patch lies on the same plane. Figure 4(b) shows microstrip line fed of 50 Ω
which is used to excite the patch and ground plane that is on either side of the
dielectric substrate. Figure 4(c) shows coaxial fed in which coaxial fed feed from
bottom of antenna via drilling hole till excited patch. Figure 4(d) shows proximity
fed which has actually microstip line fed which lies between two dielectric substrate
of height H1 and H2. Figure 4(e) it has microstrip line fed at bottom of the substrate
above that ground plane at height H2 is placed above the ground plane patch is
placed with height of the dielectric substrate H1. Different feeding techniques used
by various researchers to achieve dual-band are briefly described below.

Liu and Chen [19] proposed a compact patch antenna CPW fed for dual-band
operation and obtained that lower band and upper band of antenna can be utilized
for short-range wireless application. Sung et al. [20] illustrated a microstrip line
dual frequency dielectric resonator antenna printed on a single metal layer. Su et al.
[21] presented a rectangular patch antenna surrounded by a ring patch for dual-
band operation and observed that two operating bands produce linear polarization.
Chen and Hsu [22] proposed broadband radial slot CPW-fed antennas for dual
operation and observed that the bandwidth of the lower resonance frequency lies in
the range of 2.4–9.7%, while that of the upper frequency ranges from 17.4 to 23.2%.
Sze et al. [23] proposed a circular slot antenna fed by a coplanar wave guide with slit
back patch, and they observed that broadside far-field pattern at both frequency
bands. Huang et al. [24] studied dual-band monopole antenna excited by a
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capacitive coupling feed for WLAN application and measured 3.4% and 13% band-
width for upper and lower resonance frequency. Yoon et al. [25] designed a planar
CPW-fed slot antenna and thin substrate for dual-band operation for WLAN appli-
cations and measured peak gains 1.37 and 1.7 dBi for lower and upper frequencies,
respectively. Lin et al. [26] investigated a compact CPW-fed patch antenna with
two embedded slots and found average antenna gain as 1.4 and 5.1 dBi.

Singh et al. [27] published an article on aperture-coupled feeding to achieve
dual-band. The antenna was designed in the IE3D simulation software, and results
were compared with theoretical result via circuit theory concept. Two resonance
frequencies were achieved at 4.39 and 5.55 GHz with a percentage bandwidth of
10.23 and 13.33%. Circuit concept was applied on antenna for analysis of these
antenna parameters such as input impedance, reflection coefficient, VSWR, and
return loss. Antenna physical parameters were also varied such as dielectric sub-
strate thickness of two dielectric used, width and length of aperture, and dielectric
constant of two dielectric used in the design for achieving dual-band characteristics.

Microstrip line fed exciting the gap coupled rectangular and parasitic patch was
presented by Singh et al. [28]. Dual-band was achieved through spitted ring reso-
nator (SRR) at ground plane and parasitic patch at 0.9 and 1.8 GHz. They proposed

Figure 4.
Different feeding techniques of MSAs. (a) CPW fed, (b) microstrip line fed, (c) coaxial fed, (d) proximity fed,
and (e) aperture fed.
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the circuit of design of antenna, and analysis of the antenna was presented theoret-
ically on varying gap between parasitic and fed patch, microstrip width and length,
and height of substrate. All these variation was explained in terms of change in
inductance and capacitance.

Gulam Nabi Alsath et al. [29] discussed and designed two identical aperture-
coupled pattern reconfigurable dielectric resonator antennas (DRAs). Li et al. [30]
studied a compact asymmetric coplanar strip (ACS)-fed using loaded capacitance
terminations for 2.4/5.8 GHz wireless local area network applications. Moosazadeh
and Esmati [31] presented the small planar microstrip-fed square radiator using
slotted conductor backed plane for wireless local area network applications. Chen
et al. [32] investigated the slot stepped-impedance resonators (SIRs) and CPW
feeding for dual-band/tri-band/broadband applications. Emadian and Shokouh [33]
investigated CPW-fed slot antenna which consists of a coaxial connector and two
conducting strips for wireless communication applications with high increased
impedance bandwidth.

Singh et al. [34] designed an antenna with L-strip feed. It is a slightly compli-
cated geometry to be fabricated because it is difficult to create an L-strip fed
structure. This fed excite rectangular patch with three rectangular slots. They found
that resonating frequency depends on the slot length and width, L-strip length, and
width which have a vital role in achieving dual-band.

2.3 Stacked MSAs

Stacking of MSAs means having two or more dielectric substrate of different or
same thickness that is kept over each other or one can say the toppling of one
substrate over the other. Dual-band can also be achieved by stacking as shown in
Figure 5. From figure, patch is at top of the antenna that is excited through coaxial
fed below the excited patch one more patch placed of height H2 (no-excited) after
ground plane is there which is ground through coaxial fed. Figure 5 equivalent
circuit represents combination impedance of excited patch ZP1, and electromagnetic
coupling occurs due mutual inductance and capacitance occurs, i.e., mutual induc-
tance Lm, inductance occurs because of patch and other patch Lmp, capacitance
occurs because of patch and other patch Cmp, and Lp1 and Cp1 are inductance due to
patch and ground plane. Its equivalent impedance can be given as
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Karmakar [35] proposed shorted strap tunable stacked patched PIFA and mea-
sured bandwidth of 10.8% at 1.8 GHz where shorting and stacked structure plays
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a vital role in achieving 10.8% bandwidth. Pioch and Laheurte [36] investigated
a dual-band stacked microstrip based on a small parasitic patch inserted slightly
above an EBG patch. Kim et al. [37] presented the design simulations and measured
stacked meandered patch antenna for mobile communication and observed that dual-
band operation is realized using via holes with 0.3-mm height. Anguera et al. [38]
presented stacked microstrip patch antenna using reactive loading and a fractal shape
radiating edge. Ansari et al. [39] reported the analysis of U-slot loaded patch stacked
with H-shaped parasitic elements. The circuit theory concept was applied by them
and presented equivalent input impedance of the designed antenna. Further, they
calculated variation of U- and H-shaped slotted on antenna bandwidth. Ma and Row
[40] proposed a design of single-fed antenna structure composed of two stacked
patches with different polarizations and radiation patterns. Benkouda et al. [41]
investigated stacked high Tc superconducting rectangular patches fabricated on a
two-layered substrate using a full-wave spectral analysis. Batgerel and Eom [42]
presented a stacked microstrip patch antenna structure combined with high-gain
dielectric rod and a sleeve-dipole element. Mishra et al. [43] designed the dual-
and wideband slot loaded stacked microstrip patch antenna for WLAN/WiMAX
applications. The bandwidth of the proposed dual-band antenna at lower resonance
frequency is 9.53%, whereas at upper resonance frequency, 6.95% is achieved.

2.4 Parasitic MSAs

Parasitic MSAs can be designed as shown in Figure 6, with its equivalent circuit
diagram. These types of antenna are represented as a combination of gap capaci-
tance (Cp1 and Cp2) with patch and in addition to it develop coupling capacitance
Cc, and the values of CP1, CP2, and CC can be calculated as in [1]. Its equivalent
impedance can be given as

ZCC ¼ jωCg þ jωCP1 þ 1
jωCp1

, (4)

It has the fed patch and non-fed patch on the same plane of the dielectric
substrate. Brief survey of antennas having parasitic elements is described here.

Anguera et al. [44] reported a dual frequency patch antenna based on the
Sierpinski fractal geometry with two parasitic patches to enhance the bandwidth of

Figure 6.
Top view of parasitic MSAs and its equivalent circuit diagram.
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the antenna. Chen et al. [45] proposed planar antenna, an ungrounded dielectric
slab with parasitic reflector for dual-frequency operation and steerable end-fire
pattern characteristics. Cho et al. [46] presented a compact internal antenna with
parasitic patch for mobile handset and measured the bandwidths of 140 MHz
(1740–1880) for which is the within the range of Korean communication service
(KPCS) band and 90 MHz (2400–2490) in the Bluetooth devices. Liu et al. [47]
presented a triangular patch antenna with parasitic element over a modified ground
plane and measured bandwidth greater than 20% at the 2.45 and 5 GHz bands. Peng
and Ruan [48] presented microstrip-fed dual-band design patch antenna with two
parasitic invert L stubs for 2.4/5-GHz wireless applications, and they found L stub
plays important part in achieving dual-band.

2.5 Notch-loaded MSAs

Dual-band-notch-loaded MSA geometry is shown in Figure 7 and its equivalent
circuit diagram. The figure shows rectangular patch with coaxial fed having rect-
angular notch at edges. Due to notches ΔL and ΔC, inductance and capacitance will
be developed, and it is represented as a parallel combination of R2, L1 + ΔL = L2,
C1 + ΔC = C2 which can be calculated [1]. Its equivalent impedance is given as

Zn ¼ 1
R2

þ 1
L1 þ ΔL

þ 1
C1 þ ΔC

� �
(5)

Rectangular and circular notch is etched near the edges of the MSAs as seen
in the figure. Depending on the designs of notch-loaded MSAs, brief literature
survey is done.

Shivnarayan and Vishvakarma [49] investigated the theoretical analysis of
notch-loaded patch antenna for dual-band operation, and they observed that
frequency ratio varies from 1.11 to 1.83 with length and width of the notch.
Deshmukh and Kumar [50] analyzed various types of dual-band slotted antennas
such as U-shape slotted, E-shaped notched, and pair slots. They found the U-shaped
and pair of slots help in achieving dual-band and discussed radiation characteristics
of the antenna. Mishra et al. [51] presented notch-loaded microstrip patch antenna
with shorting pin using cavity model. They achieved dual-band on inserting
shorting pin, and variation of notch length and width was also presented. Thomas
and Sheernivasan [52] proposed a novel CPW antenna which comprises a rectan-
gular patch and notch cut at lower edge of the patch and measured gain of 2 dBi.
A compact-notched CPW-fed wide-slot antenna for WLAN and WiMax

Figure 7.
Top view of notch-loaded MSAs and its equivalent circuit diagram.
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applications was proposed by Lin et al. [53]. Singh et al. [54] presented and ana-
lyzed two symmetrical notches and shorting pin-loaded patch antenna using circuit
theory concept based on modal expansion cavity model. Variation of symmetrical
notches’ length and width was shown using circuit theory concept, and parametric
analysis of antenna design was also presented. Mishra et al. [55] analyzed L-strip-
fed circular disk patch antenna using circuit theory concept and observed that when
the notch is etched on the circular disk, patch dual-band behavior shifts towards
resonance higher side.

Verma et al. [56] designed and fabricated equilateral triangle antenna with
edge-notched at each edge of triangle. Dual-band was achieved at 9.53 and
4.81 GHz. The variation of frequency ratio for side length, substrate thickness, and
dielectric constant was presented. Antenna was designed for dual-band that is
applicable for the C, X, and Ka band operation.

3. Broadband MSAs

Broadband MSAs can be defined as a bandwidth that is greater than 18% for
upper and lower resonance frequencies that too band should be �10 dB down.
Broadband can be achieved by different techniques such as slots and notches and
different feeding techniques such as proximity, aperture, CPW fed, microstrip line,
stacked, parasitic elements, etc. In 1979, the first broadband antenna by stacking
rectangular patches in two- and three-layered configuration was described by Hall
et al. [57]. Long and Walton [3] investigated the stacked microstrip antennas for
dual-frequency operation. A brief literature survey of broadband MSAs is presented
herein and described according to its feeding techniques, reactive loading, coplanar
structures, etc.

3.1 Feeding techniques for broadband MSAs

Mestdagh et al. [58] presented a systematic study of aperture-coupled stacked
patch antennas fed by coplanar waveguide useful at millimeter wave frequency in
the 30 GHz range. They found the antenna bandwidth of 30%. Stevan et al. [59]
proposed broadband patch antenna with L-shaped probe and found bandwidth of
35% with a gain of 6 dBi. They achieved 30% reduction in dimension from conven-
tion patch antenna. Yuehe [60] proposed a novel two-layer stacked wideband
dielectric resonator antenna (DRA) of rectangular shape. Zhang et al. [61]
presented a dielectric resonator antenna formed by a U-shaped dielectric resonator
and a conformal elliptical patch proposed for wideband communication applica-
tions. The measured impedance bandwidth S11 < �10 dB was about 72%, covering
the frequency range 3.82–8.12 GHz.

3.2 Stacked design of MSAs

Natrajan et al. [62] introduced a novel topology of a dual-stacked, U-slot loaded
patch antenna and achieved VSWR bandwidth of 65% and peak gain of 9.4 dBi. Lui
and Luk [63] in 2005 designed a stacked patch antenna fed by meandering probe
and achieved 37% bandwidth. Ghannoun et al. [64] reported a patch antenna with
two E-shaped stacked patches and found a bandwidth of 54%. Deshmukh and
Kumar [65] presented a compact broadband stacked patch antenna and found
10.9% bandwidth for C-shaped stacked patch and 9.7% for H-shaped stacked
patch antenna.
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applications was proposed by Lin et al. [53]. Singh et al. [54] presented and ana-
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notches’ length and width was shown using circuit theory concept, and parametric
analysis of antenna design was also presented. Mishra et al. [55] analyzed L-strip-
fed circular disk patch antenna using circuit theory concept and observed that when
the notch is etched on the circular disk, patch dual-band behavior shifts towards
resonance higher side.

Verma et al. [56] designed and fabricated equilateral triangle antenna with
edge-notched at each edge of triangle. Dual-band was achieved at 9.53 and
4.81 GHz. The variation of frequency ratio for side length, substrate thickness, and
dielectric constant was presented. Antenna was designed for dual-band that is
applicable for the C, X, and Ka band operation.
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Broadband MSAs can be defined as a bandwidth that is greater than 18% for
upper and lower resonance frequencies that too band should be �10 dB down.
Broadband can be achieved by different techniques such as slots and notches and
different feeding techniques such as proximity, aperture, CPW fed, microstrip line,
stacked, parasitic elements, etc. In 1979, the first broadband antenna by stacking
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et al. [57]. Long and Walton [3] investigated the stacked microstrip antennas for
dual-frequency operation. A brief literature survey of broadband MSAs is presented
herein and described according to its feeding techniques, reactive loading, coplanar
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3.1 Feeding techniques for broadband MSAs

Mestdagh et al. [58] presented a systematic study of aperture-coupled stacked
patch antennas fed by coplanar waveguide useful at millimeter wave frequency in
the 30 GHz range. They found the antenna bandwidth of 30%. Stevan et al. [59]
proposed broadband patch antenna with L-shaped probe and found bandwidth of
35% with a gain of 6 dBi. They achieved 30% reduction in dimension from conven-
tion patch antenna. Yuehe [60] proposed a novel two-layer stacked wideband
dielectric resonator antenna (DRA) of rectangular shape. Zhang et al. [61]
presented a dielectric resonator antenna formed by a U-shaped dielectric resonator
and a conformal elliptical patch proposed for wideband communication applica-
tions. The measured impedance bandwidth S11 < �10 dB was about 72%, covering
the frequency range 3.82–8.12 GHz.

3.2 Stacked design of MSAs

Natrajan et al. [62] introduced a novel topology of a dual-stacked, U-slot loaded
patch antenna and achieved VSWR bandwidth of 65% and peak gain of 9.4 dBi. Lui
and Luk [63] in 2005 designed a stacked patch antenna fed by meandering probe
and achieved 37% bandwidth. Ghannoun et al. [64] reported a patch antenna with
two E-shaped stacked patches and found a bandwidth of 54%. Deshmukh and
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3.3 Slot loaded design of MSAs

Wu et al. [66] presents a novel dual-broadband rectangular slot antenna for 2.4
and 5 GHz WLAN. The impedance bandwidth for two operating bands could reach
up to 10.6% for the 2.4 GHz band and 33.8% for the 5 GHz band. Deshmukh and
Kumar [67] reported a broadband rectangular microstrip antenna with a pair of
rectangular. Its bandwidth was further increased either by cutting multiple pairs of
slots or by cutting a pair of bowtie slots. Deshmukh and Kumar [68] presented
various suspended broadband and compact circular microstrip antennas using var-
iations of U-slot, V-slot, and pair of rectangular slots cut either on the periphery or
inside the patch. Fang et al. [69] described a novel microstrip slot antenna backed
by a ground plane of large bandwidth and high gain. Chen et al. [70] proposed a
novel microstrip line-fed wide-slot antenna. The proposed antenna has a simple
symmetric structure and compact size. Mo et al. [71] presented a broadband ultra-
high-frequency radio-frequency identification (UHF RFID) tag patch antenna with
a pair of U-slots.

Aneesh et al. [72] presented a research article of S-shaped patch antenna on
tough form with copper laminated on the front and back side. They applied a
multilayer perceptron artificial neural network (MLPANN) for the analysis of
antenna design on varying size of notches. The ANN models with several types of
algorithm were trained from which Levenberg-Marquardt (LM) algorithm takes
less time. S-shaped-type structure is formed by etching two rectangular notches of
equal dimension and resonating at 2.64 GHz with a bandwidth of 20.57%.

Aneesh et al. [73] designed an H-shaped rectangular structure on IE3D simulation
software and achieved triple band for PCS and WiMAX applications. The design
was fed via a microstrip line fed with finite ground plane. They found that measured
and simulation results were in close agreement for radiating structure. They observed
antenna maximum efficiency and gain at 5.2 GHz, i.e., 95.5% and 7 dBi.

3.4 Other techniques of MSAs

Liu and Boyle [74] proposed a bandwidth enhancement of a quarter wavelength
slot antenna by capacitive loading to increase its bandwidth. Tang and He [75]
proposed a square microstrip patch with a pair of U and T slots which was suitable
for attaching to metallic objects. Kimouche et al. [76] presented the monopole
antenna with the bandwidth enhancement technique covering the band
3.1–10.6 GHz, which was approved by the federal communication commission
as a commercial band for ultra-wideband communication systems, with a measured
return loss bandwidth of 7.9 GHz.

4. Ultra-wideband MSAs

In the year 2002, the Federal Communication Commission (FCC) defined ultra-
wideband as those bands which have first resonance frequency at 3.1 GHz and
higher resonance frequency at 10.6 GHz. After FCC defined the bandwidth of ultra-
wideband, the lots of papers were published on UWB MSAs. Depending on the
designs of patch antenna, a brief literature survey is described in the section.

4.1 Slot loaded MSAs for UWB

Liu et al. [77] proposed a microstrip-fed antenna, consisting of a square slot
patch with a vertical coupling strip, which only occupies a small size of 15 (L) � 15
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(W) � 1.6 (H) mm3. Ghaderi and Mohajeri [78] proposed a compact wide-slot
antenna with microstrip-fed monopole for UWB application. The monopole is
composed of an elliptic patch connected to a trapezoid one. Ojaroudi and Ojaroudi
[79] presented a novel inverted T-shaped ring slot antenna, surrounded by a
C-shaped slot, which provides a wide usable fractional bandwidth of more than
125% (2.71–12.06 GHz). Peng Gao et al. [80] proposed an inverted U-shaped slot on
the ground plane and a radiation patch similar to the slot that is fed by a 50-Ω
microstrip line. Shinde and Mishra [81] presented L-shaped thin ground plane for
lower frequency band stop function and a tapered rectangular vertical slot in radi-
ating patch for upper frequency band stop. Gong et al. [82] presented a compact
ultra-wideband antenna with an L-shaped slot. They found that the proposed
antenna offers 118% bandwidth when the antenna is fabricated on dielectric con-
stant 4.4 and of dimension of 23.7 � 23.7 � 0.8 mm3. Haraz et al. [83] designed two
different slot-coupled vertical microstrip-microstrip transitions for UWB multi-
layer microwave circuits and simulated the results using two simulation programs
with two different numerical techniques.

4.2 Notch-loaded MSAs for UWB

Shameena et al. [84] designed and analyzed a compact planar UWB antenna
with notch-band ON/OFF control and achieved the UWB response by a microstrip-
fed staircase patch with an identical inverted ground plane. Ojaroudi et al. [85]
presented a novel printed monopole antenna (PMA) for UWB applications with
variable frequency band-notch characteristics. Movahedinia and Azarmanesh [86]
presented novel printed monopole antenna for ultra-wideband applications with
variable frequency band-notch characteristics. Ojaroudi et al. [87] presented
printed monopole antenna with constant gain over a wide bandwidth for
ultra-wideband applications with desired notch-band characteristic. Li et al. [88]
presented a compact dual-band-notched UWB antenna and showed that the
designed antenna is of compact size, has a wide bandwidth covering 3.05–14.2 GHz,
realizing dual-notched bands of 5.14–5.36 and 5.74–6.07 GHz. Ojaroudi et al. [89]
presented a novel UWB printed monopole antenna for use in a circular
cylindrical microwave imaging system. Mehranpour et al. [90] proposed
a novel printed monopole antenna for ultra-wideband applications with
dual-band-notch function.

Fuguo Zhu et al. [91] proposed novel band-notched antennas suitable for
UWB applications with coexisting wireless systems operating over 3.3–3.6,
5.15–5.35, or 5.725–5.825 GHz bands. Mandal and Das [92] presented a printed
plaque monopole antenna fed by a microstrip line for UWB width with triple
notch band. Natarajamani et al. [93] proposed a compact two-element diversity
planar antenna for UWB application with band-notch function. Karimian et al. [94]
designed two compact monopole antennas with band-notched characteristics at
for ultra-wideband application. Zheng et al. [95] investigated compact optically
controlled UWB antenna with reconfigurable band-notched characteristics for
cognitive radio (CR) applications. Rajesh Kumar and Raghavan [96]
demonstrated a compact microstrip-fed novel U-shaped fractal monopole antenna
with enhanced bandwidth and band-notched characteristics for ultra-wideband
applications.

Gautam et al. [97] designed UWB antenna for MIMO application. An antenna
was excited with microstrip line, and resonating band was observed at 3.1–35 GHz.
Within this extended bandwidth, two bands were obtained at 5.1–5.8 GHz and
6.7–7.1 GHz. The variation of antenna design was as presented single and double
notches. The center notch frequency Fn was calculated as
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(W) � 1.6 (H) mm3. Ghaderi and Mohajeri [78] proposed a compact wide-slot
antenna with microstrip-fed monopole for UWB application. The monopole is
composed of an elliptic patch connected to a trapezoid one. Ojaroudi and Ojaroudi
[79] presented a novel inverted T-shaped ring slot antenna, surrounded by a
C-shaped slot, which provides a wide usable fractional bandwidth of more than
125% (2.71–12.06 GHz). Peng Gao et al. [80] proposed an inverted U-shaped slot on
the ground plane and a radiation patch similar to the slot that is fed by a 50-Ω
microstrip line. Shinde and Mishra [81] presented L-shaped thin ground plane for
lower frequency band stop function and a tapered rectangular vertical slot in radi-
ating patch for upper frequency band stop. Gong et al. [82] presented a compact
ultra-wideband antenna with an L-shaped slot. They found that the proposed
antenna offers 118% bandwidth when the antenna is fabricated on dielectric con-
stant 4.4 and of dimension of 23.7 � 23.7 � 0.8 mm3. Haraz et al. [83] designed two
different slot-coupled vertical microstrip-microstrip transitions for UWB multi-
layer microwave circuits and simulated the results using two simulation programs
with two different numerical techniques.

4.2 Notch-loaded MSAs for UWB

Shameena et al. [84] designed and analyzed a compact planar UWB antenna
with notch-band ON/OFF control and achieved the UWB response by a microstrip-
fed staircase patch with an identical inverted ground plane. Ojaroudi et al. [85]
presented a novel printed monopole antenna (PMA) for UWB applications with
variable frequency band-notch characteristics. Movahedinia and Azarmanesh [86]
presented novel printed monopole antenna for ultra-wideband applications with
variable frequency band-notch characteristics. Ojaroudi et al. [87] presented
printed monopole antenna with constant gain over a wide bandwidth for
ultra-wideband applications with desired notch-band characteristic. Li et al. [88]
presented a compact dual-band-notched UWB antenna and showed that the
designed antenna is of compact size, has a wide bandwidth covering 3.05–14.2 GHz,
realizing dual-notched bands of 5.14–5.36 and 5.74–6.07 GHz. Ojaroudi et al. [89]
presented a novel UWB printed monopole antenna for use in a circular
cylindrical microwave imaging system. Mehranpour et al. [90] proposed
a novel printed monopole antenna for ultra-wideband applications with
dual-band-notch function.

Fuguo Zhu et al. [91] proposed novel band-notched antennas suitable for
UWB applications with coexisting wireless systems operating over 3.3–3.6,
5.15–5.35, or 5.725–5.825 GHz bands. Mandal and Das [92] presented a printed
plaque monopole antenna fed by a microstrip line for UWB width with triple
notch band. Natarajamani et al. [93] proposed a compact two-element diversity
planar antenna for UWB application with band-notch function. Karimian et al. [94]
designed two compact monopole antennas with band-notched characteristics at
for ultra-wideband application. Zheng et al. [95] investigated compact optically
controlled UWB antenna with reconfigurable band-notched characteristics for
cognitive radio (CR) applications. Rajesh Kumar and Raghavan [96]
demonstrated a compact microstrip-fed novel U-shaped fractal monopole antenna
with enhanced bandwidth and band-notched characteristics for ultra-wideband
applications.

Gautam et al. [97] designed UWB antenna for MIMO application. An antenna
was excited with microstrip line, and resonating band was observed at 3.1–35 GHz.
Within this extended bandwidth, two bands were obtained at 5.1–5.8 GHz and
6.7–7.1 GHz. The variation of antenna design was as presented single and double
notches. The center notch frequency Fn was calculated as
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p , (6)

They also calculated mean effective and diversity gain (DG) and envelope cor-
relation coefficient (ECC) and reflection coefficient (RC)

ECC ¼ S ∗
11S12 þ S21S22

�� ��
1� S11j j2 � S21j j2
� �

1� S22j j2 � S12j j2
� � , (7)
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ECGj j2

q
, (8)

RC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S11 þ S12ð Þ2 þ S21 þ S22ð Þ2

q
ffiffiffi
2

p , (9)

Measured and simulation results were compared for the reflection and trans-
mission coefficient of the designed antenna.

4.3 Different feeding techniques used

Elsadek and Nashaat [98] investigated a new configuration of multiband/ultra-
wideband antenna which has a V-shaped patch with unequal arms coupled
electromagnetically to single-feed isosceles triangular PIFA thorough two unequal
slots. Gayathri et al. [99] proposed a microstrip-fed planar ultra-wideband
monopole antenna with band-notch characteristics and consist of an inverted
cone as the radiating patch and a tapered ground plane which operates over an
extremely wideband of 3–16 GHz. Mandal and Das [100] proposed regular
hexagonal monopole antenna fed by a microstrip line for ultra-wide bandwidth.
Peng Gao et al. [101] proposed an inverted U-shaped slot on the ground plane
and a radiation patch similar to the slot that is fed by a 50-Ω microstrip line.
Gautam et al. [102] proposed a novel CPW-fed compact inverted L-strip UWB
microstrip antenna operating bandwidth of 2.6–13.04 GHz. Azim et al. [103]
designed a microstrip line-fed planar antenna with dual-notched bands and
prototyped for UWB communication applications. Telsang and Kakade [104]
proposed a compact ultra-wideband microstrip patch antenna fed by a CPW
and a microstrip line. Emadian and Ahmadi-Shokouh [33] proposed a very small
CPW-fed rectangular slot antenna with dual-bandnotched characteristics for
super UWB applications. Patre and Singh [105] demonstrated the simulation
and experimental studies on a novel compact and broadband CPW-fed flower-
shaped microstrip patch antenna. Singhal et al. [106, 107] presented a compact
third-iteration inner-tapered tree-shaped fractal antenna for ultra-wideband appli-
cations and found that the bandwidth is enhanced by using CPW ground plane and
increasing the number of iterations.

4.4 Stacked designs

Matin et al. [108] presented an antenna consisting of a U-slotted rectangular
microstrip patch stacked with another patch of a different size on a separate layer
and investigated its performance. Kaur et al. [109] proposed an aperture-coupled
stacked Sierpinski gasket fractal antenna with a defected ground structure for UWB
and wireless local area network applications.
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4.5 Parasitic designs

Ojaroudi et al. [110] proposed an inverted T-shaped strip, and by embedding a
pair of T-shaped parasitic structures in the ground plane, additional resonances at
the higher band are excited which provides a wide usable fractional bandwidth of
more than 135%. Table 1 summarizes the review of dual-band, broadband, and
ultra-wideband antennas in this chapter.

5. Conclusions

It is observed from the review of the papers that all design of patch antennas can
be converted to its equivalent circuits with basic concept high-frequency designing
circuits. The proper design of circuit for particular antenna can give the clear
pictures of resonating frequencies and reflection coefficient. Using circuit theory of
basic structures of patch antennas, the designer can propose there circuit that will
be helpful in the analysis of antenna. Further comparison of dual-band [22–55],
broadband [3, 57–78], and ultra-wideband [79–110] is present in terms of applica-
tion, size, bandwidth, and design. Further, it was observed that dual-band and
multiband antenna is achieved through microstrip line and coaxial fed, slots, and
notch structure. The ultra-wideband was achieved through coplanar structures and
defected ground structures.
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Dual-band Broadband Ultra-wideband

Bandwidth Having two or more bands
(narrow bands 5–6%
bandwidth) [7–18]

Single-band having
bandwidth is greater
than 20% [3, 56–61]

Single-band bandwidth is
greater than 109.4% [79–85]

Antenna
required

Single antenna can be used as
transmission and reception

Dual antennas are
required for
transmission and
reception

Dual antennas are required
for transmission and
reception

Designs of
antennas

Easier to achieve dual-band
(means any one of the above
techniques can be sufficient to
achieve dual-band)
[10, 11, 14, 17]

More than one design
techniques required to
achieve broadband
[66, 68, 72, 73]

Two or more different
techniques are required to
achieve ultra-wideband
[110]

Applications GSM, Wi-Fi, WiMAX, DCS,
2G, 3G, Bluetooth
[15, 20–22, 26]

Depending on band
achieved, GSM, Wi-Fi,
WiMAX, DCS, 2G, 3G,
Bluetooth [59, 66]

Satellite communication,
DCS, Wi-Fi, WiMax
[79–85]

Table 1.
Summary of dual-band, broadband, and ultra-wideband antennas.
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Measured and simulation results were compared for the reflection and trans-
mission coefficient of the designed antenna.

4.3 Different feeding techniques used

Elsadek and Nashaat [98] investigated a new configuration of multiband/ultra-
wideband antenna which has a V-shaped patch with unequal arms coupled
electromagnetically to single-feed isosceles triangular PIFA thorough two unequal
slots. Gayathri et al. [99] proposed a microstrip-fed planar ultra-wideband
monopole antenna with band-notch characteristics and consist of an inverted
cone as the radiating patch and a tapered ground plane which operates over an
extremely wideband of 3–16 GHz. Mandal and Das [100] proposed regular
hexagonal monopole antenna fed by a microstrip line for ultra-wide bandwidth.
Peng Gao et al. [101] proposed an inverted U-shaped slot on the ground plane
and a radiation patch similar to the slot that is fed by a 50-Ω microstrip line.
Gautam et al. [102] proposed a novel CPW-fed compact inverted L-strip UWB
microstrip antenna operating bandwidth of 2.6–13.04 GHz. Azim et al. [103]
designed a microstrip line-fed planar antenna with dual-notched bands and
prototyped for UWB communication applications. Telsang and Kakade [104]
proposed a compact ultra-wideband microstrip patch antenna fed by a CPW
and a microstrip line. Emadian and Ahmadi-Shokouh [33] proposed a very small
CPW-fed rectangular slot antenna with dual-bandnotched characteristics for
super UWB applications. Patre and Singh [105] demonstrated the simulation
and experimental studies on a novel compact and broadband CPW-fed flower-
shaped microstrip patch antenna. Singhal et al. [106, 107] presented a compact
third-iteration inner-tapered tree-shaped fractal antenna for ultra-wideband appli-
cations and found that the bandwidth is enhanced by using CPW ground plane and
increasing the number of iterations.

4.4 Stacked designs

Matin et al. [108] presented an antenna consisting of a U-slotted rectangular
microstrip patch stacked with another patch of a different size on a separate layer
and investigated its performance. Kaur et al. [109] proposed an aperture-coupled
stacked Sierpinski gasket fractal antenna with a defected ground structure for UWB
and wireless local area network applications.
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4.5 Parasitic designs

Ojaroudi et al. [110] proposed an inverted T-shaped strip, and by embedding a
pair of T-shaped parasitic structures in the ground plane, additional resonances at
the higher band are excited which provides a wide usable fractional bandwidth of
more than 135%. Table 1 summarizes the review of dual-band, broadband, and
ultra-wideband antennas in this chapter.

5. Conclusions

It is observed from the review of the papers that all design of patch antennas can
be converted to its equivalent circuits with basic concept high-frequency designing
circuits. The proper design of circuit for particular antenna can give the clear
pictures of resonating frequencies and reflection coefficient. Using circuit theory of
basic structures of patch antennas, the designer can propose there circuit that will
be helpful in the analysis of antenna. Further comparison of dual-band [22–55],
broadband [3, 57–78], and ultra-wideband [79–110] is present in terms of applica-
tion, size, bandwidth, and design. Further, it was observed that dual-band and
multiband antenna is achieved through microstrip line and coaxial fed, slots, and
notch structure. The ultra-wideband was achieved through coplanar structures and
defected ground structures.
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