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Abstract. Computer network is playing a significantly important role in our soci-
ety, including commerce, communication, consumption and entertainment. There-
fore, network security has become increasingly important. Intrusion detection sys-
tems have received considerable attention, which not only can detect known attacks
or intrusions, but also can detect unknown attacks. Among the various methods
applied to intrusion detection, logistic regression is the most widely used, which
can achieve good performances and have good interpretability at the same time.
However, intrusion detection systems usually confront with data of large scale
and high dimension. How to reduce the dimension and improve the data quality
is significant to improve the detection performances. Therefore, in this paper, we
propose an effective intrusion detection model based on pls-logistic regression
with feature augmentation. More specifically, the feature augmentation technique
is implemented on the original features with goal of obtaining high-qualified train-
ing data; and then, pls-logistic regression is applied on the newly transformed data
to perform dimension reduction and detection model building. The NSL-KDD
dataset is used to evaluate the proposed method, and the empirical results show
that our proposed method can achieve good performances in terms of accuracy,
detection rate and false alarm rate.

Keywords: Feature augmentation · Intrusion detection · Logistic regression ·
Partial least square · Network security

1 Introduction

With the rapid development of internet, networks are becoming more and more important
in our daily life. Organizations rely heavily on networks to do on-line transactions, and
also, individuals are dependent on networks to work, study and entertain. In a word,
networks are an essentially indispensable part in modern society. However, this over-
dependence on networks might have potential risk, because considerable information
that relates to organization operation and individual activities is accumulated and stored.
It would cause huge losses, when the networks are been invaded or attacked.
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Intrusion detection systems are the most widely used tool to protect information
from being compromised. Intrusion detection has been long considered as a classi-
fication problem [1, 2]. Various statistic-based and machine-learning-based methods
have been applied to improve the performances of intrusion detection systems [3, 4].
However, machine learning-based methods for intrusion detection suffer criticisms [5].
Though many machine- learning-based detection methods, such as support vector (SVM)
machine and artificial neural network (ANN), could achieve better detection perfor-
mances, the detailed procedures of the detection process remain unknown. It is called
the black-box which is not favorable for practical applications. Moreover, machine-
learning-based detection methods are common time-consuming. For example, the train-
ing complexity of SVM cannot be tolerable when confront with large-scale and high
dimension dataset. However, the statistic-based detection methods could cover these
shortages to a large extent in terms of the model interpretation and training speed.
Therefore, it can be inferred that when compared to machine-learning-based intrusion
detection approaches, statistic-based intrusion detection method have some advantages,
that is, good interpretability and fast training speed.

Among these statistic-based detection methods, logistic regression is the most widely
used classification approach, which could achieve good detection performances [6–8].
It is worthy to noting that logistic regression could model the correlations among feature
and take into account of the joint effects between features to produce a decision boundary
to separate different classes effectively. Therefore, logistic regression can be considered
as an effective detection method. However, we should also realize that to achieve further
improvement in detection performance, it may not be sufficient to use logistic regression
alone. Review of related work in intrusion detection indicates that data quality data
quality has been considered as a critical determinant [9].

Therefore, in our study, we propose an effective intrusion detection framework based
on pls-logistic regression with feature augmentation. Specifically, the feature augmenta-
tion technique is used to improve the data quality, and pls-logistic regression is chosen to
reduce the dimension and build the intrusion detection model using the transformed data.
The reminder of this paper is organized as follows. In Sect. 2, we give a brief overview
of feature augmentation and pls-logistic regression. Section 3 describes the details of the
proposed intrusion detection model. Section 4 presents the experiment settings, results
and discussions. Finally, Sect. 5 comes to conclusion.

2 Methodology

To better illustrate the proposed detection model, firstly, we briefly review the main prin-
ciples of the feature augmentation [10] in Sect. 2.1, as well as the pls-logistic regression
classification model [11] in Sect. 2.2.

2.1 Feature Augmentation

Following Fan et al. (2016), suppose we have a pair of random variables (X, Y ) with n
observations, where X ∈ R

p denotes the original features and Y ∈ {0, 1} denotes the cor-
responding binary response. The logarithm marginal density ratio transformation is used
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as the feature augmentation technique to transform the original features. Specifically,
for Xj, j = 1, 2, . . . , p in X, denote by fj, gj the class conditional densities, respectively,
for class 1 and class 0, that is, (Xj|Y = 1) ∼ fj and (Xj|Y = 0) ∼ gj. Denote by
1Xj = {Xij|Yi = 1, i = 1, 2, . . . , n} and 0Xj = {Xij|Yi = 0, i = 1, 2, . . . , n}. Then, fj, gj

is obtained by kernel density estimation on 1Xj and 0Xj, and denote the estimates by

f̂j and ĝj, respectively. Thus, the feature augmentation for Xj using logarithm marginal
density ratio transformation is shown as follows:

X
′
j = log f̂j(Xj) − log ĝj(Xj), (1)

where X
′
j denotes the transformed feature for the j th feature Xj.

2.2 Pls-Logistic Regression Classification Model

Suppose we have a pair of random variables (X, Y ), where X ∈ R
p denotes the original

features and Y ∈ {0, 1} denotes the corresponding binary response. The procedures of
pls-logistic regression is depicted as follows:

Step 1. Perform univariate logistic regression on each feature to obtain p coefficients
denoted by ω1 = (

ω1, ω2, · · · , ωp
)
. Denote the normalized ω1 by ω̄1.

Step 2. Extract the first pls component t1 by t1 = X · ω̄1.
Step 3. Perform OLS regression of X against t1. Denote the residual of X by X∗.
Step 4. Perform logistic regression on each feature of X∗ against t1 to obtain the p
coefficients of features in X∗, denoted by ω2, and then normalize ω2 to ω̄2.
Step 5. Extract the second pls component t2 by t2 = X∗ · ω̄2.
Step 6. Repeat Step 3, Step 4 and Step 5 until the stopping criteria are satisfied.
Step 7. Denote by t1, t2, · · · , th the final extracted pls components. Perform the logistic
regression on these pls components to build the classification model.

3 Proposed Intrusion Detection Model: Fa-Plslogistic

In this section, we present the main procedures of our proposed intrusion detection
model based on pls-logistic with feature augmentation. By embedding the data quality
improvement technique into pls-logistic, we can obtain an effective intrusion detection
with good performances and less complexity. First, we perform feature transformations
on the original features to obtain high-quality training data that can significantly improve
the detection performances. Then, the pls-logistic regression is perform on the newly
transformed data to conduct dimension reduction and build the intrusion detection model.
For clarity, the detailed procedures are summarized as follows:

• Step 1. Data transformation
Perform feature transformations on the original data to obtain high-qualified training
data.

• Step 2. Detection model building
Use the newly obtained data from Step 1 to train pls-logistic-based classifier and build
the intrusion detection model.
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• Step 3. Intrusion detection
For a new testing sample, it is first transformed by the logarithm marginal density
ratio transformation illustrated in Sect. 2.1; then, the transformed data is fed into the
built intrusion detection model to classify it as either an intrusion or a normal.

4 Experimental Setting

4.1 Dataset Description

In our study, the NSL-KDD dataset is used to evaluate the performance of the proposed
intrusion detection model. The NSL-KDD dataset is a modified version of KDD 99
dataset which is considered as the benchmark dataset in intrusion detection domain.
However, the KDD 99 dataset suffers from some drawbacks [12, 13]. For example, there
are redundant and duplicate records which cause the classifier would be biased towards
these more frequent records. The NSL-KDD dataset was proposed by [14] by removing
all the redundant samples and reconstituting the dataset, making it more reasonable
not only in data size, but also in data structure. The NSL-KDD dataset contains TCP
connections that consist of 41 features and one labeling feature.

4.2 Experimental Results and Discussion

In order to prevent the dominance of features with large ranges, we normalize the data into
a range of [0, 1] before conducting the experiments. To evaluate our proposed detection
model, the 10-fold cross validation has been adopted and the performance is evaluated
by the following measurements according to the confusion matrix presented in Table 1.

Table 1. Confusion matrix

Predicted

Attack Normal

Actual Attack TP FN

Normal FP TN

Accuracy = TP+TN
TP+TN+FP+FN , Detection rate (DR) = TP

TP+FN , False alarm rate (FAR)

= FP
TN+FP
To verify the effectiveness of our proposed intrusion detection model, we first com-

pare the detection performance of Fa-plslogistic with that of the naïve-plslogistic detec-
tion model (pls-logistic regression on original data without feature transformation). The
10-fold cross validation results of these two detection models on NSL-KDD dataset with
regard to accuracy, DR, FAR and training time are summarized in Table 2.

As the results shown in Table 2, our proposed intrusion detection model takes clear
advantages over the naïve-plslogistic detection model, indicating that the data quality
improvement technique can greatly boost the detection performance. More specifically,
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Table 2. Performances of proposed methods

Metric Pls-logistic (with feature
augmentation)

Pls-logistic (without feature
augmentation)

Accuracy (%) 97.39(0.33) 91.29(6.03)

DR (%) 96.95(0.32) 88.59(12.84)

FAR (%) 2.23(0.45) 6.35(3.05)

Training time (in sec) 98.66 137.51

the accuracy and detection rate of our proposed model both exceed 96%, while naïve-
plslogistic only achieves 91.29% and 88. 59%, respectively. Besides, in terms of false
alarm rate, our proposed method is below 2.3%, while naïve-plslogistic is over 6%.
Moreover, the performances of our proposed is also more robust than that of naïve-
plslogistic.

To further demonstrate the advantages of our proposed method, the training time
required by Fa-plslogistic and naïve-plslogistic is also compared in Table 2. As shown,
the training time of our proposed method is superior to that of naïve-plslogistic. Specifi-
cally, naïve-plslogistic demands about 1.39 time as much training time as Fa-plslogistic
does. Thus, it can be inferred that our proposed method is much more concise than
naïve-plslogistic, which can reduce the training time.

Therefore, according to the comparison results, it can be concluded that our proposed
intrusion detection model is more effective than naïve-plslogistic and can achieve better
detection performances.

Standard errors are in the parentheses in percentage form.
In addition, we examine which features are influential on the intrusion detection.

Here, for simplicity, the feature whose coefficient is greater than 1 after standardization
is considered to be important. Thus, the influential features recognized during the 10-fold
cross-validation are shown in Table 3.

According to the results in Table 3, the important features for intrusion detection
are listed in descending order by frequency: land, su_attempted, num_failed_logins,
src_bytes, urgent, hot, num_root, num_compromised, root_shell, is_guest_login and
dst_bytes. These features are helpful in practice to efficiently detect network intrusion
and attacks.

Furthermore, in order to better interpret the effectiveness of our proposed method
in intrusion detection, performance comparisons between our proposed model and
other existing methods in intrusion detection using NSL-KDD dataset are conduct. The
comparison results are summarized in Table 4.

From the comparison results shown in Table 4, our proposed method outperforms
other intrusion detection methods with regard to detection accuracy. However, it should
be noted that Table 4 just provides a snapshot of performance comparison between
our proposed method and other detection methods. Thus, it can be claimed that our
proposed method always performs better when compared to any other methods. Nev-
ertheless, from the results above, we can make a conclusion that our proposed method
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Table 3. Influential features for intrusion detection

K-fold Influential feature

1 src_bytes, land, hot, su_attempted, num_root

2 land, num_failed_logins

3 land, urgent, num_failed_logins

4 src_bytes, land, hot, root_shell, su_attempted, is_guest_login

5 dst_bytes, num_compromised

6 src_bytes, land, num_compromised, root_shell, num_root

7 land, urgent, num_failed_logins, num_compromised, su_attempted, num_root

8 src_bytes, urgent, hot, num_failed_logins, su_attempted

9 su_attempted

10 src_bytes, land, urgent, hot, num_failed_logins, su_attempted, is_guest_login

Table 4. Performance comparisons of proposed method and other detection methods

Method Accuracy (%)

GHSOM [15] 96.02

A-GHSOM [16] 96.63

Naïve Bayes + N2B [17] 96.50

AdaBoost [17] 90.31

Proposed method 97.39

still possesses advantages in intrusion detection and can provide inspirations for the
following researches.

5 Conclusion

Intrusion detection system is critical to network security. In this paper, we proposed
an effective intrusion detection model based on pls-logistic with feature augmentation.
Though the pls-logistic classifier might achieve a good performance, the detection capac-
ity is much more dependent on the quality of the training data. Therefore, in order to
increase the detection capacity, we use the logarithm marginal density ratio transfor-
mation on the original data to obtain high-quality training data for pls-logistic before
building the intrusion detection model. Empirical results on NSL-KDD dataset show
that our proposed intrusion detection model is effective and can achieve good and robust
detection performances.
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Abstract. Hypertext Transfer Protocol (HTTP) accounts for a large portion of
Internet application-layer traffic. Since the payload of HTTP traffic can record
website status and user request information, many studies use HTTP protocol
traffic for web application attack detection. In this work, we propose DeepHTTP,
an HTTP traffic detection framework based on deep learning. Unlike previous
studies, this framework not only performs malicious traffic detection but also
uses the deep learning model to mine malicious fields of the traffic payload. The
detection model is called AT-Bi-LSTM, which is based on Bidirectional Long
Short-Term Memory (Bi-LSTM) with attention mechanism. The attention mech-
anism can improve the discriminative ability and make the result interpretable.
To enhance the generalization ability of the model, this paper proposes a novel
feature extraction method. Experiments show that DeepHTTP has an excellent
performance in malicious traffic discrimination and pattern mining.

Keywords: Bi-LSTM · Attention mechanism · Anomalous HTTP traffic
detection · Malicious pattern mining

1 Introduction

According to the 2018 Internet Security Report released by China National Computer
Network Emergency Response Technical Team/Coordination Center (CNCERT/CC)
[1], website attacks and exploits occur frequently. How to improve the ability of web
attack detection is one of the urgent problems in the field of network security.

Among various network protocols, Hypertext Transfer Protocol (HTTP) occupies a
considerable proportion of the application layer traffic of the Internet. Since HTTP traffic
can record website access states and request content, it provides an excellent source of
information for web application attack detection [2–4]. We focus on HTTP traffic mainly
for three reasons. 1) Although protocol HTTPS is used by 57.4% of all the websites [5],
HTTP traffic still accounts for a large proportion of network traffic. Research [6] shows
that for smaller B2B websites, the uptake of HTTPS is low. Because they lack awareness
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of the streaming importance of SSL. Also, the perceived complexity of switching to
HTTPS is high. 2) A large majority of malware uses HTTP to communicate with their
C&C server or to steal data. Many web application attacks use HTTP, such as Cross-site
scripting attack (XSS), SQL injection, and so on. 3) The HTTP protocol is transmitted
in clear text, which makes it easier to analyze network behaviors.

In this paper, we design DeepHTTP, a complete framework for detecting malicious
HTTP traffic based on deep learning. The main contributions are as follows.

Firstly, unlike researches that only detect malicious URLs (Uniform Resource Loca-
tors) [7, 8], we extract both URL and POST body (if the HTTP method is POST) to
detect web application attacks. This is of great help to portray network behavior more
comprehensively.

Secondly, we perform an in-depth analysis of the types and encoding forms of HTTP
traffic requests, then propose an effective method to extract content and structure features
from HTTP payload (in this paper, “payload” refers to URL and POST body). Content
and structure features are used for classification.

Thirdly, the detection model AT-Bi-LSTM is Bidirectional Long Short-Term Mem-
ory (Bi-LSTM) [9] with attention mechanism [10]. Since each HTTP request follows
the protocol specification and grammar standards, we treat elements in traffic payload
as vocabulary in natural language processing and use Bi-LSTM to learn the contextual
relationship. The attention mechanism can automatically dig out critical parts, which
can enhance the detection capabilities of the model. Due to the introduction of attention
mechanism, the model is more interpretable than other deep learning models.

Finally, we design a module for malicious pattern mining. The “malicious pattern”
is essentially a collection of strings representing web attacks. Specifically, we cluster
malicious traffic entries and perform pattern mining for each cluster. Then we can gen-
erate new rules based on the mined malicious patterns. New rules will be configured into
detection systems to capture specific types of web attacks.

In a word, DeepHTTP is a complete framework that can automatically distinguish
malicious traffic and perform pattern mining. We set up a process that can verify and
update data efficiently. The model is updated periodically so that it can adapt to new
malicious traffic that appears over time.

The rest of this paper is organized as follows. Section 2 gives a summary of the rele-
vant research. Section 3 briefly introduces the system framework and data preprocessing
methods. The proposed model is introduced in detail in Sect. 4, including the malicious
traffic detection model and pattern mining method. We launched a comprehensive exper-
iment to demonstrate the effectiveness of the model. The experimental results are shown
in Sect. 5. Section 6 gives the conclusions and future works.

2 Related Work

2.1 Malicious Traffic Detection

In recent years, quite a few researches are aiming for detecting anomaly traffic and
web application attacks. Communication traffic contains lots of information that can
be used to mine anomaly behaviors. Lakhina et al. [58] perform a method that fuses
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information from flow measurements taken throughout a network. Wang et al. [59]
propose Anagram, a content anomaly detector that models a mixture of high-order n-
grams designed to detect anomalous and “suspicious” network packet payloads. To select
the important features from huge feature spaces, Zseby et al. [60] propose a multi-stage
feature selection method using filters and stepwise regression wrappers to deal with
feature selection problem for anomaly detection. The methods mentioned above care
less about the structural features of communication payloads which are important for
distinguishing anomaly attacking behaviors and mining anomaly patterns. In this paper,
we put forward a structure extraction approach, which can help enhance the ability to
detect anomaly traffic. The structure feature also makes an important role in pattern
mining.

Existing approaches for anomalous HTTP traffic detection can be roughly divided
into two categories according to data type: feature distribution-based methods [11, 12]
and content-based methods [13]. Content-based methods can get rid of the dependency
of artificial feature extraction and is suitable for different application scenarios. Nelms
T et al. [14] use HTTP headers to generate control protocol templates including URL
path, user-agent, parameter names, etc. Because Uniform Resource Locator (URL) is
rich in information and often used by attackers to pass abnormal information, identifying
malicious URLs is a hot studied problem in the security detection [8, 15, 16]. In this
paper, we use both URL and POST body (if the HTTP method is POST) to detect web
attacks. We do not use other parameters in the HTTP header because these fields (like
Date, Host, and User-agent, etc.) have different value types and less valid information.

Various methods have been used for detection. Juvonen and Sipola [18] propose a
framework to find abnormal behaviors from HTTP server logs based on dimensional-
ity reduction. Researchers compare random projection, principal component analysis,
and diffusion map for anomaly detection. Ringberg et al. [19] propose a nonparamet-
ric hidden Markov model with explicit state duration, which is applied to cluster and
scout the HTTP-session processes. This approach analyses the HTTP traffic by session
scale, not the specific traffic entries. Additionally, there are also many kinds of research
based on traditional methods such as IDS (intrusion detection system and other rule-
based systems) [3, 20–22]. Since malicious traffic detection is essentially an imbalanced
classification problem, many studies propose anomaly-based detection approaches that
generate models merely from the benign network data [17]. However, in practical appli-
cations, the anomaly-based detection model usually has a high false-positive rate. This
problem undoubtedly increases the workload of manual verification.

With the rapid development of artificial intelligence, deep learning has been widely
used in various fields and has a remarkable effect on natural language processing.
Recently, deep learning has been applied to anomaly detection [8, 23–25]. Erfani et al.
[25] present a hybrid model where an unsupervised DBN is trained to extract generic
underlying features, and a one-class SVM is trained from the features learned by the
DBN. LSTM model is used for anomaly detection and diagnosis from System Logs
[24]. In this article, we use deep learning methods to build detection models to enhance
detection capabilities.
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2.2 Pattern Mining Method

In addition to detecting malicious traffic and attack behaviors, some researches focus on
pattern mining of cluster traffic. Most existing methods for traffic pattern recognition and
mining are based on clustering algorithms [26, 27]. Le et al. [27] propose a framework
for collective anomaly detection using a partition clustering technique to detect anoma-
lies based on an empirical analysis of an attack’s characteristics. Since the information
theoretic co-clustering algorithm is advantageous over regular clustering for creating
a more fine-grained representation of the data, Mohiuddin Ahmed et al. [28] extend
the co-clustering algorithm by incorporating the ability to handle categorical attributes
which augments the detection accuracy of DoS attacks. In addition to the clustering
algorithm, JT Ren [29] conducts research on network-level traffic pattern recognition
and uses PCA and SVM for feature extraction and classification. I. Paredes-Oliva et al.
[30] build a system based on an elegant combination of frequent item-set mining with
decision tree learning to detect anomalies.

The signature generation has been researched for years and has been applied to
protocol identification and malware detection. FIRMA [31] is a tool that can cluster
network traffic clusters obtained by executing unlabeled malware binaries and generate
a signature for each cluster. Terry Nelms et al. [32] propose ExecScent, a system that
can discover new C&C domains by building adaptive templates. It generates a control
protocol template (CPT) for each cluster and calculates the matching score to find sim-
ilar malware. These tools have proven to automatically generate valid signatures, but
the process still needs to define the composition of the initial signature or template in
advance. As far as we know, signature generation is rarely used in web attack detection.
The study of pattern mining for malicious traffic is not yet mature.

In recent years, the attention-based neural network model has become a research
hotspot in deep learning, which is widely used in image processing [33], speech recog-
nition [34], and healthcare [35]. Attention mechanism has also proved to be extremely
effective. Luong et al. [36] first design two novel types of attention-based models for
machine translation. Since the attention mechanism can automatically extract important
features from raw data, it has been applied to relation Classification [37] and abstract
extraction [38]. To the best of our knowledge, as for HTTP traffic detection and pattern
mining, proposed models rarely combine sequence models with attention mechanism.
Hence, in this paper, we build a model based on attention mechanism, which can get rid
of the dependency of artificial extraction features and do well in pattern mining.

3 Preliminaries

3.1 DeepHTTP Architecture and Overview

The “Rule Engine” mentioned in this paper is an engine that consists of many rules. Each
rule is essentially a regular expression used to match malicious HTTP traffic that matches
a certain pattern. Generally, the expansion of the rule base relies on expert knowledge.
It requires high labor costs. And the malicious traffic that the “Rule Engine” can detect
is limited. Therefore, we additionally introduce a deep learning model based on the
attention mechanism, which can identify malicious traffic entries that are not detected
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by the “Rule Engine”. Also, the pattern mining module can automatically extract the
string patterns in the traffic payload, which can greatly reduce the workload of rule
extraction.

In this paper, rules can be roughly divided into seven categories according to the type
of web application attack: File Inclusion (Local File Inclusion and Remote File Inclu-
sion), framework vulnerability (Struts2, CMS, etc.), SQL Injection (Union Select SQL
Injection, Error-based SQL Injection, Blind SQL Injection, etc.), Cross-Site Scripting
(DOM-based XSS, Reflected XSS, and Stored XSS), WebShell (Big Trojan, Small Tro-
jan and One Word Trojan [39]), Command Execution (CMD) and Information Disclosure
(system file and configuration file).

Traffic 
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Data Cleaning

Content 
ExtracƟon

String 
SegmentaƟon

Structure 
ExtracƟon

Data 
Processing

Rule Engine

AT-Bi-LSTMLabeled HTTP
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1.Training Stage

2.DetecƟon Stage

3.Mining Stage

New Rules

Malicious

No

Yes

Malicious

Yes

No
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Verified Traffic Entries
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Fig. 1. DeepHTTP architecture.

DeepHTTP is a complete framework that can detect web application attacks quickly
and efficiently. In this section, we introduce three stages of DeepHTTP (see Fig. 1),
which are training stage, detection stage, and mining stage.

• Training stage. The core task of this phase is to train the model (AT-Bi-LSTM). It
includes data processing and model training. First, we put the labeled dataset into
the data processing module to obtain content and structure features of traffic payload.
After that, we divide the processed formatted data into training, test, and verification
sets and store in the database. To enhance the robustness of the model, we build
data sets containing positive and negative samples in different proportions and use
cross-validation to train the model.

• Detection stage. The pre-trained model and the “Rule Engine” are used for anomaly
traffic detection. After data processing, new HTTP entries are first entered into the
“Rule Engine” for detection. For the entries which are detected by the engine, we
labeled the data and update them directly into the database. Other traffic entries will
be entered into the pre-trained model for detection. Anomaly traffic entries detected
by AT-Bi-LSTM will be used in the mining stage.



146 Y. Yu et al.

• Mining stage. The main works of this phase are verifying the anomalous traffic labeled
by the model and then mining malicious patterns. Generally speaking, there are a large
number of traffic entries that the model identifies as malicious. To improve efficiency,
we first cluster and sample the data. Specifically, malicious traffic will be divided
into different clusters by clustering. In each cluster, we mine malicious patterns based
on attention mechanism and then generate new rules. Simultaneously, we sample a
small number of entries from each cluster and perform manual verification. Verified
malicious data will be updated regularly to the database and new rules will be updated
regularly to “Rule Engine”.

DeepHTTP is a complete closed-loop workflow. The detection model and “Rule
Engine” complement each other. The timing update and feedback mechanism can con-
tinuously improve the detection ability of the system, which is the main reason for the
practicability of the framework. Data processing, traffic detection model, and pattern
mining method are critical parts in DeepHTTP, which will describe in the later sections.

3.2 Data Preprocessing

Data Collection. The study spends nearly half a year to collect actual traffic. Nearly 1.5
million malicious HTTP traffic samples are accumulated through vulnerability scanning,
rule filtering, and manual verification. After sampling and deduplication, we eventually
collect 10, 645, 12 malicious samples.

• Rule-based collection method. Specifically, we collect network traffic from the uni-
versity network monitoring system and filter out HTTP traffic. To protect the privacy
of teachers and students, we remove sensitive content from the data. Then, we use the
“Rule Engine” mentioned in Sect. 3.1 to identify malicious traffic.

• Tools-based collection method. In order to enrich the type of malicious traffic, we
use kali [40], Paros [41], W3AF [42] to perform simulation attack and vulnerability
scanning. We collect relevant traffic as malicious traffic samples.

• Model-based collection method. As described in Sect. 3.1, after manual verification,
malicious traffic entries detected by AT-Bi-LSTM are periodically updated to the data
set.

Data Cleaning. We parse HTTP traffic packets and extract Uniform Resource Locator
(URL) and POST body (if the request method is POST). Then, we mainly perform the
following data cleaning operations:

• URL decoding: Since URL data often been encoded, we perform URL decoding.
• Payload decoding: Many strings in traffic payload are encoded by different encoding

methods, like MD5, SHA, and Base64, etc. For these strings, we identify the encoding
type and replace them with the predefined flag (see Table 1).

• We replace garbled characters and invisible characters with null characters.
• Since the binary stream data in the Post request body does not contain semantic

information, we replace this kind of data with the predefined flag (see Table 1).
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String Segmentation. Text vectorization is the key to text mining. Numerous studies
use n-grams [43] to extract the feature of payloads [44–46]. This method can effec-
tively capture the byte frequency distribution and sequence information, but it is easy
to cause dimension disaster. To prevent dimensional disaster, we split the string with
special characters. The special characters refer to characters other than English letters
and numbers, such as “@”, “!”, “#”, “%”, “ˆ”, “&”, “*”, “?”, etc. Here is an instance.
Suppose the decoded data is: “/tienda1/publico/vaciar.jsp <EOS> B2 = Vaciar carrito;
DROP TABLE usuarios; SELECT * FROM datos WHERE nombre LIKE”. “<EOS>”
is the connection symbol. After string splitting, the data is denoted as: “/tienda1 /public
/vaciar. jsp <EOS> B2 = Vaciar carrito; DROP TABLE usuarios; SELECT * FROM
datos WHERE nombre LIKE”. Strings are connected by spaces. Another benefit of this
approach is that it makes the results of malicious pattern mining more understandable.
In this example, the malicious pattern we want to obtain from the data is {“SELECT”,
“FROM”, “WHERE”}. However, if we use n-grams (n = 3) or character-based method
[39], the result may be denoted as {“SEL”, “ELE”, …, “ERE”} or {“S”, "L”,…, “R”},
which is not intuitive.

Structure Feature Extraction. To better measure the similarity of URLs, Terry Nirm,
etc. [32] use a set of heuristics to detect strings that represent data of a certain type and
replaces them accordingly using a placeholder tag containing the data type and string
length. Inspired by this, the paper uses a similar way to extract structure features from
HTTP payload. The “structure feature” mentioned in this paper refers to string type other
than the meaning of the string itself. We replace string with predefined flags according
to their data type. The types of data we currently recognize include hash (MD5, SHA,
and Base64), hexadecimal, binary, Arabic numerals and English alphabet (upper, lower
and mixed case) .etc. The main replacement rules are shown in Table 1.

Table 1. Characters replacement rules.

Encoding type Replacement string

MD5 hash ‘MD5_HASH’

SHA hash ‘SHA_HASH’

Base64 ‘BASE64_ENCODE’

Hexadecimal ‘HEXADECIMAL’

Encryption ‘ENCRYPTION’

Binary ‘BINARY’

/ mobile / notify ? verifytype = 4 & verifycontent = 68247 & tenantid = 3c5fee35600000218bf9c5d7b5d3524e
/ WWWWWW / WWWWWW ? WWWWWWWWWW = D & WWWWWWWWWWWWW = DDDDD & WWWWWWWW = MD5_HASH
-----------------------------------------------------------------------------------------------------------------------------------------
/ mobile / notify ? templetype = 8 & articlecontent = 486975 & password = 8efe04d797dad53d5c43d21a0d320eab
/ WWWWWW / WWWWWW ? WWWWWWWWWW = D & WWWWWWWWWWWWWW = DDDDDD & WWWWWWWW = MD5_HASH

Fig. 2. An example of structure extraction.
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Here is an example of a structure feature extraction (see Fig. 2). Since the encoding
type of the string “3c5fee35600000218bf9c5d7b5d3524e” is MD5 (We use “ hashID”
[47] to identify the different types of hashes.), we replace it with “MD5_HASH”. For
those string not belong to any special type, we replace each character in the string with
the specified character. “D” for Arabic numeral and “W” for the English alphabet (not
case sensitive). Since the string “68247” consists of five Arabic numerals, we replace it
with five “D”. Obviously, by extracting structural features, we can easily find requests
with different content but almost the same in data type.

4 Our Approach

4.1 Anomaly HTTP Traffic Detection

The goal of the proposed algorithm is to identify anomaly HTTP traffic based on seman-
tics and structure of traffic entries. Figure 3 shows the high-level overview of the pro-
posed model. The model (AT-Bi-LSTM) contains five components: input layer, word
embedding layer, Bi-LSTM layer, attention layer and output layer.

Problem Definition. Let R = {R1, R2, . . . , Ri, . . . , RN} be the set of HTTP traffic
entries after data processing. For each traffic entry Ri(i = 1, 2, . . . , N), there are two
sequences S1

i = {c11, c12, c13, . . . , c1n} and S2
i = {c21, c22, c23, . . . , c2n}, which respec-

tively represent content sequence and structure sequence. Because structure sequence is
derived from content sequence, the length of both sequence is equal to n.

Fig. 3. Model architecture.
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Input Layer. In this paper, we use the content and structure sequence after word seg-
mentation as a corpus, and select words that are common in the corpus to build a vocab-
ulary according to term frequency inverse document frequency (TF-IDF) [48]. Then,
the unique index is generated for each word in the vocabulary. We convert the word
sequences (S1

i and S2
i ) to final input vectors (S1′

i and S2′
i ), which are composed of indexes.

The length of input vector is denoted as z, which is a hyper-parameter (the fixed length in
this paper is set to 300 because the proportion of sequence length within 300 is 0.8484).
The excess part of input sequence is truncated, and the insufficient part is filled with zero.
Formally, the sequence of content can be converted to S1′

i = {w11, w12, w13, . . . , w1z}
and the sequence of structure can be expressed as S2′

i = {w21, w22, w23, . . . , w2z}. Here
is an example. Given a sequence of content: {‘/’, ‘admin’, ‘/’, ‘caches’, ‘/’, ‘error_ches’,
‘.’, ‘php’ }. The input vector with fix length can be denoted as [23, 3, 23, 56, 23, 66, 0,
0, …, 0]. Since the index of ‘admin’ in vocabulary is 3, the second digit in the vector is
3. And since the length of this sequence is less than fixed length, the rest of the vector
is filled with zeros.

Embedding Layer. Take a content sequence of i-th traffic entry as an example. Given
S1′

i = {w11, w12, . . . , w1k, . . . , w1z}, we can obtain vector representation v1k ∈ Rm of
each word w1k ∈ R1(k = 1, 2, . . . , z) as follows:

v1k = ReLU (Wew1k + be) (1)

where m is the size of embedding dimension, We ∈ Rm×1 is the weight matrix, and
be ∈ Rm is the bias vector. Rectified Linear Unit (ReLU) is the rectified linear unit
defined as ReLU(v) = max(v, 0), where max() applies element-wise to vector.

Bidirectional Long Short-Term Memory. We employ Bidirectional Long Short-Term
Memory (Bi-LSTM), which can exploit information both from the past and the future to
improve the prediction performance and learn the complex patterns in HTTP requests
better. A Bi-LSTM consists of a forward and backward LSTM. Given embedding vector
{v11, v12, . . . , v1k, . . . , v1z}of content sequence of i-th traffic entry Ri, the forward LSTM
�f reads the input sequence from v11 to v1z, and calculates a sequence of forward hidden
states (�h11, �h12, . . . , �h1k, . . . , �h1z) (�h1k ∈ Rp) and p is the dimensionality of hidden

states). The backward LSTM
←
f reads the input sequence in the reverse order and product

a sequence of backward hidden states

(
←
h11,

←
h12, . . . ,

←
h1k, . . . ,

←
h1z

)
(
←
h1k ∈ Rp). The

final latent vector representation h1k =
[
�h1k;

←
h1k

]T(
h1k ∈ R2p) can be obtained by

concatenating the forward hidden state �h1k and the backward one
←
h1k. We deal with the

embedding vector of structure sequence in the same way.

Attention Layer. In this layer, we apply attention mechanism to capture significant
information, which is critical for prediction. General attention is used to capture the
relationship between ht and hi(1 ≤ i < t):

αti = hT
t Wαhi (2)
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αt = softmax
([

αt1, αt2, . . . , αt(t−1)

])
(3)

where Wα ∈ R2p×2p is the matrix learned by model, αt is the attention weight vector
calculated by softmax function. Then, the context vector ct ∈ R2p can be calculated
based on the weights obtained from Eq. (3). The hidden states from h1 to ht−1 can be
calculated by the following formulas:

ct =
t−1∑

i

αtihi (4)

We combine current hidden state ht and context vector ct to generate the attentional
hidden state as follows:

h̃t = tanh(Wc[ct; ht]) (5)

where Wc ∈ Rr×4p is the weight matrix in attention layer, and r is the dimensionality
of attention state. h̃1 and h̃2 can be obtained using Eq. (2) to Eq. (5), which denote the
attention vector of content and structure sequence learned by the model.

Output Layer. Before feeding the attention vector into softmax function, the paper
apply dropout regularization randomly disables some portion of attention state to avoid
overfitting. It is worth noting that we concatenate vector of content and structure to
generate output vector for prediction. The classification probability is calculated as
follows:

p = softmax
(
ws

[
h∗

1; h∗
2

] + bs
)

(6)

where h∗
1 is the output of h̃1 after dropout strategy, h∗

2 is the output of h̃2. ws ∈ Rq×r

and bs ∈ Rq are the parameters to be learned.

y
∧ = argmax(p) (7)

where y
∧

is the label predicted by the attention model.

Objective Function. The paper calculate the loss for all HTTP traffic entries using the
cross-entropy between the ground truth yi ∈ (0, 1) and the predicted pi(i = 1, 2, . . . , N ):

L = − 1

N

N∑
i=1

yi log(pi1) + (1 − yi)log(1 − pi1) (8)

where N is the number of traffic entries, pi1 denotes the probability that the i-th
sample is predicted to be malicious.

We train the model to minimize the objective function so that the model automati-
cally learns the appropriate parameters. The model can automatically learn the feature
expression of input data without manual feature extraction. In addition to outputting the
judgment results, the model will also output attention weights which will be used as
important inputs for the pattern mining part. The introduction of attention mechanism
makes this model more explanatory than other deep learning models.
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4.2 Mining Stage

The function of this module is to interpret the results of the model and extract the string
pattern. For malicious traffic that is not detected by the rules engine but is discriminated
by the model, we perform pattern mining and verification. Figure 4 shows the architecture
of the mining stage.

Fig. 4. The architecture of mining stage.

Clustering. We cluster traffic entries that were flagged as malicious by AT-Bi-LSTM.
Specifically, we feed the attentional hidden state (obtained by Eq. (5) in Sect. 4.1) into
the clustering model. The clustering method we apply is DBSCAN [49], a density-based
clustering algorithm, which does not require prior declaring the number of clusters. After
clustering, we obtain several clusters. Traffic entries in each cluster are similar in content
or structure.

Tag Verification. In practical applications, there are massive suspicious HTTP requests
every day. There is no doubt that manual verification requires a lot of time and effort. In
this paper, we use clustering and sampling to reduce the workload. After clustering, we
sample some entries from each cluster for verification. If the predicted labels of these
samples are consistent with the ground-truth, then all the prediction results in this cluster
are considered correct.

Pattern Mining. This module can mine the string pattern of the payload of malicious
traffic. Experts generate new rules based on the results of pattern mining, which can
reduce the workload of manual extraction. As mentioned in Sect. 3.1, the attention
weight vector obtained in the attention layer can reflect the crucial parts of the payload.
Therefore, for each malicious traffic entry, we dig out the key parts according to the
corresponding attention weight vector. The greater the weight is, the more important the
word is.

Specifically, given a cluster with N traffic entries T = {t1, t2, . . . , tN}, we perform
pattern mining according to the following steps:
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• Get a keyword set according to attention weight. AT-Bi-LSTM can output the
attention weight vector (obtained by Eq. (3)). For each traffic entry ti(i = 1, 2, . . . , N ),
we get n keywords Ki = {k1, k2, . . . , kn} according to its weight vector. The greater
the weight, the more important the word is. At last, we can obtain a set of keywords
K = {K1, K2, . . . , KN} identified by the model.

• Extracting frequent patterns. The goal of this step is to unearth words that not
only frequently occur in this cluster but also recognized by the model as key parts.
We calculate the co-occurrence matrix of keywords in set K. If we discovery several
words in keywords set K to appear together frequently, then the combination of these
words can represent a malicious pattern. The malicious pattern can be used as an
effective basis for security personnel to extract new filtering rules.

5 Evaluation

5.1 Dataset

We use the method mentioned in Sect. 3.2 to build the HTTP traffic dataset. For the
collected data, we perform manual verification and tagging. Finally, the total number
of labeled data is 2,095,222, half of them are malicious traffic entries. The types and
quantities of tagged malicious samples are shown in Table 2. Moreover, we prepare five
million unmarked HTTP traffic for model testing.

Table 2. Distribution of malicious traffic entries.

Data type Number

Deserialization 6014

CMS 5836

File inclusion 46438

SQL injection 463776

Webshell 288050

XSS 127750

Sensitive data exposure 16656

Middleware vulnerability 47614

Struts2 vulnerability 42477

Botnet 19901

Total 1064512

5.2 Validation of Structural Feature Extraction Method

To verify the effectiveness of the structural feature extraction method, we compare the
convergence speed and detection ability of the model trained by different features.
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We record the loss and accuracy of each iteration of the model and draw the loss
curve and the accuracy curve (Fig. 5). To balance the memory usage and model training
efficiency, the best batch size is set to 200. As we observe from the figure, the model
trained based on content and structural features converge faster. In other words, after
fusing structural features, the learning rate has been enhanced, and it can reach the
convergence state faster.

(a) Accuracy curve (b) Loss curve

Fig. 5. Accuracy curve and loss curve.

Moreover, in unbalanced dataset, we compare the effects of models trained by dif-
ferent features. As shown in Table 3, the model trained based on content and structure
features performs better. The reason is that structural features increase the generalization
ability of the model.

Table 3. Performance of models trained by different features

Different features Precision Recall F1-score AUC

Content feature 0.9856 0.8765 0.9278 0.9382

Structure feature 0.9633 0.6643 0.7863 0.8320

Content and structure features 0.9560 0.9608 0.9584 0.9795

5.3 Model Comparison

We use 3-gram [43], TF-IDF [48], Doc2vec [50] and Character_level feature extrac-
tion method [8, 39] to obtain the feature vector of the payload. Then, we compared the
effects of models between classic machine learning methods and machine learning mod-
els, including Support Vector Machine(SVM) [51], Random Forest(RF) [52], eXtreme
Gradient Boosting(XGBoost) [53], Convolutional neural networks (CNNs) [54], Recur-
rent neural networks (RNNs) [55, 56], Long short term memory (LSTM) [57] and the
proposed model AT-Bi-LSTM.
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Detection in Labeled Dataset. We sample 1.1 million traffic entries from labeled
dataset (as described in Sect. 3.2) to build a balanced dataset (550,000 for normal sam-
ples and 550,000 for malicious samples). To approximate the actual situation, we also
sample 1.1 million traffic entries from labeled dataset to build an unbalanced dataset
(1,000,000 for normal samples and 100,000 for malicious samples). Then the data set is
divided into training set, test set and verification set according to the ratio of 6:2:2. The
evaluation metrics consist of precision, recall, F1-score.

Table 4. Model performance in labeled dataset.

Dataset Classifier Precision Recall F-score

Balanced dataset 3-gram_TF-IDF_SVM 0.9607 0.9564 0.9585

3-gram_TF-IDF_RF 0.9518 0.9269 0.9378

3-gram_TF-IDF_XGBoost 0.9755 0.9683 0.9717

Doc2vec_SVM 0.9365 0.9201 0.9274

Doc2vec_ RF 0.9646 0.9444 0.9534

Doc2vec_XGBoost 0.9810 0.9753 0.9781

Doc2vec_CNN 0.9611 0.9467 0.9538

Doc2vec_LSTM 0.9765 0.9538 0.9650

Doc2vec_Bi-LSTM 0.9852 0.9791 0.9821

Character_Level_CNN 0.9556 0.9461 0.9508

Character_Level_LSTM 0.9895 0.9847 0.9870

Character_Level_Bi-LSTM 0.9954 0.9921 0.9937

AT-Bi-LSTM 0.9979 0.9963 0.9970

Unbalanced dataset 3-gram_TF-IDF_SVM 0.6573 0.5987 0.6266

3-gram_TF-IDF_RF 0.7036 0.6835 0.6934

3-gram_TF-IDF_XGBoost 0.7499 0.6937 0.7207

Doc2vec_SVM 0.7531 0.6111 0.6061

Doc2vec_ RF 0.8212 0.7484 0.7675

Doc2vec_XGBoost 0.8844 0.8570 0.8683

Doc2vec_CNN 0.8823 0.7851 0.8308

Doc2vec_LSTM 0.8921 0.8235 0.8564

Doc2vec_Bi-LSTM 0.9011 0.8221 0.8597

Character_Level_CNN 0.9365 0.9342 0.9353

Character_Level_LSTM 0.9485 0.9456 0.9470

Character_Level_Bi-LSTM 0.9545 0.9574 0.9559

AT-Bi-LSTM 0.9661 0.9609 0.9635
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We can conclude the following conclusions according to Table 4. First, in the
balanced dataset, Doc2vec_XGBoost, Character_Level_Bi-LSTM, and AT-Bi-LSTM
perform well. However, in the imbalanced dataset, the detection capabilities of
Doc2vec_XGBoost is not as good as deep learning models. Second, although the
character-level deep learning models are comparable to AT-Bi-LSTM, the model pro-
posed in this article is superior in interpretability. Finally, AT-Bi-LSTM is superior to
all baseline models in almost all metrics. In unbalanced data sets, the superiority of the
proposed model is even more pronounced.

At the same time, we record the training time of each model (see Fig. 6). Doc2vec-
based deep learning models take more time because using Doc2vec to obtain sentence
vectors requires additional training time. Because CNN has faster training speed, the
training time of Character_Level_CNN is the least. The training time of AT-Bi-LSTM
is at the middle level. It is acceptable in practical application.

0 500 1000 1500 2000 2500 3000 3500 4000 4500

3-gram_TF-IDF_SVM
3-gram_TF-IDF_Random Forest

3-gram_TF-IDF_XGBoost
Doc2vec_SVM

Doc2vec_ Random Forest
Doc2vec_XGBoost

Doc2vec_CNN
Doc2vec_LSTM

Doc2vec_Bi-LSTM
Character_Level_CNN

Character_Level_LSTM
Character_Level_Bi-LSTM

AT-Bi-LSTM

Time(s)

M
od

el
 

Fig. 6. Training time of models.

Detection in Unlabeled Dataset. We conduct comparative experiments using five mil-
lion unlabeled traffic entries. Rules in “Rule Engine” are derived from expert knowl-
edge so that we use the rules engine to verify the validity of the detection model. The
explanation of the assessment indicators is as follows:

N_M. The number of malicious entries detected by the model.
N_RE. The number of malicious entries detected by the “Rule Engine”.
N_M ∩ RE. The number of malicious entries detected by both the model and the

“Rule Engine”.
M-RE. A collection of malicious entries detected by the model but not detected by

the “Rule Engine”.
N_TP. The number of true positive samples in the M-RE.
N_FP. The number of false positive samples in the M-RE.
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N_TP and N_FP are depend on manual verification.
Rule_Coverage_Rate (RCR) = N_M ∩ RE/N_RE. It represents the coverage of the

model towards the “Rule Engine”.
False_Rate (FR) = N_FP /N_M. It means the false rate of the model.
New_Rate (NR) = N_TP/N_M. It represents the ability of the model to identify

malicious traffic outside the scope of the “Rule Engine”.
We adopt the “Rule Engine” to extract malicious entries across the overall unlabeled

traffic set. The amount of malicious traffic entries detected by “Rule Engine” (NMT_RE)
equals to 217100. The result of model evaluation in the unlabeled dataset is shown in
Table 5. According to the value of RCR, Doc2vec_Bi-LSTM, Character_level_CNN and
AT-Bi-LSTM can basically cover the detection results of the “Rule Engine”. However,
Doc2vec_Bi-LSTM and Character_level_CNN have a higher false rate. Overall, AT-Bi-
LSTM is superior to other models.

Table 5. Model results in the unlabeled dataset.

Model N_M N_RE N_M ∩ RE N_TP N_FP RCR FR NR

3-gram_TF-IDF_SVM 231246 217100 98965 38957 93324 0.4558 0.4036 0.1685

3-gram_TF-IDF_RF 234796 217100 102578 39875 92343 0.4725 0.3933 0.1698

3-gram_TF-IDF_XGBoost 265478 217100 119867 48057 97554 0.5521 0.3675 0.1810

Doc2vec_SVM 250164 217100 117687 47895 84582 0.5421 0.3381 0.1915

Doc2vec_ RF 302546 217100 116598 48965 136983 0.5371 0.4528 0.1618

Doc2vec_XGBoost 348951 217100 124263 53248 171440 0.5724 0.4913 0.1526

Doc2vec_CNN 458964 217100 169542 91458 197964 0.7809 0.4313 0.1993

Doc2vec_LSTM 486525 217100 189981 90259 206285 0.8751 0.4240 0.1855

Doc2vec_Bi-LSTM 589647 217100 200143 99653 289851 0.9219 0.4916 0.1690

Character_level_CNN 653287 217100 198756 180145 274386 0.9155 0.4200 0.2758

Character_level_LSTM 325648 217100 165478 55641 104529 0.7622 0.3210 0.1709

Character_level_Bi-LSTM 295876 217100 187569 31542 76765 0.8640 0.2594 0.1066

AT-Bi-LSTM 428270 217100 206809 110974 110487 0.9526 0.2580 0.2591

5.4 Malicious Pattern Mining

As mentioned before, one of the highlights of AT-Bi-LSTM is that it can automatically
identify the malicious part of each traffic request according to attention weight vector.
This is also the difference between this model and the traditional fingerprint extraction
methods [14, 31]. As described in Sect. 4.2, we first cluster the malicious entries detected
by AT-Bi-LSTM but not detected by the “Rule Engine”, then we perform pattern mining
for each cluster.

Given a cluster that consists of several traffic of cross-site scripting attack (see Fig. 7).
We can get keywords for each entry according to its attention weight vector.
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/cgi-bin/wa.exe?SHOWTPL=<script>alert(/openvas-xss-test/)</script>
/webContent/fck/wlkt.htm?xss_test"'></textarea></script><script>prompt(42873);</script>
adminDirHand="/></script><script>alert(1);</script>
itemid=1527"'></textarea></script><scr<script>ipt>alert(2014)</scr<script>ipt>
/survey/list.jsp?s_id=f65b</textarea></script><a href=//eye.hihop.cn/>webscan</a>

Fig. 7. Traffic samples of cross-site scripting attack.

For instance, the first traffic entry in Fig. 7 is “/cgi-bin/wa.exe?<EOS>

SHOWTPL=<script> alert(/openvas-xss-test/)</script>” . The visualization of its
attention vector is shown in Fig. 8. The color depth corresponds to the attention weight
αt (Eq. 3). The darker the color, the greater the weight value. Obviously, top 10 keywords
for this entry are {‘.’, ‘exe’, ‘<’, ‘script’, ‘>’, ‘alert’, ‘)’, ‘/’,‘openvas’,‘xss’}. Based on
this string pattern, we can generate a rule that identifies such malicious traffic.

Fig. 8. Visualization of attention.

Fig. 9. Visualization of pattern mining.
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To further illustrate the performance of the proposed model in malicious pattern
mining, we visualize the pattern mining results of this cluster (see Fig. 9). The darker
the color of the square is, the more times the words appear together. Hence, the pattern
of these traffic can be denoted as {“<”, “/”, “ script “, “>”, “textarea”, “prompt”,
“javascript”, “alert”, “iframe”, “src”, “href”}.

6 Conclusion

This paper presents DeepHTTP, a general-purpose framework for HTTP traffic anomaly
detection and pattern mining based on deep neural networks. We build AT-Bi-LSTM,
a deep neural networks model utilizing Bidirectional Long Short-Term Memory (Bi-
LSTM), which can enable effective anomaly diagnosis. Besides, we design a novel
method that can extract the structural characteristics of HTTP traffic. DeepHTTP learns
content feature and structure feature of traffic automatically and unearths critical section
of input data. It performs detection at the single traffic level and then performs pattern
mining at the cluster level. The intermediate output including attention hidden state and
the attentional weight vector can be applied to clustering and pattern mining, respectively.
Meanwhile, by incorporating user feedback, DeepHTTP supports database updates and
model iteration. Experiments on a large number of HTTP traffic entries have clearly
demonstrated the superior effectiveness of DeepHTTP compared with previous methods.

Future works include but are not limited to incorporating other types of deep neural
networks into DeepHTTP to test their efficiency. Besides, improving the ability of the
model to detect unknown malicious traffic is something we need to further study in the
future. With the increasing popularity of encrypted traffic, the detection of encrypted
traffic attacks is also our future research direction.
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Abstract. Network community detection is an important service provided by
social networks, and social network user location can greatly improve the quality
of community detection. Label propagation is one of the main methods to realize
the user location prediction. The traditional label propagation algorithm has the
problems including “location label countercurrent” and the update randomness of
node location label, which seriously affects the accuracy of user location predic-
tion. In this paper, a new location prediction algorithm for social networks based
on improved label propagation algorithm is proposed. By computing the K-hop
public neighbor of any two point in the social network graph, the nodes with the
maximal similarity and their K-hopping neighbors are merged to constitute the
initial label propagation set. The degree of nodes not in the initial set are calcu-
lated. The node location labels are updated asynchronously is adopted during the
iterative process, and the node with the largest degree is selected to update the
location label. The improvement proposed solves the “location label countercur-
rent” and reduces location label updating randomness. The experimental results
show that the proposed algorithm improves the accuracy of position prediction
and reduces the time cost compared with the traditional algorithms.

Keywords: Social network · Location prediction · Label propagation · Social
relationships · User location probability

1 Introduction

As social networks with location-based information are increasingly popular, the users’
location in social network attracts more attention than before. Location information
can help to shorten the gap between the virtual and the real world, such as monitor-
ing residents’ public health problems through online network [1], recommending local
activities or attractions to tourists [2, 3], determining the emergency situation and even
the location of the disaster and so on [4–6]. In addition, users’ offline activity area and
trajectory can also be analyzed through their locations in social networks. Due to the
increasing awareness of privacy protection, people will cautiously submit their personal
location information or set the visibility of the location of the message in social networks,
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which make it difficult to acquire their real location information. Therefore, how to accu-
rately predict the actual location information of social network users is an important and
meaningful research question.

This paper proposes location prediction algorithm for social network users based on
label propagation, which solves the following two key problems:

(1) The accuracy of the traditional label propagation algorithm is not high in the user
location prediction, and “countercurrent” phenomenon will appear in the iterative
process, which will lead to the increase of the time overhead.

(2) Improve the accuracy of social network users’ location prediction by using their
offline activity location.

2 Related Work

There are three scenarios for user location prediction in social networks, such as user’s
frequent location prediction, prediction of the location of messages posted on the user’s
social network, and forecasts of the locations mentioned in messages. The main methods
of location pre-diction include location prediction based on the content of message
published by users, user friend relationships, and so on.

Laere et al. chose two types of local vocabulary and extracted valid words to predict
the location of users [7]. Ren [8] and Han et al. [9] were inspired by the frequency
of reverse documents, using the reverse position frequency (ILF) and the reverse city
frequency (ICF) to select the position of the vocabulary, they assumed that the location
vocabulary should be distributed in fewer locations, but with large ILF and ICF values.
Mahmud et al. [10] applied some column heuristics to select local vocabulary. Cheng [1]
makes the position word distribution conform to the spatial change model proposed by
the Backstorm [11], secondly they make local or non-local mark on 19,178 dictionary
words, and use the Labeled Vocabulary Training classification model to discriminate all
words in the tweet dataset.

Backstrom [12] established probability models through physical distances between
users to express the possibility of relationships between users, which has no effect on
the position prediction of friends considering different degrees of tightness. Kongl [13]
on the basis of Backstorm work by adding the weight of the edge to predict the user’s
position, where the weight of the edge is determined by a social tight coefficient. Li
[14] considered the location of user neighbors, and captures the information of users’
neighbors that intuitively consider the location of users. The user location is allocated
randomly, then the user’s location is iteratively updated from the user’s neighbors and
the location name mentioned, and then the parameters in the update are improved by
measuring the prediction error of the known location of the user. Davis Jr et al. [15]
thought that the most frequent user’ locations that appear in the user’s social network
as a basis for predicting their location. Jurgens et al. [16] extend the concept of location
prediction into location label propagation, which is made by the location of the label
space to explain the location of label propagation, they think that the position of the user
through the iterative process that many times.
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Li et al. [17] thought that the literature assume the user has only one home location is
a defect, they think that users should have the relationship with a number of positions, so
they have defined the location information of a user and user set as the set of locations,
and these users about the system is not only a geographical location the range is not a
point, is not a temporary and user related position, but a long-term position, so they set up
a MLP in the paper (Multiple Location Profiling Model) to establish a model containing
a plurality of position information of the position of archives to the user, and this model
is to the location file according to the target user relationships and their tweets content
released.

The label propagation algorithm can effectively deal with large data sets, so in this
paper, we are in the position of the user prediction based on label propagation algorithm,
but with the label propagation algorithm in-depth study, we found that the label propa-
gation algorithm will position the label “countercurrent” label update and node location
is random, this algorithm cannot guarantee the accuracy of prediction of the position of
the user, in order to improve the accuracy of location prediction algorithm and reduce the
time overhead, this paper pro-poses a label propagation based on user location prediction
algorithm (Label Propagation Algorithm-Location Prediction, LPA-LP).

3 Related Concept and Problem Definition

Definition 1 Social Network. A social network can be represent by a graph G = (V, E,
A), where V represents the collection of the users who are in the social network, and n
= | V |. E represents the collection of the relationship between users and m = |E|, and A
represents the collection of the activities and a = |A|. Beyond that, L represents the set
of locations, including users’ locations and activities’ locations, and nl = |L|, U0 is the
set of the users whose locations are known, on the contrary, Un is the set of users whose
locations are unknown.

Definition 2 Shortest Path Length. It refers to the shortest path between the two nodes
i and j in the social network graph. It means the minimum number of paths through the
node i to the node j. It can be used d(i, j) to represent the shortest path length between
two nodes.

Definition 3 K-Hopping Neighbors. It means that the user to its neighbor needs a k
hopping to achieve, that is to say, the shortest path length of the two node is k.

Definition 4 K-Hopping Public Neighbors. G = (V, E, A) is a social network diagram,
where V represents the user set in the graph, E = (vi, vj, wij) represents the set of relations
between the user nodes with weights, wij represents the weight of the edges between
nodes. The k-hopping public neighbors set of the nodes is defined as follows:

�k
(
vi, vj

) = {
v
∣∣d(vi, v) = d

(
vj, v

) = k
} = �(vi, k) ∩ �

(
vj, k

)
, k ≥ 1 (1)

In the formula (1), �(vi, k) represents the set of k-public neighbor of node vi, and
represents the set of node vj, represents the set of k-public neighbor between vi and vj.
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Definition 5. Similarity of k-hopping public neighbors. The value of k is determined by
the network itself, it can be defined on formula (2).

k =

∑

i �=j
kmax|�(i) ∩ �(j)|

|V | (2)

In the formula (2), kmax|�(i) ∩ �(j)| represents the max public neighbor hops
between two nodes. The k value in the network refers to the average of any two nodes
in the network. The similarity of the two node k-hopping public neighbors is defined by
formula (3).

S
(
vi, vj

) =
∣
∣�(vi, k) ∩ �

(
vj, k

)∣∣
∣∣�(vi, k) ∪ �

(
vj, k

)∣∣ , k ≥ 1 (3)

Definition 6 Similarity of Nodes. It means denominator size of the similarity between
the k-hopping public neighbors between nodes subtracts the two nodes. It can be defined
by formula (4).

γ =
∣∣�(vi, k) ∩ �

(
vj, k

)∣∣
∣∣�(vi, k) ∪ �

(
vj, k

)∣∣ − 2
, k ≥ 1 (4)

Definition 7. The max degree between nodes and users set. If the user is divided into
different sets L1, L2, . . . , Le according to their locations, nodes are set up by users who
are not labeled as location labels. The max degree of users divided into different sets
according to their location is the degree and the maximum of some nodes in the nodes.
It can be defined by formula (5).

d(vi, Li) = max{d(vi, L1), d(vi, L2), . . . , d(vi, Le)} (5)

Definition 8 K-Hopping Weight. We believe that the most important impact on user
location is its 1 hop neighbors. Moreover, the offline location of users also has a great
impact on user location, and its weight can also be set to 1. For k > 1, when setting the
weight of the edge, it will be attenuated according to the speed of 1/5, that is, the weight
of the edge of the 1 hop neighbor is 1, the weight of the 2 neighbors is 0.8, and so on.

Now given the location prediction problem definition: In the social network G, the
unknown location information of the user u, according to the location information and
the users of their k-hopping neighbors, to predict the unknown location information of
the user u in the prediction of the probability of the position of L.
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4 Label Propagation Based User Location Prediction Algorithm

In this section, a correlation algorithm for location prediction for users of unknown
location information in social networks is proposed. This paper proposed a location
prediction algorithm based on label propagation (Label Propagation Algorithm-Location
Prediction, LPA-LP), the algorithm is mainly divided into two parts, one part is to run
before the label propagation algorithm of data preprocessing algorithm, the other part is
the use of label propagation of location prediction algorithm.

Algorithm 1 is pretreated before running the label propagation algorithm to initialize
the data set, according to the Definition 5, the node with its maximum similarity and
the k hop neighbor as the set of starting processing for the user location prediction,
and according to the known label to the data in the collection of the label, which is
in order to be able to quickly and accurately using the label propagation algorithm for
unknown location information in a social network user node location prediction. After
preprocessing the data set, location prediction algorithm based on label propagation
can be used to predict the location of users who have not tagged location labels in the
processed data set. Algorithm 2 gives a description of the location prediction algorithm
(LPA-LP) based on the label propagation.
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In Algorithm 2 location prediction algorithm based on label propagation in the iter-
ative process of user location labels are updated, and the location information of the
user location information of neighbors and user participation in the offline activities are
taken into account, which significantly improves the prediction accuracy of the locations
of users, and in the operation of label propagation algorithm for data sets are prelimi-
nary the treatment improve the performance of the label propagation algorithm of user
location prediction algorithm, the following will be proved by experiments.

5 Experiment Result and Analysis

In this section, we will analyze the experimental results, the experimental results are
divided into two parts, one part is the results of algorithm time overhead and the other
is the accuracy of user locations prediction algorithm.

5.1 Data Set Description

In this paper, we use the dataset is NLPIR microblogging corpus. We extracted several
datasets from the dataset. In order to compare the accuracy of the improved algorithm
for user location prediction and improve the execution efficiency of the algorithm, we
extract different scale datasets from the data set to compare the experimental results.
The detail of our data sets are described in Table 1.

5.2 Experimental Results Analysis

The location prediction algorithm based on the label propagation (LPA-LP) is an
improvement on the preprocessing of the data set and the selection strategy of the loca-
tion label in the iterative process. It can avoid the “countercurrent” phenomenon of the
position label and reduce the randomness to update the location tag, and improve the
efficiency and the accuracy of the prediction. The whole experiment is divided into two



A Label Propagation Based User Locations Prediction Algorithm 171

Table 1. Data sets description

Dataset Users number Relations number Activities number

A 2748 12121 452

B 4025 61881 983

C 5194 77567 2392

D 9940 107979 4938

parts. The first part is using label propagation algorithm to predict user location on these
four datasets of different sizes. The second part is using LPA-LP algorithm to predict
location on four different scale datasets.

In the process of user location prediction, probabilistic LPA algorithm and LPA-LP
algorithm with random or update the node label to a certain extent, the running times of
the two algorithms may produce different results, so the choice between the four data
sets of different size on the running times of experimental results for the 10, 30, 50, 70,
100 and mean value. The time required for the experiment to run on different scale data
sets is shown in Fig. 1, 2, 3 and 4.

Fig. 1. Time overhead comparison with dataset A

Fig. 2. Time overhead comparison with dataset B
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Fig. 3. Time overhead comparison with dataset C

Fig. 4. Time overhead comparison with dataset D

From these four figures, we can know that the running time of different dataset
is similar between the improved algorithm LPA-LP and the algorithm LPA when the
dataset have less than 5000 nodes, when the nodes are more than 9000 in dataset, we
can see that the running time of the improved algorithm LPA-LP is obviously less than
the algorithm LPA. It shows that the LPA-LP algorithm can be effectively applied to
large-scale data sets.

In addition to comparing the running time of the algorithm, it is necessary to compare
the accuracy of the algorithm. The results of the experiment are shown in Table 2.

Table 2. Algorithm accuracy comparison

Dataset Accuracy

LPA LPA-LP

A 59.3% 64.4%

B 62.2% 67.3%

C 66.5% 69.5%

D 70.7% 78.4%
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6 Conclusion

This paper proposes a location prediction algorithm for social network users based on
label propagation. The algorithm first obtains k-hop public neighbors at any two points
in the social network graph, and uses the node with the largest similarity and its k-hop
neighbors as the initial set of label propagation, and calculates the degree of the node
to these sets. In each iteration, the node adopts the strategy of asynchronous update,
and selects the node with the highest degree to update the position label, so as to avoid
the “countercurrent” phenomenon of the position label and reduce the possibility of
randomly updating the position label. Relevant experiments show that the algorithm
proposed in this paper improves the accuracy of user location prediction and reduces the
time cost of the algorithm.
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Abstract. In recent years, with the development of mobile terminals, geographic
location has attracted the attention of many researchers because of its conve-
nience in collection and its ability to reflect user profile. To protect user privacy,
researchers have adopted local differential privacy in data collection process. How-
ever, most existing methods assume that location has already been discretized,
which we found, if not done carefully, may introduces huge noise, lowering col-
lected result utility. Thus in this paper, we design a differentially private location
division module that could automatically discretize locations according to access
density of each region. However, as the size of discretized regions may be large,
if directly applying existing local differential privacy based attribute method, the
overall utility of collected results may be completely destroyed. Thus, we further
improve the optimized binary local hash method, based on personalized differen-
tial privacy, to collect user visit frequency of each discretized region. This solution
improve the accuracy of the collected results while satisfying the privacy of the
user’s geographic location. Through experiments on synthetic and real data sets,
this paper proves that the proposed method achieves higher accuracy than the best
known method under the same privacy budget.

Keywords: Local differential privacy · Geographical location · Privacy security

1 Introduction

With the development of mobile Internet technology, various mobile platforms such
as mobile phones, tablets, smart watches and other devices have brought many con-
veniences and joys to people’s lives. Sensors such as Accelerometer, GPS, Gyroscope
and Magnetometer could capture information about the user’s surroundings and provide
a richer and more interesting interface for human-computer interaction. Among them,
geographic location sensing has been widely equipped on smart devices. As a form of
information that could reflect the user’s trajectory and lifestyle, it is widely used by
major application service providers in the recommendation system to provide users with
personalized advertisement.
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However, due to the sensitivity of the geographic location itself, and the fact that
background applications may collect user data at any time, the uploaded user trajectory
data may reflect the user’s sensitive information, such as the user’s income, beliefs, daily
habits, illness and other information [1]. Users may dislike their private data that could
expose their activity being analyzed. Besides that, improper data management may result
in the disclosure of user privacy data, thereby causing legal problems.

In order to ensure privacy of user uploaded data in analysis process, many researches
have been conducted and most differential privacy based methods for solving privately
analysis can mainly be divided into two categories. The first category [2–6] is to disturb
the collected data before data sharing and publishing. This type mainly uses differential
privacy settings. The other category [7–9] mainly focuses on the data collection process
and disturbs the data before users upload their private data. Among them, the former
category couldn’t provide protection against database intrusions or application service
providers’ threats to user privacy. In reality, the database interface provided by the
server is very likely to have problems. For example, in March 2018, a security breach
on Facebook enables third-party application software to download unpublished private
photos of users without permission, affecting up to 6.8 million users. It is conceivable that
with the expansion of business and the growth of code volume, security vulnerabilities are
inevitable. The privacy protection of the second category, which is based local differential
privacy model, can also essentially prevent third-party analysts from threatening privacy,
and it can also prevent the inappropriate use of user privacy data by the enterprise itself,
so it has a stronger privacy protection. In this paper, we follow the second category
research line and adopt a variant of local differential privacy as our privacy model.

Most existing attribute collection methods [10–12] assume that the user attributes to
be collected are discrete, which means, for GPS data, the continuous GPS signal must
be quantified before being applied to an existing collection method. But in fact, due to
the non-uniformity of the geographical location itself, completely uniform density quan-
tization without any knowledge of the whole user density distribution, will cause very
low signal-to-noise ratio. In addition, in order to provide more fine-grained geographic
location collection, the number of quantized geographic location areas is large, so local
differential privacy based location collection methods would cause overwhelming noise,
completely destroying the utility of the data collection results.

This paper proposes a new geographic location collection method. The method is
divided into two modules, each of which takes exclusive user sets as input. The first mod-
ule is a location division module, which is responsible for sending location-related query
requests to users in the corresponding user set. On the premise of localized differential
privacy, the location area is divided, in the form of quadtree, to establish a quantitative
level of location. The second module is the location collection module. It collected the
its users’ disturbed location set on the division results of the first module, and estimate
the true user location distribution as the final result. The main innovations of our method
are as follows:

Adaptive location discretization. Unlike the previous work, the method in this paper
does not need to assume that the input geographical location are discrete. We propose a
local differential privacy based method that can interactively make queries to users and
could adaptively discretize the GPS data according to the user access density of each
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region. This module divides the area as finely as possible while ensuring the signal-to-
noise ratio of the collected result, which balances the grainess of region and signal-to-
noise ratio.

Adoption of personalized differential privacy. In our experiments, we found that
the geographic location collection scheme that conforms to local differential privacy
introduces a lot of noise and makes the overall utility of the final collection results
low. Therefore, we adopt the personalized local differential privacy model and modified
existing attribute collection algorithms, achieving collection result with higher utility.

2 Related Work

Since local differential privacy needs to disturb user data before the user uploads the
data, a mechanism that conforms to local differential privacy generally runs on the user
side. Local differential privacy will disturb each user’s data, and the variance of the noise
of the aggregate result is proportional to the number of samples. In order to avoid noise
overwhelming the real signal results, the data collection method that conforms to local
differential privacy will only count the frequency of frequent item sets. In order to reduce
the impact of noise on the data collection process, and to optimize the communication
overhead and computational efficiency, researchers have conducted a lot of researches
on the implementation of data collection mechanisms that conform to local differential
privacy. Here we briefly introduce the design of methods that have inspired our work.

In 2014, a statistical method RAPPOR that conforms to local differential privacy
is proposed. This method encodes the user’s attribute set through the bloom filter and
randomly disturbs all bits of the bloom filter. On the basis of local differential privacy,
the disturbed bloom filter is uploaded to the data collector. On the collector side, the
collector sums the set times of all bits of the bloom filter uploaded by all users, and use the
least square method to estimate the frequency of occurrence of each attribute. In 2016,
RAPPOR [8] was further improved, no longer need to assume that user attributes belong
to a known limited set, so that RAPPOR can count the frequency of frequent occurrences
of arbitrary unknown attributes. Their improved method is comprised of two modules.
The first module is the same as the original RAPPOR method, using bloom filter results
to estimate the frequency of attributes. The second module is used to calculate attribute
sets that belong to frequent items. It cuts the string encoding of all attribute names into
multiple fixed-length character segments, and uses the expected maximum algorithm to
estimate the probability of occurrence of all character segment pairs. The connection
of the character combination is stored in a graph. Each character segment corresponds
to a node in the graph. When the occurrence probability of the character segment pair
exceeds a certain threshold, the two nodes are connected. Since all character segments
of each frequent element must also be frequent, fully connected subgraphs of a specific
length in the graph then correspond to frequent item sets. Finally, the first module could
estimate the frequency of items in the frequent attribute set.

In 2015, a local differential privacy based method—binary local hashing method [9]
is proposed, which is completely different from RAPPOR and based on the principle of
compressed sensing theory. This method randomly generates a ±1 vector with a fixed
length of m for each attribute of the user attribute set, and uses this vector as the binary
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representation of the attribute. Since the expectation of two different vector dot product
is 0, and the dot product of the same vector is m, the method randomizes the input vector
while keeping the expectation of each value in the vector unchanged, and then sums all
the uploaded user vector And by dot multiplying the sum vector with any representation
vector of an attribute, we can get an unbiased estimate of the frequency of the attribute.

In 2017, researchers [10] summarized methods such as random response, RAPPOR,
and binary local hash method, and proposed an error analysis framework for automat-
ically optimizing random response probability parameters. But these two methods can
only estimate the attribute frequency of a known and limited set, and cannot deal with
the unknown or unlimited number of attribute sets.

In 2018, a frequent item set discovery framework, called PrivTrie [11], based on
prefix trees was proposed. They believed that the reason RAPPOR improved method [8]
has excessive computational overhead and sensitivity to noise interference, is that graph
is not suitable for storing the relationship between character segments. Therefore, they
propose to use the prefix tree structure to describe the coupling relationship between
character segments. In addition, their paper proposes a method that can make the same
query to users of different branches of the prefix tree at the same time and still ensure
differential privacy security. It can make more query requests to a limited set of users,
thereby improving the accuracy of estimated attribute frequency.

In addition, in 2016, researchers [12] first applied the concept of local differential
privacy to the field of geographic location collection research, and its scheme adopted
a binary local hash method for location data collection. As the direct use of localized
differential privacy would result in low signal-to-noise ratio, researchers proposed the
concept of personalized local differential privacy, which is different from local differen-
tial privacy in that the new concept only requires that the probability distribution on the
user-specified attributes are approximate rather than the whole attribute set. In addition,
the scheme assumes that all geographic locations have been quantified as discrete areas.
This scheme is a geographic location collection scheme based on the concept of local
differential privacy derivation, which is known to have high data utility. Therefore, we
use this work as a comparison to verify the utility of the data collection results of our
work, and in paper, we refer to it as PSDA.

3 System Overview

In order to guarantee the user’s data privacy during data collection, our method adopts the
local differential privacy [13] as the privacy protection model. The principle of localized
differential privacy is to randomly disturb the user’s data before uploading it. After the
collector collects a certain number of users’ disturbed data, the collector then estimates
the distribution of real users. There are mainly two problems in the scheme design:

(1) Suppose the size of the user set to be collected is N, the noise magnitude added by
local differential privacy is orders of, and the noise added by centralized differen-
tial privacy is generally a constant. Therefore, compared to centralized differential
privacy based method, data collection methods that conform to local differential
privacy need to be designed to ensure that the attribute whose frequency is to be esti-
mated must be frequent. As a result, before estimating the frequency of geographic
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location access, our method first needs to calculate the frequent item sets, and the
process of calculating frequent item sets also needs to satisfy the local differential
privacy.

(2) There are huge differences in user attitudes towards privacy. On the one hand,
capturing this difference meets the personalized privacy requirement; on the other
hand, it adaptively reduces the magnitude of added noise. Therefore, in our method,
it is necessary to adopt a privacy concept that can reflect the privacy protection needs
of different users according to the characteristics of geographic location data, so as
to improve the availability of data.

In response to the problem in (1), our method first divides the user set into two
disjoint set, the first set is used to calculate frequent itemsets of geographic location. As
original GPS data is continuous, and there is a certain unevenness in the distribution, so
first of all, it is necessary to quantify the continuous geographic location into discrete
areas, and adjust the quantization granularity of different areas according to each area’s
user access frequency. More fine-grained quantification need to be performed on the area
with higher user access frequency; the second user set is used to collect the disturbed
frequency of user visits in each geographical area, and estimate the true geographic
distribution of users.

In response to the problem in (2), our method adopts the concept of personalized
local differential privacy, using the tree structure to organize the calculated frequent
area sets, and allows users to personalize their privacy requirement, which can greatly
improve the accuracy of the estimation result.

In terms of system architecture, this chapter is divided into a geographic location
division module and a geographic location collection module. The relationship between
these two modules is shown in Fig. 1.

Fig. 1. Architecture of our location privacy collection method

4 Module Design

4.1 Location Division Module

This section introduces the design of the geographical location division module. The
map division method used in our method uses the quadtree division method adopted by
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previous researchers [4, 14, 15], and the division method is shown in Fig. 2. The largest
square represents the entire map. By recursively dividing the map with a quadtree,
multiple quantization areas are obtained. In the location density collection module, the
results of the map division will be used to quantify the continuous geographic location
of the user, and then the data collection method for discrete attributes can be adopted.

Fig. 2. Schematic diagram of geographical location division method based on quadtree

Because the local differential privacy based method can only collect the frequency
of frequent itemsets, it is necessary to ensure that the frequency of user access in each
sub-region finally obtained is higher than a certain threshold to reduce the impact of
noise. Therefore, the problems solved in this section are summarized as follows: Under
the limitation of local differential privacy, the map is reasonably segmented using a
limited set of user data, so that the number of users in each sub-region is higher than a
certain threshold and as close as possible to the threshold.

Before introducing the scheme, first we introduce the data structure used in the
algorithm. The TreeNode structure is used to store tree node information, where Cell
represents the area corresponding to the tree node, children represents the child nodes of
the tree node, number represents the number of users who select the node as a geographic
protection area. As our Location Density Module exploits personalized differential pri-
vacy, user_index is used to store the set of users who designate this TreeNode as their
privacy protection area. Count is used to save the weights of the four child nodes of the
node, and parent represents the parent node of the node.

struct TreeNode { 
Cell c 
TreeNode* [] children 
int number 
int[] users_index 
CellCount count 
TreeNode* parent 

} 

The algorithm for segmenting the map is shown in Algorithm 1. It draws on the
design of Privtrie [11], which was designed for calculating frequent discrete attribute,
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and we modified the algorithm process to make it adaptively calculating discretization
level of continuous GPS data.

Algorithm 1 DivideTreeNode(rt, D, , batch_size) 
Algorithm 1 DivideTreeNode(rt, D, ,

batch_size)
Input: the tree root node rt user subset D, local 

differential privacy budget , batch_size 
Output: map division tree rooted with rt  
1:  F=
2:  CS= set of four sub-areas of rt 
3:  count=0 
4:  while D!=
5:     choose batch_size users from D, represented 

as G 
6:     delete G elements from D 
7:     UF F G
8:     for every user u in G do 
9:          count+=IsInCell(r.Cell,u.Location, )
10:          if evaluate(count, F.size) > threshold then 
11:             for every cell cnode in CS do 
12:                 

root.Children.append(DivideTreeNode(  cnode,D, )) 
13:          break 
14:  return root 

Lines 1–3 are the initialization of parameters. Lines 5–7 indicate that batch_size
users are randomly sampled from the set of users assigned to the current node. In the 9–
10 line, IsInCell is used to simulate the process of making a query request to the sampled
user, and the implementation of the IsInCell function is given in Algorithm 2. Line 10
simulates the process that the data collector uses the evaluate function to remove noise
and determine whether the frequency of user access to the node is a certain threshold. We
choose max(, 0.001|D|) as threshold, among which, means the variance of evaluate result.
Since the evaluate result follows normal distribution, its variance could be calculated
easily. If evaluate result is greater than the threshold, then in line 12, corresponding areas
to the child nodes are further recursively divided; if it is less, return to line 5, adds more
users, and repeat the process of lines 7–13 until D is the empty set.
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Algorithm 2 IsInCell(Cell c, Location l, double )
Input: Location Area c user location l local differ-

ential privacy budget 
Output: 0 or 1 
1: sample from the distribution, and get the result b

2

2

2

p , if c
1Pr[ 1]

1q , if c
1

e l
eoutput

l
e

2:  return b

The information collection process given in Algorithm 2 exploits the randomized
response mechanism, which has been proved to satisfy local differential privacy [7]. We
simply show the proof of local differential privacy here.

There are four situations here, which are:

Pr[output(l) = 1]
Pr[output(l′) = 1]

⎧
⎪⎪⎨

⎪⎪⎩

1, if l ∈ c and l′ ∈ c′
e

ε
2 , if l ∈ c and l′ /∈ c′

e− ε
2 , if l /∈ c and l′ ∈ c′

1, f l /∈ c and l′ /∈ c′

Thus we can easily see that each IsInCell algorithm satisfies 0.5ε-local differential
privacy. Furthermore, in algorithm 1, every user sent bit vector contains at most one
1-bit, and all others 0-bit, so algorithm 1 satisfies ε-local differential privacy. On the
server side, The implementation of evaluate function is

evaluate(count, n) = count − n · q

p − q

Finally, the algorithm given in Algorithm 1 can get the quadtree corresponding to
the map area division, and the leaf nodes in the tree have a one-to-one correspondence
with each quantized area.

4.2 Personalized Location Privacy

Since the map has been recursively divided into multiple areas, and the areas are in
a tree-like, hierarchical relationship, our method allows users to specify their privacy
protection areas. Note that user-specified privacy protection areas are considered not to be
private data and it could be obtained directly by the server. Assume that the geographical
division module divides the map as shown in Fig. 3.

In order to reduce the error caused by quantization, the user’s location data will
only be quantized to any element in the set of leaf nodes, in our example, {2, 3, 5, 7,
8, 10, 11, 12, 13, 14, 15, 16, 17} numbered nodes corresponding areas. Assume that
a user is quantified to area 11, he is allowed to choose his privacy protection level in
4 levels of differential privacy protection. The numbers of the privacy protection areas
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1

2 3 4 5

6 87 9

10 1311 12 14 15 1716

Whole Map

First Layer

Second Layer

Third Layer

Fig. 3. Example of map division result

corresponding to the four levels are 11, 6, 4, 1, respectively, that is, a user can choose
any ancestor node of his location node as his privacy protection area.

For example, when the user selects area 4 as its privacy protection area, according
to the definition of personalized local differential privacy, we needs to ensure that on all
leaf nodes under area 4, including {7, 8, 10, 11, 12, 13, 14, 15, 16, 17}, local differential
privacy needs to be satisfied. The advantage of personalized differential privacy is that the
user’s data collection process only needs to ensure the differential property in the privacy
protection area specified by the user, which doesn’t need to consider the probability
distribution on the locations outside the privacy protection area, in this example, {2, 3,
5} area.

4.3 Location Density Collection Module

Since the privacy protection areas designated by users are different, firstly, users are
divided according to their designated differential privacy protection areas, and a data
collection method is called individually for each user subset. This section introduces the
design of location collection module.

This module uses the improved method of the binary local hash method proposed
by researchers [9, 10, 12] and in order to improve the utility of collection results, this
module exploit personalized differential privacy model. Assuming that each user to be
collected has designated his privacy protection area, suppose the geographic location
of a user u is u.l and privacy protection area is u.L. The collection process is shown in
Algorithm 3.
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Algorithm 3 Location Collection Process 
Input: Collector designated parameter m and g, quan-

tization location set D, user set U
Output: All quantization locations’ estimated frequency 
1: d=|D| 
2: collector generate a m d  sized matrix M, each 

item in matrix is randomly chosen from {1,2,3,…,g}, and 
each column corresponds to a location  

3:  collector initializes a zero matrix z, sized m g
4:  collector initializes a d sized zero vector f , to save 

all locations’ estimated frequency 
5:  for every user u in U do
6:      collector randomly generates a number j from 

{1,2,3,…,m} 
7:      collector sends j-th row of M to user u
8:      user u computes r=LocalRandomize(u.l, u.L, 

Mj,.), and sends r to collector 
9:      collector computes z[j][r]= z[j][r]+1 
10:  for every location l in D do
11:     . ,EstimzteFrequency( , )llf M z
12:  return f

In the first step, the collector generates a random matrix. It should be noted that this
matrix does not need to be kept secret. It can be obtained by sharing the key between
the data collector and the user and generated from a random stream, which reduces
communication overhead of sending the j-th row of matrix M in the row 7. The matrix
z in the second step is used to save the user’s aggregate statistical results. Steps 6 to 9
are basically the same as the binary local hash mechanism [9, 12]. The difference is that
the return value r of LocalRandomize in our method is no longer, but a value in {1, 2,
3,…, g}. Corresponding to that, in step 7, our method takes r as an index, add 1 to the
r-th column of the j-th row of the aggregate result z.

The implementation of LocalRandomize and EstimateFrequency are shown in
Algorithm 4 and Algorithm 5 respectively.

Algorithm 4 LocalRandomize
Input: user location l, user designated privacy protec-

tion area L, j-th row R of matrix M, location quantization set 
D 

Output: disturbed user location index from 
{1,2,3,…,g} 

1:  e=R[l]
2: user randomizes z following the distribution,and get 

the result v

,
1Pr[ ]

1 ,
1

e z e
e gv z

z e
e g

3:  return v
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Since for every user, randomized response mechanism is invoked, and the proof is
the same as Algorithm 2.

Input: the location encoding c, aggregate matrix z, us-
er number N that designate the location as their privacy 
protection area

Output: the location’s estimated visit frequency

1: 
1

ep
e g

, 1q
g

2:  count=0 
3: for i=0;i<c.size;i++: 
4:     count+=z[i][c[i]] 

5:  return count N q
p q

Algorithm 5 EstimateFrequency 

The basic idea of the frequency estimation process in Algorithm 5 is the same as the
randomize response mechanism. The difference is that the user aggregation result here
is a matrix instead of a vector. Since each column of the random matrix generated by
the collector can be regarded as a encoding of a location area, each element is randomly
chosen from {1, 2,…, g}. So when estimating the frequency, only the same indexed
aggregation value as the target encoding needs to be count. So in line 4, we first take
the value of the column c[i], and use c[i] as index to take the corresponding aggregation
frequency value in z. After eliminating the bias in line 5, we can get the estimated
frequency of the target attribute.

It should be noted that in our method, Location Collection Process needs to be
invoked for every set of users that designate the same privacy protection area. But this
wouldn’t be a efficiency bottleneck, because every user still only needs to participates in
one collection. After all users location data has been collected, add the estimated results
in each collection and then the total corresponds to the location’s real visit frequency.

5 Experimental Validation

5.1 Experiment Setup

In our experiment, we use Brinkhoff [16] and the Portugal taxi trajectory dataset as the
users’ location data set.

Brinkhoff is trajectory generator that has been widely adopted as benchmark [17, 18].
It takes the map in the real world as the input, and establishes a trajectory generator, which
can generate trajectory data sets of any size according to the characteristics specified by
the user. In the experiment, the German Oldenberg is used as the map, and a total of
1,000,000 trajectory data are generated as the trajectory data set of the experiment.

Protugal taxi trajectory dataset was drawn from the ECML/PKDD 2015, and we
randomly chose 1,000,000 trajectory data from original 1,673,686 trajectories.

Since the goal of our method is to collect the users’ geographic location data as
accurately as possible, we compare the collected user location distribution with real user



186 H. Liu et al.

data distribution to evaluate the geographic location collection method proposed in this
paper. The evaluation indicators adopted in this article are the same as PSDA work and
are as follows:

(1) KL distance. We calculate the distribution of the original data set on the geographical
location division results, and then calculate the distribution of the collected location
access probability distribution. In order to measure the distance between the two
distributions, KL divergence is used as the evaluation metric.

(2) The accuracy of top-K areas with the highest density. We calculate the K locations
with the highest frequency of density in the original data set, then calculate the K
locations with the highest frequency of access in the estimation result, and calculate
the accuracy of the estimation result.

5.2 Experiment Results

The performance of this scheme and PSDA scheme on the KL distance evaluation index
on different data sets is shown in Fig. 4.

Fig. 4. KL divergence between original data set and collected results.

It can also be verified that under the same local differential privacy budget, out
method could achieve lower KL divergence and higher top-K accuracy than PSDA
method. In addition, it should be noted that in Fig. 5, when differential privacy budget,
the geographical location is divided and the size of the division location set is less than
K = 100, so the accuracy rate of the K regions with the highest access density is 100%.
It can be seen that the accuracy of the experimental results in Fig. 6 does not increase
with the increase in differential privacy budget. According to the analysis, there are two
reasons for this phenomenon:

(1) The top-K indicator only cares about the frequency of the area with a larger fre-
quency, and the collection result of the area with a higher frequency itself has higher
signal-to-noise and is less affected by noise.
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Fig. 5. Top-K accuracy of collected location results. K = 100.

(2) The location collection module also uses the result of the geographic location divi-
sion module. As the differential privacy overhead increases, the variance of the
noise also decreases, so the threshold of the leaf nodes in the division process also
decreases. As a result, the leaf nodes are further divided, making the location set
larger. In the experiments of the Portuguese taxi data set, the change of the size of
the divided location set with the differential privacy budget is shown in Fig. 6.

Fig. 6. Change of location division result size with differential privacy budget.

It can be seen from Fig. 6 that the size change of the location set obtained by this
scheme and PSDA scheme is basically the same. When the differential privacy budget
is low, the number of geographically divided areas is also low, which can compensate
for the increase in noise, even if signal-to-noise ratio of each collected location density
reduces. It should be noted that in the experiments corresponding to Fig. 4 and Fig. 5,
PSDA scheme also has this effect, but because the noise amplitude of their method grows
too fast, the change in the size of the location set is not fast enough to compensate for
the increase of noise. Therefore, its accuracy shows a significant downward trend, which
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also proves that the method proposed in our paper could achieve better collected results
utility.

In order to further illustrate the influence of the original location set size and location
division results size on the accuracy of the final collection results, experiments are carried
out on different sizes of original datasets. The experimental results are shown in Table 1.
Note that original data size’s unit is million.

Table 1. Change of evaluation with dataset size (batch_size = 1000)

Original dataset size/million 0.2 0.4 0.6 0.8 1

KL divergence 0.0208 0.0639 0.0868 0.136 0.222

Top-K 0.93 0.96 0.97 0.98 0.97

Location division set size 133 538 1546 2653 5239

As can be seen from the results in Table 1, as the scale of the data set increases,
the number of regions obtained by dividing the map by the location division module
has increased significantly, and the relative proportion of the growth rate is far faster
than the growth rate of the scale of the data set, resulting in that the signal-to-noise ratio
averaged in each area is reduced. With the increase in the size of the data set, the KL
divergence indicator showed a significant increase, but the top-k accuracy rate remained
almost unchanged. The reason for this result is that the KL divergence represents the
accuracy of the collection results of all regions, and the top-K accuracy represents the
accuracy of the collection results of high-frequency sub-regions, so the latter itself is
less affected by noise. In summary, it can be concluded that if the goal of collecting
data only considers high-frequency attributes, the system can achieve high-precision
collection results without special settings; if the data to be collected needs to consider
the frequency of all attributes, we need to adjust the size of batch_size according to
the size of the user set to be collected, so that the number of regions divided by the
geographic location division module increases in proportion to the size of the data set,
so as to ensure the relative stability of the signal-to-noise ratio.

6 Conclusion

In this paper, we explain the necessity of privately collecting user locations from the
perspective of users and service providers, and then divides the private collection method
into a location division module and a location density collection module, and explains
functions and principles of the two modules. Finally, the utility and accuracy of the
method are tested using the Brinkhoff trajectory generator and the Portugal taxi trajectory
data set. The results shows that out method could achieve better utility than the best
method known so far.
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Abstract. Satellite Internet (SI) is a new way to provide internet access all over
the world. It will bring great convenience to international communication. Com-
pared with the traditional communication networks, SI has a significant change
in network architecture and communication model, which will have an important
impact on national information network security. For example, the global inter-
connected SI consists of a large number of small satellites and each satellite has
multi-beams to cover a vast area, which leads to the disorderly flow of information
across the border, and greatly increases the difficulty of network protection. There-
fore, it is necessary to closely track the development of SI and analyze security
problems brought by SI. In this paper, we analyze the security risks of SI from
the perspective of national security, network security and equipment security, and
thirteen security issues have been summarized to provide reference for the healthy
development of SI industry.

Keywords: Satellite internet · Network security

1 Introduction

In recent years, the world’s space powers have proposed low-earth-orbit (LEO) satellite
constellation plans, which has triggered a boom in satellite internet (SI) development.
Concerning the development of SI, the white paper published by China Center for Infor-
mation Industry Development (CCID) points out that the world is on the eve of the
dense launch of man-made satellites [1]. It is estimated that the low Earth orbit (LEO)
satellites will deploy a total of about 57000 by 2029. A space resource race of satellite
orbits is quietly beginning, countries all over the world have joined in the space race
of SI, and the earth surface will be covered by a large number of LEO satellites inten-
sively. Therefore, security problems brought by this will become a new challenge [2–4].
With the construction of SI becoming a national strategy all over the world, the industry
has entered a period of rapid market growth [5, 6], and it specifically reflected in the
following aspects:

© The Author(s) 2020
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• Fighting for frequency and orbit resources: The competition for frequency and orbit
resources among countries has become increasingly white-hot. According to the data
submitted to international telecommunications union (ITU), satellite companies in
France, United States and United Kingdom have the largest number of resources such
as key frequency bands and orbital heights. For example, OneWeb has submitted at
least seven materials of network resources to ITU, including THEO, STRIPE, 102,
etc., covering 8425 km / 8575 km, 1200 km and other medium and low orbital altitude,
as well as Ku / Ka / V and other frequency bands; SpaceX submitted twelve materials
to ITU, including usasat-ngso-3a-r / 3b-r / 3C, 3D / 3E / 3F / 3G / 3H / 3I, usasat-
ngso-3j / 3K / 3l, covering 345.6–1325 km orbital altitude and Ku / Ka / V frequency
bands.

• Large-scale network deployment: SI constellation construction has entered the stage
of large-scale network deployment. SpaceX plans to launch 42000 satellites, and 482
broadband Starlink satellites have been launched by June 5, 2020. In addition, OneWeb
has launched 74 satellites in the past two years [7].

• International operation: The service providers of SI have been striving for landing
rights in countries around the world. For example, OneWeb initially obtained market
access authorization in about 19 countries in 2019.

SI can be mainly used for emergency rescue, rural and remote area coverage, maritime
market (including cruise ships, merchant ships, fishing boats, yachts, etc.), aviation
market, military and government applications [8]. Compared with the terrestrial mobile
communication system (TMCS), the SI will face the following new security challenges:

• Due to the limited computing and storage capacity, the satellites in SI constellation
don’t support high-complexity encryption protocols and algorithms, resulting in the
weak protection of traffic data.

• The topological structure of the LEO satellite networks are constantly changing, the
openness of the satellite’s orbit makes it very difficult to be supervised.

• Communication satellite is a highly integrated product, its components are supplied
by many manufacturers. There may be security holes and design defects in all aspects
of integration. Especially, the technology of on-orbit satellite reprogramming is not
mature, which makes it very difficult to make up for the security holes of on-orbit
satellites.

• Satellite communication has the characteristics of wide coverage [9], which can broad-
cast data to a large number of user terminals in a large range. When the SI network
is attacked, the impact is greater than that of the TMCS, so it is easier to become the
target of hackers.

In summary, the security problems faced by the SI are more severe than those of the
TMCS. If the SI is attacked, it will have a wider range of influence and cause greater
damage. Therefore, it is necessary to carry out the research on the security problems
faced by the SI.
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2 Related Work

The research on the security problems of SI is still in its infancy. 3GPP puts forward the
network architecture of non-terrestrial networks (NTN) [10], but there is no systematic
analysis on the security problems of NTN. Sat5G analyzes the security threats of the
integration of satellite network and 5G networks, mainly including the following three
main aspects [11]:

1. Security threats of satellite connections as transport network for backhaul
One of the main security threats perceived by the terrestrial network is the tampering
or eavesdropping of the data transmitted (the control plane signaling or the user
plane data) over the backhaul connection. In addition, another threat perceived by
terrestrial networks in case of sharing of the satellite network is the tampering and
eavesdropping of traffic via the shared network.

2. Security threats of satellite connections as transport network among 5G core
networks
In this case, the two terrestrial networks usually are not in the same trust domain, and
the intermediate satellite network is not considered to be part of the trust domain of
either of the two terrestrial networks. At the same time, it is very common for satellite
networks to be shared among multiple terrestrial networks. The security threats
perceived by the terrestrial network are tampering, eavesdropping and unauthorized
traffic redirection (i.e. traffic ‘hijacking’) [12, 13].

3. Security threats to content delivery via satellite

Security threats related to content delivery networks (CDN) are DDOS at-tacks;
Content leakages, such as unauthorized access to content, which is aggravated by local
caching and the use of MEC servers; Deep linking, in this case, all media slices can be
accessed by accessing a manifest file due to use MEPG DASH.

However, Sat5G has made a preliminary analysis of the security issues of SI, but it
is not comprehensive enough. This paper summarizes and analyzes the security issues
faced by SI in the future from the aspects of national security, network security and
equipment security based on the existing research.

3 Analysis of SI Security

3.1 Overview of Security Issues of SI

The system architecture of SI can be divided into user segment, space segment and
ground segment. The user segment includes various satellite terminals; the space segment
includes satellite constellation [14], which can be divided into constellation with inter
satellite link (ISL) and constellation without ISL [15]; the ground segment includes
gateway station (GS), operation management and control system (OMCS), measurement
and control system (MCS), network management system (NMS), etc. According to the
characteristics of SI, the possible security problems in SI are summarized in Table 1.
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Table 1. Security issues of SI.

Classification ID Security problem Description

National security (1) National and
military security
threats

• Illegal organizations can steal
strategic information of target
countries by deploying earth
observation payload on LEO satellites

• LEO satellite provides communication
platform for future information
warfare weapons

(2) Frequency and orbit
resource
preemption

To occupy limited orbit resources by
planning LEO satellite constellation

(3) Interference in
astronomical
exploration

The launch of a large number of LEO
satellites can cause serious interference
to astronomical observation

Network security (4) Identity
impersonation

• Disguised as a satellite terminal (ST)
to access the SI and destroy the
network

• Disguised as a satellite to trick
legitimate STs into accessing a false
network to obtain the ST’s location or
identification information

(5) Data eavesdropping Illegal organizations illegally receive
and analyze transmitted traffic data or
signaling data through wireless links
(feedback link, user link, ISL)

(6) Data integrity
issues

Modify, insert, replay, delete user or
signaling data to destroy data integrity

(7) Information
interception

Illegal interception of user location or
identification information transmitted by
ST through wireless links

(8) Signal interference Attackers interfere with satellite
wireless links by emitting high-power
electromagnetic waves

(9) Denial of service Interfere with satellite or gateway, and
interfere with data or signaling
physically or by protocol, which makes
SI unable to provide normal services for
legitimate ST

(10) Anonymous attack Attackers attack the satellite node in
space, but the satellite cannot determine
the attackers

(continued)
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Table 1. (continued)

Classification ID Security problem Description

(11) Malicious
occupation of
satellite bandwidth
resources

Sending illegal signals to the satellite
through wireless link, because the
satellite will not check the legitimacy of
the signals, so the illegal signals will
occupy the bandwidth resources of the
satellite

Equipment
security

(12) Malicious satellite
control

By issuing malicious instructions or
injecting viruses to satellite nodes from
ground facilities or space to achieve the
goal of controlling satellites

(13) Malicious
consumption of
satellite resources

Malicious consumption of satellite
propellant resources to achieve the goal
of reducing satellite life

The distribution of the above thirteen security issues in the SI is shown in Fig. 1.
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Fig. 1. The distribution of security issues in SI system
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3.2 National Security Issues

National and Military Security
The security threats include national strategic information security and military security
threats.

National Strategic Information Security
SI involves a large number of satellites, and the orbit altitude is concentrated between
300 km and 2000 km. If the corresponding satellites equipped with high-resolution scan-
ning observation payloads, such a large number of satellites will expose the important
military infrastructure of countries all over the world and threaten national security.
Recently, earth observation industry (EOI) company is promoting the development of
a new very low earth orbit (VLEO) satellite constellation. Its propulsion system and
innovative design will enable the satellite to run in a very low orbit. In order to support
continuous monitoring service, the initial constellation consists of 30 satellites with an
average revisit time of two hours. The company plans to launch its first satellite by the
end of 2022. EOI company’s mission is to enable defense and intelligence agencies
and commercial customers to easily access ultra-high resolution images at affordable
prices to support a range of applications such as resource management, environment and
disaster assessment, asset monitoring, logistics planning, infrastructure mapping, public
security, homeland security, insurance and real estate. For example, Fig. 2 shows the
image of naval ship captured by EOI company’s VLEO satellite.

Fig. 2. Image of naval ship captured by EOI’s VLEO satellite
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Military Security Threat

1. The low cost and high launch success rate (LSR) of SI will pose new challenges to
the technical field of anti-satellite weapons.

The existing kinetic energy anti-satellite weapons (KEAW) rely on the momentum
of high-speed moving objects to destroy the target, which has a strong lethality for
satellites with high cost and low LSR. However, for the large-scale and low-cost SI,
traditional KEAW are facing many challenges. Taking Starlink constellation of SpaceX
as an example:

a. The traditional KEAW are all disposable. It means that a large number of KEAW need
to be manufactured and maintained to deal with the threat of the Starlink constellation
of 42000 satellites, and the cost will be astronomical.

b. The traditional KEAW adopts the hard-kill method. The method will generate a large
number of space debris, which may hit more satellites, causing uncontrollable and
irreversible chain reaction, making the whole earth surrounded by satellite debris.

c. If we give up the hard-kill method and study more advanced weapons such as soft-
kill method, it will cost a lot of money to tackle key technical problems, and the
development cycle will very long.

2. The cooperative operation of SI and drone swarm will pose great challenges to
the national defense system.

With the accelerated evolution of the war form, a large number of intelligent equip-
ment appear in the war. As an important part of intelligent warfare, Unmanned Aerial
Vehicle (UAV) cluster warfare poses great challenges to the traditional defense system.
However, the UAV cluster warfare relies on the communication link among each UAV
to achieve real-time information interaction, and also relies on the control system to
achieve collaborative command, so the overall viability and combat ability of the UAV
cluster depends on the security and controllability of the communication link and control
system. If the communication link or the control system is jammed by enemy, the UAV
cluster will likely to be completely annihilated. Starlink constellation can make up for
this defect, it can provide large bandwidth, low delay and wide coverage communication
services through a large number of LEO satellites without being affected by any terrain
and climate. It can help the UAV cluster get rid of the dependence on land-based com-
munication system, and significantly improve the overall combat effectiveness of the
cluster through flight control, situation awareness, information sharing, target allocation
and intelligent decision-making, which makes it more difficult for the national defense
system to deal with the threat of UAV cluster warfare.
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Frequency and Orbit Resource Preemption
According to international regulations, all countries have the right to explore outer space
peacefully. Radio frequencies and satellite orbits are limited natural resources and must
be used equally, reasonably, economically and effectively. Effective interference con-
trol mechanisms should be adopted to make full use of frequency and orbit resources.
Effective interference control mechanisms should be adopted to make full use of the
limited resources. According to the ITU rules [16], orbit resources are mainly allocated
in the principle of first come, first served, and the later declarers cannot cause adverse
interference to the satellites of the first declarers. The LEO constellation system should
not only launch the satellite in accordance with ITU regulations, but also provide rele-
vant services to the public in accordance with the specified time and proportion, so as
to legalize the frequency usage. In other words, the development and utilization of LEO
constellation can not only occupy the limited space resources of LEO satellite, but also
help to seize the priority use right of spectrum, which has an important impact on the
channel use range of battlefield communication.

Generally, at the end of a geostationary earth orbit (GEO) satellite’s life, it will
increase more than 200 km by using its final energy and enter the grave orbit to com-
plete its self-destruction, so as to release the original working orbit. But the LEO satellite
communication system is different, it needs many small satellites to maintain a complete
network to provide communication services. When some small satellites cannot work
normally or reach the end of their life, it is necessary to launch new satellites to supple-
ment the network, so they will always occupy the frequency and orbit resources. How-
ever, the near earth orbit resources can only hold about 60000 satellites, the United States,
the United Kingdom, France, Canada, Norway, the Netherlands and other countries
have taken the lead in the deployment of SI. SpaceX alone plans to launch 42000 LEO
satellites, which will further compress the available orbit resources of other countries.

In addition, all countries except the United States have gaps in the supervision tech-
nology of SI, and corresponding laws are not perfect. Once the design and construction
of SIs are completed, it will lead to difficulties for countries to effectively supervise the
communication services provided by SI, leaving huge security loopholes.

Interference in Astronomical Exploration
Due to the huge scale of SI constellations, astronomical observation will become more
difficult as small satellites in constellations are launched one after another. Starlink will
launch 42000 satellites, with an average of about 400 satellites observed at any time
and at any place. Although they are invisible to the naked eye in orbit, they have a great
influence on the astronomical research of optical, infrared and radio telescopes, and are
easy to leave traces in the astronomical images. The large-scale integrated Sky Survey
Telescope (such as China sky eye) will be greatly affected, which will reduce our ability
to observe and warn near Earth Asteroids.

In addition, LEO constellations have the most interference for astronomers who
detect dark matter and dark energy, because the signals detected by related instruments
are very weak. A large number of LEO satellites will interfere with the space observa-
tion of various countries to a certain extent when passing over them, and affecting the
corresponding research.
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3.3 Network Security Issues

Identity Impersonation
Due to the lack of identity authentication mechanism in SI’s user link, feedback link and
ISL, there are three problems of identity impersonation in the following aspects:

1. If the transmission mechanism adopted by the communication system is public,
the attacker can calculate the uplink signal according to the downlink signal of
the satellite, and then use the satellite communication equipment to disguise as a
legitimate ST to access the network and illegally obtain network services.

2. The attacker disguised himself as a satellite network and induced legal STs to access
the satellite network to obtain relevant user identification information and location
information.

3. The attacker disguised himself as adjacent satellites in the same orbit or different
orbit to induce the target satellite to establish an ISL with it, so as to obtain the
relevant data transmitted by the ISL.

Data Eavesdropping and Data Integrity Attack
Due to the openness of wireless communication of user link, ISL and feed link of SI,
the data transmitted through satellite network can be easily eavesdropped. In addition,
data encryption will increase the cost of satellite terminal equipment and reduce the
utilization rate of satellite link resources. Many satellite communication networks do
not encrypt the transmitted data, so it is very easy to cause data leakage.

The most possible attack methods are as follows:

1. The attacker uses a kind of satellite data receiving card to steal data, which is similar
to the computer network card with low cost.

2. The attacker makes use of retired equipment abandoned by manufacturers to perform
network attacks.

3. The attacker can use the VLEO or LEO satellite in the overseas satellite constellation
to eavesdrop the service data on the user link and feeder link of the domestic satellite
system.

4. If the satellite constellation built in a country has an ISL, which uses microwave
communication, the attacker can control the foreign satellite to approach the target
satellite as close as possible to implement data eavesdropping.

Data eavesdropping is often combined with data integrity attack. The attacker often
implements data eavesdropping, then inserts, modifies, falsifies the stolen data, and
finally send it to the data receiver to achieve the purpose of destroying data integrity.

Information Interception
If the orbit of a foreign satellite is lower than that of a domestic satellite (for example,
the lowest orbit of SpaceX is about 300-500km), the attacker can use the attack means
similar to the terrestrial pseudo base station to carry out network attack. For example, the
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torpedo attack method in 4G system can be used in SI, the attacker can use legitimate ST
to launch multiple paging to the attacked ST, and this will expose the user identification
information, which can be intercepted by the LEO satellite and terrestrial equipment
owned by the attacker, so as to track the user’s location and bring great security threat.

Signal Interference
This kind of attack is the most common but effective, and it is often used in wars.
Interference can be divided into blocking interference and noise interference. Strong
interference signals will cause the satellite to be unable to receive the signal normally
and provide the service for the legitimate ST.

The possible attack methods are as follows:

1. If the orbit of the overseas satellite is lower than that of the domestic satellite, the
attacker can deliberately transmit signals on the working frequency band of the
feeder link, user link or ISL of the domestic satellite system to cause interference or
interruption of the domestic satellite service.

2. Satellite transponders can be divided into on-board processing transponders and bent-
pipe transparent transponders. On-board processing transponders can rely on chan-
nel coding, advanced modulation technology, spread spectrum technology, coherent
intermodulation product cancellation, etc. to resist interference attacks. But the bent-
pipe transponder has a simple structure and does not process any communication
signals, so it is easy to encounter signal interference attack. Attackers can interfere
with satellites by transmitting signals from high-power transmitters.

Denial of Service
The attack mode against terrestrial network is also applicable to satellite network, such
as DDoS attack. Attackers make use of software to simulate massive satellite termi-
nals to send legitimate and bogus requests, which leads to the failure of satellites to
provide effective services to legitimate STs. This kind of attack is difficult to defend
due to the diversity of satellite communication links. Each ST’s client has a receiving
and transmitting system. If the transceiver fails to get effective processing when it has
problems, it will lead to unstable connection and generate a large number of connec-
tion requests. In addition, access requests will also increase greatly when satellite links
suffer from signal fading caused by severe weather. However, satellites cannot blindly
defend these requests, and the system design of satellite system will not defend these
requests as well as the network firewall. Because satellites cannot distinguish whether
these requests come from legitimate STs or malicious attackers, which leads to denial
of service problems.

Anonymous Attack
Space belongs to the global commons and has no national boundaries. Therefore, it is
possible for attackers to launch anonymous attacks against the target satellite in space.
Moreover, it is difficult for the attacked satellite to determine and trace the attacks due to
the long distance and limited information. On the one hand, there are many factors that
lead to satellite failure, such as changes in space environment, design defects, device
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problems and even debris effects. Attacks are not the only reason for the failure of
satellites in orbit. On the other hand, it is difficult for the ground station to accurately
judge what is happening in space limited by distance, meteorology, technical capability
and other conditions. The combined effect of these factors enables the attacker to find
reasonable excuses to deny the attack.

Malicious Occupation of Satellite Bandwidth Resources
Satellite is a typically resource limited system, on-board computing resources, wireless
resources are very scarce, so they are not suitable for complex communication payloads.
Most of the on-orbit satellites adopt the bent-pipe transponder without signal unpacking,
so it is not possible to determine whether the received data is from a legitimate user. When
the attacker sends his own illegal signal, the satellite will still forward the signal to the GS.
At this time, if the attacker builds a receiving system to demodulate, decode the data and
extract useful data, the purpose of privately communicating with the aid of the satellite
is achieved, and a complete method of stealing satellite resources is formed. Moreover,
attackers will use their own encryption algorithm to effectively encrypt communication
data.

3.4 Equipment Security Issues

Malicious Satellite Control
Due to the lack of network security standards for commercial satellites, coupled with the
complex supply chain of satellites, satellite manufacturing uses ready-made technolo-
gies to maintain low cost. The wide availability of these components means that hackers
can analyze their security vulnerabilities. In addition, many components use open source
technology, and hackers may insert backdoors and other vulnerabilities in satellite soft-
ware, making satellites vulnerable to security risks that are maliciously controlled by
attackers.

The means to control the satellite maliciously are as follows:

1. The attacker can capture the target satellite in space and drag the captured satellite
out of the working orbit, causing the whole satellite constellation unable to provide
continuous services. Moreover, the attacker can inject virus into the captured target
satellite after it has been dragged off the working orbit, and then it will be pushed
back to the working orbit, causing the virus to spread throughout the whole SI. The
technology of capturing on-orbit satellites is already available and has been used in
the service of extending the life of on-orbit satellites in orbit. Once this technology
is used by hackers, the target satellites can be captured arbitrarily.

2. Satellites are usually controlled by the GSs. These stations are vulnerable to the same
network attacks as computers. Although the satellite control attack is not as simple
as stealing other people’s email, but it can be realized. If there are security loopholes
that can be exploited by hackers in the GS, the hackers may invade these stations,
and then they can send malicious instructions to control the satellite, or they can use
special tools to trick the satellite, and finally achieve the purpose of attacking the
SI. For example, the attacker can carry out further attacks after controlling the target
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satellite: the attacker can use the broadcast channel of the target satellite to send a
large amount of garbage data or spread viruses to the whole SI; shutting down the
target satellite to make it unable to provide normal services; if the hackers control the
target satellite and it has a propeller device, they can change the orbit of the satellite
and hit it on the ground, other satellites or even the international space station.

Malicious Consumption of Satellite Resources
Attackers can also directly affect the life of satellites by consuming propellants, depleting
the write life of charged erasable programmable read-only memory (EEPROM) and other
attacks.

4 Conclusion

The rapid development of SI has brought some security risks. On the one hand, we should
actively develop SI industry, giving full play to the unique advantages of SI, which is
not affected by geographical obstacles and disasters; on the other hand, in view of the
different levels of security threats faced by SI, it is necessary to carry out forward-looking
research on the satellite network security, so as to fill in the regulatory gaps.
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Abstract. This paper introduces the concept of cyberspace search engine, and
makes a deep survey on 5 well-known search engines, say Shodan, Censys, Bina-
ryEdge, ZoomEye and Fofa, by querying official websites, analyzing APIs, and
making academic research. We discuss the following items in details: Support-
ing internet protocols, Total amounts of detected devices, Device information,
Scanning frequency, System architecture, The third party databases, Probes dis-
tribution, etc. We give a comprehensive comparison of the detecting abilities and
working principles of the cyberspace search engines.

Keyword: Cyberspace search engines

Cyberspace search engines, such as Shodan, Censys, BinaryEdge, ZoomEye and Fofa,
are new Internet applications in recent years. They search various types of online devices
in cyberspace, such as webcams, routers, intelligent refrigerators, industrial control
devices, etc. They are becoming powerful tools to detect network resources. At present,
mastering the network resources is valuable for cyberspace governance and network
security protection. Therefore, global security companies and scientific research institu-
tions pay great attention on the development and utilization of cyberspace search engines.
This paper will carry out a comprehensive investigation and analysis on the detection
capabilities and working principles of 5 well-known search engines.

1 Introduction

Network resources exploration is to send probe packets to the remote network devices,
and to receive and analyze the response data, so as to get the information of remote
devices, such as opening ports and services, operating systems, vulnerability distribution,
device types, organizations, the geographical position, and so on. The detecting protocols
are mainly on the transport layer and the application layer in the TCP/IP stacks. The
detection methods of transport layer include SYN scan, TCP connection scan, UDP scan,
FIN scan, ICMP scan, etc. Application layer detection mainly uses the special fields of
internet protocols, special files, hash values, certificates, and so on.

The working principles of cyberspace search engines are very different from the Web
search engines such as Google, Baidu. Web search engines collect, store and analyze
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Web page for information querying, while the cyberspace search engines adopt the
network resource detecting technology. By sending the detection packet to the remote
devices, it can obtain the important information of the target, and conduct comprehensive
analysis and display. Global security companies and research institutions have developed
a number of search engines, in which the following are most well-known: Shodan (www.
shodan.io) Censys (Censys.io) from the US, BinaryEdge (www.binaryedge.io) from
Europe, and ZoomEye (www.zoomeye.org) Fofa (www.fofa.so) from China. Some of
these engines are commercially available, while others offer none-profit services.

We are very interested in the detection abilities and the working principles of these
search engines, so we made a comprehensive investigation on Shodan, Censys, Bina-
ryEdge, ZoomEye, Fofa, by querying official websites, analyzing APIs, and making aca-
demic research. The main contents include: Supporting internet protocols, Total amounts
of detected devices, Device information, Scanning frequency, System architecture, The
third party databases, Probes distribution, etc.

2 Supporting Internet Protocols

Mastering various types of Internet protocol formats is the basis for the exploration of
cyberspace search engines. Different devices in the internet have different protocols. In
order to facilitate the comparative study, we first carry out a classification of various
network devices.

We got all types of devices from the search engine’s official websites, and classify all
devices into 11 categories: Network Equipments, Terminal, Server, Office Equipment,
Industrial Control Equipment, Smart Home, Power Supply Equipment, Web Camera,
Remote Management Equipment, Blockchain, Database, shown as Fig. 1.

Fig. 1. Device categories

http://www.shodan.io
http://www.binaryedge.io
http://www.zoomeye.org
http://www.fofa.so
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On this basis, we obtained the lists of all engines’ supporting protocols from the
official websites, user manuals, the APIs, and some technical forums. We classify them
into 11 categories according to Fig. 1, shown as Table 1, where “-” means there is no
such agreement.

Table 1. Supporting internet protocols

Shodan Censys ZoomEye Fofa BinaryEdge

Network equipment 10 1 54 7 8

Terminal 19 1 227 6 13

Server 67 10 154 20 63

Office Equipment 12 5 31 6 11

Industrial Control Equipment 26 5 16 23 17

Smart Home 9 – 3 7 9

Power Supply Equipment 4 1 3 2 4

Web Camera 3 – 8 – 3

Remote Management Equipment 13 5 31 8 11

Blockchain 5 – 4 21 4

Database 17 6 19 16 15

Total 185 34 550 116 158

Shodan’s API interface contains supporting protocols that can be directly queried
[1]. Censys’s protocols information comes from the official forum [2]. ZoomEye’s pro-
tocols information comes from the NMAP-Services file in the user’s manual [3]. Fofa’s
protocols information comes from the technical forum [4]. BinaryEdge’s protocols infor-
mation comes from the API documentation [5]. As you can see in the table, Shodan and
ZoomEye have mastered more types of network protocols, covered all protocol cate-
gories, and presumably have better device detecting capabilities. Due to the different
statistical caliber of network protocols, there may be some deviation in the comparison
results.

3 Total Amounts of Detected Devices

Based on the analysis in Sect. 2, we investigate the total numbers of detected devices of
different search engines. Typically, the official websites will claim the total numbers of
detected devices, but sometimes we need to do more auxiliary analyzing.

The total amount of Shodan comes from the official website
query tool CLi.shodan.io [6]. All the data records after January 1, 2009 can be inquired
by the command line tool, so we can calculate the total number of detected devices.
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The official website of Censys provides data statistics function [7]. We divide the IPv4
address space into 256 parts, and retrieve each address block with Censys, and calculate
the manufacturer’s brands of specific types in the returned results, and then obtain the
total number as a summary. The total amount of ZoomEye, Fofa and BinaryEdge are
from the official website [5, 8, 9].

Table 2. Comparison of the total amount of detectable devices

Shodan Censys ZoomEye Fofa BinaryEdge

Total amounts 436489751 111368143 1190860679 270363 89871839

The total numbers of detected devices for each engine are shown in Table 2. As you
can see from the table, ZoomEye (nearly 1.2 billion) and Shodan (over 0.4 billion) have
the strongest detecting capabilities.

It should be noted that, because of the lack of industry standards in the field of
network devices classification, there are statistical caliber of the comparison results.

4 Device Information

Cyberspace search engines need to present the detected device information in a com-
prehensive way for users to use. One device stands for a file or a record. By analyzing
the files or the records, we can get the device information architecture. Typically, the
device information architecture includes such important information as domain names,
opening ports, services, geographic locations, countries, device types, affiliation, and so
on.

We collect, analyze and draw the device information architecture of the above search
engines, and make a comparison. We can classify all the device information into: Equip-
ment information, location information, port information, loopholes, probe point infor-
mation, tag information, network equipment information, WEB information, file transfer,
email protocol information, remote access to information, database information, indus-
trial control protocol information, message queues, clustering information. This will be
of great value to developers and users of the cyberspace search engines.

Taking Censys as an example, by analyzing the official documents of Censys [10],
we get the tree diagram of Censys’ device information architecture, as shown in Fig. 2.
All these information will be reflected on Censys’ web pages. In the below figure, the
vulnerability information and probe point information are represented as dotted lines
because Censys does not provide such information.
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Fig. 2. Device information architecture for censys

5 Scanning Frequency

The cyberspace search engines constantly scan and probe the whole network, discover
the new connected devices, and periodically update the detected devices. As a complete
scan of the whole network consumes lots of computing and storage resources, so search
engines usually set a scanning frequency. Scanning frequency is an important index
for the detecting ability. The higher the frequency, the stronger the search engines’
performance.

We measured the scanning frequencies of Shodan, Censys, ZoomEye and Fofa. More
than 130 IP addresses (opening HTTP, HTTPS, TELNET, FTP and SSH services) were
randomly selected. By checking the update status of these IP addresses every day, we
can get the scanning intervals of each engines, as shown in Table 3 below.

Table 3. Comparison of scanning frequencies

Protocol (port) Shodan Censys ZoomEye Fofa

HTTP (80/TCP) 10 days 2 days 389 days 39 days

TELNET (23/TCP) 24 days 2 days - -

HTTPS (443/TCP) 9 days 1 day 26 days 102 days

FTP (21/TCP) 13 days 2 days 173 days 74 days

SSH (22/TCP) 10 days 3 days 24 days 60 days

In the above table, “-” means it hasn’t been scanned for a long time. As can be seen
from the table, that the scanning frequencies of Shodan and Censys are significantly
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higher than that of ZoomEye and Fofa. We can include that Shodan and Censys have
more powerful performance.

6 System Architecture

We are very interested in the system architectures of the cyberspace search engines, so we
conducted an extensive academic research. Typically, the architecture of search engine
can be divided into three modules: information acquisition module, data storage module
and information retrieval module. The information acquisition module is responsible for
collecting the information of various devices in the cyberspace. The data storage module
is responsible for storing the massive device information collected, and the information
retrieval module is responsible for providing statistical and querying services.

Fig. 3. Censys system architecture1

Figure 3 shows the system architecture of Censys [11]. In the above figure, the Scan
Worker is responsible for information acquisition. The Scheduler allocates scanning
tasks to multiple scanning modules. The scanning module will save the detection results
to Zdb database, and all the information will be stored in Google Cloud. In the information
retrieval module, Censys provides elastic Search for full-text retrieval. Google Datastore
offers history retrieval and Google BigQuery offers statistics retrieval.

Fig. 4. BinaryEdge system architecture2

BinaryEdge system architecture is shown in Fig. 4 [12], which is divided into four
parts: task submission, task execution, storage and service. Task submission uses HTTP,
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command line, third party and other forms of API for data acquisition. In the task
execution stage, the task is sent to multiple channels, including port scanning, Screen
shotter, OCR and other technologies. In the storage stage, the collected information will
be divided into original data and processed data, and stored in the database. During the
service stage, the processed data will be sent to users through a real-time information
flow, or deeply analyzed by MapReduce, Kibana, or InfluxDB.

7 Third Party Databases

Many cyberspace search engines work with third-party databases, such as IP databases,
domain name databases, and geographic location databases. We investigated the third-
party databases associated with commercial search engines, as shown in Table 4 below:

Table 4. Search engines associate third-party databases

Shodan Censys ZoomEye Fofa BinaryEdge

IP database Randomly
generated

Randomly
generated

- - -

Domain database - Alexa - - Passive DNS

Address database - GeoIP IPIP GeoIP GeoIP

In the table, the IP addresses of Shodan and Censys are randomly generated and do
not rely on the third-party IP database. We haven’t found the information of ZoomEye,
Fofa and BinaryEdge. As for the domain name database, Censys used the domain datas
provided by Alexa Top 1 Million Websites, while BinaryEdge used the passive DNS
resolution service. We haven’t found the information of Shodan, ZoomEye and Fofa. As
for geographic location databases, Censys, Fofa and BinaryEdge all use the database of
GeoIP, while ZoomEye uses the database of IPIP.net.

8 Probes Distribution

Cyberspace search engines often need to deploy many probes because there are many
security devices (such as firewalls) in cyberspace, making it difficult to detect the network
edges. Only by deploying widely distributed probes, can we minimize the impact of
security devices and find more edge nodes as possible.

We conducted an extensive research, focusing on the open-source tools and third-
party organizations. GreyNoise and BinaryEdge have done well.

GreyNoise is a tool for collecting and analyzing scanning traffics [13]. It found the
probes of 96 search engines, including Shodan, Censys, BinaryEdge and ZoomEye, as
shown in Table 5 below.
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Table 5. Probes distribution marked by GreyNoise

Shodan Censys BinaryEdge ZoomEye

United
States

31 398 368 -

Canada - - 37 -

Britain 1 - 236 -

Netherlands 10 - 86 -

Iceland 2 - - -

Romania 1 - - -

Greece - - 1 -

Germany - - 239 -

India - - 29 -

Singapore - - 27 -

Japan - - - 16

BinaryEdge recorded the contents of received packets(including IP, ports and pay-
loads) which it received by deploying honeypots all around the world. Because the
honeypots do not actively interact with other devices, the data received in the honey-
pots are most likely send by the proves. Table 6 shows the global probe distribution of
Shodan, Censys and BinaryEdge recorded by BinaryEdge during a period of 2000 days.

Table 6. Proves distribution marked by BinaryEdge

Shodan Censys BinaryEdge

The United
States

17 321 146

Canada - - 24

The British 1 - 90

In the
Netherlands,

11 - 36

Iceland 2 - -

Romania 1 - -

Germany - - 115

India - - 8

Singapore - - 9
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9 Conclusion

We made a comprehensive research and analysis on the well-known cyberspace search
engines such as Shodan, Censys, BinaryEdge, ZoomEye and Fofa. We deeply analyze
the items of Supporting internet protocols, Total amounts of detected devices, Device
information, Scanning frequency, System architecture, The third party databases, Probes
distribution. This paper give an objective evaluation of the detecting abilities and the
working principles of the cyberspace search engines by querying official websites, ana-
lyzing APIs, and making academic research. We believe this paper will greatly help
those who are developing and using cyberspace search engines.

References

1. https://api.shodan.io/shodan/protocols
2. https://support.censys.io/hc/en-us/articles/360038762031-What-does-Censys-scan-
3. https://www.zoomeye.org/doc? The channel = user# d - service
4. https://www.freebuf.com/articles/ics-articles/196647.html
5. https://docs.binaryedge.io/modules/
6. https://cli.shodan.io
7. https://censys.io/ipv4/report? Q = &
8. https://www.zoomeye.org/component
9. https://fofa.so/library

10. https://censys.io/ipv4/help/definitions? Q = &
11. Durumeric, Zakir, et al. "A search engine backed by Internet-wide scanning." Proceedings of

the 22ND ACM SIGSAC Conference on Computer and Communications Security.
12. https://www.slideshare.net/balgan/binaryedge-presentationbsides
13. https://greynoise.io/

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://api.shodan.io/shodan/protocols
https://support.censys.io/hc/en-us/articles/360038762031-What-does-Censys-scan
https://www.zoomeye.org/doc
https://www.freebuf.com/articles/ics-articles/196647.html
https://docs.binaryedge.io/modules/
https://cli.shodan.io
https://censys.io/ipv4/report
https://www.zoomeye.org/component
https://fofa.so/library
https://censys.io/ipv4/help/definitions
https://www.slideshare.net/balgan/binaryedge-presentationbsides
https://greynoise.io/
http://creativecommons.org/licenses/by/4.0/


Brief Introduction of Network Security Asset
Management for Banks

Yumo Wang(B) and Qinghua Zhang

China Everbright Bank CO., Ltd, Beijing 100034, China
wangyumo@cebbank.com

Abstract. During the digital development process, enterprises have accumulated
a lot of network asset including hardware, software and websites. Effective man-
agement of network asset can reduce the internet risk. Network asset is the primary
object of information security. Therefore, the essential content of enterprise infor-
mation security operation is ensuring the security of network assets sufficiently.
This paper has investigated researches about detection, management and applica-
tions of network assets. The difficulty and current solutions have been summa-
rized by the review. Moreover, this paper puts forward a solution of network asset
management according to the bank situation.

Keywords: Network asset · Host detection · Security management

1 Introduction

With the development of technologies in information security, the demand of man-
agement of network assets is increasing in banks. During the digital construction of
banks, many network assets have been accumulated including domain name, IP, system,
application and so on. The network assets are the main object of information security
management in banks. The purpose of managing security assets is to support the infor-
mation security operation of banks, so it is essential to collect and analyze the security
information of network assets. This paper conducts the research on network asset man-
agement from three aspects: detection, management and applications. A construction
method of security network assets management for bank is proposed (Fig. 1).

According to the controllability of assets, the network security assets of banks are
usually divided into two parts: internet and intranet. From the perspective of safety
management, both of internet and intranet assets are protection objects that need to be
focused on. In the management of network security assets, there are generally three
aspects: detection, management and application. Detection means to discovery the secu-
rity assets in cyberspace. Effective management of assets can only be achieved by timely
and accurately detection. At the same time, the method of detection and monitoring are
similar. Periodic updating of asset information is also an important part of safe asset man-
agement. Management means to clearly counting the proven safety assets, accumulating
the detection results, so as to form an asset library that can support information security
operation and provide data support for the further development of security works. The
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Fig. 1. Network asset management process

most important part of asset management is conducting two aspects of constructions:
information and regulation. Application means using the managed network security asset
data in multiple dimensions in order to embody value of it. The most typical application
scenario is active risk discovery. The ability of active risk discovery for security assets
can make security operation more accurate and targeted.

In view of the previous three aspects of network security asset management design,
this paper conducts a literature review.

2 Detection of Network Security Assets

Detection is the starting point of network security asset management. At present, there
are three common asset detection methods: active, passive and information hunting based
on search engine. With the help of network scanning tools, the active way can obtain
information by scanning the host, which has strong pertinence, but it will occupy part of
the resources of the target host. The passive way means to the aggregation of transaction
information through the carding of network traffic, which an important method in the
asset discovery of intranet. Information hunting based on search engine is a non-invasive
asset detection method, which can expand the collection field. However, it also depends
on the data collection ability of the searching platform [1]. The detection work needs to
consider different levels of assets. For the IaaS level, it mainly relies on scanners, network
detection, NAT mapping table and other methods to detect network security assets. For
PaaS and SaaS level, methods like traffic carding, DNS domain name aggregation are
used to gather asset application information [2]. Through the acquisition of network
fingerprints, the details of assets can be collected in order to identify website components,
application services, communication protocols, which is able to assist the identification
of vulnerabilities [3]. The design of active scanning scanner for IP requires different port
scanning of TCP and UDP protocols to obtain more comprehensive host information [4,
5]. There are four scanning methods for asset discovery: ICMP, TCP connect, TCP SYN
and TCP FIN. In practice, these methods are usually combined to obtain more accurate
asset opening information [6]. The complex and changeable asset information needs
to be monitored dynamically, and the comprehensive information including multiple
dimensions as host, system, internal information should be gathered [7]. In the complex
network environment, big data technology can support the asset discovery process and
provide technical means for the excavation of massive information [8]. At the same
time, vulnerability is also a key information in asset scanning. Periodically vulnerability
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mining is very important for banks [9]. In order to discovery vulnerability efficiently,
automatic tools like Nmap, Xscan, Goby, Nessus are needed to discover the assets and
vulnerabilities [10, 11].

3 Management of Network Security Assets

Management is the core content of network security asset management. The method of
network security asset management can be divided into two aspects: technology con-
struction and regulation construction. Empirically regulation is more important than
technology in network asset management. At present, there are many problems in net-
work security asset management, including insufficient handover, lack of sharing mech-
anism between different systems, untimely updating, and lack of evaluation process [12].
Though, it is very important for banks to overcome many obstacles in asset manage-
ment, the management work should be appropriate considering the current situation of
banks [13]. Technology construction is an indispensable method for the current network
security asset management, which makes the assets fine management and strength-
ens the achievements of regulation construction [14]. Cloud platform is able to make
the deployment of network asset management system more efficient and enable the
dynamic monitoring update of asset information [15]. The integrated asset management
platform usually includes account management, IP address information, resource check,
electronic reminder, baseline verification, vulnerability scanning and other functions to
achieve comprehensive technical function support [16, 17]. The management of network
security assets needs to cover the whole life cycle of assets. The detection and monitoring
needs to contain several processes like asset addition, allocation, change and invalidation.
Network security assets need dynamic management, especially focusing on the changes
of assets in its whole life cycle. In particular, it is necessary to check and recover the
assets in time when it is out of use [18, 19]. The asset information management system
based on block-chain technology makes the asset information more complete and consis-
tent. The unchangeable characteristic of block-chain makes the asset data management
process more reliable and controllable [20]. The management of network security asset
data also requires multi-source fusion technology to integrate data from different sources
in order to gather comprehensive information of the asset. Based on the segmentation
and vectorization of address information, the cosine similarity between feature vectors
is applied to assist the automatic matching and fusion of asset information [21, 22].

4 Applications of Network Security Assets

Application for security operations reflects the true value of network security asset man-
agement. The purpose of network security assets management is to find risks actively.
Situational awareness system is a very practical tool in the current information security
operation whose construction progress is highly associated with asset management. To
enable active risk detection, many functional parts rely on the network asset management
including attack detection, software and hardware information collection, external threat
information and so on [23, 24]. This kind of active risk discovery has a good effect on
the security of dumb terminals. For example, asset monitoring for dumb terminals such
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as video monitoring equipment can assist in detecting network intrusion [25]. Artificial
intelligence is a potential technology in situation awareness in which asset data plays
an important role and can provide data materials for situation awareness work [26]. Big
data technology can also assist the network asset management in security operation.
Big data technology provides sufficient storage and rapid searching for massive asset
information data and enables multiple applications [27]. Big data technology provides
an over-all support for comprehensive asset information management and risk discov-
ery [28]. Vulnerability management also needs network asset management system. The
whole processes of vulnerability management starts from discovering assets and includes
classification, scanning, repair, tracking, compliance and periodically repetition. In the
case of the asset management of FIFTH THIRD BANK in the United States, both man-
agement of network security assets security and level of compliance continuity should be
paid attention in order to provide a more comprehensive guarantee for the business [29].
Asset lifecycle management can also make each data clear and controllable by assisting
the work of data privacy protection which should cover the process generation, use and
extinction [30]. Based on the analysis of the network flow, asset baseline is established
in order to focus on the dynamic changes in data to guarantee the security of assets [31].

5 Design of Network Security Assets Management System

Based on the analysis of the relevant literature on network security asset management,
current technologies and theories of network security asset management are isolated,
which may be caused by the complexity of asset. Discrete management can be flexi-
bly applied in small-scale and relatively monotonous information management but it
is difficult to support complex scenarios such as information security operation with
many factors. Therefore, the key of effective management of network security assets
is the fusion of multi-source data. Large number of fragmented asset data need to be
gathered and mixed together in order to obtain the whole picture of assets. Common
asset information includes hardware, software, network, application system, organiza-
tion management and so on, which involves many aspects of information about network
assets (Fig. 2).

Key marking of security assets need to be focused on and be supplemented when
necessary. The lack of key attribute marks will hinder the of asset management. For
instance, the lack of information of the person in charge of a system will make the
responsibility identification unclear. Information attributes can be roughly divided into
five aspects: network, software, application, management and vulnerability. In practice,
due to the partial accumulation of asset information, the management of security assets
does not need start with nothing. Asset information with different attributes is generally
stored in different departments of a bank. Therefore, the core problem of banks in asset
management is to integrate the fragmented information comprehensively and integrate it
to support the security operation. For the supplement of asset information, both detection
and docking should be considered. Detecting and supplementing asset information is
as important as integrating asset information from multiple channels. Moreover, asset
detection is also a method of asset monitoring, which is the most important step in the
whole life cycle management to protect asset information timely and accurately.
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Fig. 2. Design of network asset management

The purpose of safety asset management is to find risks actively. In the multi-
dimensional application of network assets, it can include: asset governance, asset full
perspective, vulnerability warning, compliance inspection and so on. Asset governance
means to discover unregistered assets, which is the most practical application in safe asset
management. The asset full perspective means the association and display of asset data
from different sources in order to provide multi-directional information for security oper-
ation. Vulnerability warning means to match the system, middleware, database, frame-
work and other asset data in vulnerability notification. Auto POC verification tool can
make the vulnerability matching more effectively. Compliance inspection means using
the recorded asset information to automatically check whether assets meet the baseline
regulation. With the support of comprehensive, timely and accurate asset information,
security operation can be carried out more effectively.

6 Conclusions

Based on the literature review of bank safety asset management, this paper summarizes
the detection, management and multi-dimensional application of asset information. A
network asset management method suitable for banks is put forward. The conclusions
are as listed as follows:

1) The detection of network security assets is the starting point. Comprehensive, timely
and multi-dimensional detection methods can make the asset management work
more effective.

2) Management of network security assets is the core. With the support of technol-
ogy construction and regulation construction, network security assets can make the
information security operation easier.

3) The aim of asset management is to discover risks actively and multi-dimensional
application reflects the true value of management achievement. The network risk
facing banks can be minimized.
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4) At present, banks need to take the problem of fragmental management of data into
consideration in network security asset management. It is a practical solution to fully
and timely docking and fusing multi-source information from different systems.
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Abstract. At present, embedded devices have been widely used in people’s daily
life, which makes more convenience for the public. However, embedded devices
still have security problems, such as automatic driving accidents that may cause
casualties. In the field of embedded device security, there are many studies, for
instance, OPENTEE for ARM handheld devices, providing a secure execution
environment for payment devices, and SGX for Intel desk top devices, for security-
critical applications, such as bank teller systems, build a safe operating environ-
ment. But it is a lack of correlation between these new and existing technologies.
In our opinion, through the combination of mature technology accumulation and
embedded devices, the antivirus industry can create a more secure user environ-
ment. In this paper, we propose a source isolation method to make the resources
used by key processes exclusive. This method uses antivirus software and builds
a more comprehensive embedded security system in critical security applications.
The experimental results show that the proposed method is effective and safe.

Keywords: Embedded system · Security-Related · Resource isolation · Virus

1 Introduction

Embedded devices are becoming more and more popular in people’s daily life [11],
from aerospace, submarine missiles, to TV phones, watches and earphones, etc. They
are everywhere, and their roles are becoming more and more important. For example,
to reduce vehicles Automatic braking system for security risks.

An embedded device is usually composed of one or more hardware main bodies,
and there is usually an embedded system specially developed for hardware running in
the embedded device, and the system runs specifically for the device. These programs
are divided into critical tasks and non-critical tasks according to different functions. For
example, in the on-board embedded system, the automatic braking system is a critical
task [14], and the on-board imaging system is a non-critical task. The execution of the
critical task must be guaranteed, and it must be completed within the specified time
from response to execution and completion. Otherwise serious consequences will occur,
and non-critical tasks will be delayed for a few cycles without serious consequences.
This article mainly focuses on the security issues of embedded systems with very high
penetration rate-on-board systems [13].
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The original in-vehicle systems were not connected to the Internet. They usually
included imaging systems, air conditioning and ventilation systems, etc. In the dis-
connected era, people did not have an intuitive understanding of the consequences of
such devices being controlled by hackers. However, with the development of in-vehicle
systems, for example, Tesla and other electric vehicle manufacturers have taken the in-
vehicle systems as their main selling point. They are more humane and smarter, and
even allow the driver to let go of his hands and let the in-vehicle system replace people
to realize autonomous driving. Such systems are usually networked, and they are con-
nected to non-specially constructed general-purpose networks, so the vulnerabilities in
the system will be easily enlarged. According to the description in [2], such systems
are more resistant to network security. Poor, and the particularity of the system makes
it impossible to use common system security defense measures [3], what will happen
after being controlled by hackers? At the Def Con hacking conference in August 2015,
hackers claimed that they had 6 ways to control Tesla’s vehicle and make it stop. Just
imagine if the vehicle happened to be driving on a highway and suddenly stopped, it is
likely that there will be more cars connected. Collision, causing immeasurable losses.

Do we could simply install anti-virus software in the vehicle system to solve these
problems [9]? the answer is negative. Because embedded devices have relatively large
limitations in storage capacity and computing performance [1], and modern on-board
systems are a very complex hybrid system, they have as many as 80 control units on
average [10]. Distributed in the management of multiple key tasks in the system, the
operation of anti-virus software will inevitably consume storage, and may also lock up
the resources occupied by key tasks. If the execution of key tasks is affected, such as
an automatic braking system, it will be slightly delayed by 1 s. Zhong, stop the car, this
may have caused the car crash.

In many hardware platforms, key tasks can be placed in a specific execution envi-
ronment. For example, on the ARM platform, the key tasks are executed in the security
domain of OPENTEE, and on the X86 platform, the key tasks are placed in the security
domain of SGX. To execute, in this article, we pass Put the antivirus software in an
isolated client similar to OpenTEE or SGX to run, and allocate independent resources,
such as memory, cache, etc., for this isolated client. The isolated client is built through
hardware virtualization features. Hardware virtualization has a very broad foundation.
It is implemented on both ARM and X86 platforms, so the cost of implementation and
promotion and use are of practical significance.

2 Related Work

Virtualization technology is the foundation of resource isolation technology. This tech-
nology guarantees from the bottom layer that the upper layer virtual machines can
run their own processes and perform various tasks without interfering with each other.
Resource isolation mainly isolates resources are CPU, memory, network and other
resources. There are two types of resource isolation according to the implementation
scheme: software isolation and hardware isolation.
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2.1 Resource Software Isolation

Software resource isolation technology, also known as the first type of virtualization
technology, mainly isolates the resources of multiple virtual machines through software
simulation. This technology has the following problems and the current research status
of solving these problems:

1) The issue of the authority of privileged instructions. Before the concept of hardware
virtualization, the execution of all instructions was simulated by software, includ-
ing privileged instructions. The way of simulation execution greatly reduced the
performance of the system.

2) Compression of the process address space. Although the process can be run effec-
tively through software simulation, the run is based on the premise that the address
space is compressed, because the process-specific address is allocated to the kernel
for use. If you want to fully control the process execution, you must compress the
address. space. The consequence of compressing the address space is that the virtual
machine’s own management program needs to reserve part of the address space to
store important data structures, such as IDT, GDT, etc., through these structures to
manage the running image better and easier. However, if a large number of programs
are compiled before that, these compressed addresses must be accessed according
to the execution mode of the operation. In order to be able to process the request,
performance will inevitably decrease, and if not processed, the system will crash.

3) Interrupt virtualization. The current research on this aspect has not proposed a good
method to improve the way of software simulation to improve the efficiency of the
mechanism.

The first type of virtualization technology mentioned above has insurmountable
performance defects due to its own architecture. As shown in Fig. 1, VMM running
in the user mode is the key to this problem and cannot be improved. This architecture
cannot meet the real-time characteristics of the vehicle system.

Hardware

OS

vm1 vm2 vm3

0x0000
0x0001

pt

User

Kernel

VMM

Fig. 1. Basic architecture of resource software isolation
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2.2 Resource Hardware Isolation

At present, there are not many studies on resource hardware isolation technology for
embedded devices, and most of them are concentrated in some research universities.
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Fig. 2. Multi-core multi-operating system model

Based on the above-mentioned embedded multi-core operating system resource iso-
lation model, this paper proposes a client solution based on a single multi-core, support-
ing ARM virtualization extension features, running a complete operating system per
core, and running a specific strategy for each operating system.

2.3 Current Status of Research on Resource Isolation of Vehicle System

At present, most vehicle systems use SoC systems [13], in which the processor architec-
ture uses ARM architecture [12], which provides conditions for us to implement resource
isolation and sharing. By isolating the ARM processors of the SoC system according
to different usage requirements For example, the driving control system is assigned to
run in an independent large core, so that non-critical tasks will not interfere with him,
and the control system can respond to user control in a very short time as a key task.
Isolating the multimedia system into a dedicated multimedia core can achieve a better
experience without affecting key tasks such as the control system.

At present, there are very few studies on resource isolation of vehicle systems that
use ARM hardware virtualization extension technology. In the paper of [16], ARM’s
TrustZone is used to track and protect the system, but TrustZone cannot provide a
complete system simulation. Need to make a lot of changes to the original system, it
is more difficult to reform the system. In [17] the paper also uses TrustZone to provide
a security zone for the system. The TrustZone method is more suitable for use in the
context of processes, such as payment systems, fingerprint recognition systems, etc.

2.4 Current Status of Anti-virus Software Running on Vehicle Systems

Due to the particularity of the on-board system itself, it requires extremely high security.
Few manufacturers consider security. By hardware isolation of resources, we can provide
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a completely isolated environment for the control system and install antivirus the software
provides an operating environment.

The client computer installed with anti-virus software is a low-priority client. It
runs only when the vehicle is stopped or is being maintained or repaired. Through such
a symbiosis method, it can not only provide strong security for the vehicle, but also
requests for exclusive resources that would destroy critical mission.

3 Modeling of Vehicle Resource Isolation System

3.1 Isolation Model Design

Based on the hardware characteristics described in the ARM platform architecture
analysis above, the following hardware isolation model of vehicle system resources
is designed.

VMM

CPU Memory Other Hardware

Module of CPU Isola on Module of Memory 
Isola on

Other Hardware 
Isola on

OS1 OS2 OS3Domain 1 Domain 2 Domain 3User

Kernel

HD

Fig. 3. Resource hardware isolation model

The entire general model is divided into three layers, namely: 1. Hardware isolation
layer; 2. VMM management layer; 3. Application program operation layer.

All operating systems on this vehicle-mounted system platform run on the user
layer, and the CPU isolation problem of the operating system is completed through the
ARM virtual extension mechanism, so that all user-mode operating systems have their
own CPU, memory and hardware devices, which are isolated from each other. Do not
interfere.

3.2 Implementation and Verification of on-Board System

In the system design, we divide the system into three layers: 1. Hardware abstraction
layer. 2. The virtual machine management layer is the VMM layer. 3. The application
layer is the system where the control system, multimedia system and anti-virus software
are installed. This chapter mainly designs the virtual machine management layer, namely
the VMM layer, which provides a complete virtual environment for various applications
through the VMM layer, and assigns different permissions to different applications.
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3.2.1 CPU Isolation Design

The isolation of the physical processor is the most critical design [15], because if the
processor resource isolation design is not perfect, then there may be the possibility
of non-critical tasks affecting critical tasks, which will greatly affect the stability and
reliability of the system. A big threat, especially when used in vehicle systems, has
unimaginable consequences (Fig. 4).
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Fig. 4. Processor isolation model

Most modern ARM processors are multi-core architectures, such as ARM-v7 or
ARM-v8 processors that can provide virtualization extensions, most of which are multi-
core processors, and each processor can run in parallel and used in isolation, So that the
applications in each client are isolated from each other without interference.

The processor isolation architecture is as shown in the figure above. The VMM
corresponding to each physical processor is described by a virtual machine management
structure, which includes the following parameters: 1. Client status area. 2. Host status
area. 3. The VM executes the control domain. 4. The VM exits the control domain. 5.
The VM enters the control domain. 6. The VM exits the information domain.

Each running client is described by this abstract structure, stored in memory, and
pointed to by a special register.

3.2.2 Device Isolation Design

The vehicle system has about 80 devices with an average value that need to be controlled,
so the design of device isolation is also particularly important, especially the allocation
of different device controls for different clients, and the static setting of priorities.

The isolation design of the entire in-vehicle equipment is less difficult, but the work-
load is huge, because the consistency of the peripheral equipment is poor, and various bus
standards are used, such as AHB (high-performance bus), ASB (system bus) and APB
(peripheral) Bus), etc., so our current isolation scheme only isolates the AHB standard,
and other standards will be considered and supported later.
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1. AHB Device principle (Fig. 5)
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Fig. 5. ARM’s typical AMBA bus architecture

From the bus architecture in Fig. 6, AHB is in the high-speed device link. It is used by
most SoC systems and is mainly used in high-performance, high-clock frequency system
structures, such as high-speed RAM, NAND FLASH, etc. In the connection between
DMA and Bridge, this bus is also a device bus used for critical tasks, so this isolation
prioritizes the completion of device isolation on the AHB bus to ensure the reliability
and availability of key tasks for vehicle equipment.
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Fig. 6. AHB Device Isolation

A research statement on software reliability mentioned that errors in device drivers
account for 70% or more of the entire system. The isolation of the above device drivers
can also effectively reduce the system error rate and improve system reliability.
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2. High-speed memory isolation

ARM has added the feature of Second-stage of translation (secondary translation)
to the hardware, and supports the conversion of the physical addresses of all clients into
actual physical addresses, instead of using shadow page tables (Fig. 7).
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Fig. 7. High-speed memory isolation

In this paper, in the process of initializing the client by VMM, each client is allocated
a completely isolated memory area. Each client maintains its own page table. When the
client’s GPA (Guest Physical Address) to HPA (Host Physical Address) After the query
of Address) hits, with the assistance of ARM virtualization technology, there is no
need to switch to the host machine. In this way, performance can be improved and the
interference between different clients can be isolated.

3.3 Test and Analysis

In this vehicle-mounted resource hardware isolation system, it mainly involves the
involvement and realization of CPU isolation, peripheral equipment and memory iso-
lation, etc. This article mainly verifies the correctness of several aspects by writing a
set of test cases: 1. CPU isolation characteristic test. 2. Peripheral equipment isolation
characteristic test. 3. Memory resource isolation characteristic test. 4. Performance test.
The tests are in two Linux clients. The test case judges whether the expected function is
completed according to the result output by the terminal.
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3.3.1 Test Environment

At present, the vehicle-mounted platform can already run on the NVDIA Jetson TK1
kit, but in order to obtain the visualization parameters for testing, this article runs the
platform in the Qemu environment. In order to maintain consistency, all parameters are
simulated NVDIA Jetson TK1 parameters (Table 1).

Table 1. TestBed

Type Version

Kernel Linux 4.2.0-16-generic

CPU NVDIA Jetson TK1

AHB Bus Frequency 1000 MHz

Disk Samsung SSD 850 EVO 120 GB

Memory DDR3 4096 MB*2

QEMU qemu-2.3.0

3.3.2 CPU Isolation Testing

The CPU isolation of VMM allocates a unique CPU representation structure in the
memory for each client when the client is started. Each structure is maintained by VMM.
In this way, the isolation is completed and the resource usage of each client will be
mapped to this structure, and the allocated resources are represented by the following
structure (Fig. 8):

struct cell {
struct kobject kobj;
struct list_head entry;
unsigned int id;
cpumask_t cpus_assigned;
u32 num_memory_regions;
struct jailhouse_memory *memory_regions;

#ifdef CONFIG_AHB
u32 num_AHB_devices;
struct jailhouse_ahb_device *ahb_devices;

#endif /* CONFIG_AHB */
};

Fig. 8. Cell Structure

In the configuration of the client linux-arm-demo, there are a total of 4 cores, and the
client occupies a total of 3 CPU. After enabling the client, 3 CPU outputs are obtained
through lscpu output (Fig. 9).

There are 4 CPUs in total. After the client is started, 3 CPUs 1–3 are occupied.
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Fig. 9. CPU testing info

3.3.3 PCI Device Isolation Testing

After enabling QEMU-VM, all AHB devices in all systems are traversed and output
to the console, as shown in Fig. 1. Enable the client PCI-demo. The configuration file
of this demo only applies for a PCI device from VMM, as shown in Fig. 2. According
to the expected idea, the client successfully applies for a PCI device from QEMI-VM:
00:1b.0. After applying, use the device, and after using it, release the device, as shown
in the figure below, the device is successfully returned to QEMU-VM (Figs. 10 and 11).

Fig. 10. List PCI Devices In different VMs

Fig. 11. Remove the PCI Device from a VM

3.3.4 Memory Isolation Testing

Enter the address belonging to the client and return the valid result. Enter a physical
address that does not belong to the client, and invalid is returned. As shown in the figure,
the output result of the vra program is the same as the expected result, indicating that
the memory isolation is executed successfully, and different clients can only access their
assigned physical address space, but cannot access the address space of other clients
(Fig. 12).
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Fig. 12. Memory usage

3.3.5 Install a Simple Behavior Detection Engine Testing

First run the linux-arm-demo client in VMM, which is used to run the anti-virus software
runtime environment. As shown in Fig. 1, next run a behavior detection engine in the
client. As shown in Fig. 2. As shown in Fig. 3, the client runs a centos image, which
contains basic shell tools that can perform read and write operations. This also provides
a runtime basis for the behavior detection engine that needs to be run in this experiment
(Fig. 13).

Fig. 13. VMs engine running status

The behavior detection engine can start, run, and detect. After starting the mirror, you
can read and write files in the mirror. It can be seen from Fig. 3 that the behavior detection
engine can run the program normally, download the centos image and start it, and the
image contains the engine that can read and write basic files, reaching expectations.

4 Conclusion

In this article, we propose a new mechanism to make the new security technologies
works with the existing ones. The experimental results shows it. But the system is
a rudimentary form. If the virus detection and killing mechanism want to perfectly
operated in modern vehicle systems, many other measures are needed to involved, to
improve the reliability of the system, such as the division of resources and priority. For
the classification of processes’ levels, the system itself also needs to pass the certification
of security standards, but this scheme effectively uses the current general virus detection
and killing mechanism, which reduces the time cost of this research and makes it easier
to use previous successful experience.
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