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Preface

Research on fine particle plasmas, which are also called “dusty plasmas”, began with 
the theoretical study of the origin and existence of cosmic dust and their observations. 
Since the early 1980s, planet images sent from exploring space crafts have interested 
astronomers and space scientists studying cosmic dust and dusty plasmas in planetary 
rings. In the late 1980s, many researchers in the field of electronic devices began 
to study dusty plasmas, the fine particles generated during plasma processing or 
introduced from outside reactors, thus contaminating the reactors, and reducing the 
production yield of microdevices. In 1994, epoch-making experimental discoveries of 
Coulomb crystals in dusty plasmas were made in several laboratories around the world. 
Research on dusty plasmas in fields of basic science as well as their applications has 
increased significantly since that time. The study of Coulomb crystals is also related 
to basic physical research, such as on strongly coupled plasmas, phase transitions, and 
critical phenomena.

A plasma that contains a large number of fine particles exhibits unique properties 
because it includes not only electrons and ions but also large negatively charged 
particles, which markedly change the plasma properties simply composed of 
electrons and ions. The mixed system of three kinds of charged particles can be 
approximately treated as that of negatively charged particles that are embedded in 
a uniform positive background, which can form a Coulomb crystal. On the other 
hand, a plasma containing a small number of fine particles can be analyzed as a 
general plasma containing negatively charged particles. The behaviors of dust in 
reactors in nuclear-fusion experiments have been analyzed assuming that dust exist 
in a high-temperature and high-density plasma under constant conditions.

The main feature of the experimental analyses of a fine particle plasma is that 
individual particles in the plasma can be directly observed and recorded using video 
cameras. Therefore, the analysis of the dynamic motion or behavior of individual 
charged particles in an electromagnetic field is possible, which is carried out in 
comparison with theoretical analysis. From the relationship between the obtained 
results of the analysis of individual particles and the macroscopic properties of 
the fine particle plasma, it is expected to be possible to investigate the relationship 
between microscale and macroscale physics.

Many international conferences on fine particle plasmas or dusty plasmas have been 
held over the last few decades. In Japan, the international meeting of the Workshop 
on Fine Particle Plasmas was started 20 years ago and has taken place every year at 
NIFS (National Institute for Fusion Science). In 2019, the 20th Workshop on Fine 
Particle Plasmas was held. The publication of this book was planned to commemorate 
the 20th workshop.

In this book, the recent progress of experimental and theoretical studies on fine par-
ticle plasmas is described. In Chapter 1, the generation of fine particle plasmas and 
Coulomb crystals is reviewed. The observation of these fine particles is described. In 
Chapter 2, the theoretical analysis of fine particle plasmas under gravity and micro-
gravity is described. In Chapter 3, the observation of fine particle plasmas under 

XII



II

Section 3
Generation of Nanoparticles 115

Chapter 7 117
Tungsten Nanoparticles Produced by Magnetron Sputtering  
Gas Aggregation: Process Characterization and Particle Properties
by Tomy Acsente, Lavinia Gabriela Carpen, Elena Matei, Bogdan Bita,  
Raluca Negrea, Elodie Bernard, Christian Grisolia and Gheorghe Dinescu

Section 4
Wave Propagations 137

Chapter 8 139
Turbulence Generation in Inhomogeneous Magnetized Plasma  
Pertaining to Damping Effects on Wave Propagation
by Ravinder Goyal and R.P. Sharma

Section 5
Granular Particles 149

Chapter 9 151
Flow and Segregation of Granular Materials during Heap Formation
by Sandip H. Gharat

Chapter 10 163
Kinetic Equations of Granular Media
by Viktor Gerasimenko

Chapter 11 179
Comparison of Concentration Transport Approach and MP-PIC Method  
for Simulating Proppant Transport Process
by Junsheng Zeng and Heng Li

Section 6
Neutrinos and Galaxy Custering 193

Chapter 12 195
Massive Neutrinos and Galaxy Clustering in f(R) Gravity Cosmologies
by Jorge Enrique García-Farieta and Rigoberto Ángel Casas Miranda

Preface

Research on fine particle plasmas, which are also called “dusty plasmas”, began with 
the theoretical study of the origin and existence of cosmic dust and their observations. 
Since the early 1980s, planet images sent from exploring space crafts have interested 
astronomers and space scientists studying cosmic dust and dusty plasmas in planetary 
rings. In the late 1980s, many researchers in the field of electronic devices began 
to study dusty plasmas, the fine particles generated during plasma processing or 
introduced from outside reactors, thus contaminating the reactors, and reducing the 
production yield of microdevices. In 1994, epoch-making experimental discoveries of 
Coulomb crystals in dusty plasmas were made in several laboratories around the world. 
Research on dusty plasmas in fields of basic science as well as their applications has 
increased significantly since that time. The study of Coulomb crystals is also related 
to basic physical research, such as on strongly coupled plasmas, phase transitions, and 
critical phenomena.

A plasma that contains a large number of fine particles exhibits unique properties 
because it includes not only electrons and ions but also large negatively charged 
particles, which markedly change the plasma properties simply composed of 
electrons and ions. The mixed system of three kinds of charged particles can be 
approximately treated as that of negatively charged particles that are embedded in 
a uniform positive background, which can form a Coulomb crystal. On the other 
hand, a plasma containing a small number of fine particles can be analyzed as a 
general plasma containing negatively charged particles. The behaviors of dust in 
reactors in nuclear-fusion experiments have been analyzed assuming that dust exist 
in a high-temperature and high-density plasma under constant conditions.

The main feature of the experimental analyses of a fine particle plasma is that 
individual particles in the plasma can be directly observed and recorded using video 
cameras. Therefore, the analysis of the dynamic motion or behavior of individual 
charged particles in an electromagnetic field is possible, which is carried out in 
comparison with theoretical analysis. From the relationship between the obtained 
results of the analysis of individual particles and the macroscopic properties of 
the fine particle plasma, it is expected to be possible to investigate the relationship 
between microscale and macroscale physics.

Many international conferences on fine particle plasmas or dusty plasmas have been 
held over the last few decades. In Japan, the international meeting of the Workshop 
on Fine Particle Plasmas was started 20 years ago and has taken place every year at 
NIFS (National Institute for Fusion Science). In 2019, the 20th Workshop on Fine 
Particle Plasmas was held. The publication of this book was planned to commemorate 
the 20th workshop.

In this book, the recent progress of experimental and theoretical studies on fine par-
ticle plasmas is described. In Chapter 1, the generation of fine particle plasmas and 
Coulomb crystals is reviewed. The observation of these fine particles is described. In 
Chapter 2, the theoretical analysis of fine particle plasmas under gravity and micro-
gravity is described. In Chapter 3, the observation of fine particle plasmas under 



IV

microgravity using a jet plane is reviewed. In Chapter 4, the investigation of the 
dynamic behavior of a flow of fine particles in a plasma under gravity is reported, 
and the results are described, focusing on the discovery of the bow shock phenom-
enon. In Chapter 5, the results from a 3D and microscopic observation of particles in 
plasmas using a specially developed camera are clearly described. In Chapter 6, the 
generation of a fine particle plasma in supercritical carbon dioxide is reported, and 
the experimental results are clearly described. In Chapter 7, in relation to the wall 
study of nuclear-fusion plasmas, the production of tungsten nanoparticles by mag-
netron sputtering and their characteristics are discussed. In Chapter 8, turbulence 
generation in magnetized plasmas including fine particles is theoretically studied 
and the analysis results are described. In Chapter 9, the flow and segregation of 
granular materials are theoretically studied and their characteristics are described. 
In Chapter 10, kinetic equations of granular media including inelastic collisions are 
studied and the physical properties are described. In Chapter 11, related with liquid 
flow including a lot of grain particles, proppant transport process was simulated. In 
Chapter 12, effects of massive neutrinos and galaxy clustering in space were studied 
from various angles and influence of their gravity was analyzed.

We expect that readers will discover new and attractive aspects of fine particle plas-
mas within this book, and that the results of the studies described will inspire them 
to investigate new physical and chemical phenomena related to their fields of study.

Finally, the editors express cordial gratitude to the support of late professor 
Noriyoshi Sato of Tohoku University, Japan.

The research in this book was partly supported by JSPS KAKENHI 18K04999.
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Chapter 1

Observation and Analyses of 
Coulomb Crystals in Fine Particle 
Plasmas
Yasuaki Hayashi

Abstract

Observations of crystal-like ordering of fine particles in plasmas were first 
reported in 1994, when we succeeded to observe it by growing carbon fine particles 
in a methane plasma. Video cameras and Mie-scattering ellipsometry were applied 
for the analyses of fine particles and their crystal ordering. 3D and 2D crystal 
structures were observed for smaller and larger particles, respectively. The former 
structures were fcc, fco, and bct, but bcc structure was not observed. The result is 
due to the fact that the rearrangement from fcc to fco or bct occurs with both con-
stant particle density in horizontal planes and constant interplane vertical distance. 
Behaviors of fine particles under microgravity were observed and analyzed using 
ready-made and injected fine particles. Its experimental result showed that the 
resultant force composed of electrostatic and ion drag forces pushes fine particles 
outward from the center forming a void.

Keywords: fine particle plasma, fine particle, plasma, Coulomb crystal, ellipsometry, 
Mie scattering, Mie-scattering ellipsometry, dusty plasma, microgravity, one-
component plasma, strongly coupled plasma

1. Introduction

Observations of crystal-like ordering of fine particles in plasmas were first reported 
in 1994 [1–4]. They were performed by growing carbon particles in a methane plasma 
[1], silica particles growing in plasma [2], and ready-made polymer particles in argon 
plasmas [3, 4]. The possibility of observation of crystal-like ordering of fine particles, 
which was called Coulomb solid or Coulomb crystal, in a low-pressure plasma was pre-
dicted through calculation by Ikezi [5]. It was similar to those in the solution of colloids 
generally negatively single-charged, while micron-sized fine particles get thousands of 
electrons or more on their surface in a plasma. They can form solid state easily because 
of larger value of the Coulomb-coupling parameter, Γ, as follows:

  Γ =     (eQ)    2  / 4π  ε  0   a ___________  k  B   T   , (1)

where e, Q , a, and T are the unit charge, the number of electron charge per 
one particle, the Wigner-Seitz radius, and absolute temperature, respectively. The 
numerator and denominator of Eq. (1) are the average Coulomb energy and the 
kinetic energy of a fine particle, respectively. In the case that  a ≳  λ  D   , where   λ  D    is 



Progress in Fine Particle Plasmas

4

the Debye length, the Yukawa-type interaction works and the Coulomb-coupling 
parameter is replaced with   Γ   ∗   defined as

   Γ   ∗  = Γ  e   −a/ λ  D    =     (eQ)    2  / 4π  ε  0   a ___________  k  B   T    e   −a/ λ  D,     (2)

Charge neutrality is satisfied in a fine particle plasma as

  −  N  d   Q +  ( n  i   –  n  e  )  = 0 ,   (3)

where   N  d   ,   n  i   , and   n  e    are the density of fine particles, ions, and electrons, 
respectively. The first term of the left side of Eq. (3),  −  N  d   Q  , is negative and   N  d   Q  
is balanced with the positive second term,   ( n  i   –  n  e  )  . Since an ion and an electron 
have much smaller mass and higher mobility than a fine particle, it is suggested that 
the part   ( n  i   –  n  e  )   acts as background field equivalently. This means that negatively 
charged fine particles are surrounded by the positive background. Such a system 
is called one-component plasma [6]. As with charged particles, neutral atoms or 
molecules act on fine particles as background temperature environment. The fric-
tion to fine particles by neutral atoms or molecules decreases the temperature T in 
Eq. (1) or Eq. (2).

The physics of one-component plasma or strongly coupled plasma has been 
studied mainly by computer simulation such as the Monte Carlo method and molec-
ular dynamics since 1957, when the liquid–solid phase transition by hard spheres 
in a confined condition was discovered by Alder and others [7–9]. Following this 
study, the phase transitions were confirmed using other repulsive potentials such as 
Coulomb [10], soft sphere [11], and Yukawa [12, 13].

Although theoretical or computer-simulation studies on one-component plasma 
and strongly coupled plasma have been proceeded, there are not many experimental 
studies except for the use of ion trap or colloidal solutions. Ions confined in a Pawl 
or Penning trap can form crystal ordering [14, 15]. Colloids in electrolyte solution 
form crystal structures [16]. However, special skills and time are required for the 
formation. Compared to that, Coulomb crystals in fine particle plasma are formed 
more easily and quickly.

In this chapter, the formation, observation, and analysis of Coulomb crystals in 
fine particle plasmas are presented. Current status of their application to study of 
solid state physics phenomena is also described.

2.  Formation and observation of Coulomb crystal in fine particle 
plasmas

2.1 Formation of Coulomb crystal

Coulomb crystals in fine particle plasmas have been formed typically under the 
conditions as shown in Table 1.

Figure 1 shows an example of a plasma system for Coulomb crystal formation 
[17]. The system is a parallel-plate 13.56-MHz radio-frequency (RF) plasma device, 
which includes eight pieces of permanent magnets in the RF electrode to generate 
planar-magnetron plasma. Discharge gas is introduced and evacuated far from the 
area of center of vacuum chamber in order that fine particles are suspended under 
a stagnant condition to reduce the effect of gas drag. A side view of suspended fine 
particles above the RF electrode is shown in Figure 2. In this case, fine particles 
of spherical divinylbenzene polymer 2.74 μm in diameter were injected into argon 
plasma under the pressure of 65 Pa and RF power of 2 W.
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The arrangement of fine particles in Figure 2 is divided up and down. The upper 
part of fine particles forms horizontal planes, while the lower part forms vertical 
strings. It is judged that the border of the two particle arrangements corresponds 

Fine particles Material Polymer, silica, carbon

Shape Sphere

Size 1–10 μm

Size distribution Monodisperse

Discharge device Power supply RF (13.56 MHz), DC

Electrode type Parallel-plate

Plasma conditions Discharge gas Argon, helium, methane

Pressure 10–100 Pa

Discharge power As low as limit of particle suspension

Table 1. 
Typical conditions for Coulomb crystal formation in plasma.

Figure 1. 
Schematic view of plasma system for Coulomb crystal formation. Dark red and light blue parts show RF 
electrode and viewing glass windows, respectively. Other parts are grounded.

Figure 2. 
Side view of arrangement of fine particles above RF electrode.
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to the plasma-sheath boundary. It was explained by theoretical analysis [18] and 
computer simulation [19] that the vertical particle string of fine particles in the 
lower part is created by ion-wake field, which is effective in the region of ion speed 
more than Mach sound velocity, that is, in the sheath region. When the particle 
strings are closely packed, they form a two-dimensional (2D) hexagonal structure. 
Meanwhile, the horizontal layers of fine particles in the upper part are formed 
under the one-dimensional (1D) compressive force in the vertical direction [20]. 
Fine particles are arranged closely packing in each plane. To minimize the free 
energy in three-dimension (3D), such particles tend to be staggered with those in 
the next layer forming 3D close-packed structures: hexagonal close-packing (hcp) 
or face-centered cube (fcc). In this way, fine particles can form a 2D hexagonal 
structure and 3D structures such as fcc and hcp. The possibility of formation of 
body-centered cubic (bcc) structure will be described in Section 2.2.

2.2 Observation of Coulomb crystal

Coulomb crystals can be observed by laser light scattering. When a visible light laser 
is used, light scattering from micron-sized fine particle is in the Mie-scattering regime. 
In such a regime, fine particles can be individually observed by the scattered laser light 
of output power of even a few mW when they are in the arrangement of solid-like state.

3D structures of Coulomb crystal were observed by the use of plasma system 
as shown in Figure 3. The system consists of a vacuum reaction chamber, a blue 
argon-ion laser (wavelength: 488 nm, 100 mW output power), and two CCD video 
cameras, and a rotating analyzer for Mie-scattering ellipsometry [21]. In case of 
confirmation of the position of fine particles in the vertical direction, a red diode 
laser (wavelength: 690 nm, 20 mW output power) was also used. The light beam 
of the diode laser was expanded perpendicular to the RF electrode with the use of a 
cylindrical lens.

Figure 3. 
Schematic of plasma system for observation of 3D structure of Coulomb crystal [21].
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The vacuum chamber is a cube with a side length of 10 cm. Viewing windows 
are provided in the five faces of the chamber. Two are for the incidence and outgo-
ing of laser light. Two others are for the observation of Coulomb crystals from the 
side and the top. The other one is for the monitoring of the particle diameter by 
Mie-scattering ellipsometry. RF of 13.56 MHz was applied to an electrode of 4 cm 
diameter with the chamber wall grounded. A ring of 3 cm inner diameter was put 
on the electrode in order to effectively trap fine particles above it by forming a 
potential bucket. Gas inlet and exhausting ports were provided close to each other 
so that particles were not transported by gas flow.

Fine particles were prepared by film growth on the seeds of ultrafine carbon 
particles, which were injected at the first stage of the growth, in a 20% methane/
argon plasma under the conditions of 5 W RF power and 40 Pa (0.3 Torr) pressure. 
Spherical and monodisperse carbon particles can be grown through coating of 
hydrogenated amorphous carbon on the seeds by the dissociation of methane gas in 
the plasma [22]. Using Mie-scattering ellipsometry, the diameter of growing par-
ticles was monitored, and the growth was stopped by the decrease of RF power to 
1 W for the particles of diameter of 1.4 μm, with which three-dimensional Coulomb 
crystals were formed in the experiments that will be shown in Section 3.2.

Fine particles spread over the entire region in the potential bucket are suspended 
about 5 mm above the electrode in the luminous plasma region of the negative glow. 
The top and side images, which were taken at the same position and at the same time by 
irradiation with blue laser light only, of a 3D Coulomb crystal formed by 1.4-μm carbon 
particles are shown in Figure 4 [23]. The relative horizontal positions of fine particles 
in the top view were adjusted so as to agree with those in the side view at a crystal-grain 
boundary. Bright spots in the top view image indicate particles in the lowest layer and 
comparatively dimmed or small spots indicate those in the second lowest layer, because 
particles were illuminated in the off axis of the laser beam of the Gaussian distribution 
under them. From the correspondence of particle arrangement in the top view with 
that in the side view, particles are found to be aligned in the perpendicular direction of 

Figure 4. 
Top and side video images of a 3D Coulomb crystal taken at the same time and the same position [23].
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as shown in Figure 3. The system consists of a vacuum reaction chamber, a blue 
argon-ion laser (wavelength: 488 nm, 100 mW output power), and two CCD video 
cameras, and a rotating analyzer for Mie-scattering ellipsometry [21]. In case of 
confirmation of the position of fine particles in the vertical direction, a red diode 
laser (wavelength: 690 nm, 20 mW output power) was also used. The light beam 
of the diode laser was expanded perpendicular to the RF electrode with the use of a 
cylindrical lens.
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Schematic of plasma system for observation of 3D structure of Coulomb crystal [21].
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the side view plane. This means that each bright spot in the side view shows particles 
piled up in the direction (see the lines on the right in the figure).

It can be seen that the crystal structure in Figure 4 is similar to the body-cen-
tered cubic (bcc) structure with (110) planes parallel to the electrode. The three-
dimensional structure of a unit cell of the crystal is depicted in Figure 5. The lattice 
constants a, b, and c are determined from the average in the image to be 106, 157, 
and 165 mm, respectively. The relation among these sizes is   √ 

_
 2    a < b ≤ c; therefore, 

the crystal structure is not strictly body-centered cubic (bcc) but body-centered 
tetragonal (bct) or generally face-centered orthorhombic (fco). The top view and 
the side view in Figure 4 show (001) planes and planes perpendicular to [110] axes 
of the structure, respectively.

3D observation of the change of structure of Coulomb crystal was carried out. 
Figure 6 shows the top and side views of change of fine particles arrangement 
every 1/3 s. As the blue argon-ion laser beam runs through the lower region of 
fine particles and the scattered blue light is more intensive than the scattered red 
diode-laser light, the particle arrangement in a few lowest layers was distinguished 
in top views. Side views were taken by the use of another CCD video camera with 
an optical band-pass filter for the red light (690 nm) put in front of it. Therefore 
particles in a few vertical layers were observed by the latter CCD camera.

The crystal structure of stage “A” in Figure 6 was analyzed to be fco or bct, 
while that of stage “D” was fcc [21]. Change from “A” to “D” in the side view 
indicates that from the crystal observation axis of bct[100] to fcc[110] for, and 
change from “A” to “D” in the top view shows that from bct[110] to fcc[111]. The 
change of inclination of particle rows in the vertical direction is clearly seen in the 
side view. Corresponding to the side view, the particle arrangement in horizontal 
layers shown in the top view changes in the way that particles in the third lowest 
layer, which are indicated by very dimmed spots, gradually separate from the 
particle positions in the lowest layer. The change of crystal structure is illustrated 
in Figure 7.

The results of the observation of the time and space changes of 3D Coulomb 
crystal structures suggest that the structural transitions occurred by the slip of 
crystal planes parallel to the electrode. The slip planes were fcc(111) and bct(110). 
In the martensitic transformation of metallic iron, the slip of crystal planes 
generally occurs between fcc(111) and bcc(110) or bct(110) [24]. The structural 
transitions of 3D Coulomb crystals in dusty plasmas well matches those of real 
metallic crystals.

Figure 5. 
3D crystal structures of bcc, bct, or fco (a) [23]; bcc and fcc (b) [21].
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When a crystal structure simply changes by slip of crystal planes from fcc to 
another cubic structure, the relation between two horizontal lattice constants 
should hold as a : b = 1:   √ 

_
 3    (=1.73). If the crystal rearranges its structure for 3D 

minimum Coulomb energy, the structure changes to bcc with (110) planes parallel 
to an electrode for a : b = 1:   √ 

_
 2    (=1.41). The b/a ratio of the crystal in Figure 4 is 

about 1.5. This discrepancy can be explained by the fact that the particle arrangement 
is reconstructed for 2D minimum Coulomb energy with constant particle density 
in horizontal planes and with interplane vertical distance constant [21, 23]. It is 
suggested that the crystal structure was formed from the pile of the plain layers per-
pendicular to the direction of an external force with constant interplane distance, 
which was also shown by molecular dynamics simulation [20], being arranged by 

Figure 6. 
Structural transition of Coulomb crystal every 1/3 s from A to D. Side and top views were taken at the same 
time. Fine particles in the red colored regions in the top view correspond to those in the side view [21].

Figure 7. 
Illustration of structural change of Coulomb crystal between bct (fco) and fcc from top view. Fine particles in 
the first, second, and third lowest layers are indicated by dark (blue), pale (green), and light (yellow) circles, 
respectively.
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the secondary effect of Coulomb force of particles in nearby layers to minimize 
average Coulomb energy [23].

3. Analyses of behavior of fine particles in plasmas

3.1 Analysis by polarized light scattering

The intensity of light scattered by a single spherical particle is calculated through 
the Mie-scattering theory [25, 26] when the diameter, D, and refractive index, m, of 
a particle are given. For multiple monodisperse particles, the scattered light inten-
sity is proportional to the number of particles, Nd. Thus the scattered light intensity 
depends on both D and Nd. In order to determine D and Nd separately, the measure-
ment of polarization of scattered light is required simultaneously.

The complex scattering amplitude functions, Ss of a polarization component 
perpendicular to the scattering plane and Sp of a parallel one, are defined by the 
following equations:

   S  s   =   ∑ 
n=1

  
∞

      2n + 1 _ n (n + 1)    { a  n    π  n   (cos𝜃𝜃)  +  b  n    τ  n   (cos𝜃𝜃) } ,   (4)

   S  p   =   ∑ 
n=1

  
∞

      2n + 1 _ n (n + 1)    { b  n    π  n   (cos𝜃𝜃)  +  a  n    τ  n   (cos𝜃𝜃) } ,  (5)

where   a  n    and   b  n    are expressed with the Bessel functions including the diameter 
D and complex refractive index m of a fine particle;   π  n    and   τ  n    are expressed with 
the Legendre polynomials as functions of scattering angle θ [27, 28]. The absolute 
value of ratio, |Sp/Ss|, can be determined for monodisperse fine particles with 
known refractive index with the use of three polarizing elements: one placed in 
position before scattering and the other two placed after scattering with polariza-
tion azimuth angles parallel and perpendicular to the scattering plane [29]. The 
value of |Sp/Ss| does not depend on particle number Nd but only on diameter D. 
Thus D is determined first and then Nd is determined from the intensity of scat-
tered light after calibration.

3.2 Analysis by Mie-scattering ellipsometry

In an analogous way to the reflection ellipsometry, angle parameters for Mie 
scattering are defined from the ratio between two complex scattering amplitude in 
the direction parallel and perpendicular to the scattering plane. When particles are 
spherical and monodisperse, the ellipsometric parameters Ψ and Δ are defined by 
the ratio of the scattering amplitude functions of Ss and Sp [30], which are complex 
numbers, as

  tan Ψ  e   iΔ  =    S  p   _  S  s  
  .  (6)

It is obvious that tanΨ = |Sp/Ss|, which can be determined also by the method 
described in Section 3.1. Another value of parameter, Δ, is added as information 
about fine particles in Mie-scattering ellipsometry. When particles are polydisperse 
in the size range of Mie scattering, the scattered light generally results in some 
depolarization even if the incident light is fully polarized [31]. In this case, the 
Stokes vector and the Mueller matrix are required for the calculation of polarization 
state. Details about the analysis of fine particles by Mie-scattering ellipsometry are 
described in Refs. [30, 32, 33].
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Figure 8 shows a (Ψ, Δ) trajectory as a result of Mie-scattering ellipsometry 
measurement for spherical carbon particles growing by coating in a plasma includ-
ing methane (Figure 8(A)). The time evolution of diameter and density of fine 
particles are obtained from correspondence of graphs of (a) and (b) in Figure 8(B) 
as shown in Figure 9 [1].

The transitions of arrangement of fine particles during the growth in a meth-
ane/helium plasma under the conditions of pressure of 106 Pa (0.8 Torr) and RF 
power of 5 W are shown in Figure 10 [34]. By Mie-scattering ellipsometry, par-
ticle diameter was evaluated as 1.3, 1.7, 2.2 μm at 30, 45, and 80 min, respectively. 

Figure 8. 
Experimental result of evolution of ellipsometric parameters, (Ψ, Δ), during carbon particle growth. (A); (a) 
time evolution of Δ by experiment, (b) size evolution of Δ by simulated calculation (B) [1].

Figure 9. 
Time evolution of particle diameter (open circles and broken curves) and density (closed circles and  
solid lines) [1].
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The particle arrangement at 30 min shows 3D regularity in the lowest four or five 
horizontal layers, especially crystal-like ordering in the lowest two layers. It is seen 
at 45 min that particles tend to be weakly chained in the vertical direction in the 
upper region. In its video movie, the chains were slowly swinging from right to 
left. The top view shows that particles in the lowest layer are randomly arranged. 
At 80 min, the particles are aligned like stiff rods in the vertical direction. They 
seem to form a close-packed 2D crystal, that is, hexagonal crystal. The structures 
of arrangement of smaller and larger particles correspond to those of upper and 
lower parts in Figure 2, respectively. However, the crystal edge of the 2D crystal 
is seen at the lowest side in the side view in Figure 10, while it is seen at the top 
side of 2D structure, which is the boundary between 2D and 3D structures, in 
Figure 2.

The spatial distribution of size of arranged particles under the same conditions 
as shown in Figure 2 was analyzed by Mie-scattering ellipsometry using an image 
sensor instead of a photo-detector [35, 36]. Determined ellipsometric parameters 
are plotted on the Ψ-Δ coordinate plane, as shown in Figure 11, along with the 
trajectory obtained by calculation for spherical particles of refractive index of 
1.56, the scattering angle of 88°, and diameter of 2650–2830 nm for each 10 nm. It 
should be noted that the trajectory shows a significant change with the diameter. 
The calculated trajectory was obtained for the best fitting to the determined 
values. By the comparison of the determined values Ψ and Δ with calculation, the 
size was evaluated to be 2.70, 2.74, 2.75, and 2.77 μm for particles in upper to lower 
layers (L4 to L1). Thus larger particles sank in lower position. However, although 
interlayer distance was observed to be about 100 μm, the distance between force 
balance positions for isolated 2.74 and 2.75 μm fine particles calculated in a way as 

Figure 10. 
Changes of top and side views of particle arrangement (a). The particles of top views are in the two lowest 
layers and those of side views in several lowest layers. Illustrations of change of side-view particle arrangement 
are shown (b) [34].
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shown in Section 4.2 is one order of magnitude smaller than the observed inter-
layer distance. The interlayer distance of 100 μm must be due to mutual Coulomb 
repulsion. The reason why larger particles exist in lower layers is explained as 
follows.

The total chemical potential μ = μint + μext, where μint is the internal chemical 
potential and μext is the external potential mainly due to gravity and electrostatic 
fields, has a constant value in the system of thermal equilibrium. Since μint is 
proportional to the logarithm of concentration ratio,

  c =  c  0   exp  (−  𝜇𝜇  ext   /  k  B   T) ,   (7)

where c and c0 are particle concentration and a constant, respectively. The 
gravitational force is proportional to the third power of the diameter D of fine 
particle, while electrostatic force is proportional to the diameter. Then, μext above 
the plasma-sheath boundary is related to the equation (see Section 4),

   𝜇𝜇  ext   = m g z − ∫  (eQE) dz   
  ≅ a z  D   3  − b  (∫ Edz)  D  
  ≅ a z  D   3 ,      

(8)

where m, g, z, and E are particle mass, the gravitational constant, vertical coor-
dinate value, and the electrostatic field strength, respectively; a and b are constants 
independent of z and D. The external potential is larger for larger particles. Thus, 
larger particles moved to lower position according to the thermal equilibrium in 
several minutes after injection.

Figure 11. 
Ellipsometric parameters of measurement for fine particles in layers upper to lower: L1, L2, L3, L4 (closed 
circles and dotted line) and calculation for spherical particles of refractive index of 1.56 and diameter of 
2650–2830 nm for each 10 nm (open circles and solid line).
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Figure 10. 
Changes of top and side views of particle arrangement (a). The particles of top views are in the two lowest 
layers and those of side views in several lowest layers. Illustrations of change of side-view particle arrangement 
are shown (b) [34].
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shown in Section 4.2 is one order of magnitude smaller than the observed inter-
layer distance. The interlayer distance of 100 μm must be due to mutual Coulomb 
repulsion. The reason why larger particles exist in lower layers is explained as 
follows.

The total chemical potential μ = μint + μext, where μint is the internal chemical 
potential and μext is the external potential mainly due to gravity and electrostatic 
fields, has a constant value in the system of thermal equilibrium. Since μint is 
proportional to the logarithm of concentration ratio,

  c =  c  0   exp  (−  𝜇𝜇  ext   /  k  B   T) ,   (7)

where c and c0 are particle concentration and a constant, respectively. The 
gravitational force is proportional to the third power of the diameter D of fine 
particle, while electrostatic force is proportional to the diameter. Then, μext above 
the plasma-sheath boundary is related to the equation (see Section 4),

   𝜇𝜇  ext   = m g z − ∫  (eQE) dz   
  ≅ a z  D   3  − b  (∫ Edz)  D  
  ≅ a z  D   3 ,      

(8)

where m, g, z, and E are particle mass, the gravitational constant, vertical coor-
dinate value, and the electrostatic field strength, respectively; a and b are constants 
independent of z and D. The external potential is larger for larger particles. Thus, 
larger particles moved to lower position according to the thermal equilibrium in 
several minutes after injection.

Figure 11. 
Ellipsometric parameters of measurement for fine particles in layers upper to lower: L1, L2, L3, L4 (closed 
circles and dotted line) and calculation for spherical particles of refractive index of 1.56 and diameter of 
2650–2830 nm for each 10 nm (open circles and solid line).
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4. Forces acting on fine particle

4.1 Suspension of fine particle in plasma by force balance

Fine particles are suspended mainly at the balanced position of electrostatic 
force (fE), ion drag force (fI), and gravity (fG). When they are distributed between 
two parallel-plate electrodes with central axes in vertical direction, the upward 
resultant force of fE - fI - fG acts on them near the lower electrode while that of 
fI - fE - fG acts on them near the upper electrode. These three forces are related with 
particle diameter, D, by the following equations,

   f  E   = e (rD) E,  (9)

   f  I   =  n  i    V  s    m  i    V  i   𝜋𝜋 ( b  c  2  + 4  b  R  2   lnΛ) ,  (10)

   f  G   =  𝜋𝜋𝜋𝜋D   3  / 6,  (11)

where r is the particle charge number per unit size of particle diameter D: rD is 
the particle charge number, E is the electric field, ni is the ion density, Vi is the ion 
drift velocity, Vs = √(Vi

2 + ViT
2) is the ion velocity (ViT is the ion thermal velocity), 

mi is the mass of ion, bc is the impact parameter of ion orbit grazing particle, bR 
is the impact parameter of right-angle-scattering ion orbit, lnΛ is the Coulomb 
logarithm, and ρ is the mass density [37].

The three forces were calculated under the following simple assumptions: r = 
109 /m; E = 500 V/m; ni = 1014 /m3; Vi = 2000 m/s; ViT = 1500 m/s; mi = 10−26 kg; bc 
≈ D/2; bR ≈ 4D, lnΛ ≈ 10; ρ = 2*103 kg/m3. The variations of the forces with particle 
diameter are indicated by a log-log graph in Figure 12. fE, fI and fG are proportional 
to D, D2 and D3, respectively.

Ion drag force could be larger than that calculated by Eq. (10) [37] because of 
more widespread ion-particle interaction beyond the Debye-length, which will be 
described in Section 4.2.

Figure 12. 
Variation of electrostatic force (fE), ion-drag force (fI), and gravity (fG) with particle diameter.
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4.2 Fine particle behavior under microgravity

As was described in Section 4.1, the electrostatic, ion drag, and gravitational 
forces act on fine particles. The gravitational force pulls fine particles downward. 
When fine particles are suspended in a plasma generated between two parallel 
plates placed horizontally, they sink around the lower plasma-sheath boundary. 
If gravitational force is extremely decreased or lost, the position of force balance 
changes. Thus, microgravity experiments should be useful for analyzing forces 
acting on fine particles in a plasma.

A parallel-plate RF plasma system was used for the experiments (Figure 13) 
[38]. A piezoelectric vibrator for the injection of fine particles into a plasma was 
contained in an RF electrode, which was put at the bottom of vacuum chamber 
of the system. The top of the electrode is covered with a grid so that fine particles 
can be pushed up. A grounded counter electrode is placed at the upper side of the 
RF electrode at the distance of 14 mm with a vertically symmetric structure. The 
outer diameter of the two electrodes is 40 mm and the gap space of the electrodes 
is surrounded by a transparent plastic cylinder with an inner diameter of 35 mm. 
The vacuum chamber is shaped octagonal and has six viewing windows: one for the 
entrance of the laser light, another for the exit, and the other four for observation 
of the arrangement of fine particles using scattered laser light. Using two charge-
coupled device (CCD) video cameras placed in front of two of the four windows, 
the XYZ-3D position of each fine particle can be determined.

Spherical divinylbenzene fine particles 2.27 ± 0.10 μm in diameter were put 
into the piezoelectric vibrator. The density of the fine particle is 1.19 g/cm3, and 
the weight is 7.29 × 10−12 gw. Helium gas was introduced at the pressure of 133 Pa 
(1 Torr). After plasma was generated with the RF power of 2 W, fine particles were 
pushed up into the plasma. When a sufficient quantity of fine particles was intro-
duced into the plasma, the vibrator was switched off and then the experimental 
system was placed in a microgravity environment.

Figure 14 shows images taken using the Y-axis video camera before and during 
the microgravity condition of less than 10−4 G (gravity constant) that was generated 
in a capsule of drop tower for 4.5 s at the Micro-Gravity Laboratory (MGLAB) at 
Toki in Japan. The number of injected fine particles was approximately 30,000. A 
diode laser, which radiates light 690 nm in wavelength, was used for the observation 
of fine particles by scattered laser light. The image obtained immediately before the 

Figure 13. 
Schematic of parallel-plate RF plasma system for microgravity experiment [38].
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When fine particles are suspended in a plasma generated between two parallel 
plates placed horizontally, they sink around the lower plasma-sheath boundary. 
If gravitational force is extremely decreased or lost, the position of force balance 
changes. Thus, microgravity experiments should be useful for analyzing forces 
acting on fine particles in a plasma.

A parallel-plate RF plasma system was used for the experiments (Figure 13) 
[38]. A piezoelectric vibrator for the injection of fine particles into a plasma was 
contained in an RF electrode, which was put at the bottom of vacuum chamber 
of the system. The top of the electrode is covered with a grid so that fine particles 
can be pushed up. A grounded counter electrode is placed at the upper side of the 
RF electrode at the distance of 14 mm with a vertically symmetric structure. The 
outer diameter of the two electrodes is 40 mm and the gap space of the electrodes 
is surrounded by a transparent plastic cylinder with an inner diameter of 35 mm. 
The vacuum chamber is shaped octagonal and has six viewing windows: one for the 
entrance of the laser light, another for the exit, and the other four for observation 
of the arrangement of fine particles using scattered laser light. Using two charge-
coupled device (CCD) video cameras placed in front of two of the four windows, 
the XYZ-3D position of each fine particle can be determined.

Spherical divinylbenzene fine particles 2.27 ± 0.10 μm in diameter were put 
into the piezoelectric vibrator. The density of the fine particle is 1.19 g/cm3, and 
the weight is 7.29 × 10−12 gw. Helium gas was introduced at the pressure of 133 Pa 
(1 Torr). After plasma was generated with the RF power of 2 W, fine particles were 
pushed up into the plasma. When a sufficient quantity of fine particles was intro-
duced into the plasma, the vibrator was switched off and then the experimental 
system was placed in a microgravity environment.

Figure 14 shows images taken using the Y-axis video camera before and during 
the microgravity condition of less than 10−4 G (gravity constant) that was generated 
in a capsule of drop tower for 4.5 s at the Micro-Gravity Laboratory (MGLAB) at 
Toki in Japan. The number of injected fine particles was approximately 30,000. A 
diode laser, which radiates light 690 nm in wavelength, was used for the observation 
of fine particles by scattered laser light. The image obtained immediately before the 

Figure 13. 
Schematic of parallel-plate RF plasma system for microgravity experiment [38].
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drop under gravity shows fine particles aligning in a nearly vertical direction. The 
image obtained 2/30 s after the beginning of the drop shows the fine particles going 
straight up in the vertical direction, while the 6/30 s image shows the particles radi-
ally moving upward. In 1.5-s movie, the movement slowed down and the alignment 
of the fine particles was observed again, however, it was not vertical but radial. Fine 
particles aligned in radial directions are seen in the image shown at 3 s in Figure 14.

The alignment of fine particles in the sheath should be caused by the effect of 
the formation of the wake field [18, 19]. The reason why the fine particles moved 
up after the beginning of the drop is due to the change in the balance of forces. 
Fine particles are suspended around the balance position of the resultant force 
(F for upward direction), which is composed of ion drag (fI), electrostatic (fE), 
and gravitational (fG) forces under gravity, while they are around the position of 
balance induced by the former two forces (fI and fE) under zero gravity. Thus fine 
particles remain around the lower plasma-sheath boundary under gravity with 
the condition F = fE -fI - fG = 0, and they are pushed upward there when gravity is 
diminished with the condition F = fE - fI > 0. The ion drag force directed toward 
the electrodes is larger than the electrostatic force toward the center of the plasma 
under the conditions of this experiment, when the ion-particle cross section is 
calculated with the impact parameter beyond the Debye length [39–41]. Because 
the mean free path of helium atoms or ions at the pressure of 133 Pa is 130 μm, 
which is much longer than the ion Debye length, the collisionless limit [41] is 
applicable to this experiment. As a result, the upward resultant force F changes 
and fine particles are pushed upward to the position near the upper grounded 
electrode passing over the center as shown in Figure 15. The force was calculated 
for a particle of the same size and weight as those used in the experiment and 
under similar plasma conditions [40]. In the calculation, the gravitational force fG 
was 0.7 × 10−13 N, and the ion drag and electrostatic forces at the balance positions 
under gravity (1 G) were about 9.6 × 10−13 N and 10.3 × 10−13 N, respectively, for 
the charge of the isolated fine particle of 7340 e, which was evaluated under the 

Figure 14. 
Evolutions of ordering of fine particles during drop experiment: (a) just before drop under 1 g; (b) 2/30 s 
after beginning of drop; (c) 6/30 s after; (d) 3 s after. Directions of fine-particles alignment and tilt angles are 
indicated in (a) and (d). The height and width of the figures are 14 mm and 21 mm, respectively [38].
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same plasma conditions as this experiment. The difference between the elec-
trostatic and ion drag forces, fE - fI = fG = 0.7 × 10−13 N, pushed the fine particles 
upward at the moment of gravitational change. Fine particles moved to a position 
around the upper plasma-sheath boundary beyond the unstable zero-resultant 
position if the upward force was sufficiently large for fine particles to pass through 
the center of the plasma.

Using the images shown in Figure 14 along with images taken at the same time 
with the X-axis video camera, three-dimensional particle position coordinates were 
obtained. Three-dimensional tilt angles were determined for six inner particles to be 
6.4°and 3.2°for the left and right rows in Figure 14(a), and 30.2° and 30.1° for those 
in Figure 14(d), respectively. Interparticle distances between the inner first and 
second particles were 320 and 230 μm for the left and right rows in Figure 14(a), 
and 280 and 180 μm for those in Figure 14(d), respectively, and the Mach numbers 
of ion speed were calculated to be in the range from 1.2 to 1.6.

Since the structure of the RF plasma system is symmetric both vertically and 
horizontally, the shape of plasma generated in the plastic cylinder is supposed to 
be symmetric, that is, spheroidal, when the sheath thickness is comparable to the 
order of plasma size. Therefore, under zero gravity, fine particles are subjected to 
a resultant force in the spheroidal plasma, that is, they are affected by the positive 
ion flow and electric field whose directions are radial. If the wake field theory is 
accepted here, the radial alignment of fine particles can be reasonably understood 
as being due to the formation of rows in the direction of ion flow. On the other 
hand, the vertical alignment of fine particles under gravity cannot be explained 
with the assumption of a spheroidal plasma. In order to determine the shape of the 
plasma, we analyzed the density distribution of the plasma containing fine particles 
and drew 16 contours through the division of optical emission brightness on CCD 
images. As is shown in Figure 16, the plasma was lowered and flattened under 
gravity compared to that under microgravity. The results suggest that fine particles 
suspended around the lower plasma-sheath boundary deformed the plasma.

By the effect of plasma wake [18, 19, 42], a negatively charged fine particle 
forms a positive potential in the downstream position of ion flow, and another fine 
particle is attracted to the position of maximum potential. At the same time, the 
gravitational force pulls the downstream fine particle down from its position [43]. 
The third downstream fine particle that is downstream to the second one is also 

Figure 15. 
Illustration of upward resultant force composed of ion drag, electrostatic and gravitational forces and behavior 
of fine particle in drop experiment under 1 G (black broken curve) to 0 G (red solid curve) (a); potential 
energy calculated from integral of curves of the resultant force in (a) (b). Closed circles show force balance 
position under 1 G and upper position under 0 G; open circle shows upward force under 0 G at the position of 
force balance under 1 G.
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ion flow and electric field whose directions are radial. If the wake field theory is 
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as being due to the formation of rows in the direction of ion flow. On the other 
hand, the vertical alignment of fine particles under gravity cannot be explained 
with the assumption of a spheroidal plasma. In order to determine the shape of the 
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and drew 16 contours through the division of optical emission brightness on CCD 
images. As is shown in Figure 16, the plasma was lowered and flattened under 
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pulled down by gravity to a position lower than that of maximum potential. Such 
force actions are repeated on other particles further downstream. Due to the sink-
ing of the fine particles under gravity, ion flow is affected by the negative potential 
formed by fine particles in turn and tends to be vertically directed lowering the free 
energy. As a result, under gravity, the mutual influence between the positive ion 
flow and the negative fine particles results in the alignment being more vertical and 
in the deformation of the plasma. The reason why fine particles moved straight up 
in the vertical direction, as shown in the 2/30 s image of Figure 14(b), is considered 
to be that the resultant force due to ion flow and the electric field was directed verti-
cally upward just immediately after the diminishment of gravity.

Using the same plasma system that was used for drop experiment, a micrograv-
ity experiment by parabolic flight was carried out under the condition of less than 
0.04 G in the vertical direction and less than 0.01 G in the horizontal direction for 
approximately 20 s at the Diamond Air Service Inc. in Japan. The plasma system was 
installed in a standardized rack in a jet plane. Figure 17 shows the images of fine 
particle behavior taken by the Y-axis video camera during the changes in gravita-
tional conditions from 2 G (a) to microgravity (c) and to 1.5 G (e). Under micro-
gravity, in Figure 17(c), fine particles are also observed around the lower balance 
position forming a void in the center as was reported [44]. The number of injected 
fine particles was approximately 10 times greater than that for the drop experiment. 
Most of the fine particles were pushed to the upper balance region at the moment 
of gravitational change, however, some remained behind due to their mutual 
Coulomb repulsive forces. In addition, fine particles injected continuously during 
the microgravity condition were also suspended around the lower balance position. 
Fine particles at the inner boundary were arranged parallel to the electrodes under 
gravity more than 1 G, while they formed an arc under microgravity even around 
the lower plasma-sheath boundary. In transition from 2 G to microgravity (b), the 
fine particles moved vertically upward. On the other hand, in transition from micro-
gravity to 1.5 G (d), they moved downward through the outer side of the plasma 
and a void was formed in the center. The nonsymmetrical behavior of fine particles 
in transition can be explained by the difference in the state of plasma containing 
fine particles. As explained above concerning the results of the drop experiment, 
the resultant of ion drag and electrostatic forces pushed the fine particles verti-
cally upward at the moment shown in Figure 17(b). However, the particles were 
obliquely pulled down during the increase of gravity as shown in Figure 17(d) by 
the oblique force that is composed of the gravitational force and the outward radial 
force, which is derived from the ion drag force stronger than the electrostatic force.

Figure 16. 
Contours of intensity distribution of optical emission from plasma containing fine particles under 1 G (a) and 
microgravity (b). The height and width of the figures are 14 mm and 19 mm, respectively. [38].
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Such “void” was observed in the center of plasma under microgravity condition 
performed on the International Space Station (ISS) [45]. The cause of “void” forma-
tion is generally considered to be due to strong ion drag force at the center of plasma 
[39–41].

5. Conclusions

The observation of Coulomb crystals in fine particle plasmas was presented in 
this chapter. Their 3D crystal structures were fcc, fco, and bct, but bcc structure have 
not been observed. The latter result is due to the fact that the rearrangement from 
fcc to fco or bct occurs with constant particle density in horizontal planes and with 
interplane vertical distance constant. It is explained that the crystal structure was 
formed from the pile of the plain layers perpendicular to the direction of an external 
force with constant interplane distance being arranged by the secondary effect of the 
Coulomb force of particles in nearby layers to minimize the average Coulomb energy.

Figure 17. 
Video images of fine particle behavior in parabolic flight under gravitational conditions: (a) 2 G, (b) 
transition from 2 G to microgravity, (c) microgravity, (d) transition from microgravity to 1.5 G and (e) 
1.5 G. In the case of (a), fine particles were accelerated by 0.1–0.2 G in the right direction of the image [38].
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pulled down by gravity to a position lower than that of maximum potential. Such 
force actions are repeated on other particles further downstream. Due to the sink-
ing of the fine particles under gravity, ion flow is affected by the negative potential 
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in the vertical direction, as shown in the 2/30 s image of Figure 14(b), is considered 
to be that the resultant force due to ion flow and the electric field was directed verti-
cally upward just immediately after the diminishment of gravity.

Using the same plasma system that was used for drop experiment, a micrograv-
ity experiment by parabolic flight was carried out under the condition of less than 
0.04 G in the vertical direction and less than 0.01 G in the horizontal direction for 
approximately 20 s at the Diamond Air Service Inc. in Japan. The plasma system was 
installed in a standardized rack in a jet plane. Figure 17 shows the images of fine 
particle behavior taken by the Y-axis video camera during the changes in gravita-
tional conditions from 2 G (a) to microgravity (c) and to 1.5 G (e). Under micro-
gravity, in Figure 17(c), fine particles are also observed around the lower balance 
position forming a void in the center as was reported [44]. The number of injected 
fine particles was approximately 10 times greater than that for the drop experiment. 
Most of the fine particles were pushed to the upper balance region at the moment 
of gravitational change, however, some remained behind due to their mutual 
Coulomb repulsive forces. In addition, fine particles injected continuously during 
the microgravity condition were also suspended around the lower balance position. 
Fine particles at the inner boundary were arranged parallel to the electrodes under 
gravity more than 1 G, while they formed an arc under microgravity even around 
the lower plasma-sheath boundary. In transition from 2 G to microgravity (b), the 
fine particles moved vertically upward. On the other hand, in transition from micro-
gravity to 1.5 G (d), they moved downward through the outer side of the plasma 
and a void was formed in the center. The nonsymmetrical behavior of fine particles 
in transition can be explained by the difference in the state of plasma containing 
fine particles. As explained above concerning the results of the drop experiment, 
the resultant of ion drag and electrostatic forces pushed the fine particles verti-
cally upward at the moment shown in Figure 17(b). However, the particles were 
obliquely pulled down during the increase of gravity as shown in Figure 17(d) by 
the oblique force that is composed of the gravitational force and the outward radial 
force, which is derived from the ion drag force stronger than the electrostatic force.

Figure 16. 
Contours of intensity distribution of optical emission from plasma containing fine particles under 1 G (a) and 
microgravity (b). The height and width of the figures are 14 mm and 19 mm, respectively. [38].
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Such “void” was observed in the center of plasma under microgravity condition 
performed on the International Space Station (ISS) [45]. The cause of “void” forma-
tion is generally considered to be due to strong ion drag force at the center of plasma 
[39–41].

5. Conclusions

The observation of Coulomb crystals in fine particle plasmas was presented in 
this chapter. Their 3D crystal structures were fcc, fco, and bct, but bcc structure have 
not been observed. The latter result is due to the fact that the rearrangement from 
fcc to fco or bct occurs with constant particle density in horizontal planes and with 
interplane vertical distance constant. It is explained that the crystal structure was 
formed from the pile of the plain layers perpendicular to the direction of an external 
force with constant interplane distance being arranged by the secondary effect of the 
Coulomb force of particles in nearby layers to minimize the average Coulomb energy.

Figure 17. 
Video images of fine particle behavior in parabolic flight under gravitational conditions: (a) 2 G, (b) 
transition from 2 G to microgravity, (c) microgravity, (d) transition from microgravity to 1.5 G and (e) 
1.5 G. In the case of (a), fine particles were accelerated by 0.1–0.2 G in the right direction of the image [38].
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The structure change of Coulomb crystal during the growth of carbon particles 
was observed and analyzed with the use of Mie-scattering ellipsometry. The 
arrangement of fine particles 1.3 μm in diameter showed 3D regularity, while that of 
diameter 2.2 μm formed 2D close-packed crystal structure.

The spatial distribution of size of particles forming horizontal layers was 
analyzed by Mie-scattering ellipsometry using an image sensor. By the comparison 
of the determined values Ψ and Δ with calculation, particle diameter was evaluated 
to be 2.70, 2.74, 2.75, and 2.77 μm for particles in upper to lower layers. Its diameter 
was determined with accuracy as low as 0.01 μm (10 nm). Such measurement 
method may be useful for the analysis of phase separation phenomena, which is 
observed in general materials, in fine particle plasmas.

3D Coulomb crystals in fine particle plasmas can be good models of real atomic 
crystal and its formation and melting processes. Thus physical phenomena in solid, 
liquid, and gas states, which are, for example, the liquid-to-solid phase transition 
[46, 47], critical phenomena [48], soliton [49], chaos [50], can be simulated and 
analyzed on the basis of observation of behavior of individual fine particles. Such 
an experimental method enables the kinetic analyses of component behavior in the 
study of statistical properties of a system, along with the complementary uses of the 
computer simulations of molecular dynamics (MD) or Monte-Carlo method (MC).

In order to analyze a 3D Coulomb crystal as a model of real atomic crystal, 
it is preferable to make its conditions of environment close to the real crystal. 
Spatially isotropic force field acting on fine particles is required for the conditions. 
Microgravity environment can eliminate unidirectional gravity; however, the resul-
tant force of electrostatic and ion drag forces pushes fine particles outward from the 
center forming the void of them [44, 45]. The fabrication of a plasma system that 
does not generate such a void is yet an unresolved issue and that with homogeneous 
conditions is under development [51, 52].
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Chapter 2

Basic Properties of Fine Particle
(Dusty) Plasmas
Hiroo Totsuji

Abstract

Beginning with typical values of physical parameters, basic properties of the
system of fine particles (dusts) in plasmas are summarized from the viewpoint of
statistical physics. Mutual interactions and one-body shadow potential for fine par-
ticles are derived, and, by analytic treatments and numerical solutions of drift-
diffusion equations, it is shown that one of their most important characteristics is
the large enhancement of the charge neutrality in fine particle clouds. This obser-
vation leads to simple models for the structures of fine particle clouds under both
microgravity and usual gravity. Due to large magnitudes of their charges and rela-
tively low temperatures, fine particles are often in the state of strong coupling,
and some interesting phenomena possibly expected in their system are discussed
with concrete examples. Also reviewed is the shell model, a useful framework to
obtain microscopic structures in strongly coupled Coulomb and Coulomb-like
systems with specific geometry.

Keywords: interaction and one-body potential, drift-diffusion equations, charge
neutrality enhancement, cloud models under microgravity/gravity, strong coupling,
shell model

1. Introduction

Fine particle (dusty) plasmas are weakly ionized plasmas including fine particles
(dusts) of micron sizes [1–5]. As the gas species, inert gases such as He, Ne, Ar, etc.
are usually (but may be not exclusively) used: one of the reasons is that various
phenomena can be analyzed without considering chemical reactions including
neutral atoms or ions and values of physical parameters are mostly known or easily
estimated. To generate plasmas, the rf or dc discharge is used, and fine particles are
intentionally added by particle dispensers in most cases. In this chapter, fine
particles will be referred to simply as “particles.”

As for experimental observations, particles of micron sizes scatter laser beams,
and their orbits are easily followed, for example, by ccd cameras. In addition to the
importance of (often not welcome) effects of the existence of particles in reacting
plasmas applied in semiconductor processes, the relative easiness of observation
might be one of the motives of investigation.

Particles immersed in plasmas obtain negative charges of large magnitudes: the
thermal velocity of electrons is much larger than that of ions. Even though the
interaction between particles are screened by surrounding plasma (composed of
electrons and ions), particles are sometimes mutually strongly coupled, and many
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phenomena in strongly coupled Coulomb or Coulomb-like systems are expected to
be observed.

From the viewpoint of statistical physics, systems of particles resemble the
Coulomb system with the charges of definite (negative) sign, the screening of
charges by surrounding plasma being the most important difference from the pure
Coulomb systems. The mutual interaction between particles is approximately given
by the Yukawa or the screened Coulomb potential. The one-component plasma
(OCP) is a typical model of Coulomb systems composed of charges of definite sign
where the inert charges of opposite sign (the background charge) neutralize the
particle charges. In fine particle plasmas, particle charges are screened and, at the
same time, neutralized by the surrounding plasma.

Compared with electrons and ions, particles have macroscopic masses, and the
gravity on the ground has significant influence on their behavior. In order to
observe their generic properties, the experiments in the environment of micro-
gravity have been and are performed on the International Space Station (ISS) as
PK-3Plus and PK-4 Projects [6, 7].

The main topics in the statistical physics of fine particle plasmas may be the
following:

• Charging of fine particles

• Interaction between particles and their microscopic structures

• Behavior of electrostatic potential under the existence of particles

• Effect of gravity

• Simple models of fine particle clouds under microgravity and usual gravity

• Effects of strong coupling

In what follows, we will discuss them as much as possible within a limited space.

2. Typical values of parameters

Here we show some typical values of important parameters related to fine
particle plasmas discussed in this chapter. They are summarized in Table 1.

Since we have weakly ionized plasmas, the density of neutral atoms is much
larger than that of electrons, ions, or particles. The neutral atom density nn at the
pressure pn and the temperature Tn

nn � 2:081 � 1014 pn Pa½ �� � 0:03
kBTn eV½ �
� �

cm�3 (1)

is to be kept in mind in considering phenomena in fine particle plasmas. It is
sometimes necessary to take the effects of collisions between neutral atoms and
electrons and ions into account: the collision cross section σ gives the collision mean
free path ℓ ¼ 1=nnσ and corresponding collision frequency. Typical values of cross
sections and the mean free path in our range of energy are

σelectron�neutral � 2 � 10�16 cm2 e� Arð Þ, (2)

28

Progress in Fine Particle Plasmas

σion�neutral � 1 � 10�14 cm2 Arþ � Arð Þ, (3)

ℓ � 1
pn Pa½ �� � cm Arþ � Arð Þ: (4)

The neutral gas is considered to be at room temperature. The temperature of
electrons Te is often measured or reasonably extrapolated from the discharge con-
ditions. As for the ion temperature Ti, on the other hand, we usually do not have
measured values and implicitly assume it to be around room temperature. There
exist experiments where the velocity of the ion motion suggests higher tempera-
tures. Most of experimental results, however, seem to be compatible with the above
assumption. It may be also justified by frequent collision with neutral atoms. The
temperature of particles Tp can be measured by monitoring their motion, and the
latter sometimes indicates rather high temperatures of even eVs. We here assume,
however, that particles are also at room temperature, attributing apparent high
temperatures to some instability.

As will be shown in Section 1.4, charges on particles are screened by the plasma
of electrons and ions with characteristic screening or Debye lengths: the electron
Debye lengths λe and ion Debye lengths λi are, respectively

λe � ε0kBTe

nee2

� �1=2

� 7:434 � 10�2 kBTe eV½ �ð Þ1=2 108

ne cm�3½ �
� �1=2

cm, (5)

λi � ε0kBTi

nie2

� �1=2

� 1:288 � 10�2 kBTi eV½ �
0:03

� �1=2 108

ni cm�3½ �
� �1=2

cm: (6)

Since Te ≫Ti, we have for the total screening length λ ¼ 1=kD as

λ � 1
1=λ2e þ 1=λ2i

 !1=2

� λi � 1:29 � 102 kBTi eV½ �
0:03

� �1=2 108

ni cm�3½ �
� �1=2

μm: (7)

The thermal velocity of electrons vth,e and that of ions vth,i for Arþ Arð Þ are
given, respectively, by

Quantities Notation Values

Electron density ne 108 � 109 cm�3

Ion density ni 108 � 109 cm�3

Electron temperature Te 1� 5ð Þ eV=kB

Ion temperature Ti 300 K

Fine particle size rp 1 μm

Fine particle density np 105 cm�3

Fine particle temperature Tp 300 K

Neutral gas pressure pn 10� 102 Pa

Neutral gas temperature Tn 300 K

Table 1.
Typical values of parameters of fine particle plasmas.
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exist experiments where the velocity of the ion motion suggests higher tempera-
tures. Most of experimental results, however, seem to be compatible with the above
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vth,e � kBTe

me

� �1=2

� 4:194 � 107 kBTe eV½ �ð Þ1=2 cm=s, (8)

vth,i � kBTi

mAr

� �1=2

� 2:692 � 104 kBTi eV½ �ð Þ1=2 cm=s: (9)

3. Charging of fine particles in plasmas

The charge on a particle �Qe is one of the key parameters of our system. Since
vth,e ≫ vth,i, an object immersed in the plasma obtains negative charges. The resul-
tant magnitude of the charge is determined so as to have balanced currents of
electrons and ions onto the surface of particles. From the capacitance of a spherical
capacitor of the radius rp, 4πε0rp, and the potential difference kBTe=e, we have a
rough estimate as Qe � 4πε0rp kBTe=eð Þ. For micron-sized particles in the plasma
with the electron temperature of the order of eV, the charge number Q easily has
the magnitudes of 102 � 103.

From the analysis of electron and ion currents, we have

Q ¼ z
kBTe

e2/4πε0rp
¼ z� 6:94 � 102 rp μm½ �� �

kBTe eV½ �ð Þ, (10)

where z is determined by

exp �zð Þ ¼ ni
ne

me

mAri

T
Te

� �1=2

1þ Te

Ti
zþ 0:1

Te

Ti

� �2

z2
λ

ℓi

" #
: (11)

Here the first and second terms in [ ] on the right-hand side are given by the orbit-
motion-limited (OML) theory [8, 9], and the third term is the effect of ion-neutral
collisions, ℓi being the ion mean free path [10]. Typically this equation gives z � 0:5.

4. Mutual interaction and one-body potential in fine particle system

In the system composed of the electron-ion plasma and particles, we are mainly
interested in the latter and take statistical average with respect to variables related
to the former. Such a treatment of the uniform system was given previously
[11, 12]. For systems of particles in plasmas considered here, however, the effects of
nonuniformity are of essential importance. The corresponding inhomogeneous sys-
tem has been analyzed, and mutual interactions and the one-body potential have
been obtained [13]. In the process of statistical average, the importance of the
charge neutrality of the whole system is pointed out. The main results are
summarized below.

Since the thermal velocity of particles is much smaller than that of electrons or
ions, we adopt the adiabatic approximation and regard configurations of particles as
static. Under the conditions of fixed volume and fixed temperature, the work
necessary to change the configuration of particles (the effective interaction) is
given by the change in the Helmholtz free energy of the electron-ion system [14].
The effective interaction energy Uex for particles is thus written as

Uex ¼ F eð Þ
id þ F ið Þ

id þ 1
2

ð
drρ rð ÞΨ rð Þ �Us

� �
: (12)
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Here, F eð Þ
id þ F ið Þ

id is the Helmholtz free energy of the electron-ion plasma

F e,ið Þ
id ¼ kBTe,i

ð
drne,i rð Þ ln ne,i rð ÞΛ3

e,i

� �� 1
� �

, (13)

Λe and Λi being the thermal de Broglie lengths, ρ rð Þ the charge density

ρ rð Þ ¼ ρp rð Þ þ ρbg rð Þ, ρp rð Þ ¼ �Qe
X
i

δ r� rið Þ, ρbg rð Þ ¼ eni rð Þ � ene rð Þ,

(14)

and Ψ rð Þ the electrostatic potential. (We subtract the self-energy Us ¼
1=2ð ÞPN

i¼ j �Qeð Þ2=4πε0rij formally included in the integral.) We apply the ideal gas

value to F eð Þ
id þ F ið Þ

id assuming weakly coupled electron-ion plasma.
The (microscopic) particle charge density ρp rð Þ fluctuates around the average

ρp rð Þ as ρp ¼ ρp þ δρp and induces the density fluctuations of electrons and ions.

The potential also fluctuates as Ψ ¼ Ψþ δΨ. We assume that electrons and ions
respond to δΨ as (+ for e and � for i)

δne,i rð Þ � ne,i rð Þ exp � eδΨ rð Þ
kBTe,i

� �
� 1

� �
� �ne,i rð Þ eδΨ rð Þ

kBTe,i
(15)

and have

δΨ rð Þ �
ð
dr0u r, r0ð Þδρp r0ð Þ, (16)

where

u r, r0ð Þ ¼ exp �kþDjr� r0j� �
4πε0∣r� r0∣

, kþD ¼ kD rþ r0ð Þ=2½ �, (17)

with the screening parameter evaluated at the midpoint rþ r0ð Þ=2 noting the
position dependence of electron and ion densities.

We expand F eð Þ
id þ F ið Þ

id with respect to fluctuations to the second order as

� Fid,0 þ 1
2

ð
dr kBTe

δn2e rð Þ
ne rð Þ þ kBTi

δn2i rð Þ
ni rð Þ

� �
¼ Fid,0 � 1

2

ð
drδρbg rð ÞδΨ rð Þ, (18)

where δρbg rð Þ ¼ eδni rð Þ � eδne rð Þ and

Fid,0 ¼ kBTe

ð
drne rð Þ ln ne rð ÞΛ3

e

� �� 1
� �þ kBTi

ð
drni rð Þ ln ni rð ÞΛ3

i

� �� 1
� �

: (19)

The electrostatic energy is written as

1
2

ð
drρΨ� Us ¼ 1

2

ð
dr ρp þ ρbg þ ρext

h i
Ψþ 1

2

ð
dr δρp þ δρbg

h i
δΨ� Us: (20)
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" #
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We expand F eð Þ
id þ F ið Þ

id with respect to fluctuations to the second order as

� Fid,0 þ 1
2
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dr kBTe

δn2e rð Þ
ne rð Þ þ kBTi

δn2i rð Þ
ni rð Þ

� �
¼ Fid,0 � 1

2

ð
drδρbg rð ÞδΨ rð Þ, (18)

where δρbg rð Þ ¼ eδni rð Þ � eδne rð Þ and

Fid,0 ¼ kBTe

ð
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� �þ kBTi
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� �

: (19)

The electrostatic energy is written as

1
2

ð
drρΨ� Us ¼ 1

2

ð
dr ρp þ ρbg þ ρext

h i
Ψþ 1

2
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dr δρp þ δρbg

h i
δΨ� Us: (20)
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From (18) and (20), we have finally
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2

ð
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h i

Ψ rð Þ þ 1
2

ð
drδρp rð ÞδΨ rð Þ � Us

� �
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(21)

The last term of (21) is rewritten as

1
2

ð ð
drdr0u r, r0ð Þ ρp rð Þ � ρp rð Þ

h i
ρp r0ð Þ � ρp r0ð Þ
h i

�Us ¼ Qeð Þ2
2

XN
i, j¼1

u ri, r j
� �

�Us � �Qeð Þ
XN
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ð
dr0u ri, r0ð Þρp r0ð Þ þ 1

2

ð ð
drdr0u r, r0ð Þρp rð Þρp r0ð Þ:

(22)

The first two terms on the right-hand side of (22) reduce to the mutual Yukawa
repulsion and the free energy stored in the sheath:

1
2

XN
i, j¼1

Qeð Þ2u ri, r j
� �� Us ¼ Qeð Þ2

2

XN

i 6¼ j

u ri, r j
� �� 1

2

XN
i¼1

Qeð Þ2kD rið Þ
4πε0

(23)

and the Helmholtz free energy is finally given by

Uex ¼ Fid,0 þ 1
2

ð
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h i

Ψ rð Þ

þ 1
2

XN
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Qeð Þ2uðri, r jÞ þ
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�Qeð Þ
ð
dr0uðri, r0Þ �ρp r0ð Þ

h i2
4

3
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þ 1
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drdr0u r, r0ð Þρp rð Þρp r0ð Þ � 1

2

XN
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Qeð Þ2kD rið Þ
4πε0

:

(24)

The averages ρp rð Þ, ρbg rð Þ, and Ψ rð Þ are determined so as to be consistent with
the plasma generation and loss and the ambipolar diffusion in the system (and also
with the external potential, if any). Explicitly configuration-dependent terms
in (24),

1
2

XN

i 6¼ j

Qeð Þ2u ri, r j
� �þ

XN
i¼1

�Qeð Þ
ð
dr0 �ρp r0ð Þ
h i

u ri, r0ð Þ � 1
2

XN
i¼1

Qeð Þ2kD rið Þ
4πε0

, (25)

describe the Helmholtz free energy for a given configuration of particles
rif gi¼1,…N . The first term gives the mutual Yukawa repulsion between fine particles.

The integral in the second term

ð
dr0 �ρp r0ð Þ
h i

u ri, r0ð Þ ¼
ð
dr0

�ρp r0ð Þ
h i

4πε0∣ri � r0∣
exp �kþDjri � r0j� �

, (26)

can be regarded as the Yukawa potential at ri due to �ρp r0ð Þ
h i

, the (imaginary)

charge density, which exactly cancels the average particle charge density ρp r0ð Þ. We

may call �ρp r0ð Þ
h i

the shadow to ρp r0ð Þ
h i

. The charge density of the shadow has the

sign opposite to that of particles, and the potential due to the shadow is attractive
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for particles. Thus we may summarize the result as particles are mutually interacting
via the Yukawa repulsion and, at the same time, confined by the attractive potential due

to the shadow charge density �ρp r0ð Þ
h i

.

The last term in (24) and (25), the free energy stored in the sheath around each
particle, works as a one-body potential for particles: this is called the polarization
force [15].

5. Description by drift-diffusion equations

In Section 4, we have derived the effective interaction and the one-body shadow
potential for particles. The behavior of average densities can be analyzed on the
basis of the drift-diffusion equations [16, 17]. Here we derive average densities of
electrons, ions, and particles and determine the one-body potential for particles
[18–21] which enables microscopic simulations of fine particle distribution.

For densities ne,i,p and flux densities Γe,i,p, the equations of continuity are written
in the form

∂ne
∂t

þ ∇ � Γe ¼ δne
δt

,
∂ni
∂t

þ ∇ � Γi ¼ δni
δt

,
∂np
∂t

þ ∇ � Γp ¼ 0, (27)

where δne=δt ¼ δni=δt is the contribution of the plasma generation/loss. Flux
densities are given by diffusion coefficients De,i,p and mobilities μe,i,p as

Γe ¼ �De∇ne � neμe
Fe

�e

� �
, Γi ¼ �Di∇ni þ niμi

Fi

e

� �
,

Γp ¼ �Dp∇np � npμp
Fp

�Qe

� �
:

(28)

Here Fe,i,p are forces for an electron, an ion, and a particle, respectively. We
assume Einstein relations between diffusion coefficients and mobilities

De

μe
¼ kBTe

e
,

Di

μi
¼ kBTi

e
,

Dp

μp
¼ kBTp

Qe
(29)

with the temperature of each component, Te,i,p. Solutions of (27) are character-
ized by the ambipolar diffusion length Ra. Forces Fe,i,p are due to the electric field,
and, for Fp, we also take the gravity mpg and the ion drag force [22] into account:
the reaction of the latter is to be included for ions but with small effect. We consider
the stationary state.

5.1 Microgravity

We first neglect the gravity or consider the case under microgravity [18].
Examples of solutions of drift-diffusion equations are shown in Figure 1 where we
assume the cylindrical symmetry expecting applications to discharges in cylindrical
tube. The main results are:

a. The charge neutrality is largely enhanced in fine particle clouds.

b. The ion distribution compensates the negative charge of particles.

c. The electron distribution is not sensitive to the existence of particles.
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repulsion and the free energy stored in the sheath:
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The averages ρp rð Þ, ρbg rð Þ, and Ψ rð Þ are determined so as to be consistent with
the plasma generation and loss and the ambipolar diffusion in the system (and also
with the external potential, if any). Explicitly configuration-dependent terms
in (24),
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describe the Helmholtz free energy for a given configuration of particles
rif gi¼1,…N . The first term gives the mutual Yukawa repulsion between fine particles.
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for particles. Thus we may summarize the result as particles are mutually interacting
via the Yukawa repulsion and, at the same time, confined by the attractive potential due

to the shadow charge density �ρp r0ð Þ
h i

.

The last term in (24) and (25), the free energy stored in the sheath around each
particle, works as a one-body potential for particles: this is called the polarization
force [15].

5. Description by drift-diffusion equations

In Section 4, we have derived the effective interaction and the one-body shadow
potential for particles. The behavior of average densities can be analyzed on the
basis of the drift-diffusion equations [16, 17]. Here we derive average densities of
electrons, ions, and particles and determine the one-body potential for particles
[18–21] which enables microscopic simulations of fine particle distribution.

For densities ne,i,p and flux densities Γe,i,p, the equations of continuity are written
in the form

∂ne
∂t

þ ∇ � Γe ¼ δne
δt

,
∂ni
∂t

þ ∇ � Γi ¼ δni
δt

,
∂np
∂t

þ ∇ � Γp ¼ 0, (27)

where δne=δt ¼ δni=δt is the contribution of the plasma generation/loss. Flux
densities are given by diffusion coefficients De,i,p and mobilities μe,i,p as

Γe ¼ �De∇ne � neμe
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Here Fe,i,p are forces for an electron, an ion, and a particle, respectively. We
assume Einstein relations between diffusion coefficients and mobilities

De

μe
¼ kBTe

e
,

Di

μi
¼ kBTi

e
,

Dp

μp
¼ kBTp

Qe
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with the temperature of each component, Te,i,p. Solutions of (27) are character-
ized by the ambipolar diffusion length Ra. Forces Fe,i,p are due to the electric field,
and, for Fp, we also take the gravity mpg and the ion drag force [22] into account:
the reaction of the latter is to be included for ions but with small effect. We consider
the stationary state.

5.1 Microgravity

We first neglect the gravity or consider the case under microgravity [18].
Examples of solutions of drift-diffusion equations are shown in Figure 1 where we
assume the cylindrical symmetry expecting applications to discharges in cylindrical
tube. The main results are:

a. The charge neutrality is largely enhanced in fine particle clouds.

b. The ion distribution compensates the negative charge of particles.

c. The electron distribution is not sensitive to the existence of particles.
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The enhancement of the charge neutrality is shown also analytically [23]. We
obtain the condition for the formation of voids around the center: voids are formed
when the electron density is high and the neutral gas pressure is low and the radius
of particles is large. The critical density is given approximately by [18]

ncriticale 0ð Þ � 4� pn Pa½ �� �1:56
rp μm½ �� �0:42 Te eV½ �ð Þ0:24

106 cm�3� �
: (30)

5.2 Gravity

In the case under gravity, we have the same equations, but the effect of gravity
is to be taken into account for the force on particles [20, 21]. The distributions
do not have symmetries even in cylindrical discharges. Here we assume the
one-dimensional structures: the assumption is applicable to the case under
gravity at least at the central part of the distributions. Examples of solutions are
shown in Figure 2 [20, 21]. We also observe the large enhancement of the
charge neutrality as in the case of microgravity. The enhancement is derived also
analytically [24].

Figure 1.
Examples of solutions of drift-diffusion equations under microgravity. On the left panel, from top, densities and
the net charge density both normalized by ne 0ð Þ at Te ¼ 1eV. On the right panel, those at Te ¼ 3 eV. Three
cases are shown at each electron temperature [18].
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6. Enhancement of charge neutrality in fine particle clouds: application
to models

In clouds of particles, we have largely enhanced charge neutrality as in
Figures 1 and 2, shown by numerical solutions of the drift-diffusion equations and
analytically [18, 20, 21, 24]. This observation enables us to construct simple models
of particle clouds in plasmas. The charge neutrality in the domain of fine particles’
existence was noticed previously [25–27] but first established as one of the most
important characteristics in particle clouds by our analyses.

6.1 Microgravity

In cylindrical fine particle plasmas under microgravity, particles gather around
the center where the potential is maximum. Based on the enhanced charge neutral-
ity in particle clouds, we are able to derive a relation between the radii of particle
cloud and of the discharge tube from the boundary conditions of the potential. As
shown in Figure 3, the cloud radius increases with the tube radius, and there exists
a minimum of tube radius for the existence of the central cloud [23].

Figure 2.
Examples of solutions of drift-diffusion equations under gravity [21]. On the left panel, from top, densities and
the net charge density both normalized by ne 0ð Þ at Te ¼ 1 eV. On the right panel, those at Te ¼ 3 eV. The
origin y ¼ 0 is (arbitrarily) taken in particle clouds. The slope of ne and ni outside of clouds corresponds to the
electric field supporting particles against gravity.
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is to be taken into account for the force on particles [20, 21]. The distributions
do not have symmetries even in cylindrical discharges. Here we assume the
one-dimensional structures: the assumption is applicable to the case under
gravity at least at the central part of the distributions. Examples of solutions are
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cases are shown at each electron temperature [18].
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Figure 3.
Cloud radius R0 and ratio R0=R1 as functions of plasma radius R1, both radii in units of ambipolar diffusion
length Ra [23].

Figure 4.
Particle cloud (dark gray) in plasma (light gray) under gravity (upper panel), cloud thickness (lower left),
and lowering of cloud center (lower right) in units of Ra [24].
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6.2 Gravity

In the case under gravity, we have a structure shown in the upper panel of
Figure 4. In this case, the thickness of particle cloud is related to that of whole
plasma as shown in the lower left panel, and the center of the cloud is located under
the center of the whole plasma as in the lower right panel [24].

The result under gravity is extended to the case where we have multiple species
of particles as shown in Figure 5. We have stratified clouds in the order of the
charge/mass ratio, and the spacings are expressed by simple formulae [28].

7. Example of numerical simulations

For microscopic structures of Coulomb or Coulomb-like systems, there have
been developed various theoretical methods including the ones applicable to
inhomogeneous cases. Once the interaction and the one-body potentials for
particles are established, however, numerical simulations of particle orbits may
be the most useful. Their charges being screened by surrounding electron-ion
plasma, particles mutually interact via the Yukawa repulsion. Since their charges are
of the same (negative) sign, the system naturally tends to expand if we have no
confinement.

In the case of infinite uniform system, one usually confines particles implicitly
by imposing the periodic boundary conditions (with fixed volume). The number of
particles being also fixed, we have effective background of smeared-out Yukawa
particles with the opposite charge.

The necessity of confinement becomes clearer when one simulates finite and/or
inhomogeneous systems. We here emphasize that, as shown in Section 4, particles
are actually confined by the shadow potential corresponding to the average density
of particles which, in principle, is to be determined self-consistently with the dis-
tribution of particles. It is also to be noted that, in addition to the shadow potential,
there may exist additional external one-body potential, depending on experimental
setups. In most cases, however, some kinds of parabolic confining potential or the

Figure 5.
Stratified particle clouds under gravity. Clouds (between Ti and Bi) of different species are separated by the

difference in tan �1 mi
Q i

gRa
kBTe

� �
[28].
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shadow potential for the expected average distribution have been assumed, and its
self-consistency has not been rigorously achieved.

7.1 Microgravity

Under microgravity, we may assume simple symmetries of the system coming
from the geometry of the apparatus. The cylindrical symmetry is one such common
example.

From the result of the drift-diffusion analyses, we expect the formation of
clouds of fine particles around the symmetry axis. In the cloud, we have almost flat
electrostatic potential due to enhanced charge neutrality in clouds. Microscopic
structure of particles in the cloud can be obtained by numerical simulations.

Before drift-diffusion analyses, microscopic structures have been analyzed by
assuming the shadow potential corresponding to the uniform distribution of
particles [29]. This shadow potential is not exact but almost identical to the real
one. The assumed uniform average distribution and the shadow potential are shown
in Figure 6.

At low temperatures, particles take shell structures as shown in Figure 7, and
these structures are expressed by simple interpolation formulae [29]. One may
almost justify aposteriori the shadow potential corresponding to flat average
distribution which was assumed in advance of the analysis given in Section 4.

7.2 Gravity

Examples of the potential under gravity are given by drift-diffusion analyses
shown in Figure 2 [20, 21]: potentials (not shown in figures) correspond to the
almost charge-neutral density distribution in particle clouds. Microscopic distribu-
tion of particles has been simulated by assuming the shadow potential given by the
drift-diffusion analysis as shown in Figure 8 [20]. In this case, parameters approx-
imately correspond to the case shown in the left part of Figure 2, and particles are
organized into two horizontal layers.

Though the shadow potential has to be determined self-consistently, there may
be the case where particles are vertically confined by a given potential: with the

Figure 6.
Assumed shadow potential for simulations (left) and corresponding to uniform cylindrical distribution
(right) [29].
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effect of the gravity, we may assume a one-dimensional parabolic confining poten-
tial. In this case, the structure of particle cloud at low temperatures is determined by
the relative strength of the confinement and the mutual repulsion:

v zð Þ ¼ 1
2
kz2 vs:

Qeð Þ2
4πε0r

exp �r=λð Þ (31)

At low temperatures, particles form horizontal layers, and the number of layers
is shown in a phase diagram in Figure 9 [30]. Parameters characterizing strengths
of confinement η and screening ξ are defined, respectively, by

η ¼ k

Qeð Þ2=ε0
h i

N3=2
S

¼ kN�1
S

Qeð Þ2=ε0N�1=2
S

¼ confinement
repulsion

, (32)

Figure 8.
Horizontal (left) and vertical (right) distributions of particles in a cloud under downward gravity (with colors
for identification) [20]. Parameters correspond to the left panel of Figure 2 [20, 21].

Figure 7.
Shell structures under microgravity in the shadow potential of Figure 6. Particles are ordered into triangular
lattice with defects of almost equal density in each shell, and shell radius is expressed by simple interpolation
formula [29].
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shown in Figure 2 [20, 21]: potentials (not shown in figures) correspond to the
almost charge-neutral density distribution in particle clouds. Microscopic distribu-
tion of particles has been simulated by assuming the shadow potential given by the
drift-diffusion analysis as shown in Figure 8 [20]. In this case, parameters approx-
imately correspond to the case shown in the left part of Figure 2, and particles are
organized into two horizontal layers.

Though the shadow potential has to be determined self-consistently, there may
be the case where particles are vertically confined by a given potential: with the

Figure 6.
Assumed shadow potential for simulations (left) and corresponding to uniform cylindrical distribution
(right) [29].
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effect of the gravity, we may assume a one-dimensional parabolic confining poten-
tial. In this case, the structure of particle cloud at low temperatures is determined by
the relative strength of the confinement and the mutual repulsion:

v zð Þ ¼ 1
2
kz2 vs:

Qeð Þ2
4πε0r

exp �r=λð Þ (31)

At low temperatures, particles form horizontal layers, and the number of layers
is shown in a phase diagram in Figure 9 [30]. Parameters characterizing strengths
of confinement η and screening ξ are defined, respectively, by

η ¼ k

Qeð Þ2=ε0
h i

N3=2
S

¼ kN�1
S

Qeð Þ2=ε0N�1=2
S

¼ confinement
repulsion

, (32)

Figure 8.
Horizontal (left) and vertical (right) distributions of particles in a cloud under downward gravity (with colors
for identification) [20]. Parameters correspond to the left panel of Figure 2 [20, 21].

Figure 7.
Shell structures under microgravity in the shadow potential of Figure 6. Particles are ordered into triangular
lattice with defects of almost equal density in each shell, and shell radius is expressed by simple interpolation
formula [29].
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ξ ¼ 1

πNSð Þ1=2λ
¼ πNSð Þ�1=2

λ
¼ mean distance

screening length
: (33)

Note that the mean distance a ¼ πNSð Þ�1=2 defined by the total areal density NS
is used for characterization.

Results of simulations are reproduced by the shell model to a good accuracy
(see Appendix).

8. Aspects as strongly coupled system

The system of particles with the Yukawa mutual interaction

Qeð Þ2
4πε0r

exp �r=λð Þ (34)

has long been explored as a model which interpolates systems with the short-
ranged and long-ranged interactions [31]. Since particles of the same charge repel
each other, the existence of the uniform shadow potential is (often implicitly)
assumed. There are three phases at thermal equilibrium: fluid, bcc lattice, and fcc
lattice. The parameters Γ and ξ defined, respectively, by

Γ ¼ 1
kBT

Qeð Þ2
4πε0a

, ξ ¼ a
λ
, (35)

a being the mean distance defined by the particle density 4πa3=3ð Þnp ¼ 1,
characterize the system, and the phase diagram takes the form shown in Figure 10
(ξ differs from the one defined by (33)). In computer simulations with a fixed
number of particles and periodic boundary conditions with fixed shape or the
volume of the fundamental cell, the existence of the shadow potential coming from
the uniform average particle density is automatically built in.

When the coupling parameter Γ is sufficiently large and the screening is not so
strong, the pressure obtained by these analyses of the Yukawa system takes on
negative values, and the isothermal compressibility even diverges. Negative pres-
sures may sound somewhat strange for this system with repulsion, but it is to be
noted that the pressure obtained by these analyses of the Yukawa system is

Figure 9.
Yukawa system confined by a parabolic potential. Layered structure (left) and phase diagram for number of
layers (right). Dots are numerical simulation and lines are results of shell model [30].

40

Progress in Fine Particle Plasmas

assuming the deformation of the shadow potential without any cost of energy. In
reality, we have the surrounding plasma which has positive pressure of sufficient
magnitude, and these negative pressures usually cannot be observed.

In fine particle plasmas, the magnitude of particle charge can become very large,
and we have a possibility of negative pressures and divergent isothermal compress-
ibility of the whole system including the surrounding plasma [32]. As physical
phenomena, the latter is very interesting, and the corresponding conditions have
been predicted [33]. An example of the phase diagram is shown in the left panel of
Figure 11. Here A is the ratio of the ideal gas pressure of the surrounding plasma
(electrons and ions) to the ideal gas pressure of particles and is usually much larger
than unity, and Γ0 is defined similarly to Γ with a replaced by the radius of particle.
The locus of the critical point in Γ, ξð Þ-plane is shown in the right panel of Figure 11.

Along these considerations, the enhancement of long wavelength fluctuations of
density has been expected in the PK-3Plus experiments on ISS, but, since the
nonuniformity of the system (particle cloud) gives similar behavior of the fluctua-
tion spectrum, the results have not been conclusive.

Figure 10.
Phase diagram of Yukawa system.

Figure 11.
Example of phase diagram of fine particle plasma [33].
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9. Conclusions

In this chapter, we have discussed important aspects of fine particle systems
immersed in fine particle (dusty) plasmas from the viewpoint of basic physics. We
have introduced them as an example of many body system, which allows direct
observations of orbits of constituent particles. Mutual interactions and one-body
potential for particles are derived on the basis of statistical mechanics, and the
enhancement of charge neutrality in fine particle clouds is emphasized as a basis for
constructing models of structures. Due to large magnitudes of fine particle charges,
these systems have a possibility to manifest some interesting but not yet observed
phenomena related to the strongly coupled Coulomb or Coulomb-like systems.
They are also discussed with concrete examples.

Fine particles show various interesting dynamic behaviors which are not
included in this chapter of limited space. From a theoretical point of view, we would
like to stress the importance of understanding the structure of the electrostatic
potential and distributions of electrons and ions which are usually not directly
observable but are playing a fundamental role to determine the visible behavior
of particles.
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Appendix: Shell model for Coulomb and Coulomb-like systems

When the temperature is sufficiently low, particles are organized into some kind
of lattice structures. In the case of uniform system, it is not difficult to determine
the structure with the lowest energy. When the symmetry of the system is restricted
by the geometry of boundary conditions, however, it is not so easy to determine the
lowest energy state theoretically. For Coulomb or Coulomb-like systems, the shell
model which has been first proposed for the structure analysis of ions in traps [34]
is known to reproduce low-temperature structures to a good accuracy [35].

This model consists of three steps:

1.Assume that particles are organized into a collection of two-dimensional
systems (generally not-planar sheets) which are in accordance with the
symmetry of the system.

2.Calculate the energy taking the cohesive energy in sheets into account.

3.Minimize the energy of the system with respect to all parameters, the number
of sheets, number densities in the sheets, and positions of sheets.
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In the above steps, the consideration of the two-dimensional cohesive energy is
essential: without its contribution (which have a negative contribution of magni-
tudes increasing with the density in sheets), we have infinite number of sheets with
infinitely low density at the ground state. We can reproduce numerical simulation
or real experiments in the cases of Coulomb system in a cylindrically symmetric
confining potential [34], Yukawa system in a one-dimensional confining potential,
[30] and Yukawa system in a spherically symmetric confinement (Coulomb ball)
[36–38].

An example of three-dimensional confinement by the shadow potential
corresponding to uniform average distribution is shown in Figure 12 [36, 37]. The
case of four shells is in agreement with the experiment [38], and simulation results
are reproduced by the shell model to a good accuracy [37].

Figure 12.
Example of shell formation (upper panel), radii of shells (lower left), and number of particles on each shell
(lower right). In lower panel, simulation results are expressed by interpolated expression [37].
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Chapter 3

Microgravity Experiments Using
Parabolic Flights for Dusty
Plasmas
Kazuo Takahashi

Abstract

The chapter is dedicated to descriptions of the microgravity experiments, which
were done by using parabolic flights and for analyzing behaviors of dust particles
in plasmas, i.e., dusty plasmas under microgravity. There are projects of the
microgravity experiments of the dusty plasmas using the International Space
Stations, where time for microgravity is long and has a scale of hours. Conversely,
it is significant to find out phenomena of the dusty plasmas in the short time scale of
a few 10 s including the transition from gravity to microgravity, which is performed
by parabolic flights of aircrafts on the earth. Methodology and results of the exper-
iments are shown here for further investigations of the dusty plasmas in future.

Keywords: dusty plasma, coulomb crystal, microgravity experiment,
parabolic flight

1. Introduction

Dust particles in plasmas have been investigated under microgravity for this
quarter century, since they attract interest of physicists working on the dusty
plasmas which are plasmas containing them and the Coulomb crystals formed by
them resulting from charging and strongly coupled interactions [1–4]. Experiments
of the dusty plasmas under microgravity were initiated by a Russian team accessing
to a space station of the Mir in the late 1990s. The team was a pioneer for the
experiments and started to collaborate with a German team [5]. After collaboration
between the teams, the experiments under microgravity came to be done by other
facilities, drop towers in Germany and Japan [6], sounding rockets used by a
German team and the International Space Station (ISS) intensively promoted by the
Russian-German joint project of the PKE-Nefedov and PK-3 plus [7, 8]. The project
on the ISS of PK-4 has been in progress since 2014 by an international team
organized by the European Space Agency [9–11]. In this history, microgravity
experiments by using aircrafts with parabolic flights have played an important role
in feasibility studies for missions on the ISS. Opportunities of the parabolic flights
for the dusty plasmas have been mainly provided in campaigns from the ESA and
the Japan Aerospace Exploration Agency (JAXA). A Japanese team was engaging in
the experiments with apparatuses similar to PK-3 plus and PK-4 to contribute
preliminary results of these projects. Here the results obtained by the team are
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Chapter 3

Microgravity Experiments Using
Parabolic Flights for Dusty
Plasmas
Kazuo Takahashi

Abstract

The chapter is dedicated to descriptions of the microgravity experiments, which
were done by using parabolic flights and for analyzing behaviors of dust particles
in plasmas, i.e., dusty plasmas under microgravity. There are projects of the
microgravity experiments of the dusty plasmas using the International Space
Stations, where time for microgravity is long and has a scale of hours. Conversely,
it is significant to find out phenomena of the dusty plasmas in the short time scale of
a few 10 s including the transition from gravity to microgravity, which is performed
by parabolic flights of aircrafts on the earth. Methodology and results of the exper-
iments are shown here for further investigations of the dusty plasmas in future.

Keywords: dusty plasma, coulomb crystal, microgravity experiment,
parabolic flight

1. Introduction

Dust particles in plasmas have been investigated under microgravity for this
quarter century, since they attract interest of physicists working on the dusty
plasmas which are plasmas containing them and the Coulomb crystals formed by
them resulting from charging and strongly coupled interactions [1–4]. Experiments
of the dusty plasmas under microgravity were initiated by a Russian team accessing
to a space station of the Mir in the late 1990s. The team was a pioneer for the
experiments and started to collaborate with a German team [5]. After collaboration
between the teams, the experiments under microgravity came to be done by other
facilities, drop towers in Germany and Japan [6], sounding rockets used by a
German team and the International Space Station (ISS) intensively promoted by the
Russian-German joint project of the PKE-Nefedov and PK-3 plus [7, 8]. The project
on the ISS of PK-4 has been in progress since 2014 by an international team
organized by the European Space Agency [9–11]. In this history, microgravity
experiments by using aircrafts with parabolic flights have played an important role
in feasibility studies for missions on the ISS. Opportunities of the parabolic flights
for the dusty plasmas have been mainly provided in campaigns from the ESA and
the Japan Aerospace Exploration Agency (JAXA). A Japanese team was engaging in
the experiments with apparatuses similar to PK-3 plus and PK-4 to contribute
preliminary results of these projects. Here the results obtained by the team are
introduced as knowledge for experiments in the future. It costs a lot and takes so
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long time to prepare and perform the microgravity experiments by the aircrafts.
Pieces of information in the chapter help successors to reduce money and time and
get much more scientific merit in future microgravity experiments.

2. Microgravity experiments by parabolic flights

2.1 Background

The Japanese team experienced the missions of PK-3 plus, where the team aimed
at demonstrating a critical phenomenon in dusty plasmas [12–14]. The PK-3 plus
had a configuration of parallel-plate electrodes for rf (13.56 MHz) discharges. The
team did microgravity experiments by aircrafts using the chamber the same as the
PK-3 plus in Japan. This opportunity allowed the team to proceed to the next
parabolic flight campaign for the next project of PK-4. The team built the apparatus
of PK-4J whose glass tube for discharges was scaled down from the original one to
load a rack system on the aircrafts for parabolic flights in Japan. The PK-4J had two
phases of the microgravity experiments in Japan. The Phase 1 was dedicated to
sophisticate the apparatus and acquire wide experience for the experiments using
the parabolic flights. In the other, Phase 2, the behaviors of the dust particles were
observed in cylindrical discharges [15], which had been preliminarily studied in
numerical simulations [16, 17]. In parallel with the microgravity experiments,
measuring parameters such as ion density and electron temperature in plasmas had
been developed to reach comprehensive analyses of phenomena observed under
microgravity [18–21].

2.2 Parabolic flights

In Japan, the parabolic flights are carried out by a company, Diamond Air
Service, Inc. It has two aircrafts (Figure 1). One is smaller than the other and
equipped with two racks. The larger one has four racks. Everything for the experi-
ments is integrated into the rack before loading on the aircraft. The whole rack is
inspected that all components inside are tightly fixed and checked before flights not
to electromagnetically interfere with the aircrafts during operation. The aircraft
makes a condition free from gravity with a flight pattern of parabola in an airspace
above the Sea of Japan or the Pacific Ocean. It takes 1 h to obtain a set of parabolas
not more than 15 times a day. Figure 2(a) shows a graph of an altitude as a function
of time corresponding to the flight pattern of the aircraft. Angles of elevation and

Figure 1.
Aircrafts for parabolic flights operated by DAS. There are two types of the aircrafts. One is MU-300 from
Mitsubishi heavy industries loading two racks (left), and the other is G-II from Grumman aircraft engineering
Corp. For four racks (right).
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accelerations to be feel onboard are also indicated on the graph. The 1 G is
corresponding to the acceleration of gravity on the earth, i.e., 9.8 m/s2. To make a
parabola, the aircraft rapidly accelerates and gains speed while getting the nose
down between �60 and �20 s. After that, it elevates steeply while getting the nose
up between�20 and 0 s and reaches the release point of an elevation of 45°, where a
pilot closes the throttle. The aircraft continues flying by its inertia and makes the
parabola between 0 and 20 s, where gravity is well balanced with the inertia. This is
why everything onboard does not feel gravity. One can typically have a time of 20 s
under microgravity during the aircraft moving up and dropping down in around
1000 m. After the parabola, the aircraft recovers speed and its altitude. Before and
after the parabola, a load force normally acts on the aircraft by the acceleration
less than 2 G.

Figure 2(b) is a graph of accelerations onboard the aircraft measured in a
parabolic flight. The accelerations were detected by the directions of x, y, and z
parallel to the traveling direction of the aircraft, to its wing, and to the gravity,
respectively. The acceleration in the z-direction, i.e., parallel to gravity, dropped
down to 0 G (μG) after an entry to parabola with 1.8 G and kept a constant stable
for around 20 s. In the y-direction along to the wing, the acceleration was
detected to be less than 4 � 10�2 G and had no effect on the experiments. However,

Figure 2.
(a) A flight pattern of the aircraft to obtain a condition under microgravity shown by an altitude of the aircraft
as a function of time. The figure shows an angle of elevation and the acceleration parallel to gravity in a unit of
G which can be felt by everything onboard. Here the 1 G is equivalent to the acceleration of gravity on the earth,
i.e., 9.8 m/s2. One can feel free from gravity during around 20 s in a parabola. (b) The time variations of
accelerations onboard the aircraft measured in a parabolic flight. The x, y, and z are corresponding to the
directions parallel to the traveling direction of the aircraft, to its wing, and to the gravity, respectively.
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in the x-direction parallel to the traveling direction, the acceleration was increased
when the throttle was closed at the entry. It caused a problem in a feasibility study
of Phase 1 as described later.

2.3 Methodology and design of apparatus

PK-4 was supposed to observe dust particles in a cylindrical discharge generated
inside a glass tube. The Japanese team had built the apparatus of PK-4J based on
dimensions and functions of PK-4 since 2011 (Figure 3(a)). The glass tube was an
π-shape chamber consisting of a main tube with an inner diameter of 30 mm and
branch tubes welded onto the main. The glass tube was fixed on an optical bench as
the branch tubes being perpendicular to the floor on the aircraft. A pair of electrodes
was placed in the branch tubes. Plasmas were generated by a rectangular pulse
voltage applied between the electrodes. The voltage was varying between 650 and
750 V peak-to-peak at 1 kHz and supplied to the electrodes out of phase. This meant
that polarity between the electrodes alternated at the frequency which did not allow
the dust particles to follow an electric field by the voltage. Plasma frequencies of
electron and ion are much higher than the frequency of the voltage, so that they are
running between the electrodes back and forth. A current around 2.0 mA was
observed in the discharge. The Ar gas was fed from a port on either of the branch
tubes at a flow rate of four SCCM (SCCM denotes cubic centimeter per minute at the
standard conditions) and pumped down from another port closed to the feeding port.
Therefore the gas flow was negligible in the main tube like a stagnant pool of the gas.
It was aimed at trapping the dust particles inside the main tube without perturbation
by the gas flow. The dust particles of melamine-formaldehyde were injected by a dust
dispenser mounted on the branch tube. Their diameter was 2.55 μm. The amount of
the dust particles was regulated by a pulse voltage driving the dispenser.

The first apparatus was used for a feasibility study of Phase 1 and tested in
microgravity experiments of parabolic flights between 2011 and 2012. The size of
the main tube, whose length was 550 mm, was identical to the original one of PK-4

Figure 3.
Schematic of the apparatus of PK-4J. (a) It was developed to be loaded on a rack system of the aircraft operated
by Diamond Air Service, Inc. the π-shape tube enabled to observe the dust particles in a cylindrical discharge.
(b) Design of the glass tube was progressed from phase 1 to phase 2. In phase 1, the main tube had been placed
parallel to the traveling direction. However, it was rotated to be perpendicular to the direction to avoid the effect
of inertia by acceleration along the traveling direction of the aircraft just before entry to a parabola. In order to
keep the main tube inside the rack, its length was reduced. The field of view (FOV) of the CCD camera was a
cross section perpendicular to the axis of the main tube in phase 1 and changed to a plane along to the axis in
phase 2.
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(Figure 3(b)). The main tube was set along to the traveling direction of the aircraft
(x-direction). The dust particles were illuminated on the cross section perpendicu-
lar to the axis of the main tube by a laser of 532 nm in wavelength, which
corresponded to a field of view (FOV) observed diagonally by a charge-coupled
device (CCD) camera.

The first campaign of parabolic flights in Phase 1 made it clear that the dust
particles were levitated around a plasma-sheath boundary near the bottom of the
main tube under gravity and moved up to the center of the tube under microgravity
(Figure 4(a)). The cloud of the dust particles of μG seemed to elongate along the
axis of the tube as a shape of a cylinder since a disk was observed on the FOV. In the
next campaign, the FOV was set on the plane parallel to the axis. Figure 4(b) shows
that the shape of the cloud was a cylinder elongating along the axis and spatial
distribution of the dust clouds moved up from around the plasma-sheath boundary
at 7 mm to the axial center. Under microgravity, the dust particles seem to form a
bundle of thread. Furthermore, it found that the dust particles were forced to be
moved by acceleration along the traveling direction. Before the entry of a parabola,
they went toward the back of the aircraft. They came to flow to the front of the
aircraft after the entry. This was the problem to be solved in order to precisely
observe arrangements of the dust particles as mentioned above. Therefore, it was
decided that the main tube was placed crossing with the traveling direction of the
aircraft in Phase 2 (Figure 3(b)). The length of the main tube was reduced to be
420 mm to put it in a frame of the rack on the aircraft.

Figure 4.
Images of the clouds of the dust particles obtained in microgravity experiments of phase 1. (a) The cloud was
observed on a cross section perpendicular to the axis of the main tube. The cloud stayed around the plasma-
sheath boundary near the bottom of the tube under gravity (1G). Under microgravity (μG), it moved up and
made a disk. (b) The scale bar shows distance from the axis. The 15 mm corresponds to the inner wall of the
glass tube. The dust particles were levitated around the plasma-sheath boundary near the bottom of the tube (at
7 mm from the axis) (1G). The cloud elongated along the axis. The dust particles were distributed around the
axis under microgravity (μG).
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lar to the axis of the main tube by a laser of 532 nm in wavelength, which
corresponded to a field of view (FOV) observed diagonally by a charge-coupled
device (CCD) camera.
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particles were levitated around a plasma-sheath boundary near the bottom of the
main tube under gravity and moved up to the center of the tube under microgravity
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In Phase 2, a laser of 660 nm in wavelength was used to illuminate the dust
particles. Its light was fine-shaped as the thickness (FWHM of intensity) of 50 μm
by optics to make slice images of the cloud. The laser and CCD camera were
mounted on a translation stage. The stage moved to make a scan in the direction
along the traveling direction (x-axis). The CCD of a resolution of 480 � 640 pixels
accumulated images at 200 fps while scanning at the speed of 6.5 mm/s. The field of
view was 4.3 � 5.8 mm2.

3. Dusty plasmas under microgravity

Figure 5 shows spatial distributions of the dust particles observed in Phase 2,
where the peak-to-peak voltage and gas pressure were set at 700 V and 33 Pa,
respectively [15]. The axes of x, y, and z correspond to the direction in traveling,
that of the wing, and that perpendicular to the floor of the aircraft, respectively.
Two cylinders of the clouds for the cases under gravity (1G) and microgravity (μG)
are shown the Figure 5(a). Both of them elongate along the y-axis and seem to be
tapered. In the main tube, striations appeared in the discharge. The cloud became
fat in swollen parts of brighter glow. In a level flight, i.e., under gravity, the main
body of the cloud was placed below the axis, and the dust particles were distributed
in �4.7 ≤ z< �2.0 mm. The cloud of 1G consists of a shell-like structure of three
layers clearly appearing in the bottom part as indicated in other experimental and
theoretical studies [17, 22, 23]. The outermost shell along the arrow in Figure 5(a)
was unfolded on a plane of the cylinder surface (Figure 5(b)). Coordinates of the
dust particles are plotted on the plane as parameters of a circumference of the
cylinder (L) and y. The dust particles arranged to make a close packed structure in
2-dimension by a Coulomb repulsive force between them. This arrangement formed
the layered structure stacking in the radial direction. Another work proved that the

Figure 5.
Spatial distributions of the dust particles observed in phase 2 (the graph was reproduced by the data from the
previous paper [15]). Each dot corresponds to each coordinate of a dust particle. (a) The clouds were shown for
the conditions under gravity (1G) and microgravity (μG). The x, y, and z-axes correspond to the directions in
traveling, of the wing and perpendicular to the floor of the aircraft, respectively. The left graph is a cross-
sectional view shown as projection along the y-axis (0≤ y< 6 mm). The right one is a projection along to the
x-axis (�2≤ x≤ 2 mm). (b) An axis of L is defined as a circumference of the outermost shell along an arrow in
(a). An arrangement of the dust particles is shown on a L-y plane. (c) The coordinates of the dust particles
trimmed by the rectangle shown in the figure (a) are plotted on a y-z plane as a projection along to the
x-direction.
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structure was the face-centered orthorhombic (FCO) lattice [24]. The FCO
structure tends to appear rather than isotropic structures such as body-centered
and face-centered cubics under the conditions that a stress works in one direction
[25–27]. Here the stress means gravity.

Under microgravity (μG), the cloud moved up and the dust particles were
distributed around the axis. The cylinder of the cloud got thicker than that under
gravity. Its axis was exactly identical to that of the main tube. Figure 5(c) shows
coordinates of the dust particles in a region trimmed by a rectangle (indicated by
Figure 5(a)) as a projection along the x-axis. The FCO structure was never found
under microgravity. The dust particles formed an assembly of linear chains elon-
gating along the y-axis, i.e., the main tube [28, 29]. The electric field, whose
direction is alternatively switched at 1 kHz between the electrodes, makes an ion
stream along its direction. The ion stream causes the wake potential around the dust
particles which makes them interact by an attractive force in addition to the Cou-
lomb repulsive force [30–32]. Linear chains of the dust particles had normally been
observed near the electrodes in rf discharges which accelerate ions in sheath [33–
35]. In the discharge of the main tube, the ion stream has two components. One is
from the ions going back and forth between electrodes, and the other is from those
flowing toward walls by diffusion. At the axis, the ions going through the discharge
are much more than those flowing toward the walls. Therefore, the dust particles
form the chains around the axis by the wake potential, when they move up from the
bottom to the center of the discharge under microgravity. Regarding the wake
potential, its characteristics were made clear in several experiments under gravity
[34, 36, 37]. Further, microscopic dynamics for causing the wake potential, e.g.,
visualization of the wake potential, will be expected to be analyzed in experiments
under microgravity in addition to a calculation with a classical manner [38].

4. Concluding remarks

An apparatus of dusty plasmas was developed for observing dust particles of
cylindrical discharges in a glass tube under microgravity. It was built step by step
while testing its functions and observing the dust particles on board an aircraft. In
order to analyze the arrangements of the dust particles, positioning the glass tube
and field of views were considered in experiments of parabolic flights. It was
significant for building the apparatus to suppress an effect of acceleration in the
traveling direction of the aircraft caused around entry of a parabola.

In the experiments, coordinates of the dust particles were recorded in conditions
under gravity as well as microgravity. They were located near the plasma-sheath
boundary below the axis of the glass tube and found to form staking layers in a
bottom part of clouds under gravity. The layers were not an isotropic three-
dimensional structure such as body-centered or face-centered cubic. The FCO lat-
tice appeared in the cloud, which seemed to be deformed by a stress in one direction
originated in gravity. Switching the condition from gravity to microgravity, at first,
location of the dust particles was changed around the axis. The dust particles
distributing around the axis drastically changed their arrangement from the FCO
structure to an assembly of linear chains. The chains were possibly formed by an
attractive force from a wake potential. The wake potential was promised to be
caused by streaming of the ion which was going back and forth between electrodes
and driven by electric field alternative at 1 kHz. The dust particles switched domi-
nant interaction potential from Coulomb repulsive under gravity to wake under
microgravity. This was unexpected in simulations removing a term of gravity and
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In Phase 2, a laser of 660 nm in wavelength was used to illuminate the dust
particles. Its light was fine-shaped as the thickness (FWHM of intensity) of 50 μm
by optics to make slice images of the cloud. The laser and CCD camera were
mounted on a translation stage. The stage moved to make a scan in the direction
along the traveling direction (x-axis). The CCD of a resolution of 480 � 640 pixels
accumulated images at 200 fps while scanning at the speed of 6.5 mm/s. The field of
view was 4.3 � 5.8 mm2.

3. Dusty plasmas under microgravity

Figure 5 shows spatial distributions of the dust particles observed in Phase 2,
where the peak-to-peak voltage and gas pressure were set at 700 V and 33 Pa,
respectively [15]. The axes of x, y, and z correspond to the direction in traveling,
that of the wing, and that perpendicular to the floor of the aircraft, respectively.
Two cylinders of the clouds for the cases under gravity (1G) and microgravity (μG)
are shown the Figure 5(a). Both of them elongate along the y-axis and seem to be
tapered. In the main tube, striations appeared in the discharge. The cloud became
fat in swollen parts of brighter glow. In a level flight, i.e., under gravity, the main
body of the cloud was placed below the axis, and the dust particles were distributed
in �4.7 ≤ z< �2.0 mm. The cloud of 1G consists of a shell-like structure of three
layers clearly appearing in the bottom part as indicated in other experimental and
theoretical studies [17, 22, 23]. The outermost shell along the arrow in Figure 5(a)
was unfolded on a plane of the cylinder surface (Figure 5(b)). Coordinates of the
dust particles are plotted on the plane as parameters of a circumference of the
cylinder (L) and y. The dust particles arranged to make a close packed structure in
2-dimension by a Coulomb repulsive force between them. This arrangement formed
the layered structure stacking in the radial direction. Another work proved that the

Figure 5.
Spatial distributions of the dust particles observed in phase 2 (the graph was reproduced by the data from the
previous paper [15]). Each dot corresponds to each coordinate of a dust particle. (a) The clouds were shown for
the conditions under gravity (1G) and microgravity (μG). The x, y, and z-axes correspond to the directions in
traveling, of the wing and perpendicular to the floor of the aircraft, respectively. The left graph is a cross-
sectional view shown as projection along the y-axis (0≤ y< 6 mm). The right one is a projection along to the
x-axis (�2≤ x≤ 2 mm). (b) An axis of L is defined as a circumference of the outermost shell along an arrow in
(a). An arrangement of the dust particles is shown on a L-y plane. (c) The coordinates of the dust particles
trimmed by the rectangle shown in the figure (a) are plotted on a y-z plane as a projection along to the
x-direction.
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structure was the face-centered orthorhombic (FCO) lattice [24]. The FCO
structure tends to appear rather than isotropic structures such as body-centered
and face-centered cubics under the conditions that a stress works in one direction
[25–27]. Here the stress means gravity.

Under microgravity (μG), the cloud moved up and the dust particles were
distributed around the axis. The cylinder of the cloud got thicker than that under
gravity. Its axis was exactly identical to that of the main tube. Figure 5(c) shows
coordinates of the dust particles in a region trimmed by a rectangle (indicated by
Figure 5(a)) as a projection along the x-axis. The FCO structure was never found
under microgravity. The dust particles formed an assembly of linear chains elon-
gating along the y-axis, i.e., the main tube [28, 29]. The electric field, whose
direction is alternatively switched at 1 kHz between the electrodes, makes an ion
stream along its direction. The ion stream causes the wake potential around the dust
particles which makes them interact by an attractive force in addition to the Cou-
lomb repulsive force [30–32]. Linear chains of the dust particles had normally been
observed near the electrodes in rf discharges which accelerate ions in sheath [33–
35]. In the discharge of the main tube, the ion stream has two components. One is
from the ions going back and forth between electrodes, and the other is from those
flowing toward walls by diffusion. At the axis, the ions going through the discharge
are much more than those flowing toward the walls. Therefore, the dust particles
form the chains around the axis by the wake potential, when they move up from the
bottom to the center of the discharge under microgravity. Regarding the wake
potential, its characteristics were made clear in several experiments under gravity
[34, 36, 37]. Further, microscopic dynamics for causing the wake potential, e.g.,
visualization of the wake potential, will be expected to be analyzed in experiments
under microgravity in addition to a calculation with a classical manner [38].

4. Concluding remarks

An apparatus of dusty plasmas was developed for observing dust particles of
cylindrical discharges in a glass tube under microgravity. It was built step by step
while testing its functions and observing the dust particles on board an aircraft. In
order to analyze the arrangements of the dust particles, positioning the glass tube
and field of views were considered in experiments of parabolic flights. It was
significant for building the apparatus to suppress an effect of acceleration in the
traveling direction of the aircraft caused around entry of a parabola.

In the experiments, coordinates of the dust particles were recorded in conditions
under gravity as well as microgravity. They were located near the plasma-sheath
boundary below the axis of the glass tube and found to form staking layers in a
bottom part of clouds under gravity. The layers were not an isotropic three-
dimensional structure such as body-centered or face-centered cubic. The FCO lat-
tice appeared in the cloud, which seemed to be deformed by a stress in one direction
originated in gravity. Switching the condition from gravity to microgravity, at first,
location of the dust particles was changed around the axis. The dust particles
distributing around the axis drastically changed their arrangement from the FCO
structure to an assembly of linear chains. The chains were possibly formed by an
attractive force from a wake potential. The wake potential was promised to be
caused by streaming of the ion which was going back and forth between electrodes
and driven by electric field alternative at 1 kHz. The dust particles switched domi-
nant interaction potential from Coulomb repulsive under gravity to wake under
microgravity. This was unexpected in simulations removing a term of gravity and
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an example that the microgravity condition possibly revealed a phenomenon hid-
den under the influence of gravity.

In microgravity experiments by parabolic flights, it is meaningful to have tran-
sition state from gravity to microgravity as well as to have microgravity only.
Furthermore acceleration parallel to gravity controlled in operation of the aircraft
by pilots is fascinating in precisely analyzing responses of physical phenomena to
gravity. This is something that cannot be done on the ISS. The mechanism in
formation of the linear chains was clearly understood in observation of the dust
particles moving in the transition state where the acceleration was gradually
changed. There are likely advantages to use the parabolic flights in diverse fields
other than microgravity science.

The behavior of the dust particles, which are visible in an invisible ensemble of
plasmas consisting of electrons and ions, clearly reflects phenomena of physics in
the plasmas and makes them easily understood. Indeed a phenomenon of invisible
wave might be visualized and comprehended by the dust particles. There are so
much dust in the universe, pollutants in the atmosphere, cosmic dust in the inter-
stellar, the regolith on the moon, etc. They attract much interest for investigating
the origin of the universe from the point of view of natural science. Particulate
matter is widely used and produced in industries. The dust particles charged in the
plasmas are available for seeking ways of application and new ideas in technology.
The microgravity experiments of dusty plasmas are promising to open new ideas in
future science and technology. The know-how introduced in the chapter will be
hopefully useful for the future.
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Chapter 4

Dynamic Behavior of Dust
Particles in Plasmas
Yoshifumi Saitou and Osamu Ishihara

Abstract

Experimentally observed dynamic behavior, such as a particle circulation under
magnetic field, a bow shock formation in an upper stream of an obstacle, etc., will
be reviewed. Dust particles confined in a cylindrical glass tube show a dynamic
circulation when strong magnetic field is applied from the bottom of the tube using
a permanent magnet. The circulation consists of two kinds of motions: one is a
toroidal rotation around the tube axis, and the other is a poloidal rotation. Dust
particles are blown upward from near the bottom of the tube against the gravity
neighborhood of the tube axis. A two-dimensional supersonic flow of dust particles
forms a bow shock in front of a needlelike-shaped obstacle when the flow crosses
the obstacle. The slower flow passes the obstacle as a laminar flow. A streamline-
shaped void where dust particles are not observed is formed around the obstacle.

Keywords: dust flow, dust fluid, bow shock, dynamic circulation,
storm in a glass tube

1. Introduction

The natural world is filled with fluids. Fluids present various phenomena such as
waves, oscillations, vortices, etc. Scales of such phenomena vary widely. The bow
shock formed near the heliopause is in the astrophysical scale, while the Great Red
Spot of Jupiter is in the planetary scale, a tornado is in the earth’s atmosphere scale,
and a swirling tea in a teacup is in the tabletop scale.

It is often observed that collective behavior of individual particles can be
regarded as a fluid. A complex plasma, defined as a plasma in which microparticles
are embedded in the background of electrons, ions, and neutral particles, provides
one of the examples of the case.

In 1986, Ikezi theoretically predicted existence of a crystalized structure with
small particles contained in a plasma [1]. It was in 1994 that Hayashi et al., Thomas
et al., and Chu et al. separately found in their experiments that charged dust
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consist of independent particles [43]. The interplanetary space is a plasma state
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Chapter 4

Dynamic Behavior of Dust
Particles in Plasmas
Yoshifumi Saitou and Osamu Ishihara

Abstract

Experimentally observed dynamic behavior, such as a particle circulation under
magnetic field, a bow shock formation in an upper stream of an obstacle, etc., will
be reviewed. Dust particles confined in a cylindrical glass tube show a dynamic
circulation when strong magnetic field is applied from the bottom of the tube using
a permanent magnet. The circulation consists of two kinds of motions: one is a
toroidal rotation around the tube axis, and the other is a poloidal rotation. Dust
particles are blown upward from near the bottom of the tube against the gravity
neighborhood of the tube axis. A two-dimensional supersonic flow of dust particles
forms a bow shock in front of a needlelike-shaped obstacle when the flow crosses
the obstacle. The slower flow passes the obstacle as a laminar flow. A streamline-
shaped void where dust particles are not observed is formed around the obstacle.

Keywords: dust flow, dust fluid, bow shock, dynamic circulation,
storm in a glass tube

1. Introduction

The natural world is filled with fluids. Fluids present various phenomena such as
waves, oscillations, vortices, etc. Scales of such phenomena vary widely. The bow
shock formed near the heliopause is in the astrophysical scale, while the Great Red
Spot of Jupiter is in the planetary scale, a tornado is in the earth’s atmosphere scale,
and a swirling tea in a teacup is in the tabletop scale.

It is often observed that collective behavior of individual particles can be
regarded as a fluid. A complex plasma, defined as a plasma in which microparticles
are embedded in the background of electrons, ions, and neutral particles, provides
one of the examples of the case.

In 1986, Ikezi theoretically predicted existence of a crystalized structure with
small particles contained in a plasma [1]. It was in 1994 that Hayashi et al., Thomas
et al., and Chu et al. separately found in their experiments that charged dust
particles formed the crystalized structure in plasmas [2–4]. Since then, research on
dusty plasmas has been actively conducted [5–41]. Looking back on the past, Galilei
discovered in 1610 that Saturn had “ears.” It was found later that the “ears” were a
ring or rings by Huygens, Cassini, etc. [42]. Further later in 1856, Maxwell consid-
ered the stability of Saturn’s ring and concluded that the stable Saturn’s ring must
consist of independent particles [43]. The interplanetary space is a plasma state
dominantly filled by protons brought by the solar wind. Planetary rings like the
Saturn’s ring is one of the examples that ubiquitously exist in the universe.
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Research of complex plasmas including dust particles is unique in a sense that we
can chase the motion of individual dust particles by the naked eye using the visible
laser light on site without time delay.

In this chapter, experimentally observed dynamic behaviors, such as a circula-
tion of dust particles under magnetic field and a bow shock formation in an upper
stream of an obstacle, will be reviewed. A two-dimensional supersonic flow of dust
particles forms a bow shock in front of a needlelike-shaped obstacle when the flow
passes the obstacle. The slower flow passes the obstacle as a laminar flow. A
streamline-shaped void where dust particles are absent is formed around the obsta-
cle. On the other hand, dust particles confined in a cylindrical glass tube show a
three-dimensional dynamic circulation when strong enough magnetic field is
applied from the bottom of the tube. The circulation consists of two kinds of
motions: one is a toroidal rotation around the tube axis, and the other is a poloidal
rotation. Dust particles are blown upward from near the bottom of the tube against
the gravity around the tube axis.

2. Bow shock formation in two-dimensional dust flow

A NASA’s Spitzer Space Telescope observed a shock structure formed in front of
the speedster star known as Kappa Cassiopeia in 1994 [44]. The shock is formed
near the boundary between a stellar wind and interstellar medium. Another exam-
ple of a shock wave can be seen around a boundary between a planetary magneto-
sphere and a stellar wind. These shock waves are similar to a shock excited in front
of a bow of a ship cruising fast a water surface and are called a bow shock.

The bow shock is also observable in a supersonic flow of charged dust particles
in a complex plasma. In this section, we will look back our experimental work on
the bow shock formation [45]. Charged dust particles levitate at height where the
gravity and the sheath electrostatic force acting on each particle are balanced in an
experimental device on the ground. Therefore, monosized dust particles distribute
and flow in an almost two-dimensional plane. An obstacle is placed in the middle of
the dust flow just like the star or the planet in the solar wind or the ship on the
ocean. The obstacle is a thin needlelike conducting wire and forms a potential
barrier against the dust flow. The bow shock is formed when the dust flow interacts
with the potential barrier.

2.1 Experimental setup

The schematic of the experimental device Yokohama Complex Plasma Experi-
ment (YCOPEX) is shown in Figure 1 [46]. Detailed description on the device and
experimental setup can be seen in Ref. [45]. The device consists of a glass chamber
and a flat metal plate. The size of the metal plate is 800 mm in length (x direc-
tion = the main flow direction) and 120 mm in width (y direction). The device is
equipped with an up-and-down gate which is electrically controlled from outside.
The up-and-down gate separates the plate into two regions: the reservoir of dust
particles and the experimental region. A needlelike conducting wire is placed in the
experimental region and is used as an obstacle. The potential of the obstacle is
floating against the plasma potential here.

The argon gas pressure is 3.6 Pa. To avoid the drag by neutral particles or by ions
[45–49], the vacuum pump and the gas feeding are stopped when the pressure
reached the set value. Plasma is generated with an rf discharge of 5 W (13.56 MHz).
The measured plasma parameters are ne � 5� 1014 m�3, Te � 5 eV. The plasma
potential is � �30 V.

60

Progress in Fine Particle Plasmas

Each dust particle is an Au-coated silica sphere of a ¼ 5 μm in diameter
and md ¼ 1:68� 10�13 kg in mass. The particles are charged to Q ¼ Zde ¼
� 4:4� 0:5ð Þ � 104e, where e is the elementary electric charge [49]. The particles
levitate near the boundary between the plasma and the sheath, whose height is
approximately 8 mm above the metal plate. The dust particles are irradiated with
two thin fan laser lights from the radial directions. Mie-scattered laser light from the
particles is observed and recorded with a camera placed outside the device.

In the initial state, the dust particles are accumulated in a cylindrical piezoelec-
tric buzzer which is placed under the metal plate and acts as a dust source. A part of
the accumulated dust particles is hopped into the plasma by energizing the buzzer.
The dust particles are stored in the reservoir region above the metal plate when the
up-and-down gate is in condition to the up position. By tilting the entire device at
angle θ and lowering the gate, the stocked dust particles begin moving and form the
almost two-dimensional flow. The flow velocity is controlled by changing angle θ.
The velocity reaches a terminal velocity before the particles arrive near the obstacle.

2.2 Wave modes observed in a complex plasma

It is known that there are extremely low-frequency longitudinal wave modes in
complex plasmas. Typically, one is the dust acoustic (DA) mode, and the other is

Figure 1.
Schematic drawings of the experimental glass chamber: a YCOPEX device (a) and a piezoelectric buzzer as the
dust source (b).
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the dust lattice (DL) mode. The n-dimensional DA wave velocity, CnD
DA, and the DL

velocity, CDL, are given by

Cd ¼ u Zd;mdð Þ f κð Þ, (1)

where Cd ¼ CnD
DA or CDL, and

u Zd;mdð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2
de2

ε0mdλDi

s
(2)

with ε0 the permittivity of free space, λDi, the ion Debye length. The function
f κð Þ is given by

f κð Þ ¼

1
κ3=2

for C3D
DA

1ffiffiffiffiffiffiffiffiffi
2πκ2

p for C2D
DA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πκ

κ2 þ 2κ þ 2ð Þ exp �κð Þ
r

for CDL κ≫ 1ð Þ

;

8>>>>>>><
>>>>>>>:

(3)

where κ ¼ d=λDi with d as the interparticle distance [16, 19, 20]. The distance is
given by

d ¼

1

n3Dd
� �1=3 for 3�D dust distribution

1ffiffiffiffiffiffiffiffiffiffi
πn2Dd

q for 2�D dust distribution
,

8>>>><
>>>>:

(4)

where n3Dd and n2Dd are three- and two-dimensional dust densities, respectively.
The velocity of a wave excited in the dusty plasma, Cd, is measured using the

time-of-flight method at θ ¼ 0 degree. The velocity of dust acoustic modes coin-
cides well with the velocity of the dust lattice mode around κ ¼ 3� 6. The three-
dimensional dust acoustic mode with velocity C3D

DA is likely the candidate for the
observed mode of the wave although the strict mode identification is still to be
determined.

2.3 Bow shock formation

The particles flow from the reservoir region to the obstacle by changing the
tilting angle θ. The void which has a streamline-like shape can be seen in the
hatched area of Figure 2. The void is an area where dust particles are absent. The
dust flow near the leading edge of the void is decelerated. The trajectories of dust
particles are deflected toward the �y direction in front of the void.

The flow velocity, vf , in the upstream area has a constant value which is mainly
determined by a balance of the gravitational force controlled by angle θ and the
neutral drag force. The flow is almost uniform, and there is no prominent structure
in the upstream area when vf is small. When vf increases, an arcuate structure
where the intensity of the scattered laser light is enhanced is formed in front of the
leading edge of the void. For further increase of vf , a curvature of the arc becomes
larger. The tail of the void is extended with increasing values of vf .
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The arcuate structure is the bow shock. The value of vf is required to exceed
Mach number 1 when the bow shock is formed, where the Mach number is defined
as the ratio of the flow velocity to the dust acoustic velocity. The experimentally
measured velocity is 71 m=s Mach number M ¼ 1ð Þ. It is found that the arcuate
structure is distinctive when the flow is supersonic. In addition, there exists a
deceleration region between the leading edge of the arcuate structure and the void
as shown in Figure 2, that is, there is a region where the flow velocity is reduced in
order to keep the flux constant around the obstacle. The presence of such a decel-
eration region, a subsonic flow region, between the wave front and the stagnation
point is one of the defining features of the bow shock [50].

The density ratio ndp=nd0 is shown as a function of the Mach number, where ndp
is the density in front of the stagnation point and nd0 is the density of the upstream
area. It is known that a polytropic hydrodynamic model provides criterion for the
shock wave formation [50]:

ndp
nd0

¼
1þ γ�1

2 M2
� �1= γ�1ð Þ

M< 1ð Þ

γþ1
2

� � γþ1ð Þ= γ�1ð Þ M2

1þ γ � 1
2

M2
γ � γ � 1

2M2

� ��1= γ�1ð Þ
M≥ 1ð Þ

;

8>>>>><
>>>>>:

(5)

where γ is the polytropic index.

2.4 Bow shock by a simulation

A molecular-dynamics simulation code is carried out to examine the bow shock
formation. The density ratio ndp=nd0 and its spatial distribution are calculated. The
simulation result on the density ratio corresponds to the numerical result of Eq. (5)
with γ ¼ 2:2. The experimental result on the density ratio seems to correspond to
the case of γ ¼ 5=3 (= the specific heat ratio of monoatomic gas) � 2:2 though there
is a small deviation.

The polytropic index found in the simulation and experimental observation may
result from the fact that the significant amount of internal energy of the polytropic
fluid, which consists of charged dust particles, may be stored in the background

Figure 2.
Typical example of the formed bow shock. Modified from Figure 3(b) of Ref. [45].
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DA is likely the candidate for the
observed mode of the wave although the strict mode identification is still to be
determined.

2.3 Bow shock formation

The particles flow from the reservoir region to the obstacle by changing the
tilting angle θ. The void which has a streamline-like shape can be seen in the
hatched area of Figure 2. The void is an area where dust particles are absent. The
dust flow near the leading edge of the void is decelerated. The trajectories of dust
particles are deflected toward the �y direction in front of the void.

The flow velocity, vf , in the upstream area has a constant value which is mainly
determined by a balance of the gravitational force controlled by angle θ and the
neutral drag force. The flow is almost uniform, and there is no prominent structure
in the upstream area when vf is small. When vf increases, an arcuate structure
where the intensity of the scattered laser light is enhanced is formed in front of the
leading edge of the void. For further increase of vf , a curvature of the arc becomes
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The arcuate structure is the bow shock. The value of vf is required to exceed
Mach number 1 when the bow shock is formed, where the Mach number is defined
as the ratio of the flow velocity to the dust acoustic velocity. The experimentally
measured velocity is 71 m=s Mach number M ¼ 1ð Þ. It is found that the arcuate
structure is distinctive when the flow is supersonic. In addition, there exists a
deceleration region between the leading edge of the arcuate structure and the void
as shown in Figure 2, that is, there is a region where the flow velocity is reduced in
order to keep the flux constant around the obstacle. The presence of such a decel-
eration region, a subsonic flow region, between the wave front and the stagnation
point is one of the defining features of the bow shock [50].

The density ratio ndp=nd0 is shown as a function of the Mach number, where ndp
is the density in front of the stagnation point and nd0 is the density of the upstream
area. It is known that a polytropic hydrodynamic model provides criterion for the
shock wave formation [50]:
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A molecular-dynamics simulation code is carried out to examine the bow shock
formation. The density ratio ndp=nd0 and its spatial distribution are calculated. The
simulation result on the density ratio corresponds to the numerical result of Eq. (5)
with γ ¼ 2:2. The experimental result on the density ratio seems to correspond to
the case of γ ¼ 5=3 (= the specific heat ratio of monoatomic gas) � 2:2 though there
is a small deviation.
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plasma. The value of the complex plasma polytropic index indicates that the present
complex plasma is far from isothermal (γ ¼ 1).

As for the spatial density distribution, the density contour plot shows the arcuate
structure, and its curvature increases with increasing Mach number as seen in the
experiment.

2.5 Bow shock formation in two-dimensional flow

Under the polytropic process which is a quasi-static process, p=nγ ¼ const: and
T=nγ�1 ¼ const:, are held with the polytropic index γ, where p is the pressure, T is
the temperature, and n is the density. The polytropic index means

γ ¼

0 isobaric process

1 isothermal process
κh

∞

isentropic process

isochoric process

;

8>>><
>>>:

(6)

where κh is the ratio of specific heat. The experimentally obtained polytropic
index lies between 5=3 and 2.2. The value 5=3 is equivalent to the ratio of specific
heat of ideal monoatomic gas. The bow shock forms under the almost adiabatic
process. The value around 2 is suggested for the investigation on the solar wind
[51, 52]. In addition, the dust flow consists of a collection of dust particles with
finite size. It is hard to regard the fluid component as ideal. Hence, the polytropic
index deviates from 5=3.

The bow shock formation is a nonisothermal process. The pressure ratio and the
temperature ratio pdp=pd0 and Tdp=Td0 dependence on the density ratio ndp=nd0 are

given by pdp=pd0 ¼ ndp=nd0
� �γ and Tdp=Td0 ¼ ndp=nd0

� �γ�1, where pdp and Tdp are
the pressure and temperature at the stagnation point and pd0 and Td0 are those at
the upstream area, respectively. The results are shown in Figure 3. The bow shock is
formed for ndp=nd0 > 1. These results suggest that the polytropic index may be

Figure 3.
Expected changes in the ratios of the pressure and the temperature by the bow shock formation ndp=nd0 > 1
under the polytropic process.
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determined by measuring the pressure ratio pdp=pd0 or the temperature ratio
Tdp=Td0.

In this polytropic process, there is a small amount of heat exchange with the
outside of the system. The first law of thermodynamics gives

dQ ¼ dU þ pdV ¼ CVdT þ pdV, (7)

where dQ is a differential heat added to the system, dU is the differential
internal energy of the system, and CV is the specific heat at constant volume. By
integrating this equation from state 0 to state 1

Q01 ¼ Cγ T1 � T0ð Þ, (8)

where Cγ ¼ CV γ � κð Þ= γ � 1ð Þ >0ð Þ is the polytropic specific heat. As seen in
Figure 3, T1 � T0 ¼ Tdp � Td0 >0, and as a result, Q01 >0. It is expected that the
heat Q01 is added to the system for the bow shock formation.

3. Dynamic circulation under magnetic field

You may watch a dynamic motion of tea leaves, set on the bottom of the teacup,
by stirring the tea by a teaspoon. The tea leaves get close to the center and rise near
the tea surface as illustrated in Figure 4. We can see a similar phenomenon in a
complex plasma system. In this section, we will look back our experimental work on
such a dynamic motion of dust particles in a complex plasma [53].

The observation of particle motion in the dynamic circulation similar to the
motion of the tea leaves helps to understand the simple but profound nature of the
ubiquitous vortex commonly encountered in nature.

3.1 Experimental setup

The experiment is performed in a cylindrical glass tube as shown in Figure 5.
Detailed explanation on the experimental setup is given in Ref. [53]. The cylindrical
coordinates r; θ; zð Þ are with the origin at the inner bottom of the tube, and the
gravity is in the negative z direction.

The argon gas pressure is p ¼ 5� 25 Pa. A geometry of the gas supply and
exhaust system is configured to avoid the neutral drag force acting on the dust

Figure 4.
Schematic of tea leaves in tea stirred in a teacup.
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formed for ndp=nd0 > 1. These results suggest that the polytropic index may be

Figure 3.
Expected changes in the ratios of the pressure and the temperature by the bow shock formation ndp=nd0 > 1
under the polytropic process.
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determined by measuring the pressure ratio pdp=pd0 or the temperature ratio
Tdp=Td0.

In this polytropic process, there is a small amount of heat exchange with the
outside of the system. The first law of thermodynamics gives

dQ ¼ dU þ pdV ¼ CVdT þ pdV, (7)

where dQ is a differential heat added to the system, dU is the differential
internal energy of the system, and CV is the specific heat at constant volume. By
integrating this equation from state 0 to state 1

Q01 ¼ Cγ T1 � T0ð Þ, (8)

where Cγ ¼ CV γ � κð Þ= γ � 1ð Þ >0ð Þ is the polytropic specific heat. As seen in
Figure 3, T1 � T0 ¼ Tdp � Td0 >0, and as a result, Q01 >0. It is expected that the
heat Q01 is added to the system for the bow shock formation.

3. Dynamic circulation under magnetic field

You may watch a dynamic motion of tea leaves, set on the bottom of the teacup,
by stirring the tea by a teaspoon. The tea leaves get close to the center and rise near
the tea surface as illustrated in Figure 4. We can see a similar phenomenon in a
complex plasma system. In this section, we will look back our experimental work on
such a dynamic motion of dust particles in a complex plasma [53].

The observation of particle motion in the dynamic circulation similar to the
motion of the tea leaves helps to understand the simple but profound nature of the
ubiquitous vortex commonly encountered in nature.

3.1 Experimental setup

The experiment is performed in a cylindrical glass tube as shown in Figure 5.
Detailed explanation on the experimental setup is given in Ref. [53]. The cylindrical
coordinates r; θ; zð Þ are with the origin at the inner bottom of the tube, and the
gravity is in the negative z direction.

The argon gas pressure is p ¼ 5� 25 Pa. A geometry of the gas supply and
exhaust system is configured to avoid the neutral drag force acting on the dust

Figure 4.
Schematic of tea leaves in tea stirred in a teacup.
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particles in the experimental region. The plasma is produced by an rf discharge of
20 W (13.56 MHz). The electron density is � 1014 m�3, the electron temperature is
� 3 eV, and the ion temperature is estimated to be � 0:03 eV.

A magnetic field is applied by a cylindrical permanent magnet of 50 mm in
diameter placed at a distance h below the powered electrode, and the magnetic field
strength is controlled by adjusting the distance h by a jack. The strength of the
magnetic field at r ¼ 0 is given by

B h; zð Þ≈0:29
50

zþ hþ 50

� �3

T, (9)

Figure 5.
Schematic drawing of the experimental glass tube (a) and the coordinate system (b). The structure of the dust
cloud can be seen in Figures 7 and 8.

66

Progress in Fine Particle Plasmas

where h and z are measured in mm. The calculated B h; zð Þ is shown in Figure 6.
Dust particles which are acrylic resin spheres of a ¼ 3 μm in diameter and

md ¼ 1:7 � 10�14 kg in mass are supplied from a dust reservoir on the top of the
glass tube. Each dust particle is charged in the plasma to Q � �104e [49]. The
particles in the experimental region are irradiated with a thin fan laser light from
the radial directions. The laser sheet can be rotated around the laser axis. The
scattered laser light from the particles is observed and recorded with a camera
placed outside of the tube.

3.2 Behavior of dust particles in a glass cylinder

Because of the cylindrical symmetry of the glass tube, the motion of dust parti-
cles is well observable by watching in a meridional (vertical) plane as shown in
Figures 5, 7, and 8.

Figure 7.
Typical example of the formed structure. B ¼ 1:5 kG. Modified from Figure 2(c) of Ref. [53]).

Figure 6.
Strength of the magnetic field at r ¼ 0.
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When B h≳ 137; z ¼ 0ð Þ≤0:006 T, the dust particles levitate a few mm above the
glass bottom forming a thin disk of radius 20 mm with a dense group of particles at
the rim of the disk near the outer wall. When B is increased, the stored dust particles
near the wall moved inward to the center and formed a disk of uniformly distributed
at z>0. For B 17;0ð Þ ¼ 0:12 T with p ¼ 20 Pa, where the electrons and ions are
weakly magnetized and dust particles are rotating around the axis of the tube. The
radial electric field is induced by the ambipolar diffusion and the vertically applied B
field produces E� B drift motion of plasma particles, resulting in a solid body-like
azimuthal motion of dust particles with angular velocity 10� 20 mm=s.

With a further increase of B and reached B 12;0ð Þ≈0:15 T, the dust disk becomes
the form as shown in Figure 7, i.e., the disk is thicker and its radius is smaller. A
meridional plane reveals a spectacular movement of dust particles in the thick disk.

Typical trajectories of the spectacular particle motions are shown with arrows in
Figure 8. There are two small poloidal rotations in the meridional plane near the
edges within the thick disk, i.e., one is the clockwise rotation on the right-hand
plane, and the other is the counterclockwise rotation on the left-hand plane. The
particle motion in the disk as seen in a meridional plane is somewhat similar to the
motion of tea leaves as shown in Figure 4.

The dust particles move upward against the gravity near r ¼ 0. Especially, a part
of the particles blows up and exceeds the disk thickness. Such ascending motion of
dust particles is followed by radial movement toward the outer wall and then
downward. The situation that the particles gush near the top looks like fireworks.
After hitting close to the tube bottom, dust particles move inward along the tube
bottom. At the same time, dust particles localized near the outer edge of the disk,
which do not readily approach r≈0, form a local circulation in the meridional
plane. While dust particles move in these closed circles in a meridional plane, the
dust cloud rotates around the z axis and forms a toroidal rotation. As a result, dust
particles form a helical motion around the z axis. A schematic illustration of the
observed movement of dust particles is something similar as shown in Figure 4. In
addition, there is a stagnation area around r≈0 near the tube bottom, where a
group of dust particles is not involved in the dynamic meridional rotation as shown
in Figures 4 and 5.

Figure 8.
Schematic of dust particle motion in the meridional plane. The arrows indicate the directions of dust particle
motion.
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3.3 MHD dust flow as a rotating fluid

The radial ambipolar diffusion is suppressed due to the electron magnetization,
and the current starts to flow in an azimuthal direction in a magnetized plasma. The
azimuthal electric field associated with the current density is given by

Eθ ¼ 1
ωcej jτen

κTe

e
1
ne

∂ne
∂r

(10)

In the present case, Eθ ≈ 9 V=m because ωcej jτen ≈ 17, κTe=e≈ 3 eV, and
∂ne=ne∂rð Þ�1 ≈ 2� 10�2 m, where ωce is the electron cyclotron angular frequency, τen
is the mean-free-time of the electron-neutral collision, and κ is the Boltzmann
constant. This electric field will produce the azimuthal motion of ions with angular
velocity vθ, ion ¼ eEθ=miνin ≈40 m=s. Those ions circling around the tube axis will
move dust particles resulting in a dust flow around the axis. Our observed maxi-
mum dust angular velocity is vθ, dust ≈0:02 m=s, near the wall.

The rotating magnetohydrodynamics (MHD) fluid involving dust particles may
be described by the Navier-Stokes equation with the continuity equation of an
incompressible fluid of constant mass density:

∂

∂t
þ v � ∇

� �
v ¼ � 1

mdnd
∇pþ ν∇2vþ 1

mdnd
J � Bþ f , (11)

∇ � v¼0, (12)

where ν is a kinematic viscosity of the dust fluid and f ¼ fg þ fd þ fT þ⋯
� �

is

an external force. The gravitational force fg is in the negative z direction, while the
drag forces fd by neutral particles, and ions are in the azimuthal direction. The
thermophoretic force fT and the other external forces are negligible in our
experimental conditions [54].

We consider rotating fluid with constant angular frequency Ω far from the tube
bottom z ¼ 0ð Þ. Eqs. (11) and (12) can be solved for steady, axisymmetric flow with
v ¼ vr; vθ; vzð Þ in cylindrical coordinates with boundary conditions vθ ¼ rΩ, vr ¼ 0
at z ¼ ∞, and vr ¼ vθ ¼ vz ¼ 0 at z ¼ 0. We assume J ¼ 0; Jθ;0ð Þ and B ¼ 0;0;Bð Þ.
The equilibrium condition requires

�rΩ2 ¼ 1
mdnd

∂p
∂r

� JθB
� �

, (13)

indicating that the centrifugal force on a dust particle is balanced by the pressure
gradient and the Lorentz force.

By introducing dimensionless parameters, vr ¼ vr=rΩ, vθ ¼ vθ=rΩ, vz ¼ vz=
ffiffiffiffiffiffi
νΩ

p
,

p ¼ p=ρνΩ, and g ¼ g=
ffiffiffiffiffiffiffiffi
νΩ3

p
with z ¼ z=

ffiffiffiffiffiffiffiffiffi
ν=Ω

p
. Eqs. (11) and (12) can be expressed

by a set of three ordinary differential equations:

d2vr
dz2

¼ 1þ v2r � v2θ þ vz
dvr
dz

d2vθ
dz2

¼ 2vrvθ þ dvθ
dz

vz

dvz
dz

¼ �2vr

8>>>>>>><
>>>>>>>:

, (14)
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3.3 MHD dust flow as a rotating fluid
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azimuthal electric field associated with the current density is given by
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an external force. The gravitational force fg is in the negative z direction, while the
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supplemented by the pressure gradient equation:

dp
dz

¼ d2vz
dz2

� vz
dvz
dz

� g: (15)

The set of equations is well studied as similarity solutions for the rotating fluid
[55, 56]. The solution shows the presence of a stagnation point at r; zð Þ ¼ 0;0ð Þ and
the presence of a thin boundary layer near the bottom where the fluid moves
inward. Our observation shows the boundary layer 3

ffiffiffiffiffiffiffiffiffi
ν=Ω

p
≈ 5 mm.

As Eqs. (11) and (12) show, dust particles drift in the azimuthal direction, and the
centrifugal force on a particle is given by fC ¼ mdr αΩð Þ2 with α, a constant less than
unity. The centrifugal force is balanced by an inward drag force by neutral particles
fdn ¼ CDπa2mnnnv2r=8, where CD is a drag coefficient, mn is a neutral mass, nn is a
neutral density, and vr ¼ βrΩð Þ is a representative radial velocity of dust particles with
a constant β< 1. The balancing equation gives the equilibrium radius as

r ¼ 8
3CD

mdnd
mnnn

α

β

� �2 a
2
: (16)

Eq. (16) with α=β≈0:03 gives an equilibrium radius of about 0.02 m, which
agrees well with our experimental observation.

3.4 Storm in a glass tube

The mechanism of the meridional dust flow is understood in the following way.
Initially dust particles are driven by the ion azimuthal motion caused by the radial
plasma density gradient in the presence of a strong vertical magnetic field. While
the MHD dust fluid forms a rotation around the tube axis, the angular velocity of
dust particles near the tube bottom is reduced by the friction from the sheath
plasma transition area. The friction reduces the centrifugal force. As a result, the
pressure gradient force together with the Lorentz force which remains the same
near the bottom generates a radial inward flow of dust particles. Because of the
continuity, the radial inward motion will be compensated by an axial upward flow.
Dust particles near the bottom ascend along the tube axis, where the sheath electric
force pushes charged dust particles upward. When rising dust particles move out-
side of the sheath, the dust particles feel only the gravitational force. The ascending
motion of dust particles near the axis is followed by the outward movement, and
then the particles descend.

A circulation with an inward flow at the bottom has been known as a teacup
phenomenon [57], also known as Einstein’s tea leaves [58]. In 1926, Einstein
explained that tea leaves gather in the center of the teacup when the tea is stirred as
a result of a secondary, rim-to-center circulation caused by the fluid rubbing against
the bottom of the cup. It is indeed observed in our complex plasma experiment that
there were some levitated dust particles staying close to the bottom near the center.

4. Discussion: collective behavior of dust particles as a fluid

A complex plasma is a system consisting of electrons, ions, neutral gas particles,
and dust particles. The dust particles are macroparticles of nanometers to microme-
ters in size. In our experiments, monodisperse dust particles of 3 or 5 or 5.6 μm in
diameter were used. Behavior of dust particles can be regarded as MHD fluid if
lmfp ≪L, τp ≫ τd, and the system keeps quasi-neutrality. Here lmfp is the mean free
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path of dust particles, L is a representative scale length of a phenomenon, τp is time
scale of the evolution of the phenomenon, and τd is the dust plasma period [59]. The
quasi-neutrality is always kept. Typically, lmfp � 0.1 mm, L � 1 cm , τp � 1 s, and
τd � 0:1 s in our experiments. Hence, the dust cloud can be treated as an MHD fluid.

In water or air or other fluids, a tracer such as aluminum powder or smoke is
often used for visualizing a motion of fluid elements. The tea leaves in a teacup are,
of course, one of the examples of the tracer as well. This is an indirect observation of
the motion because a different tracer has unique characteristics, e.g., a size or a
specific weight. The uniqueness comes down to a variation in trackability of the
tracer to the fluid element and affects the observation results. The various
trackability may give a different result in a measurement. Schlieren imaging and
shadowgraph are often used to visualize a flow, too. These methods observe a
fluctuation of a density or a refractive index. The setting of the optical system, etc.
requires high precision for these methods.

In contrast, in the dust fluid, it is possible to regard each dust particle as a fluid
element itself. The particle can be visualized by illuminating using a visible laser
light in experiments. The laser light suffers Mie scattering because the size of the
dust particle (≲10 μm) is usually larger than the wavelength of the visible laser light
(� several hundreds nm). The motion of the fluid element is directly visualized
without being bothered about both the trackability and the optical precision. It is
worth emphasizing that the visualization is achieved on the spot without time lag in
experiment.

One of the applications of such a dust fluid is the new method to estimate the
dust charge [60]. A dust particle has an electric charge Q in a plasma and levitates at
a height where the electrostatic force due to the sheath electric field E and the
gravitational force fg are balancing, QE ¼ fg, on the ground. In experiments to
measure the charge of an individual dust particle, it has been hard to separate Q and
E independently. In addition, the conventional measurement methods require to
change the experimental setup to measure Q and E. However, by regarding the
collection of dust particles as a fluid, it is possible to measure the resonant fre-
quency of the dust fluid, i.e., the dust plasma frequency by externally applying the
sinusoidal oscillation. The dust charge QA is calculated from the resonant fre-
quency. The charge QA is an averaged charge for all dust particles present in the
experimental region in this case.

In fluid dynamics, the Reynolds number is one of the important parameters. The
Reynolds number is given by inertial forcesð Þ= viscous forcesð Þ. The Reynolds num-
ber is also important in the dust flow. There are investigations relating to the widely
changed Reynolds number or the viscosity of dust fluid by the simulation methods
[61, 62]. However, it is hard to observe turbulence in our experiments on the dust
flow, i.e., it is expected that the Reynolds number is rather small even when M> 1.

It is clear that collective behavior of dust particles can be described as a fluid
globally. The fluid picture is held where the MHD conditions are satisfied. Intrinsi-
cally, however, the dust fluid is a group consisting of independent particles. There-
fore, it is expected that the complex plasma includes unique features that is peculiar
to a particle system, i.e., properties that are insufficient and difficult to be described
by the MHD equation or the Navier–Stokes equation. Such a situation is possible
where the MHD conditions do not hold locally. In fact, a few irregular particles are
observed in quite rare case. For example, there is a dust particle whose orbit is
irregular and different from the others in the way like the dust particle is reflected
in a larger angle with faster speed by the obstacle in the bow shock experiment.

In addition, the following experiment may give another example. The schematic
of the experimental device is shown in Figure 9(a) [63]. The dust cloud exists
under an influence of an axisymmetric nonuniform magnetic field applied by a
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One of the applications of such a dust fluid is the new method to estimate the
dust charge [60]. A dust particle has an electric charge Q in a plasma and levitates at
a height where the electrostatic force due to the sheath electric field E and the
gravitational force fg are balancing, QE ¼ fg, on the ground. In experiments to
measure the charge of an individual dust particle, it has been hard to separate Q and
E independently. In addition, the conventional measurement methods require to
change the experimental setup to measure Q and E. However, by regarding the
collection of dust particles as a fluid, it is possible to measure the resonant fre-
quency of the dust fluid, i.e., the dust plasma frequency by externally applying the
sinusoidal oscillation. The dust charge QA is calculated from the resonant fre-
quency. The charge QA is an averaged charge for all dust particles present in the
experimental region in this case.

In fluid dynamics, the Reynolds number is one of the important parameters. The
Reynolds number is given by inertial forcesð Þ= viscous forcesð Þ. The Reynolds num-
ber is also important in the dust flow. There are investigations relating to the widely
changed Reynolds number or the viscosity of dust fluid by the simulation methods
[61, 62]. However, it is hard to observe turbulence in our experiments on the dust
flow, i.e., it is expected that the Reynolds number is rather small even when M> 1.

It is clear that collective behavior of dust particles can be described as a fluid
globally. The fluid picture is held where the MHD conditions are satisfied. Intrinsi-
cally, however, the dust fluid is a group consisting of independent particles. There-
fore, it is expected that the complex plasma includes unique features that is peculiar
to a particle system, i.e., properties that are insufficient and difficult to be described
by the MHD equation or the Navier–Stokes equation. Such a situation is possible
where the MHD conditions do not hold locally. In fact, a few irregular particles are
observed in quite rare case. For example, there is a dust particle whose orbit is
irregular and different from the others in the way like the dust particle is reflected
in a larger angle with faster speed by the obstacle in the bow shock experiment.

In addition, the following experiment may give another example. The schematic
of the experimental device is shown in Figure 9(a) [63]. The dust cloud exists
under an influence of an axisymmetric nonuniform magnetic field applied by a
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small permanent magnet. The dust particles frequently collide with other particles
surrounding it. Only the dust particles locate quite near the inner edge and the outer
edge rotating along the edges as shown in Figure 9(b). Excluding these edge
regions, the collective motion of dust particles seems to be like a fluid. As described
in the previous paragraph, the dust fluid has high viscosity. In that case, the rotating
particles at the edges have to transfer their momenta to the neighboring particles
and must drag the neighbors to their rotating directions. However, in the experi-
ment, the particles do not drag their neighboring particles. It is considered that, at
both edges, the dust particles behave as individual particles. Hence, the MHD
conditions may be locally broken near the edges, and the particle motion there may
suggest one of the particulate-like properties.

5. Summary and subsequent development

It is found in our experiments that the group of dust particles collectively
behaves in a similar way to a fluid. In the fast flow of M> 1, the bow shock is
formed in front of the obstacle. Under the strong magnetic field applied with the
permanent magnet, the dust fluid shows a dynamic circulation.

In addition, there is the experimental result which may suggest a particle prop-
erty of the group of dust particles. It is expected that the dusty plasma or the
complex plasma bridges the different nature between continuum mechanics such as
fluids and kinetics of particles.

Our results have inspired other researchers in wider fields beyond plasma phys-
ics [64–76]. The followings are examples. Tiwari et al. constructed two-dimensional
generalized hydrodynamic model and discussed on turbulence in a strongly coupled
plasma [64]. They reported that the turbulence was able to occur at a low Reynolds
number if the Weissenberg number was high. Kähler et al. derived the ion suscep-
tibility in a partially ionized plasma [65]. Tadsen et al. reported that the dust cloud
confined in a magnetized plasma was diamagnetic [66]. Gibson et al. gave an
improved understanding of magnetized electron behavior in a dipole magnetic field
[67]. Laishram et al. investigated the dust vortex formation in a plasma [68].

Research on dusty plasmas has a strong influence to various areas of physics as
seen above. Further progress will be expected.

Figure 9.
Schematic of the experimental device (a) and the enhanced illustration of the dust cloud (b). The arrows in (b)
are the directions that the particles at the edges rotate. The magnetic field is vertically upward.
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Chapter 5

Integral Photography Technique
for Three-Dimensional Imaging of
Dusty Plasmas
Akio Sanpei

Abstract

The integral photography technique has an advantage in which instantaneous
three-dimensional (3D) information of objects can be estimated from a single-
exposure picture obtained from a single viewing port. Recently, the technique has
come into use for scientific research in diverse fields and has been applied to
observe fine particles floating in plasma. The principle of integral photography
technique and a design of a light-field camera for dusty plasma experiments are
reported. The important parameters of the system, dependences of the size of the
imaging area, and the spatial resolution on the number of lenses, pitch, and focal
length of the lens array are calculated. Designed recording and reconstruction
system is tested with target particles located on known positions and found that it
works well in the range of dusty plasma experiment. By applying the integral
photography technique to the obtained experimental image array, the 3D positions
of dust particles floating in an RF plasma are identified.

Keywords: dusty plasma, integral photography, three-dimensional reconstruction,
particle measurements, light-field, plenoptic camera

1. Introduction

Fine particles immersed in plasma are charged up negatively, show three-
dimensional (3D) motion, and form 3D-ordered state, i.e., Coulomb crystal [1–5].
Diagnostic methods for 3D information about the positions of fine particles in a
plasma have therefore been widely researched. Among the various dusty plasma
experiments, 90° separated two CCD cameras with helping 3D computed tomo-
graphic reconstruction [6] and stereoscopic [7, 8] are widely used to determine the
3D position of each fine particle [9]. They require two or more detectors; however,
the locations and numbers of observation ports are considerably restricted in many
plasma experiment devices. Planar laser scanning technique can obtain the 3D
information of particles with one CCD camera [10, 11], but it requires a little while
to scan across the wide field of view. In-line holographic techniques [12] and two-
color gradient methods [13, 14] can obtain 3D position of dust particles from a
single-exposed photograph taken from a direction; however, these methods require
a 12 bit or higher dynamic range sensors. It is required that a technique can acquire
the 3D information of a dusty plasma with a single-exposed photograph taken from
one viewing port with a conventional dynamic range sensor.
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The “integral photography technique” [15] is known as a principle used in naked
eye 3D display and in commercial refocus cameras. Such refocus camera is also
called as “plenoptic camera” or “light-field camera.” It provides 3D imaging tech-
nologies based on a small lens array or a pinhole array to capture light rays from
slightly different directions. This technique has an advantage in which instanta-
neous 3D information of objects can be estimated from a single-exposure picture
obtained from a single viewing port.

Recently, the integral photography technique has come into use for scientific
research in diverse fields. Example applications are particle tracking for velocimetry
[16–19], microscopy measurement [20, 21], spray imaging [22], etc. In the research
filed of plasma, 3D reconstructions of positions of particles levitating in a plasma
have been demonstrated using commercial light-field Lytro cameras [23], and the
time evolution of dusty plasmas has been measured using a commercial light-field
Raytrix camera [24]. An open-ended plenoptic camera, which is constructed
with a lens array and a typical reflex CMOS camera, obtained the 3D positions of
dust particles in a radio-frequency (RF) plasma [25, 26]. Dual-filter plenoptic
imaging system has been applied to observe lithium pellets in a high-temperature
plasma [27].

In this chapter, the principle, design, and experimental results of the integral
photography technique for 3D imaging of dusty plasmas will be presented.

2. Principle of the integral photography analysis

Figure 1 shows a schematic of recording and 3D reconstruction system with
integral photography for dusty plasma experiment. A small lens array is placed in
front of the particles levitating in a plasma to obtain an array of projected image.
The rays emerging from 3D objects, i.e., scattering light rays from dusts pass
through the small lens array and are captured on a sensor device. A 3D spatial
point of object that is a position of a dust particle should be projected to two-
dimensional (2D) image points (X(i, j), Y(i, j)) through each (i, j)th lens of the array
on a detector. The 3D reconstruction is then carried out computationally
by creating inverse propagating rays within a virtual system similar to the
recorded one.

Figure 1.
Schematic of recording and 3D reconstruction system with the integral photography technique: (A) object,
(B) lens array, (C) array of projected images on the detector, (D) virtual lens array, and (E and E0) virtual
observation planes [25].
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2.1 Recording system for dusty plasma experiments

In this section, it is shown how to design a recording system for dusty plasma
experiments. Figure 2 shows a schematic of relationship among lens array, detector,
and imaging area on the recording system. The Cartesian (x, y, z) coordinate axes
are indicated in the lower right corner of the figure. Rays are projected directly onto
the sensor after passing through the lens array, which is placed at z = 0. Therefore,
3D spatial point of light source, i.e., the position of a dust particle, is projected
through each lens of the array to 2D image points (X(i, j), Y(i, j)) on the detector.
The array of projected images on the sensor is called as “elemental image array.”

The considerable parameters of the lens array are the number of lenses, lens
pitch, and focal length. In the following discussion, we deal only with convex lens
array. The focal length F of a convex lens array is calculated from the lens law as
follows:

F ¼ Ll
Lþ l

, (1)

where L is the distance between the object and the lens array and l is the distance
between the lens array and the sensor. Figure 3 shows F dependence on L with
three values of l. The most suitable value of F can be determined by changing the
experimental configuration. Particles located at misaligned positions from focused
z-plane create blurred spots on the sensor.

Figure 2.
The schematic of relationship among the small lens array, the detector, and the imaging area of the recording
system. Rays are projected directly onto the sensor after passing through the lens array to form an elemental
image array [26].

Figure 3.
Focal length F of a convex lens array plotted as a function of the distance L between the object and the lens array
for various l values between the lens and a sensor [26].
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In order to make an efficient recording system, the configuration of the CMOS
sensor must be considered. The number of lenses in the array should be a multiple
of the aspect ratio of the CMOS sensor. In addition, the lens pitch must take into
account the size of the imaging area. After passing through the lens, rays are
projected onto the sensor directly. If we assume that rays from a given dust particle
are projected onto all elemental images, the limit of the imaging area is calculated
using straight lines passing through the center of the outermost lens

x; y; zð Þ ¼ x; p ny � 1
� �

=2;0
� �

(2)

and through pixels on the edges of the sensor area corresponding to the outer-
most lens

x; y; zð Þ ¼ x;H=2;�lð Þ, x;H ny � 2
� �

=2;�l
� �

: (3)

Here, n is the number of lenses along a given axis, the subscript “y” denotes the
direction of the y-axis, H is the length of the CMOS sensor in the y-axis, and p is the
lens pitch. Furthermore, the limits for the plane perpendicular to the z-axis are
expressed as

y1 ¼ p
ny � 1

2
� L

H � ny � 1
� �

p
2l

, (4)

y2 ¼ p
ny � 1

2
þ L

l
p
ny � 1

2
� H
ny

ny � 2
2

� �� �
: (5)

In the same manner, the limits for the z-axis of the imaging area are expressed as

z1 ¼
ny � 1

2
p� 2nyl

ny � 2
� �

H � ny ny � 1
� �

p
, (6)

z2 ¼
ny � 1

2
p� 2l

H � ny � 1
� �

p
: (7)

The number nx of lenses along the x-direction is calculated from ny using the
aspect ratio of the CMOS sensor. Then we can design p and n from experimental
requirement of L and the size of the imaging area using above equations.

An uncertainty in the reconstructed image will be attributed to the spatial
resolution of an elemental image on CMOS sensor [24]. The length h of a side of a
pixel on the CMOS sensor produces uncertainties in the plane perpendicular to the
z-axis as

hL
l

(8)

and along the z-axis itself as

hL
2l

� ny � 1
� �

Lþ lð Þ
H

: (9)

The above equation indicates that the large ratio of distances L/l and finite size
of a pixel on the CMOS sensor cause a relatively large uncertainty along the z-axis.
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2.2 Reconstruction of 3D position of light source

To extract the positions of projected particles (X(i, j), Y(i, j)) from the elemental
image array, a subtraction technique is applied together with the color and profile
thresholds. Background image is subtracted from obtained experimental image to
reduce background noises such as the reflection of the laser light from the wall of
the vacuum vessel. Then, the color space of the subtracted image is converted
from RGB to “Lab” scale [28]. To obtain bright pixels colored with irradiating laser
from the image, the threshold values of “L” and “a,” which depend on the experi-
mental configurations, were considered. For example, by analyzing the dust exper-
iment shown in the Section 3.3 (see Figure 9), pixels with “L” values greater than
110 out of 255 and “a” values less than 110 out of 255 are used. Filtering with the
geometrical features of the luminance distribution patch on pixels was also applied
to detect the positions of dust particles from noise. The luminance centroid of
each luminance distribution patch was estimated, and it was treated as the position
of the particle.

Using the observed elemental image array, the 3D image of particle distribution
is reconstructed in the computer. The light path arriving at the point (pz, qz) on a
virtual observation plane located on z from a point (X(i, j), Y(i, j)) corresponding to
(i, j)th lens on the elemental image array is calculated with ray tracing according to
geometrical information, such as distance from lens array to detector and focal
length of lenses. If the thin lens approximation can be applied, (pz, qz) on giving z is
easily calculated as

pz ¼ �
X i;jð Þ � X i;jð Þ

center

� �
� z

l
þ X i;jð Þ

center (10)

qz ¼ �
Y i;jð Þ � Y i;jð Þ

center

� �
� z

l
þ Y i;jð Þ

center (11)

where X i;jð Þ
center;Y

i;jð Þ
center

� �
is the center of the (i, j)th lens.

Luminosity I(x, y, z) of 3D light-field is estimated as a summation of light
intensity I0(X(i, j), Y(i, j)) over all (i, j)th lenses [25, 29, 30] as

I x; y; zð Þ ¼
P

i
P

jI
0 X i;jð Þ;Y i;jð Þ� �

G i;jð Þ X i;jð Þ;Y i;jð Þ� �
cos 2α=r2

P
i
P

jG i;jð Þ X i;jð Þ;Y i;jð Þ� � , (12)

where r is the distance between (X(i, j), Y(i, j)) and the position (x, y, z) and α is
the angle between the optical axis and the incident ray. G(i, j) is a function indicating
whether (i, j)th lenslet exists in a field of view or not defined as

G i;jð Þ ¼
1, if X;Yð Þ∈ lenslet

0, otherwise

�
(13)

A target light source should locate on where I(x, y, z) shows the extremal value
with respect to z, i.e., at convergent points of the rays. To detect the positions of
dust particles, therefore, the virtual observation plane, indicated as E and E0 in
Figure 1, is scanned along z-axis.
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0, otherwise

�
(13)

A target light source should locate on where I(x, y, z) shows the extremal value
with respect to z, i.e., at convergent points of the rays. To detect the positions of
dust particles, therefore, the virtual observation plane, indicated as E and E0 in
Figure 1, is scanned along z-axis.
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3. Experimental setup and results

3.1 Estimation of measurement parameters for a dusty plasma experiment

In order to determine the parameters of multi-convex lens array for a dusty
plasma experiment, we adjusted the side of the imaging area and L to be approxi-
mately 5 and 80 mm, respectively. The commercial, standard reflex camera (D810,
Nikon) was applied as the CMOS sensor. The sensor has dimensions of 36� 24 mm2

and h = 1/205 mm. Due to the geometrical limit of the camera D810, the distance l
must be more than 65 mm. Rays are projected onto the CMOS sensor directly after
passing through the lens array. Subsequently, F is estimated as 35 mm from Eq. (1).
The number n of lenses is inversely proportional to p and to the size of a lens.
Because of the increased number of tracing rays, an increase in n increases the
resolution; however, the number of pixels illuminated by each lens decreases. For a
lens array including (nx, ny) = 9 � 6 lenses, p is led as 2.2 mm and the D810 camera
has 818 � 818 square pixels for each lens. The imaging area for the plane perpen-
dicular to the z-axis lies between y1 = �2.5 mm and y2 = 2.423 mm, as estimated
from Eqs. (4) and (5). The area of the measurable plane is a function of the position
z of virtual plane, and it is maximized to be approximately 24 mm2 at z = 80 mm.
Regarding the z-axis, the imaging area lies between z1 = 143 mm and z2 = 55 mm, as
estimated from Eqs. (6) and (7). Table 1 shows the parameters of the designed
multi-convex lens array and those of the recording system.

A picture of the designed lens array using acrylic plastic is shown in Figure 4.
The rim around the periphery facilitates the holding of the array. Figure 5 shows a
sample image obtained with the designed lens array system. The object appears as a
single green circle with �1 mm of diameter which is located on z = 80 mm.

3.2 Reconstruction of known target light sources

Developed recording and reconstruction system has been tested using target
light sources located on known positions. In this test experiment, the typical expo-
sure time of the camera is 1/400 s. The elemental image array obtained with the
system was stored in a computer as 10 bits of data. In addition to the position (X(i, j),
Y(i, j)) of the particles identified in each elemental images, the intensity I0(X(i, j),
Y(i, j)) for each particle is recorded as well. Then I(x, y, z) on a virtual observation
plane located on z is calculated according to Eq. (12). The position of the maxima of
the brightness of the light-field I(x, y, z) determines the z, which represents the
depth of particles. After calibrating the apparent pixel sizes on the images to the real

Parameter Value

F 35 mm (convex)

nx � ny 9 � 6

Size of a lens 2.2 � 2.2 mm2

Pixels per lens 818 � 818 pixels

l ≥65 mm

Working area on x�y plane at z = 80 mm �24 mm2

Working range of z from lens array 55–143 mm

Table 1.
Parameters of multi-convex lens array and the recording system for dusty plasma experiment with the CMOS
camera D810.
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Figure 5.
Sample image obtained with the designed lens array system. Single green circles are recorded as 9 � 6 circles on
the CMOS sensor.

Figure 4.
Photograph of the designed lens array. It includes 9� 6 convex spherical lenses with rectangular boundaries. All
lenses have the same F value of 35 mm [26].

Figure 6.
Top view of reconstruction result for the test data. The target and reconstructed data are indicated by open
squares and closed circles, respectively [26].
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Figure 5.
Sample image obtained with the designed lens array system. Single green circles are recorded as 9 � 6 circles on
the CMOS sensor.

Figure 4.
Photograph of the designed lens array. It includes 9� 6 convex spherical lenses with rectangular boundaries. All
lenses have the same F value of 35 mm [26].

Figure 6.
Top view of reconstruction result for the test data. The target and reconstructed data are indicated by open
squares and closed circles, respectively [26].
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scales of the dust particle cloud, the absolute (x, y, z) coordinates can be deter-
mined.

In Figure 6, the 3D positions of the known target and reconstructed particles are
marked by open squares and closed circles, respectively. In this test experiment, the
optical axis is set along the z-axis, the multi-convex lens array is located at z = 0, and
l is set to be 77 mm. Mechanical setting errors cause 30 μm of the error bars for the
target data points. The error bars of the reconstructed data points are determined
according to the pixel dimensions of the recording system. From Eqs. (8) and (9),
the uncertainties for the x- (y-) and z-directions are estimated as �6 and 108 μm,
respectively. The relative error between the positions of the target and
reconstructed data fits into the known range. Therefore it is concluded that the
developed recording and reconstruction system works well in the range of dusty
plasma experiment.

3.3 Apply to dusty plasma experiment

Finally, the developed system is applied to a dusty plasma comprising
monodiverse polymer spheres (diameter = 6.5 μm) floating in a horizontal, parallel-
plate RF plasma. Figures 7 and 8 show a photograph and schematic of the experi-
mental setup. A piezoelectric vibrator is contained in an RF electrode as the injector
of fine particles into a plasma. A grounded counter electrode is positioned at the
upper side of the 13.56-MHz-powered electrode at the distance of 14 mm. Fine
particles levitate in the plasma generated between the electrodes. A solid-state laser,
which radiates light of 532 nm in wavelength, 4 mm in diameter, and �10 mW in
radiation power, was used in our experiment to observe fine particles in the plasma
using scattered laser light.

The lens array and the CMOS sensor were located at a side port of the chamber
with a distance of l = 65 mm to obtain the elemental image array. An enlarged

Figure 7.
A photograph of experimental setup. Plasma is generated inside of an octagonal pillar shape chamber shown
in the center of the figure. Designed lens array is located between the chamber, and the camera is shown in
right-hand side of the figure.
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experimentally obtained elemental image array from above experimental device is
shown in Figure 9. This figure shows roughly 3 � 2 elements out of the 9 � 6
elements captured by the CMOS camera. Each image element is recorded with
approximately 818 � 818 square pixels on the sensor. Scattered light from the dust
particles levitating in the RF plasma appears as green dots, and slightly different
elemental images result from parallax differences. As shown in Figure 9, only five
dust particles floated in the plasma in this experiment. They oscillated vertically in
the field of view and did not form any ordered array. The 3D positions of particles
determined from Figure 9 are shown in Table 2 and Figure 10. Note that the z-axis
is along the optical axis and value of z is the distance from the lens array.
Figure 10(a) shows a bird’s-eye view of the reconstructed distribution. Green dots
indicate the 3D positions of the levitating dusts, and cross symbols indicate the
projected position on the x�y plane with z = 90 mm. The x�y distribution of dust
particles in Figure 10(c) agrees with the observed configuration of dust particles in
Figure 9. From the reconstructed image, we can recognize that particles are

Figure 8.
Schematic of experimental setup (not to scale). (A) 13.56 MHz RF source, (B) dust source, (C and C0)
powered and grounded electrode respectively, (D) illuminating laser (10 mW at 532 nm), (E) dust particles in
plasma, (F) lens array, (G) CMOS sensor.

Figure 9.
Roughly 3 � 2 elements are enlarged from experimentally obtained array of 54 elemental images after
subtraction of a background image. The green dots indicate the presence of dust particles. Each image element is
recorded with approximately 818 � 818 square pixels [26].
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elements captured by the CMOS camera. Each image element is recorded with
approximately 818 � 818 square pixels on the sensor. Scattered light from the dust
particles levitating in the RF plasma appears as green dots, and slightly different
elemental images result from parallax differences. As shown in Figure 9, only five
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determined from Figure 9 are shown in Table 2 and Figure 10. Note that the z-axis
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projected position on the x�y plane with z = 90 mm. The x�y distribution of dust
particles in Figure 10(c) agrees with the observed configuration of dust particles in
Figure 9. From the reconstructed image, we can recognize that particles are
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Schematic of experimental setup (not to scale). (A) 13.56 MHz RF source, (B) dust source, (C and C0)
powered and grounded electrode respectively, (D) illuminating laser (10 mW at 532 nm), (E) dust particles in
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Figure 9.
Roughly 3 � 2 elements are enlarged from experimentally obtained array of 54 elemental images after
subtraction of a background image. The green dots indicate the presence of dust particles. Each image element is
recorded with approximately 818 � 818 square pixels [26].
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randomly distributed between z = 88.4 and 89.8 mm, which are the distance from the
lens array. The mean distance among particles is estimated approximately 780 μm.

4. Expected future of the integral photography technique for plasma
measurement

The integral photography technique has great potential of versatile applications
for plasma measurement. With the help of Mie-scattering ellipsometry technique
[31, 32], it would bring information about the size of particles in addition to six-
dimensional information about position and velocity. Combined with intrinsic
fluorescence spectroscopy [33], specification of dust’s materials will be available not
only for standard polymer but also for unusual target such as microorganisms
[34, 35]. Moreover, deconvolution techniques [36, 37] will extend the integral
photography to determine 3D distribution of spatially continuous light sources [38].
3D information of bremsstrahlung emissivity distribution should be obtained

x y z

�0.4226 0.7535 88.542

�0.2322 0.2773 88.950

0.1896 0.4043 89.676

0.3075 0.3272 88.860

0.6975 0.1367 89.540

Table 2.
x, y, and z coordinates in mm of each particle, as determined from Figure 9.

FIgure 10.
(a) Bird’s-eye view. Cross symbols indicate projected position of the x�y plane with z = 90 mm. (b) Projection
of the x�z plane. (c) Projection of the x�y plane. Each panel shows the reconstructed positions of the levitating
particles, as obtained from Figure 9. Dust are randomly distributed between z = 88.4 and 89.8 mm, which are
the distance from the lens array [26].
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with pinhole ultraviolet or soft X-ray detector [39–41], instead of lenslet array for
visible light.

It is still unclear how many dust particles can be counted by the system using the
integral photography technique because many parameters trade off against each
other. Well-designed optical and recording systems are required to identify the 3D
positions for a large number of particles. The defocusing effect of objects is another
considerable problem. The effect makes the positions of objects on sensor difficult
to identify, and uncertainties in the reconstructed image may increase. In order to
avoid such a problem, some commercial light-field cameras mount different F lens
arrays simultaneously. Moreover, subpixel analyses, modern particle detection,
and interpolation algorithms would enable the achievement of enhanced
accuracy [42, 43].

5. Conclusions

The integral photography technique is useful for 3D observation of dusty
plasmas. This technique has an advantage in which instantaneous 3D information of
objects can be estimated from a single-exposure picture obtained from a single
viewing port. The principle of integral photography technique and its analytical
method has been explained in detail. A design of a light-field camera for dusty
plasma experiments has been reported. The important parameters of the system,
dependences of the size of the imaging area, and the spatial resolution on the
number of lenses, pitch, and focal length of the lens array are calculated. Then, the
recording and reconstruction system has been tested with target particles located on
known positions and found that it works well in the range of dusty plasma experi-
ment. By applying the integral photography technique to the obtained experimental
image array, the 3D positions of dust particles floating in an RF plasma are
identified.
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Chapter 6

Dusty Plasmas in Supercritical 
Carbon Dioxide
Yasuhito Matsubayashi, Noritaka Sakakibara,  
Tsuyohito Ito and Kazuo Terashima

Abstract

Dusty plasmas, which are systems comprising plasmas and dust particles, have 
emerged in various fields such as astrophysics and semiconductor processes. The 
fine particles possibly form ordered structures, namely, plasma crystals, which have 
been extensively studied as a model to observe statistical phenomena. However, the 
structures of the plasma crystals in ground-based experiments are two-dimensional 
(2D) because of the anisotropy induced by gravity. Microgravity experiments suc-
cessfully provided opportunities to observe the novel phenomena hidden by gravity. 
The dusty plasmas generated in supercritical fluids (SCFs) are proposed herein as 
a means for realizing a pseudo-microgravity environment for plasma crystals. SCF 
has a high and controllable density; therefore, the particles in SCF can experience 
pseudo-microgravity conditions with the aid of buoyancy. In this chapter, a study 
on the particle charging and the formation of the plasma crystals in supercritical 
CO2, the realization of a pseudo-microgravity environment, and the outlook for the 
dusty plasmas in SCF are introduced. Our studies on dusty plasmas in SCF not only 
provide the pseudo-microgravity conditions but also open a novel field of strongly 
coupled plasmas because of the properties of media.

Keywords: plasma crystal, supercritical fluid, pseudo-microgravity, surface dielectric 
barrier discharge, dusty plasmas in dense fluids

1. Introduction

The dynamics of statistical phenomena, such as phase transitions and wave 
propagation, and kinetic phenomena, such as the motion of dislocations in a 
crystal, are difficult to observe because atoms are too small. For a long time, many 
models have been developed that imitate crystal structures and can be observed 
with an optical microscope. For example, in 1947, Bragg, who established X-ray 
diffraction, and Nye reported the bubble model to understand the dynamics of 
dislocations [1]. The most extensively studied system is probably a charged particle 
system. For example, colloidal crystals, ordered structures of microparticles in 
colloidal dispersion, were developed [2]. Colloidal crystals have been studied not 
only as a model of crystal structure but also for application to optical materials [3]. 
Interparticle distances are close to the wavelength of visible light, which results in 
opalescence.

Dusty plasmas or fine particle plasmas, a system composed of dust particles and 
plasmas, have also been extensively studied as a model of crystal structure. In 1986, 
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Ikezi theoretically predicted that microparticles (diameter, 0.3–30 μm) embedded 
in a commonly used plasma processing possibly form an ordered structure or plasma 
crystal [4]. Microparticles inside the plasma become negatively charged because of 
the higher mobility of electrons. The charged particles exert a repulsive Coulombic 
force on each other. Plasma crystals can be formed when the interparticle electro-
static potential exceeds the kinetic energy of particles. A good measure for the for-
mation of plasma crystals is a Coulomb coupling parameter Γ. Γ is defined as a ratio 
of the electrostatic potential energy to the kinetic energy of particles. The plasma 
with Γ > 1 is defined as a strongly coupled plasma [5], and Monte Carlo simulation 
suggests that an ordered structure can be formed when Γ > 170 [6].

In 1994, three independent groups simultaneously reported the experimental 
observation of plasma crystals [7–9]. However, these crystal structures were 
strongly affected by gravity. Because the electric field in a plasma sheath can com-
pensate for gravity, the structure of plasma crystals can be maintained in a sheath 
region. Such compression in a direction of gravitational force gives plasma crystals a 
two-dimensional (2D) structure. To eliminate the gravitational anisotropy, micro-
gravity experiments using the International Space Station and a sounding rocket 
have been conducted and provided three-dimensional (3D) plasma crystals [10]. 
The 3D plasma crystals in microgravity experiments show some new phenomena, 
such as an unexpected void structure and various crystal structures (fcc, bcc, and 
hcp) [11]. Such microgravity experiments give promising results; however, they 
are time-consuming and costly. To overcome the time and cost issues, a ground-
based “microgravity” experiment is greatly needed. Previously, several concepts 
have been proposed. Applying thermophoretic force was reported as an effective 
approach to cancel gravity [12, 13]. The shell structure of dust particles, “Coulomb 
balls,” was found. Another approach is the magnetic field. It was reported that the 
magnetic field applied on super-paramagnetic particles can compensate for the 
gravity [14]. In the case of colloidal dispersion, gravity affects the crystal structures 
in a similar manner. Microgravity experiments were conducted as is for dusty 
plasmas, which revealed that the crystal structure under microgravity is basically 
random stacking of hexagonally close-packed planes alone and suggested that fcc, 
which is often observed in ground-based experiments, is induced by gravity [15]. 
Buoyancy is employed to compensate for gravity in ground-based experiments [16]. 
Buoyancy can be tuned by changing the ratio of H2O and D2O; the density of media 
can be matched to that of microparticles.

In the present study, buoyancy in supercritical fluids (SCFs) is proposed as a 
means for compensating for gravity in dusty plasmas. SCF is a state of matter whose 
temperature and pressure exceed those of the critical point (Tc, Pc), as described 
in Figure 1. The critical point is the end point of the vapor pressure curve, above 
which it is impossible to distinguish whether the phase is gas or liquid, and the 
phase is defined as SCF. SCF has liquid-like solubility, high density, and gas-like 
low viscosity. Owing to such unique properties, SCF has been applied to fabrication 
processes of such materials as aerogels and nanoparticles [17]. The critical tem-
perature Tc varies with molecules. CO2 and Xe are frequently used as SCF media, 
because they have Tc near room temperature, 304 and 290 K, respectively. The 
critical pressure Pc of each medium is 7.38 and 5.84 MPa, respectively; therefore, 
temperature control by a water cooling/heating system, and the application of 
pressure by a pump can provide SCF states of CO2 and Xe. The properties of SCF 
that are significant for the application to dusty plasmas are density and viscosity. 
Figure 2a shows the dependence of the density of CO2, Xe, and typical liquid (H2O 
and ethanol) on pressure. The temperatures of Xe and CO2 are their own Tc, and 
those of water and ethanol are set to room temperature (293 K). The densities of 
H2O and ethanol show little change against pressure. Meanwhile, those of CO2 and 
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Xe successively increase with increasing pressure and reach or exceed those of typi-
cal liquids above Pc, where they become SCF. This means that controllable buoyancy 
can be applied to microparticles in SCF, which possibly results in the realization 
of pseudo-microgravity conditions for dusty plasmas. Figure 2b shows the depen-
dence of the viscosity of each medium on pressure. Despite the large density of SCF, 
the viscosities are only one-tenth those of typical liquids. Therefore, microparticles 
in SCF experience little viscous drag, which delays reaching a condition of thermal 
equilibrium, as is observed in colloidal dispersion [18]. Therefore, SCFs are consid-
ered to be attractive media suitable for the generation of dusty plasmas in a pseudo-
microgravity condition.

The generation of nonthermal plasmas in SCF is challenging, because the pres-
sure is so high that applying higher voltage is necessary based on Paschen’s law. The 
discharge plasmas in SCFs have been successfully generated by employing elec-
trodes with a gap on the order of micrometers [19]. The possibilities of the plasmas 
in SCF for application to carbon nanomaterial syntheses and unique phenomena, 
such as a large decrease of breakdown voltage near the critical point, were shown 
[20]. For application to the generation of dusty plasmas, surface dielectric barrier 
discharge (DBD) in the field-emitting regime was employed [21]. The breakdown 
voltages of CO2 for the discharges in the “standard regime,” in which electrons are 

Figure 1. 
T-P phase diagram of a matter focusing around the critical point.

Figure 2. 
Dependences of the density (a) and the viscosity (b) of Xe, CO2, H2O, and ethanol on pressure: the 
temperatures of the former two and the latter two are set to their own Tc and room temperature (293 K), 
respectively (the values were obtained from the NIST database [25]).
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equilibrium, as is observed in colloidal dispersion [18]. Therefore, SCFs are consid-
ered to be attractive media suitable for the generation of dusty plasmas in a pseudo-
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The generation of nonthermal plasmas in SCF is challenging, because the pres-
sure is so high that applying higher voltage is necessary based on Paschen’s law. The 
discharge plasmas in SCFs have been successfully generated by employing elec-
trodes with a gap on the order of micrometers [19]. The possibilities of the plasmas 
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Figure 1. 
T-P phase diagram of a matter focusing around the critical point.

Figure 2. 
Dependences of the density (a) and the viscosity (b) of Xe, CO2, H2O, and ethanol on pressure: the 
temperatures of the former two and the latter two are set to their own Tc and room temperature (293 K), 
respectively (the values were obtained from the NIST database [25]).
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dominantly provided by ionizations, increase with increasing pressure, while it 
was found that field emission plays a major role in generating discharges under 
high pressure, which results in discharges with breakdown voltages as low as 
2 kV. The surface DBD in the field-emitting regime is considered to be suitable for 
the generation of dusty plasmas in SCF, because the discharge with such low break-
down voltages possibly generates less heat and causes less damage to microparticles 
and electrodes.

In this chapter, a study on dusty plasmas in supercritical CO2 (scCO2) is intro-
duced. In Section 2, the first report on the generation of dusty plasmas in SCF, on 
the formation of plasma crystals in scCO2, and on the estimation of the particle 
charges is described [22]. Section 3 covers the realization of a pseudo-microgravity 
environment for dusty plasmas in scCO2 and the 3D arrangement of particles [23]. 
In Section 4, the outlook for dusty plasmas in SCF, which includes the further appli-
cations of pseudo-microgravity conditions and the comparisons with other strongly 
coupled plasmas, is briefly discussed.

2. Motion of particles in dusty plasmas generated in scCO2

The particle motion in dusty plasmas generated in scCO2 was analyzed. The 
particles were electrically charged by the surface DBD in the field-emitting regime 
and showed the formation of an ordered structure above the electrodes. The 
analysis of the equation of motion revealed that the charge of a particle was on the 
order of −104 to −105e C (e: elementary charge). The kinetic energy of a particle 
was estimated by recording the motion with a high-speed camera. The estimated 
Coulomb coupling parameter was 102–104, from which the formation of strongly 
coupled plasmas was confirmed.

2.1 Experimental approach

Figure 3 shows a schematic diagram of the experimental setup for the genera-
tion of the dusty plasmas in scCO2. As shown in Figure 3a, CO2 pressurized by a 
high-pressure pump with a cooling circuit was introduced into the high-pressure 
chamber. The temperature inside the chamber was controlled by a water cooling/
heating system. The temperature and pressure of CO2 were 304.1–305.8 K and 
0.10–8.33 MPa, respectively, which includes gaseous, liquid, and SCF states of 
CO2. High voltages of up to 10 kVp-p with a frequency of 0.1–10 kHz were applied 
to the electrode. The microparticles (divinylbenzene resin; diameter, 30.0 μm; 
density, 1.19 g cm−3) were placed on the etched region of the electrodes before 
applying voltages. The density of the particles was larger than that of CO2 in 
this experimental condition; therefore, a pseudo-microgravity condition could 
not be achieved. The interest of this study is the charging and the motion of 
the particles in scCO2. The motion of microparticles was observed by an optical 
microscope through a sapphire window under light-emitting diode (LED) illu-
mination, as shown in Figure 3b. The high-speed camera was employed for the 
detection of the fast motion with frame rates up to 1000 fps. The motion in the 
direction of gravitational force was observed through a mirror. Figure 3c shows 
the detailed structure of the electrodes. The upper, powered electrode consists 
of a Cu film deposited on polyimide film, etched in a linear fashion, and closed 
by Ag pastes to confine particles. This rectangular region is referred to as the 
“etched region.” The thicknesses of the Cu films and polyimide films were 30 and 
20 μm, respectively. Ag paste was deposited on the reverse side and connected to 
the grounded chamber.
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2.2 Generation of dusty plasmas in scCO2

Figure 4 shows photos of the electrodes and the plasmas generated with them 
without microparticles placed. Figure 4a shows photos of the electrodes whose 
etching width was 670 μm. Figure 4b shows the plasmas generated in scCO2 in 
the field-emitting regime. The red luminescence is consistent with the previous 
optical emission spectroscopy measurement, which suggests that this is induced 
by electron-neutral bremsstrahlung [24]. Figure 4c shows the plasmas generated 
at atmospheric pressure in the standard regime, whose luminescence was blue or 
white, which might be derived from atomic emission.

In the experiments with particles, the particles in the etched region of the 
electrodes started to move intensely near the electrode surface when the voltage of 
~3.0 kVp-p with a frequency of 10 kHz was applied, while many particles adhered 
to the Cu film and the Ag pastes, as shown in Figure 5. The moving particles were 
possibly electrically charged and accelerated by the AC electric field. When the 
frequency was decreased to 1 kHz, several particles floated above the electrodes, 
as shown Figure 6. Figure 6a shows the top view, where it is confirmed that the 

Figure 3. 
Schematic of the experimental setup for the generation of the dusty plasmas in scCO2: (a) top view, (b) side 
view, and (c) the electrodes (adapted from [22], © IOP Publishing Ltd., all rights reserved).

Figure 4. 
Images of electrodes (a), surface DBD in field-emitting regime in scCO2 (b), and in standard-regime in CO2 at 
1 atm (c) (adapted from [22], © IOP Publishing Ltd., all rights reserved).
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particles aligned at the center of the etched region. The particles showed motion 
along the electrode edge, whose direction is indicated in Figure 6a. Figure 6b 
shows the side view. The particles were levitated at a height of 500 μm or more 
above the electrode surface. These phenomena could be observed in the condition 
of high-pressure gaseous, liquid, and supercritical CO2. It was considered that the 
particles levitated after the applied frequency was lowered, because the particles 
are likely to follow the AC electric fields with lower frequency, which is discussed 
in detail later.

2.3 Numerical simulations of the particle motion

The equation of motion of charged particles in scCO2 shown below was numeri-
cally solved:

  m    d   2  z _ 
d  t   2 

     =   − mg + 𝜌𝜌Vg − k   dz _ dt   + QE (z)  sin 2𝜋𝜋ft  (1)

where m is the particle mass, z is the height of the particle from the electrode 
surface, t is the time, g is the gravitational constant, ρ is the mass density of CO2, V 
is the volume of the particle, k = 6πηr is the viscous drag coefficient, η is the viscos-
ity of CO2 and was obtained from the NIST database [25], r is the radius of the par-
ticle, Q is the particle charge, E(z) is the electric field along z, and f is the applied 
frequency. E(z) was obtained from the derivative of the electric potential calculated 
with the finite-element method using freely available software [26]. Figure 7 shows 
the contour map of the electric potential near the electrodes with an applied voltage 
of 5 kV. Here, z is defined as the opposite direction of the gravitational force so that 
z = 0 corresponds to the electrode surface (the surface of the polyimide film in the 
etched region); x and y are defined as the direction parallel to the electrode surface, 
as indicated in Figure 6. Figure 7 is the cross-sectional view of the electrodes in 

Figure 5. 
Image of the particles moving near the electrode surface.
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the x-z-plane, and it is assumed for the calculation that the y-direction is infinitely 
extended. The position of interest is x = 0, where the particles aligned in the experi-
ments. Figure 8 shows the electric field along the z-direction E(z) at x = 0. However 
the applied voltage is large, the absolute value of E(z) is the highest at the electrode 
surface, and E(z) becomes 0 at a certain height from the electrode surface, above 
which its sign becomes inverted.

The time evolution of the height from the electrode surface of the charged 
particle is shown in Figure 9. The condition is scCO2, where the pressure is 
8.07 MPa, temperature is 305.8 K, density is 0.641 g cm−3, product of particle 
charge and peak voltage QU is 1.5 × 105e C kV, and applied frequency is 1.0 kHz. 

Figure 6. 
Images of particles aligned above the electrodes: (a) top view and (b) side view (adapted from [22], © IOP 
Publishing Ltd., all rights reserved).

Figure 7. 
Contour map of the calculated electric potential near the electrodes with the applied voltage of 5 kV (adapted 
from [22], © IOP Publishing Ltd., all rights reserved).
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Three types of initial condition were tried for the calculation. The first one 
was the particle on the electrode surface (z = 0), the second was the particle at 
the potential valley (Ez = 0), and the last was the particle staying far from the 
electrode surface (z = 3 mm). Whichever initial condition was used, the particle 
settled at a certain z after enough time passed. Figure 10 shows the magnified 
graph of the particle position with the initial condition z = 0. The particle moves 
upward very rapidly and reaches the maximum height within 10 ms. After that, 
it moves downward and settles at z between 650 and 660 μm. The inset shows the 
particle motion after the settlement. The particle shows oscillation with an ampli-
tude of 5 μm and a period of 1 ms. The frequency of this oscillation corresponds 
to the applied AC frequency. This oscillation is too small and fast to visualize in 
the scale of Figure 9.

2.4 Estimation of charge and coulomb coupling parameter

The equilibrium positions of the particle were plotted against the product 
of the particle charge and the applied peak voltage QU for each AC frequency, 
as shown in Figure 11. The condition is the same as the calculation shown in 
Figure 9 except for QU. The error bars indicate the oscillation amplitudes. The 
equilibrium height increases with increasing QU and lowering the AC frequency. 
A higher QU means stronger electric fields applied on the particle. The particle 
is likely to follow the AC field with a lower frequency, which is also confirmed 
by the fact that the oscillation amplitudes are larger for the lower frequency. 
The experimental result that the particles levitated after the lowering of the AC 
frequency can be explained by this analysis. The plots in Figure 11 have important 
implications for the particle charge. In fact, the particle charges can be estimated 
from the measured height of the particle from the electrode surface. The range of 
the particle charge estimated from the experimental results was on the order of 
(104–105)e C. The particle charge is reported to be (1–3) × 103e C with the orbital 
motion limited theory [27], (103–105)e C with the analysis of particle motion [28], 
and on the order of 106e C with Faraday cup measurement [29]. Therefore, the 
estimated particle charge is considered to be of a reasonable order. These analyses 
lack the information on the sign of the particle charges, although it is a common 
understanding that particles in a discharge plasma get negatively charged because 

Figure 8. 
Electric field along z-direction for each applied voltage at x = 0, which is indicated by the dotted line in 
Figure 7 (adapted from [22], © IOP Publishing Ltd., all rights reserved).
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of the higher mobility of electrons. Therefore, DC offset was applied to clarify 
the sign. Figure 12 shows the changes of the particle positions with DC offset. 
When negative bias was applied, the particle moved downward. Meanwhile, the 
particle moved upward with the positive offset. This behavior is consistent with 
the numerical simulation results for the negatively charged particle, as shown 
Figure 13. The average position of the particle is 820 μm with the applied offset of 
+50 V and 656 μm without offset. It is considered that the particles get negatively 
charged by the discharges in scCO2 because of the flux of the electrons emitted 
from the electrodes by field emission.

The kinetic energy of a particle was estimated with high-speed imaging. The 
motion along the y-direction is shown in Figure 6a. The movie was recorded with 
a frame rate of 125 fps and a duration of 3.848 s. Figure 6a is captured from this 
movie. The velocities of three particles were in the range of (1.4–2.1) × 102 μm s−1, 

Figure 9. 
Calculated time evolution of the height of charged particle for each initial position (adapted from [22], © IOP 
Publishing Ltd., all rights reserved).

Figure 10. 
Magnified graph of Figure 9 for the initial position of electrode surface (data adapted from [22]).
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a frame rate of 125 fps and a duration of 3.848 s. Figure 6a is captured from this 
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from which the kinetic energy was (1.8–4.5) × 104 K. Assuming that the interpar-
ticle distance was 700 mm and the particle charges were −(104–105)e C, this system 
had a Coulomb coupling parameter on the order of 102–104 and is considered to be a 
strongly coupled plasma.

To the authors’ knowledge, this is the first report on the formation of strongly 
coupled dusty plasmas in a dense medium. Almost all the reports employ RF plas-
mas in a vacuum to generate dusty plasmas. There are a few reports on the strongly 
coupled dusty plasmas generated in thermal plasmas under atmospheric pressure, 
where CeO2 particles get positively charged by the thermal emission of electrons 
[30]. No other studies on the generation of dusty plasmas in a dense medium, such 
as high-pressure gas, liquid, and SCF, have been reported. Furthermore, this study 
is the first report on the formation of plasma crystals using DBD. Conventional 
plasma crystals have been formed in DC or RF glow discharge with metallic elec-
trodes. DBD, which is usually employed for generating low-temperature plasmas 
under relatively high pressure, such as atmospheric-pressure plasmas, has not been 
used for plasma crystals up to now.

Figure 12. 
Change in the height of the particle by applying DC offset.

Figure 11. 
Equilibrium position of the particle against the product of particle charge and applied peak voltage QU (© 
IOP Publishing Ltd., all rights reserved).
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3. Pseudo-microgravity environment for dusty plasmas in scCO2

The charging of particles by discharge in scCO2 was clarified, and the particle 
charges were successfully estimated, as shown in the previous section. However, 
the microparticles used in Section 2 were so heavy that the pseudo-microgravity 
environment was hardly realized. In this section, lighter resin particles were used. 
Compensation for gravitational force by buoyancy was confirmed by controlling 
the balance between gravitational force and buoyancy, suggesting the formation of 
a microgravity environment for dusty plasmas in scCO2. The formation behavior 
was analyzed by the estimation of the Coulomb coupling parameter.

3.1 Experimental approach

The experimental setup and the simulation method were basically the same as in 
Section 2. The width of the etched region of the upper electrodes was 2.7 mm. The 
particles employed were lighter. Their mass density was 0.5 g cm−3. The experimen-
tal conditions were mg > ρVg for condition (a); mg ~ ρVg for conditions (b), (c), 
and (d); and mg < ρVg for condition (e) as shown in Figure 14. The density of CO2 
for each condition is shown in Figure 14. The temperature was set to 31.7–32.1°C, 
slightly higher than the critical temperature of CO2 (31.1°C). Condition (a) has a 
pressure of 6.92 MPa, where CO2 is gaseous, and its density is lower than that of the 
particle. CO2 is a supercritical condition in conditions (b), (c), (d), and (e).

3.2 Generation of dusty plasmas in scCO2 with varying density of media

As in the previous section, several particles got levitated and trapped above 
the electrodes after the AC frequency was decreased. The applied AC voltage was 
5 kVp-p, and the frequency was initially 10 kHz and decreased to 155 Hz. Figure 15i 
is the side view of the particle arrangement with condition (a). The particles formed 
a single-layer structure. However, when the CO2 density was controlled in condition 
(c), particles were arranged in the gravitational direction, as shown in Figure 15ii. 
The particles were also arranged in the x-y (horizontal)-plane, as shown in 
Figure 16, which confirmed the 3D arrangement of particles resulting from the 

Figure 13. 
Time evolution of the height of the particle with and without DC offset (© IOP Publishing Ltd., all rights 
reserved).
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Figure 12. 
Change in the height of the particle by applying DC offset.

Figure 11. 
Equilibrium position of the particle against the product of particle charge and applied peak voltage QU (© 
IOP Publishing Ltd., all rights reserved).

105

Dusty Plasmas in Supercritical Carbon Dioxide
DOI: http://dx.doi.org/10.5772/intechopen.88768

3. Pseudo-microgravity environment for dusty plasmas in scCO2
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pressure of 6.92 MPa, where CO2 is gaseous, and its density is lower than that of the 
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Figure 13. 
Time evolution of the height of the particle with and without DC offset (© IOP Publishing Ltd., all rights 
reserved).
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compensation of the gravity. It was observed that some particles exchanged their 
positions with their neighbors. Furthermore, the structure is not periodic—in other 
words, it is liquid-like. The particles formed a single- or double-layer structure 
with condition (e), as shown in Figure 15iii. Of all the experimental conditions, 
3D structures were formed in the pseudo-microgravity conditions (b), (c), and 
(d). The window of the density of CO2 for the formation of 3D plasma crystals was 
found to be ±0.2 g cm−3 compared with that of the particles.

The particles showed oscillation in the gravitational direction with a frequency 
equal to the applied AC frequency. In condition (c), the particles staying above and 
below the dashed line indicated in Figure 15ii showed oscillations antiphase to each 
other, the amplitudes of which were 20 and 60 μm, respectively.

3.3 Numerical simulations for pseudo-microgravity condition

To analyze the motion of a particle in the experimental conditions, Eq. (1), 
explained in the previous section, was applied. The initial position of the particle was 
set to z = 0. The particle charge was assumed to be −7 × 104e C based on the results 
explained in the previous section. Figure 17 shows the calculated time evolution of 
a particle for each density of CO2. The particle starts to move upward after t = 0 and 
reaches a steady height in all conditions. The inset shows the magnified graph with the 
particles staying at a steady position. The steady height increases with increasing CO2 
density and approaches the position where the electric field is zero at any time with 
ρVg approaching mg. Additionally, the particles oscillate with applied AC frequency. 
The oscillation amplitude was smaller when mg = ρVg than in any other condition.

3.4 Estimation of Coulomb coupling parameter

For the estimation of the Coulomb coupling parameter, the kinetic energies of 
both the oscillation and thermal motion of the particles were taken into consider-
ation, instead of the thermal energy. The latter was assumed to be the same as the 
temperature of the chamber because of the small heat generation in the surface 
DBD in the field-emitting regime [24]. The oscillation energy was calculated as 
mA2(2πf)2/2 on the supposition that the oscillation is harmonic, where A is the 

Figure 14. 
Dependence of CO2 density on pressure: the density of the particle is indicated by the red broken line, and the 
experimental conditions (a)–(e) are plotted (reprinted from [23], with the permission of AIP Publishing).
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oscillation amplitude of a particle. The dependence of the oscillation amplitude 
on CO2 density is shown in Figure 18a. The amplitude has the minimum value 
when mg = ρVg, as suggested in Figure 17. The calculated oscillation energy was 
in the range of 9.4 × 10−24–3.4 × 10−15 J, while the thermal random motion energy 

Figure 15. 
Side view of the trapped particles above the electrodes with the condition of mg > ρVg (i), mg = ρVg (ii), and 
mg < ρVg (iii) (reprinted from [23], with the permission of AIP Publishing).

Figure 16. 
Top view of the trapped particles with the condition of mg = ρVg (reprinted from [23], with the permission of 
AIP Publishing).
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was 4.2 × 10−21 J. The particle charge and the interparticle distance are assumed to 
be −7 × 104e C and 250 μm, respectively. Figure 18b shows the dependence of the 
Coulomb coupling parameter on CO2 density. The coupling parameter shows the 
maximum value when mg = ρVg because of the suppression of the oscillation energy. 
The coupling parameter is possibly enhanced with the aid of the gravity compensa-
tion by buoyancy. The calculated Coulomb coupling parameter for condition (c), 
which is the closest to the condition with mg = ρVg in this study, is less than the pre-
viously reported criterion for the transition from liquid to solid (Γ > 170) [31–33], 
which is consistent with the observation of liquid-like behavior.

Figure 18. 
Dependence of the amplitude of the oscillation of the particle (a) and the Coulomb coupling parameter  
(b) (reprinted from [23], with the permission of AIP Publishing).

Figure 17. 
Calculated time evolution of the height of the particle with each CO2 density (reprinted from [23], with the 
permission of AIP Publishing).
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4. Outlook for dusty plasmas in SCF

4.1 Pseudo-microgravity condition

The pseudo-microgravity conditions for dusty plasmas provide the opportunity 
to study collective phenomena without any anisotropy. Figure 19 summarizes this 
study and shows its further application, as discussed below. Microgravity experi-
ments using huge, expensive pieces of apparatus, such as a space station, largely 
limit the number of experimental trials. Therefore, some exciting discoveries have 
been possibly missed.

One of the unexplored phenomena is the rotation of a particle on its own axis, 
which was suggested by Sato at a workshop held at Tohoku University in 2014 [34]. 
Before going into details, the similarity between dusty plasma physics and solid-state 
physics should be considered. It is useful for finding novel phenomena in dusty 
plasmas to learn from solid-state physics. The idea of plasma crystals is similar to 
that of strongly correlated electron systems in a solid. In commonly used plasmas, 
ions and electrons have a large kinetic energy (=0.01–1 eV) and small interparticle 
electrostatic energy owing to small particle charge and large interparticle distance 
(low number density), which results in a very small Coulomb coupling parameter. 
Therefore, strongly coupled plasmas (Γ > 1) can hardly be realized. The introduction 
of dust particles changes that situation. The particles collect many electrons and 
have a large electric charge. In addition, they have a large mass to prevent accelera-
tion and small kinetic energy, which results in a large Coulomb coupling parameter 
and possible realization of strongly coupled plasmas. Meanwhile, electron-electron 
interaction has great importance in the field of solid-state physics. The conducting 
electrons in a simple metal, such as Cu and Al, have no or weak interactions between 
electrons and can move freely. Some transition metal oxides and rare-earth oxides 
possibly show the localization of electrons and insulating behavior because of large 
electrostatic repulsion between electrons, even if they have a partially filled electron 
band in a simple band picture. The so-called Mott insulator shows various phenom-
ena, such as a metal-insulator transition, magnetic transition, and superconducting 
transition with or without applying temperature change, chemical doping, and so 
on. Mott insulators have been one of the most extensively studied subjects [35]. 
There seem to be similarities between dusty plasmas and a strongly correlated elec-
tron system, given that, in both cases, novel ordered phases appear with strengthen-
ing of the interactions, which was considered to be ignorable. Some of the exciting 
phenomena observed in a strongly correlated electron system possibly emerge in 
dusty plasmas in a similar manner.

One of the examples might be the rotation of a particle on its own axis, which is 
like the spin of an electron. The positions of particles in dusty plasmas have been 
successfully tracked; however, there are no reports on their rotation to the authors’ 
knowledge. It may be difficult to observe because the particle size is small (several 
tens of micrometers at largest). Larger particles are likely to sink because they are 
heavy. However, particle size does not matter in microgravity experiments. Using 
millimeter-sized particles possibly reveals the details of particle motion. The 
pseudo-microgravity condition can also make experiments with larger particles 
possible, because particle size does not matter so long as the density of the media is 
matched to that of the particle.

The applicability of heavier particles in microgravity experiments provides 
opportunities to use functional oxide or metal particles. Many studies on dusty 
plasmas employ resin particles, which possess no notable functional proper-
ties except for lightness. Using functional particles might make dusty plasmas 
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functional: susceptible to a magnetic field using magnetic particles [36], photo-
catalytic using photocatalyst particles, and so on. Such functional dusty plasmas 
are attractive as a functional fluid whose flow and reactivity can be controlled 
by a magnetic field or light irradiation. In addition, functional particles, such as 
magnetic or ferroelectric ones, are expected to show the interparticle interaction via 
such properties. Such interaction yields intentionally introduced anisotropy, which 
possibly causes the emergence of the crystal structures that still have not been 
observed in dusty plasmas or novel phase transitions.

4.2 Dusty plasmas in dense media

Another aspect of dusty plasmas in SCF is a density of media higher than in 
dusty plasmas in vacuum and lower than or comparable to that in colloidal disper-
sion. In colloidal dispersion, interparticle interaction is mediated via solvent flow, 
unlike in the case of dusty plasmas, where particles interact directly with each other 
via electrostatic force. Dusty plasmas in SCF are considered to be placed at the 
transient region, as shown in Figure 20. Changes of the mode of the interactions 
might be observable in dusty plasmas in SCF.

In this study, the existence of electrons and ions in the region of trapped particles 
and their screening effects were ignored. That region is somewhat far from surface 

Figure 20. 
Interparticle interaction modes in dusty plasmas in vacuum, colloidal dispersion, and the transient region, 
dusty plasmas in SCF.

Figure 19. 
Overview and further application of this study.
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DBD; therefore, there seem to be few electrons and ions when SCF is taken as a 
high-pressure gas, because their lifetime is too short under high pressure owing to 
frequent collisions. However, SCF also has a liquid-like characteristic. Solvated ions in 
a liquid have a long lifetime, and it was reported that electrons generated by discharge 
plasmas can be solvated [37]. The lifetime of ions and electrons in SCF is possibly so 
long that they can reach where the particles stay. The behaviors of the electrons and 
ions in plasmas generated in SCF are still not fully understood. Further analysis of the 
interparticle interaction in dusty plasmas in SCF could serve as a probe to clarify it.

5. Conclusion

Plasma crystals, realized in dusty plasmas, provide opportunities to study 
statistical phenomena and lattice dynamics in a crystal. However, in ground-based 
experiments, gravity imposes a large anisotropy on plasma crystals, which results 
in their 2D structure. This study on the dusty plasmas in SCF aimed at overcoming 
the problems caused by gravity that hinder research on dusty plasmas. The particles 
were successfully electrically charged by the surface DBD in scCO2. The estimation 
of the particle charge and the analysis of the particle motion confirmed the forma-
tion of strongly coupled plasmas. With the density of scCO2 matched to that of par-
ticles, which means a pseudo-microgravity condition for the particles, 3D-ordered 
structures were successfully formed. The pseudo-microgravity conditions provide 
opportunities to find novel phenomena and to develop functional dusty plasmas. 
In addition, the dusty plasmas in SCF can be considered as the intermediate phase 
between dusty plasmas in vacuum and colloidal dispersion. SCF is left largely unex-
plored with regard to the media for the generation of strongly coupled plasmas. Our 
pioneering works has been opening a novel field of strongly coupled plasmas.
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Tungsten Nanoparticles Produced 
by Magnetron Sputtering 
Gas Aggregation: Process 
Characterization and Particle 
Properties
Tomy Acsente, Lavinia Gabriela Carpen, Elena Matei, 
Bogdan Bita, Raluca Negrea, Elodie Bernard, 
Christian Grisolia and Gheorghe Dinescu

Abstract

Tungsten and tungsten nanoparticles are involved in a series of processes, in 
nanotechnology, metallurgy, and fusion technology. Apart from chemical methods, 
nanoparticle synthesis by plasma offers advantages as good control of size, shape, 
and surface chemistry. The plasma methods are also environmentally friendly. In 
this chapter, we present aspects related to the magnetron sputtering gas aggrega-
tion (MSGA) process applied to synthesis of tungsten nanoparticles, with size in 
the range of tens to hundreds of nanometers. We present the MSGA process and its 
peculiarities in the case of tungsten nanoparticle synthesis. The properties of the 
obtained particles with a focus on the influence of the process parameters over the 
particle production rate, their size, morphology, and structure are discussed. To 
the end, we emphasize the utility of such particles for assessing the environmental 
and biological impacts in case of using tungsten as wall material in thermonuclear 
fusion reactors.

Keywords: tungsten, nanoparticles, gas aggregation, nanoparticle synthesis, 
tungsten nanoparticle properties, fusion technology, toxicology of nanoparticles, 
tritium retention

1. Introduction

1.1 Tungsten nanoparticles: their applications and methods for their synthesis

Tungsten (named also as Wolfram—W) is a material presenting extreme physi-
cal and chemical properties, with applications in diverse domains, starting from 
common life up to high technology. First commercial applications of W started at 
the beginning of twentieth century when it was used for lighting bulb filaments and 
in steel alloys. Soon, the domain of applications of W widened, and today it is used 
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in many fields like lighting, metallurgy, electronics, aviation, medicine, weapons, 
and so on. An extended description of W properties and applications may be found 
in literature [1, 2].

Tungsten is also considered to be used as wall material for nuclear fusion reac-
tors, being considered “the best, if not the only, material to withstand the extraor-
dinary operating conditions in a nuclear fusion reactor divertor” [1]. The divertor is 
situated at the bottom part of the reactor and it is responsible for extraction (during 
the reactor operation) of the heat and ash produced by the fusion reaction. The 
heat flux in this region is expected to be in between 10 and 20 MW/m2 [3] in the 
International Thermonuclear Experimental Reactor (ITER), leading to local tem-
peratures exceeding 1300°C [4]. Considering the high melting point of W (3422°C), 
it was selected as material for covering the divertor region in the current design of 
ITER [5, 6]. Additional properties of W supporting this application of W are: its 
high thermal conductivity (for removal of heat), low thermal expansion coefficient 
and low Young modulus (for minimizing the mechanical stresses) and low sputter-
ing yield (for keeping low contamination of the plasma) [1]. Still, the dust generated 
due to plasma wall interaction may have critical effects on the functioning of the 
reactor, leading to: (i) cooling of the fusion plasma [7], (ii) accumulation of the 
fuel in the dust and thus generating possible radioactive safety issues [8] and (iii) 
biological safety issues regarding dust spreading in case of nuclear accidents such 
as loss of vacuum accidents [9]. Tests over these effects may be performed using W 
particles (dust, with dimension starting from nanometric and up to micron range 
[10, 11]). In addition, tungsten nanoparticles (W NPs) are used in different techno-
logical fields, among them being mentioned sintering metallurgy [12], biomedical 
applications [13] and also microelectronic [14] and spintronic applications [15]. 
Also, nanoparticles of W oxide (WO3) have applications including gas sensing [16], 
photocatalysis (including pollutant degradation [17] and water splitting [18]).

W nanoparticles may be obtained in different ways, which are mentioned 
bellow. Currently in literature are mentioned various methods for producing W 
NPs, using different types of chemical and physical processes like: chemical [19] 
or solvothermal decomposition [20] of W based compounds, mechanical milling 
[21], vaporization of W precursors in thermal plasma [22], metallic wires explosion 
[23], laser ablation in liquids [24, 25], growth of W dust in sputtering discharges 
(i.e. complex plasmas) [26, 27], and by magnetron sputtering combined with gas 
aggregation (MSGA) [28, 29].

In this chapter, we will focus on the MSGA as method applied for synthesis of W 
nanoparticles. MSGA method is based on condensation in an inert gas flow of the 
supersaturated metallic vapors obtained from a magnetron discharge. It was first 
proposed in 1980’s and it was aimed to growth “strongly adhering thin films formed on 
room-temperature substrates” by bombarding the substrate with energetic clusters; 
the method was first named “energetic cluster impact” by the authors [30]. This 
synthesis method was not found feasible for industrial thin films deposition, due 
to low efficiency of the process [31, 32]. Despite of this, it is applied to the moment 
by many research groups for synthesis of metallic nanoparticles (Ag, Cu, Fe, Cr, Ti, 
etc.) [33, 34], polymers [35] or even more complex types of structures (like bime-
tallic [36] or core-shell [37] nanoparticles) because, compared with other synthesis 
methods, MSGA has several advantages. Thus, the cluster sources based on MSGA 
are compatible with vacuum processes, are used in numerous technologies [38], are 
well controlled, and the obtained samples present a high chemical purity.

W NPs obtained by MSGA were reported for the first time by us in [28]. Further 
works were related to studies regarding tritium absorption and retention [39, 40] 
in this material and W NP cytotoxicity [41–43]. These experiments will be also 
presented briefly in this chapter.
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1.2 Structure of the chapter

After the short Introduction presented above, the chapter continues with a short 
section mentioning the basic aspects of the process. Then, a typical system used 
for synthesis of nanoparticles, particularized in the case of Tungsten is discussed. 
We point out on the experimental system geometry and on the most important 
experimental parameters. These include the chemical nature of the working gas, 
the values of the electrical power applied to the discharge, and the thickness of 
the target. We present two characteristics, important for any material synthesis 
process: the deposition rate and the dimension of the deposit on the substrate. 
Thus, we point out on the decrease (down to near zero) of the synthesis rate in time 
(tens of minutes) if only Ar is used as working gas. The method for increasing and 
 stabilizing the synthesis rate is also presented.

One of the sections is devoted to the properties of synthesized materials, respec-
tively of the W NPs (including their morphology, size, and structure), obtained at 
various working parameters. Herewith, the effect of residual gases, and H2 addition 
in the discharge over the nanoparticles morphology are emphasized.

Finally, we briefly describe some applications of the W NPs, namely those 
related to fusion technology and to cytotoxicity evaluation.

2.  Formation of particles during magnetron sputtering and gas 
aggregation

In the field of material physics, clusters are defined as small, multi-atoms 
objects; if their dimension is in between 0 and 100 nm, they are named as nanopar-
ticles. One of the physical methods for atomic clusters (or nanoparticles) synthesis 
is gas aggregation. This is a bottom-up method and consists in condensation of a 
supersaturated vapor (obtained from the material of interest) in a flow of cold inert 
gas. The supersaturated vapor atmosphere is obtained by different methods, includ-
ing: thermal evaporation, laser ablation, magnetron plasma sputtering, etc. All 
these techniques are feasible to be implemented for metals with relative low melting 
and evaporation points [32]. It is obviously that for W, possessing the highest melt-
ing (3422°C) and evaporation points (5930°C) from all metals, only laser ablation 
and magnetron plasma sputtering are feasible to be implemented. This work 
presents the results obtained using a magnetron sputtering based cluster source.

By sputtering, atoms are obtained from a solid target due to its bombardment 
with ions produced in plasma; the presence of the magnetic field crossed with the 
electrical one (typical for magnetron sputtering devices) leads to a high rate of 
atoms production; more details regarding magnetron sputtering technique may be 
found elsewhere [44, 45].

Formation of clusters/nanoparticles is described detailed in different textbooks 
[32, 46]; for the sake of clarity, we will present this process briefly here. Thus, syn-
thesis of clusters can be considered to take place in two successive steps: nucleation 
and growth. Nucleation may be defined as the process by which embryos of a stable 
phase are formed in a surrounding thermodynamically metastable phase [46, 47]. 
In MSGA source, the metastable phase consists of a supersaturated vapor of metal 
particles, which is obtained due to the decrease of the temperature of the sputtered 
atoms when they depart from the target. Interaction between the supersaturated 
vapor of metal (Me) with the colder buffer gas (Ar) leads to nucleation of metal 
particles, this process being described in the term of a three-body process Eq. (1):

  Me + Me + Ar → Me − Me + Ar   (1)
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  Me + Me + Ar → Me − Me + Ar   (1)
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where the inert gas atom (Ar) takes the excess of energy resulting from the 
Me–Me dimer formation; the dimers Me–Me are the embryos for the further growth 
of the nanoparticles. In MSGA process, the nucleation is usually homogeneous, 
appearing spontaneously and randomly, without preferential sites of nucleation. 
In contrast, in some situations, the Me–Me dimers are not stable in plasma and the 
nucleation is dependent on the presence of an external factor, like a reactive gas in a 
well-defined amount. For example, this situation is encountered during synthesis of 
Ti or Co nanoparticles by MSGA. Apparition of the nucleation sites is conditioned 
in this situation by the presence of small amounts of reactive gases (O2, respective 
N2) mixed with Ar [48]. Also, we observed that nucleation of W nanoparticles is 
dependent on the presence of H2 mixed with Ar in the cluster source. In contrast, 
nucleation of Cu nanoparticles in MSGA is not dependent on the presence of any 
reactive gases, their nucleation appearing in sole Ar, and being practically not 
influenced by the presence of O2 in discharge [49].

Briefly, the steps of nanoparticles formation and growth are the following ones 
[46, 47]. After the formation of the initial embryos, further growth takes place 
by four main processes: attachment of the atoms (or condensation), coagulation, 
coalescence and aggregation. During the first process, the number of the atoms from 
a cluster increases due to attachment of supplementary metal atoms; the supple-
mentary energy gained due to bonds formation is dissipated during the collisions 
between the growing clusters with the buffer gas atoms. The second type of pro-
cesses (coagulation) happens when two clusters (each containing n and respective m 
atoms) are unified, forming a larger cluster (containing n + m atoms). This process is 
similar to the formation of a liquid drop following the contact of two smaller liquid 
drops. The third type of processes (coalescence), takes place when the supersatura-
tion degree is low and it consist in growth of larger clusters by atom attachment, 
while the smallest ones evaporate. Finally, during aggregation, two clusters come in 
contact without modification of each one shape, forming a larger cluster.

3. Experimental

3.1 Experimental setup

A typical magnetron sputtering gas aggregation (MSGA) system for production 
of nanoparticles is presented schematically in Figure 1. It consists of a cluster source 

Figure 1. 
Schematic of the MSGA experimental system used for nanoparticles synthesis.
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ending with an aperture, attached to a high vacuum chamber similar with those 
used for thin film deposition. The enclosure of the cluster source is a cylindrical 
stainless steel tube with water cooled walls; a magnetron sputtering gun is mounted 
axially in it, with the target facing the exit aperture. The nanoparticles synthesis 
takes place in the space between them (see Figure 1). The working gas (an inert gas 
used in sputtering, usually Ar) enters in the system through the cluster source and it 
is evacuated by a vacuum pumping system attached to the deposition chamber.

Due to its small diameter (typically a few millimeters), the exit aperture 
presents a small gas flow conductance, resulting in development of a differential 
pressure between the cluster source and the deposition chamber. As a consequence, 
the nanoparticles obtained in the aggregation space of the cluster source are ejected 
in the deposition chamber, where they are collected on the substrate.

The properties of the nanoparticles obtained by MSGA depend on the process 
parameters (pressure, applied power, working gas type, etc.) and on the geometri-
cal characteristics of the cluster source (including the distance between the target 
and the nozzle, and the nozzle diameter) [32]. In the present study, we considered 
a part of these parameters, and we report on the effects of changing the RF power, 
target thickness and nature of admixed gases.

3.2 Materials and characterization methods

The nanoparticles presented herein were obtained from circular W targets 
with 99.95% purity. Their diameter is of 2 inches while two thicknesses were used 
(6 and 3 mm).

The low-pressure Torus TM2 (Kurt Lesker Co.) was adapted in laboratory for 
use in the high pressure range (tens of Pa). The plasma discharge was sustained by a 
RF (13.56 MHz) power generator (model Comet CITO PLUS 1000 W) paired with 
a corresponding matching box (model Comet AGS 1000 W). The RF generator was 
operated either in continuous wave mode or in pulsed mode.

The process gas was Ar or a mixture of Ar with different other gases (H2, O2, 
water vapors), the pressure of the working gas being of 80 Pa in cluster source 
(0.5 Pa in the deposition chamber).

The exit aperture of the MSGA cluster source was 2.5 mm while the aggrega-
tion length was 5 cm for all studies presented here. The generated nanoparticles 
were collected on two types of substrates: monocrystalline Si substrates chips and 
microscope slides.

The deposited nanoparticles were investigated as regarding their material 
properties as follows.

The morphology was investigated by scanning electron microscopy (SEM), 
using an EVO 50XVP Zeiss device equipped with LaB6 electron gun operating at 
20 kV. The nanoparticles microstructure was analyzed by high resolution transmis-
sion electron microscopy (HRTEM), using a Cs probe-corrected atomic resolution 
analytical electron microscope JEOL JEM-ARM 200F, operated at 200 kV.

The crystalline structure of the deposited samples was investigated by X-ray dif-
fraction (XRD) using a PANalytical X’Pert PRO MRD diffractometer (wavelength 
CuK-α 0.15418 nm) equipped with a point sensitive fast detector (PIXcel) operated 
in Bragg–Brentano geometry.

3.3 Deposition rate: shape of the deposit on the substrate

The experiments of W NPs synthesis by MSGA were reported for first time by us 
[28, 29] using as working gas sole Ar. These were performed using RF power in both 
continuous wave (60 W [28] and 100 W [29]) and in rectangular pulsed mode [29] 
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ending with an aperture, attached to a high vacuum chamber similar with those 
used for thin film deposition. The enclosure of the cluster source is a cylindrical 
stainless steel tube with water cooled walls; a magnetron sputtering gun is mounted 
axially in it, with the target facing the exit aperture. The nanoparticles synthesis 
takes place in the space between them (see Figure 1). The working gas (an inert gas 
used in sputtering, usually Ar) enters in the system through the cluster source and it 
is evacuated by a vacuum pumping system attached to the deposition chamber.

Due to its small diameter (typically a few millimeters), the exit aperture 
presents a small gas flow conductance, resulting in development of a differential 
pressure between the cluster source and the deposition chamber. As a consequence, 
the nanoparticles obtained in the aggregation space of the cluster source are ejected 
in the deposition chamber, where they are collected on the substrate.

The properties of the nanoparticles obtained by MSGA depend on the process 
parameters (pressure, applied power, working gas type, etc.) and on the geometri-
cal characteristics of the cluster source (including the distance between the target 
and the nozzle, and the nozzle diameter) [32]. In the present study, we considered 
a part of these parameters, and we report on the effects of changing the RF power, 
target thickness and nature of admixed gases.

3.2 Materials and characterization methods

The nanoparticles presented herein were obtained from circular W targets 
with 99.95% purity. Their diameter is of 2 inches while two thicknesses were used 
(6 and 3 mm).

The low-pressure Torus TM2 (Kurt Lesker Co.) was adapted in laboratory for 
use in the high pressure range (tens of Pa). The plasma discharge was sustained by a 
RF (13.56 MHz) power generator (model Comet CITO PLUS 1000 W) paired with 
a corresponding matching box (model Comet AGS 1000 W). The RF generator was 
operated either in continuous wave mode or in pulsed mode.

The process gas was Ar or a mixture of Ar with different other gases (H2, O2, 
water vapors), the pressure of the working gas being of 80 Pa in cluster source 
(0.5 Pa in the deposition chamber).

The exit aperture of the MSGA cluster source was 2.5 mm while the aggrega-
tion length was 5 cm for all studies presented here. The generated nanoparticles 
were collected on two types of substrates: monocrystalline Si substrates chips and 
microscope slides.

The deposited nanoparticles were investigated as regarding their material 
properties as follows.

The morphology was investigated by scanning electron microscopy (SEM), 
using an EVO 50XVP Zeiss device equipped with LaB6 electron gun operating at 
20 kV. The nanoparticles microstructure was analyzed by high resolution transmis-
sion electron microscopy (HRTEM), using a Cs probe-corrected atomic resolution 
analytical electron microscope JEOL JEM-ARM 200F, operated at 200 kV.

The crystalline structure of the deposited samples was investigated by X-ray dif-
fraction (XRD) using a PANalytical X’Pert PRO MRD diffractometer (wavelength 
CuK-α 0.15418 nm) equipped with a point sensitive fast detector (PIXcel) operated 
in Bragg–Brentano geometry.

3.3 Deposition rate: shape of the deposit on the substrate

The experiments of W NPs synthesis by MSGA were reported for first time by us 
[28, 29] using as working gas sole Ar. These were performed using RF power in both 
continuous wave (60 W [28] and 100 W [29]) and in rectangular pulsed mode [29] 



Progress in Fine Particle Plasmas

122

(RF power was switched ON/OFF at intervals of 200 ms, duty cycle 50%, the 
maximum RF power being 120 W and the minimum one being zero, i.e. an average 
value of 60 W). The other experimental parameters were kept constant.

The deposition rate was evaluated by weighting the substrates before and after 
deposition. Despite of different values of electrical power applied to the discharge, 
we observed similar deposition rates, around 5 mg/h. On the other hand, we 
observed a gradual decrease of the deposition rate in time.

Figure 2a presents the image of a substrate (microscope slide), which was 
periodically translated vertically in front of the exit aperture, after 5 min deposi-
tion. The substrate was positioned at dNS = 2.5 cm distance from the exit aperture. 
We can observe the decrease of the spot diameters, from around 1 cm at the process 
beginning (see the lower spot, at t = 0, in Figure 2a) down to few millimeters after 
20 min (see the upper spot in the same figure). This fact proves that the deposition 
rate decreased down to near zero after a finite time duration. Still, after breaking 
the vacuum and exposing the target for few hours to the ambient atmosphere the W 
NPs process takes place again. A similar decrease of the deposition rate was reported 
in [48] during synthesis of Ti and Co nanoparticles using the MSGA technique. For 
these materials, it was proved that the generation of nucleation sites is conditioned 
by the presence of small amounts of reactive gases (O2 for Ti, respective N2 for Co) 
mixed with Ar in the aggregation chamber. Similarly, we identified by trials that 
mixing Ar (5 sccm) with a small amount of H2 (0.7 sccm) revitalizes the synthesis 
process, leading to continuously deposition of W NPs at an average rate of 50 mg/h.

The nanoparticles are ejected from the cluster source as a conical beam, result-
ing that the diameter of the deposit formed on the substrate is dependent on the 
substrate position in respect to the exit aperture of the cluster source. For example, 
placing the substrate at a distance of 27 cm in respect to the nozzle, the deposited 
material extends over a spot area of 5 cm spot diameter (see Figure 2b) in case of 
using a mixture Ar/H2. Thus, modifying the substrate position in the deposition 
chamber, the diameter of the deposited spot may be modified from 1 cm up to 
5 cm, as it is described by Figure 2c. This aspect is important for applications where 
particles distributed over large areas are in demand.

3.4  Morphology and structure of the nanoparticles: effect of the RF power 
applied to discharge on the particles properties

The results presented in this section were obtained using only Ar as working gas, 
at a mass flow rate of 5 sccm; the corresponding pressures in the aggregation and 

Figure 2. 
(a) Time evolution of the W NPs deposit when only Ar is used as working gas; (b) example of a deposition 
performed in mixture Ar + H2, the substrate being placed at a distance of 27 cm from the nozzle; (c) dimension 
of the W NP deposits over the position of the substrate (using Ar + H2 mixture).
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deposition chambers being 80 Pa, respective 0.5 Pa. A 6 mm thick target was used, 
the tangential magnetic field at the target surface being of 100 mT.

Plasma was generated either in continuous, either in pulsed power mode, as 
follows:

• continuous wave operation mode, applying 60 W and 80 W RF power 
to the discharge;

• pulsed wave operation mode, with a medium power of 60 W (Pmax = 120 W, 
Pmin = 0 W, the pulsing durations being tON = tOFF = 200 ms).

No significant modification of the W NPs synthesis rate was observed when the 
RF power value was increased (in continuous mode) or was pulsed. Instead of this, 
the obtained nanoparticles present totally different material properties.

SEM images of the deposited nanoparticles are presented in Figure 3a 
(PRF = 60 W), Figure 4a (PRF = 100 W) and Figure 5a (pulsed mode). At first 
glance, it is obviously that the morphology of the nanoparticles is dependent on the 
power applied to the discharge. Thus, on the sample deposited at 60 W (Figure 3a) 
can be observed both individual nanoparticles (of around 70 nm in diameter) and 
agglomerations of such nanoparticles. These agglomerations are most probably to 
appear inside the aggregation chamber, being promoted by electrostatic attrac-
tion of the nanoparticles [50]. Increasing the applied RF power up to 100 W the 
nanoparticles shape changes to concave hexapods (Figure 4a), with dimension in 
between 80 and 200 nm. In pulsed mode, the nanoparticles are round and on the 
sample can be observed (Figure 5a) two classes of nanoparticles: faceted ones, 
with dimension between 40 and 80 nm (higher number) and flower like ones with 
dimension in between 80 and 100 nm (smaller number).

The nanoparticle shapes are highlighted by the low magnification TEM images 
presented in Figure 6a (PRF = 60 W), Figure 7a (PRF = 100 W) and Figure 8a 
(pulsed mode). Supplementary, TEM images reveal that nanoparticles deposited 
in continuous wave mode present a dendritic growth, their branches evolving in 
flower like (Figure 6a, PRF = 60 W) or star like pattern (Figure 7a, PRF = 100 W). 
TEM images of faceted nanoparticles obtained in pulsed mode present projections 
containing 8 or 6 sides, suggesting a cube-octahedral geometry for these nanopar-
ticles (see the inset image in Figure 8a) [51].

The XRD patterns recorded on the deposited samples are presented in 
Figure 3b (PRF = 60 W), Figure 4b (PRF = 100 W) and Figure 5b (pulsed mode). 
The peaks from these diffraction patterns show the presence in the sample of the 

Figure 3. 
SEM image (a) and the XRD pattern (b) of the W NPs deposited at 60 W applied to discharge.
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(RF power was switched ON/OFF at intervals of 200 ms, duty cycle 50%, the 
maximum RF power being 120 W and the minimum one being zero, i.e. an average 
value of 60 W). The other experimental parameters were kept constant.

The deposition rate was evaluated by weighting the substrates before and after 
deposition. Despite of different values of electrical power applied to the discharge, 
we observed similar deposition rates, around 5 mg/h. On the other hand, we 
observed a gradual decrease of the deposition rate in time.

Figure 2a presents the image of a substrate (microscope slide), which was 
periodically translated vertically in front of the exit aperture, after 5 min deposi-
tion. The substrate was positioned at dNS = 2.5 cm distance from the exit aperture. 
We can observe the decrease of the spot diameters, from around 1 cm at the process 
beginning (see the lower spot, at t = 0, in Figure 2a) down to few millimeters after 
20 min (see the upper spot in the same figure). This fact proves that the deposition 
rate decreased down to near zero after a finite time duration. Still, after breaking 
the vacuum and exposing the target for few hours to the ambient atmosphere the W 
NPs process takes place again. A similar decrease of the deposition rate was reported 
in [48] during synthesis of Ti and Co nanoparticles using the MSGA technique. For 
these materials, it was proved that the generation of nucleation sites is conditioned 
by the presence of small amounts of reactive gases (O2 for Ti, respective N2 for Co) 
mixed with Ar in the aggregation chamber. Similarly, we identified by trials that 
mixing Ar (5 sccm) with a small amount of H2 (0.7 sccm) revitalizes the synthesis 
process, leading to continuously deposition of W NPs at an average rate of 50 mg/h.

The nanoparticles are ejected from the cluster source as a conical beam, result-
ing that the diameter of the deposit formed on the substrate is dependent on the 
substrate position in respect to the exit aperture of the cluster source. For example, 
placing the substrate at a distance of 27 cm in respect to the nozzle, the deposited 
material extends over a spot area of 5 cm spot diameter (see Figure 2b) in case of 
using a mixture Ar/H2. Thus, modifying the substrate position in the deposition 
chamber, the diameter of the deposited spot may be modified from 1 cm up to 
5 cm, as it is described by Figure 2c. This aspect is important for applications where 
particles distributed over large areas are in demand.

3.4  Morphology and structure of the nanoparticles: effect of the RF power 
applied to discharge on the particles properties

The results presented in this section were obtained using only Ar as working gas, 
at a mass flow rate of 5 sccm; the corresponding pressures in the aggregation and 
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(a) Time evolution of the W NPs deposit when only Ar is used as working gas; (b) example of a deposition 
performed in mixture Ar + H2, the substrate being placed at a distance of 27 cm from the nozzle; (c) dimension 
of the W NP deposits over the position of the substrate (using Ar + H2 mixture).
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deposition chambers being 80 Pa, respective 0.5 Pa. A 6 mm thick target was used, 
the tangential magnetic field at the target surface being of 100 mT.

Plasma was generated either in continuous, either in pulsed power mode, as 
follows:

• continuous wave operation mode, applying 60 W and 80 W RF power 
to the discharge;

• pulsed wave operation mode, with a medium power of 60 W (Pmax = 120 W, 
Pmin = 0 W, the pulsing durations being tON = tOFF = 200 ms).

No significant modification of the W NPs synthesis rate was observed when the 
RF power value was increased (in continuous mode) or was pulsed. Instead of this, 
the obtained nanoparticles present totally different material properties.

SEM images of the deposited nanoparticles are presented in Figure 3a 
(PRF = 60 W), Figure 4a (PRF = 100 W) and Figure 5a (pulsed mode). At first 
glance, it is obviously that the morphology of the nanoparticles is dependent on the 
power applied to the discharge. Thus, on the sample deposited at 60 W (Figure 3a) 
can be observed both individual nanoparticles (of around 70 nm in diameter) and 
agglomerations of such nanoparticles. These agglomerations are most probably to 
appear inside the aggregation chamber, being promoted by electrostatic attrac-
tion of the nanoparticles [50]. Increasing the applied RF power up to 100 W the 
nanoparticles shape changes to concave hexapods (Figure 4a), with dimension in 
between 80 and 200 nm. In pulsed mode, the nanoparticles are round and on the 
sample can be observed (Figure 5a) two classes of nanoparticles: faceted ones, 
with dimension between 40 and 80 nm (higher number) and flower like ones with 
dimension in between 80 and 100 nm (smaller number).

The nanoparticle shapes are highlighted by the low magnification TEM images 
presented in Figure 6a (PRF = 60 W), Figure 7a (PRF = 100 W) and Figure 8a 
(pulsed mode). Supplementary, TEM images reveal that nanoparticles deposited 
in continuous wave mode present a dendritic growth, their branches evolving in 
flower like (Figure 6a, PRF = 60 W) or star like pattern (Figure 7a, PRF = 100 W). 
TEM images of faceted nanoparticles obtained in pulsed mode present projections 
containing 8 or 6 sides, suggesting a cube-octahedral geometry for these nanopar-
ticles (see the inset image in Figure 8a) [51].

The XRD patterns recorded on the deposited samples are presented in 
Figure 3b (PRF = 60 W), Figure 4b (PRF = 100 W) and Figure 5b (pulsed mode). 
The peaks from these diffraction patterns show the presence in the sample of the 

Figure 3. 
SEM image (a) and the XRD pattern (b) of the W NPs deposited at 60 W applied to discharge.
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Figure 6. 
TEM (a) and HRTEM (b) images recorded on W NPs deposited at 60 W applied to discharge.

Figure 4. 
SEM image (a) and the XRD pattern (b) of the W NPs deposited at 100 W applied to discharge.

Figure 5. 
SEM image (a) and the XRD pattern (b) of the W NPs deposited using pulsed RF power.
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body-centered cubic lattice (bcc) α-W (JCPDS 04-0806) and of the simple cubic 
A15 lattice, corresponding to metastable β-W phase (JCPDS 47-1319). It is interest-
ing to note that the α-W phase is dominant in nanoflower samples (Figure 3b) 
while the β-W one in the nano hexapod samples (Figure 4b); on the other hand, 
the samples deposited with pulsed RF power present similar contributions from 
the both α-W and β-W phases. A remarkable result is the observation that the β-W 
(which is usually metastable, converting rapidly to α-W even at room temperature) 
remained unchanged even after 2 years of storage in laboratory environment (more 
details can be found in [28]).

The HRTEM images recorded on the samples reveal that in the branches of the 
nanoflowers (Figure 6b) coexist regions with high order or with high disorder. This 
observation is confirmed also by the shape of the XRD peaks (with sharp peaks 
and enlarged bases, (see Figure 3b) and by the appearance of the SAED pattern 
recorded (presence of both bright spots and broad diffraction rings in the diffrac-
tion pattern; see inset in Figure 6a). On the other hand, the hexapods and cube 
octahedral present a much higher degree of crystalline order in the samples.

Indeed, the HRTEM image from Figure 7b shows well textured regions, in the 
inset of the figure being presented well-defined nanocrystallites with size of around 

Figure 7. 
TEM (a) and HRTEM (b) images recorded on W NPs deposited at 100 W applied to discharge.

Figure 8. 
TEM (a) and HRTEM images recorded on cuboctahedral W NPs (b) and on a flower like one (c), deposited 
using pulsed RF power.
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Figure 6. 
TEM (a) and HRTEM (b) images recorded on W NPs deposited at 60 W applied to discharge.

Figure 4. 
SEM image (a) and the XRD pattern (b) of the W NPs deposited at 100 W applied to discharge.

Figure 5. 
SEM image (a) and the XRD pattern (b) of the W NPs deposited using pulsed RF power.
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TEM (a) and HRTEM (b) images recorded on W NPs deposited at 100 W applied to discharge.

Figure 8. 
TEM (a) and HRTEM images recorded on cuboctahedral W NPs (b) and on a flower like one (c), deposited 
using pulsed RF power.
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5–6 nm, that form each branch. On the other hand, the cube octahedral nanoparticles 
are single nanocrystals (see Figure 8b). Also, the branches of the nanoflowers inciden-
tal observed in Figure 8a show a higher degree of order (see Figure 8c) when com-
pared with those grown at 60 W (see Figure 6b). These observations are supported 
also by the SAED patterns presented as insets in Figures 7a and 8a, both presenting 
only bright spots. Details regarding the chemical composition of the W NPs and their 
oxidation in ambient air can be found elsewhere [28, 52]. We briefly mention here that 
the amorphous layers which can be observed on the edges of the nanoparticles (see 
HRTEM images from Figures 7b and 8b) are due to post synthesis oxidation.

3.5 The effect of target thickness on the morphology of W NPs

We already mentioned that we used W targets with thicknesses of 3 mm, respec-
tive 6 mm. In fact, modifying the thickness of the targets we took into account the 
effect of the magnetron magnetic field over the nanoparticles synthesis process. 
Thus, for 6 mm targets the measured value of the tangential magnetic field at the 
target surface was 100 mT, while it was 150 mT for 3 mm targets. In this section 
we present the morphologies of the W NPs obtained with a 3 mm thick target, 
following a parametric study involving the variation of the RF power applied to 
the discharge. The working gas is Ar only. During the study the other experimental 
parameters were kept constant (identical with those used in the previous section): 
aggregation length of 5 cm, nozzle diameter of 2.5 mm, the substrate being situated 
at 2.5 cm from the nozzle. Thus, similar with previous experiments, the Ar mass 
flow rate was kept at a value of 5 sccm, while the value RF power applied to the 
discharge (in continuous wave mode) was varied in between 60 and 120 W, with 
steps of 10 W.

All the samples were deposited on Si substrates and these were further inves-
tigated by SEM. These investigations show that in general the deposited samples 
contain particles with different morphologies on the same substrate. Only two 
samples (for the applied powers of 60 and 80 W respectively) were observed to 
contain particles with the same morphology; the SEM images recorded on these 
samples are presented in Figure 9.

For 60 W RF power the nanoparticles present a nanoflower like morphol-
ogy, similar with those obtained in the same conditions with a thick target (see 
Figure 3a). Their dimension is also similar, being in between 50 and 100 nm. Still, 
we have to note that the sample of W NPs obtained with a thinner target presents a 
much lower degree of agglomeration (compare Figure 3a with Figure 9a).

Figure 9. 
SEM images recorded on substrates deposited at: (a) 60 W (nanoflowers) and (b) 80 W (multiple branches); 
Scale bar 100 nm.
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For 80 W RF power applied to discharge, the obtained particles are in fact multi-
podal nanostructures, with up to 8 emerging branches. The distance between the 
tips of two opposite branches ranges in between 350 and 400 nm, while the diam-
eter of one branch measure around 80–90 nm. These structures seem to be similar 
with hexapod nanoparticles obtained with thick W target (see Figure 4).

For the remaining samples deposited with different values of the RF power, the 
samples are not uniform in respect with the particles morphology. Examples of 
SEM images recorded on two of such samples (at 70 and 110 W) are presented in 
Figure 10. Here we can observe flower like, faceted, with sharp corners, and even 
cubic nanoparticles.

3.6  The effect of residual gases in discharge on the W NPs morphology and 
synthesis rate

As mentioned, the decrease of deposition rate down to zero in short time after 
the beginning of the MSGA process leads us to the hypothesis that nucleation of 
W NPs in MSGA may be assisted by the residual gases present in the aggregation 
chamber. For testing this hypothesis, we inserted deliberately small amounts of 
gases from the atmospheric air components in the discharge, immediately after 
the deposition ceasing for the process performed in Ar. We observed that mixing 
H2 or water vapors with Ar in the aggregation source leads to the revitalization of 
the MSGA synthesis process, leading to a continuous synthesis of W NPs, at higher 
deposition rate; it seems that O2 does not have such effect over the deposition rate. 
However, a side effect of mixing of other gases with Ar in the aggregation chamber 
is the modification of the nanoparticles morphologies.

We note that these experiments were performed in continuous wave, with a 
6 mm thick W target. Figure 11 presents SEM images recorded with different gases 
added in the discharge.

By comparing Figure 11a with Figure 3a it results that addition of H2O vapors in 
the discharge at an applied power of 60 W leads to less agglomerated particles. Apart 
from nanoflower morphology, also appear particles with sharp corners, while the 
dimension of particles increases (from up to 50–100 nm in dry Ar, up to 100–250 nm 
in humid Ar). Like we already mentioned, the synthesis rate increases significantly.

Addition of O2 in the discharge does not increase the synthesis rate, but modifies 
significantly the particles shape. This can be observed by comparing Figure 11b 
(round nanoparticles) with Figure 4a (hexapod nanoparticles). These samples 

Figure 10. 
SEM images recorded on substrates deposited at 70 W (a) and 120 W (b); each sample contains particles with 
different morphologies. Scale bar 100 nm.
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contain particles with the same morphology; the SEM images recorded on these 
samples are presented in Figure 9.

For 60 W RF power the nanoparticles present a nanoflower like morphol-
ogy, similar with those obtained in the same conditions with a thick target (see 
Figure 3a). Their dimension is also similar, being in between 50 and 100 nm. Still, 
we have to note that the sample of W NPs obtained with a thinner target presents a 
much lower degree of agglomeration (compare Figure 3a with Figure 9a).

Figure 9. 
SEM images recorded on substrates deposited at: (a) 60 W (nanoflowers) and (b) 80 W (multiple branches); 
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were deposited in similar conditions, at 100 W RF, the single difference being 
addition of a very small amount of O2 (0.03 sccm) in the main process gas (Ar, 5 
sccm). Enriching this Ar/O2 mixture with H2 (0.1 sccm) leads to further change in 
morphology, from round nanoparticles (Figure 11b) to particles presenting corners 
(Figure 11c). H2 seems to favor anisotropic growth (particles with sharp corners), 
while O2 seems to favor isotropic growth (round NPs). Therefore, addition of H2 
sustains the synthesis of W NPs and leads to the increase of deposition rate.

4.  Use of tungsten nanoparticles for toxicology studies and assessment 
of tritium retention in nuclear fusion technology

Expected power and plasma duration of future fusion devices, such as ITER, 
requires the divertor plasma-facing components (PFC) to withstand considerable 
plasma fluxes (up to 10 MW/m2 and 1023 H m−2 s−1). In this area, tungsten has been 
chosen for its good resistance to high temperature and its low plasma sputtering 
yield. However, experiments have shown that the combination of different phenom-
ena (e.g. melting of edges of PFC, material fatigue, intense particle fluxes, material 
erosion followed by accretion in the plasma edge, …), particularly during off normal 
events such as Edge Localized Modes (ELMs) or disruptions, can trigger the forma-
tion of particles. They will experience variable size, from tens of nanometers to 
hundreds of micrometers. Compared to the current tokamaks, the expected energy 
outflows are much higher in ITER. Larger quantities of dust will be produced. 
Besides, impurities in the Scrape-Off Layer (SOL), such as oxygen, metals and espe-
cially gas radiators are expected to enhance physical sputtering of the PFC materials. 
Generated particles will be hence tritiated as formed in a tritium environment.

Safety limits have been set for the inventory of tritium in the vessel (for which 
dust particles can contribute), but also for the quantity of dust to avoid explosive 
hazards. Even if dust production in present tokamaks is less important, it is of a 
major importance, in order to prepare a safe ITER operation, to investigate how 
relevant dust can store tritium. Indeed, such tritiated particles could be released in 
case of a Loss Of Vacuum Accident (LOVA) and be accidentally inhaled by ITER 
workers. Harmful consequences will depend on the dust physicochemical charac-
teristics and the inhaled dose. It is the reason why we have decided to investigate 
their potential biological toxicity. To this end, several actions are to be undertaken: 
understanding and characterizing the interaction of particles with tritium and 
studying the biological impact of these tritiated dusts on human lung cells.

As said above, the current dust tokamak production is scarce and dust relevant 
particles have to be produced. Different production methods have been approached, 
among them being MSGA, milling, and laser ablation. The properties of the 

Figure 11. 
SEM images recorded on substrates deposited with W NPs in Ar (5 sccm) mixed with different other gases:  
(a) H2O vapors (0.5%), at 60 W; (b) O2 (0.03 sccm) at 100 W and (c) O2 (0.03 sccm) + H2 (0.1 sccm) at 100 W.
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nanoparticles produced by magnetron sputtering gas aggregation are of major inter-
est. Indeed, such particles size have the size ranging from 100 to 200 nm, therefore 
present the maximum probability to escape the High Efficiency Particulate Air 
(HEPA) filters, normally used to prevent as much as possible the release of particles 
out of the vacuum chamber.

4.1 Tritium retention in tungsten dust

To study this topic, after particle production, tritiation has been undertaken 
using the usual gas loading procedure with tritium followed at the Saclay tritium 
laboratory [53]. The procedure involved various steps, like native oxide layer 
removed by reduction under hydrogen atmosphere, loading of tritium, cooling the 
sample at liquid nitrogen temperature to freeze the tritium detrapping processes, 
thus leading to tritium saturation in particles. For comparison during toxicity stud-
ies, particles are also hydrogenated in the same way than for the tritium loading. 
Particle tritium inventory is obtained by desorption and by full dissolution of the 
samples in water peroxide and liquid scintillation counting. In case of MSGA type 
of particle, it is about 5 Gbq/g. These values are two or three orders of magnitude 
higher than in massive samples, where 11.5 MBq/g were measured [39].

4.2 Cytotoxicity of tungsten nanoparticles

The study of consequences of inhaling small W particles that can reach the 
human inner lung or can come in contact with the skin, as first organ barriers, is 
of high importance. Different topics are thus addressed such as the behavior of 
particles and embedded tritium in biologic media or the in vitro toxicity of these 
tritiated particles [54]. It is worth to note that the particles are rapidly dissolved 
(less than 1 week) in different biologic media as saline solution, TRIS buffer, and 
cell culture medium lung solution. TRIS solution is usually used to prepare particle 
stock solution for in vitro studies. The consequence of the dissolution of the par-
ticles is the release of tritium into the solution. Tritium, once solubilized, will be 
removed quickly as it has been shown that tritium in tritiated water form is elimi-
nated very quickly from the human body (half-life of 10 days).

The toxicity of W particles produced by milling was evaluated on the MucilAir® 
model [55], a 3D in vitro cell model of the human airway epithelium grown on 
air-liquid-interface [42]. Epithelia were exposed to tungsten nanoparticles (triti-
ated or not) for 24 h. Thanks to the long shelf life of this model, cytotoxicity was 
studied immediately after treatment and in a kinetic mode up to 1 month after cell 
exposure to assess the reversibility of toxic effects. Acute and long-term toxicities 
were monitored by several endpoints: (1) epithelial integrity, (2) cellular metabolic 
activity, (3) pro-inflammatory response, (4) mucociliary clearance, and  
(5) morphological modifications. Transmission Electronic Microscopy (TEM) 
observations, inductively coupled plasma mass spectrometry (ICP-MS) measure-
ments and liquid scintillation were performed to determine tungsten and tritium 
lung absorption as well as intracellular accumulation. On this human lung epi-
thelium model, no significant toxicity was observed after exposure to ITER-LIKE 
particles produced by milling followed by 28-day kinetic analysis. Moreover, tritium 
transfer through the epithelial barrier was found to be limited in comparison with 
the complete transfer of tritium from tritiated water. These data provide prelimi-
nary information to biokinetic studies aimed at defining biokinetic lung models to 
establish new safety rules and radiation protection approaches.

In respect with usage of MSGA and laser ablation particles in toxicology studies, 
the behavior of cells from bronchial human-derived BEAS-2B cell line with such 
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cially gas radiators are expected to enhance physical sputtering of the PFC materials. 
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Safety limits have been set for the inventory of tritium in the vessel (for which 
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est. Indeed, such particles size have the size ranging from 100 to 200 nm, therefore 
present the maximum probability to escape the High Efficiency Particulate Air 
(HEPA) filters, normally used to prevent as much as possible the release of particles 
out of the vacuum chamber.

4.1 Tritium retention in tungsten dust

To study this topic, after particle production, tritiation has been undertaken 
using the usual gas loading procedure with tritium followed at the Saclay tritium 
laboratory [53]. The procedure involved various steps, like native oxide layer 
removed by reduction under hydrogen atmosphere, loading of tritium, cooling the 
sample at liquid nitrogen temperature to freeze the tritium detrapping processes, 
thus leading to tritium saturation in particles. For comparison during toxicity stud-
ies, particles are also hydrogenated in the same way than for the tritium loading. 
Particle tritium inventory is obtained by desorption and by full dissolution of the 
samples in water peroxide and liquid scintillation counting. In case of MSGA type 
of particle, it is about 5 Gbq/g. These values are two or three orders of magnitude 
higher than in massive samples, where 11.5 MBq/g were measured [39].
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human inner lung or can come in contact with the skin, as first organ barriers, is 
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removed quickly as it has been shown that tritium in tritiated water form is elimi-
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particles in their pristine, hydrogenated, and tritiated forms is described in [43]. 
Cell viability, cytostasis and DNA damage were evaluated by specific biological 
assays. The study concludes that long exposures (24 h) induced significant cytotox-
icity, the effect being enhanced in case of the hydrogenated particles. Epigenotoxic 
alterations were observed for both MSGA and laser ablation types of particles. Due 
to the observed oxidative dissolution of W nanoparticles in liquid media, such 
effects might be related to the presence of W6+ species in the medium.

The toxicity of MSGA tungsten nanoparticles on human skin fibroblast cells 
(BJ ATCC CRL 2522), was evaluated in [56]. Different concentrations of tungsten 
nanoparticles (1–2000 μg/mL) added in liquid medium were used. MTS colori-
metric tests and Scanning Electron Microscopy in secondary electrons (SE) and 
backscattering (BSE) operating modes were used to observe the effects. At low 
concentrations of nanoparticles in suspension, no toxic effects were observed by 
the MTS colorimetric test. However, when the nanoparticle concentration added to 
the cellular medium increases above 100 μg/mL, reaching even 1 mg/mL and 2 mg/
mL, the toxicity of tungsten nanoparticles is high. The cell morphology changed, 
in comparison with the control sample. Cells tend to become round, a sign that 
precedes their death. At a higher magnification, in BSE mode, it is noticeable that 
the nanoparticles may be internalized under the cell membrane.

5. Conclusions

This chapter describes a physical method of fabrication of nanoparticles, namely 
Magnetron Sputtering Gas Aggregation (MSGA). The advantages come from a 
clean plasma-based process which do not make use of wet chemistry, and is well 
controlled, and reproducible. The synthesis of tungsten particles was selected to 
illustrate the potential of the method. Not only those particles are promising mate-
rials for nanotechnological devices, photocatalysis, and energy storage, but envi-
ronmental and toxicological questions raised by the occurrence of tungsten dust in 
fusion experiments request answer of high importance for the scientific community 
working in the fusion energy research. The produced particles, analyzed in this 
chapter, have size in the range 100–200 nm, and have, depending of the applied 
plasma power, flower like, hexapod, or cube-octahedral morphologies. Mixture 
of these morphologies in the same sample is also possible at other parameters. The 
particles are single crystals in case of cube-octahedral morphology (pulsed applied 
power), or consists of small nanocrystallites (3–5 nm) which are assembled in a dis-
ordered manner (in nanoflowers, at PRF = 60 W), or in a much-ordered manner (in 
nanohexapods, at PRF = 100 W). The W dust consisting of such particles incorpo-
rates tritium amounts of two to three orders of magnitude higher than the massive 
tungsten material. Although limited in respect with the conditions of exposure and 
types of cells, the biological studies mentioned in the chapter indicate that the toxic 
effects should be considered in the activities involving W dust, especially at large 
concentrations of particles.
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Chapter 8

Turbulence Generation in
Inhomogeneous Magnetized
Plasma Pertaining to Damping
Effects on Wave Propagation
Ravinder Goyal and R.P. Sharma

Abstract

The damping phenomenon is studied due to the collisions of ions and neutral
particles and Landau approach on the turbulent spectra of kinetic Alfvén wave
(KAW) in magnetized plasma which is inhomogeneous as well. The localization of
waves is largely affected by inhomogeneities in plasma which are taken in trans-
verse as well as parallel directions to the ambient magnetic field. There is significant
effect of damping on the wave localization and turbulent spectra. Numerical solu-
tions of the equations governing kinetic Alfvén waves in the linear regime give the
importance of wave damping phenomena while retaining the effects of Landau
(collisionless) damping and ion-neutral collisional damping. A comparative study
of the two damping effects reveals that the Landau damping effect is more
profound under similar plasma conditions.

Keywords: kinetic Alfvén wave, inhomogeneous plasma, ion-neutral collisional
damping, Landau damping, laboratory plasma, turbulence

1. Introduction

As far as enormous space plasma phenomena like solar wind turbulence, accel-
eration of solar wind, heating of solar coronal loops, solar flares, etc. are concerned,
kinetic Alfvén wave (KAW) has a vital role to play [1]. The dispersion characteris-
tics of KAW make it distinguishable from its parent Alfvén wave [2]. When Alfvén
wave propagation develops a large value for wave number perpendicular k⊥ð Þ to
the ambient magnetic field, then it gives rise to kinetic Alfvén wave (KAW). This
mode conversion may lead to transportation of large amount of electromagnetic
energy across geomagnetic field lines [3]. In Tokamak/ITER plasma where KAW
plays an important role, the anomalous diffusion coefficient which depends upon
the turbulence level is inversely related to the confinement time. In the scenario
where the electric fields are nonstationary, this wave plays a vital role in the
phenomenon of particle acceleration [4]. The acceleration and heating [5] of plasma
particles are dependent on perpendicular wave number and is attributed to KAW
carrying finite perturbations parallel to electric field. Also, the plasma heating is
caused by dissipation of turbulence and is essential to interpret the observations of
most astronomical [6] and laboratory [7] systems. The turbulent behavior of KAW
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can be thought of as the probable mechanism to describe the magnetic fluctuations
which are observed near earth’s magnetopause [8]. The theoretical and experimen-
tal studies [9, 10] support the importance of KAW in solar wind turbulence
energy cascade and particle heating. Earth’s magnetopause is also known to have a
vital role played by KAW in the mechanism of stochastic ion heating [11]. Nykyri
et al. [12] observed the turbulent spectra in high altitude cusp and revealed that
break in observed spectra might be due to damping of obliquely propagating KAW.

In general, both space as well as laboratory plasmas incorporate various kinds
of inhomogeneities, few of these being magnetic field [13], temperature, and den-
sity perturbations. The coronal heating has been theoretically studied by Davila [14]
by assuming Alfven absorption when Alfven velocity is dependent on background
plasma density in transverse direction to ambient magnetic field. Also, the magnetic
field fluctuations due to shear Alfvén waves have been observed experimentally
[15]. The Alfven wave energy changes along radial direction have also been studied
by Vincena et al. [16]. The present work is inspired from the experimental studies
of formation of varying magnetic fields and electric fields by propagation of KAW
in inhomogeneous plasmas [17].

A comparative study of experimental results with theoretical ones [18] fully
support the launching of KAW in inhomogeneous plasma. There may be qualitative
and quantitative deviation of ideal behavior [19] of KAW from that when inhomo-
geneities or nonlinearities are introduced due to kinetic theory. Therefore, it is
always better to have understanding of magnetic fluctuations with an introduction
of Landau damping, which is considered to be an important phenomenon as far as
KAW propagation is concerned [20, 21]. Based on Landau fluid model, several
theories [5, 22–24] have been proposed regarding the propagation of magnetohy-
drodynamic waves in collisionless plasma and Alfven filamentation process due to
density channels. Taking into consideration the experimental observations by
Houshmandyar and Scime [17], Sharma et al. [25] have studied the effect of Landau
damping on KAW propagation in inhomogeneous magnetized plasma and have
concluded that there is considerable damping effect on wave propagation due to
phenomenologically incorporated Landau damping factor.

The damping refers to gradual decrease in wave intensity and wave amplitude.
Not only collisionless damping (like Landau damping) but collisional damping also
plays an important role in wave energy decay phenomenon and hence marks its role
in Tokamak/ITER fusion plasma processing. The electron-neutral and ion-neutral
damping is dominant in scrape-off region of these fusion plasma devices where
energy transportation of wave takes place, and hence, neutral particles are the one
among the important factors playing a vital role [26] in drawing the turbulence
level. Also, the wave dispersion characteristics in space plasmas may get affected by
the inclusion of neutral particles in the wave dynamics. Some of these characteris-
tics include particle heating, spicules formation [27], solar wind turbulence and
acceleration [28], and chromospheric energy balance [29]. As a consequence of the
charged particles of plasma colliding with the neutral ones, the plasma waves may
get absorbed by interstellar clouds, photosphere, and chromosphere [30–33]. As far
as effect of neutral-dominated collisions on Alfvén waves is concerned, several
research groups have worked in this direction and have given their fruitful theories
in their respective domains. Based on the theory of chromospheric heating by
Alfvén waves, the ion-neutral collisional damping has been studied analytically by
De Pontieu et al. [29] in partially ionized chromosphere. Alfvénic turbulence has
been considered as the base by Krishan and Gangadhara [34] to get intercoupling
mechanism among three plasma species which are neutrals, ions, and electrons. The
mass loading of ions by neutral particles has been used by Houshmandyar and
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Scime [17] to experimentally study the collisional impact due to collisions between
ion and neutral particles on the KAW propagation in plasma. Recently, Goyal and
Sharma [35] have studied the effect of ion-neutral collisional damping on KAW
turbulence.

The present research deals with a comparative study of the two damping phe-
nomena discussed above viz. ion-neutral collisional damping and Landau
(collisionless) damping on the propagation of KAW which have been studied sepa-
rately by Sharma et al. [25] and Goyal and Sharma [35] in the light of inhomoge-
neous magnetized plasma. This comparison is very much important with respect to
scrape-off regions of the fusion energy devices like Tokamak and ITER. The plasma
inhomogeneity is taken into account by considering spatial (in x-z plane) inhomo-
geneities having scale lengths both in longitudinal and transverse directions to
background magnetic field. Distinct model equations for KAW have been taken
by considering damping factors corresponding to collisional and collisionless
damping, and the results have been drawn, respectively, using two fluid simulation
technique.

2. Equations governing the propagation of KAW

The governing equations of KAW come into their present form by taking
into account the propagation of the wave in two dimensions (x-z surface), which

imitates the propagation vector to be k
!
o ¼ koxx̂þ kozẑ where k0x(k0z) symbolizes

the component of the wave vector in perpendicular (parallel) direction to ambient

magnetic field B
!
0 along z direction. Also, the plasma having background density n0

is considered to be inhomogeneous in x as well as in z directions and hence is
supposed to follow the density profile n0 exp �x2=L2

x � z2=L2
z

� �
, where Lx implies

the inhomogeneity scale length perpendicular to ambient magnetic field B
!
0 while Lz

implies the same in parallel direction. Initially, the wave field profile is considered
to follow hollow Gaussian behavior [36]. As the current numerical study is inspired
from the experimental technique [17] where the plasma environment was devel-
oped experimentally to study the wave propagation, we have used the same labora-
tory parameters in our model which are as follows: B0 ≈ 560 G, plasma density
n0 ≈ 6 � 1012 cm�3, neutral particle density nn ≈ 5 � 1012 cm�3, ion density
ni = nn/2 ≈ 2.5 � 1012 cm�3,Te = 81,200 K,Tn ≈ Ti = 2900 K. Using these experi-
mental values, the other characteristic plasma parameters may be obtained like:
υA ≈ 2.5 � 107 cm/s, cs ¼ 1:3� 106 cm/s, β ¼ c2s =υ

2
A

� �
≈ 0.002, υte ≈ 1.1 � 108 cm/s,

υti ≈ 2.445 � 105 cm/s, ωci = 2.68 � 106 rad/s, λe = 0.1 cm, ρi ≈ 0.09 cm,
ρs ≈ 0.49 cm, k0x ≈ 0.85 cm�1, and k0z ≈ 0.16 cm�1 for ω/ωci = f/fci = 0.9.

Using the well-established methods [26–28], Maxwell’s equations and Faraday’s
law, the two dynamical equations for finite amplitude KAW incorporating the
effects of ion-neutral collisional damping [35] and Landau damping [25] can,
respectively, be written as follows:

∂
2By

∂t2
þ 2γn

∂By

∂t
¼ λ2e

∂
4By

∂x2∂t2
� υ2teλ

2
e þ υ2Aρ

2
i

� � ∂
4By

∂x2∂z2
þ υ2A exp x2=L2

x þ z2=L2
z

� � ∂2By

∂z2

þ υ2A
ω2
ci

1þ 2 nnυti=niυtnð Þ
1þ ω2=ν2ni

� �
∂
4By

∂z2∂t2

(1)
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Not only collisionless damping (like Landau damping) but collisional damping also
plays an important role in wave energy decay phenomenon and hence marks its role
in Tokamak/ITER fusion plasma processing. The electron-neutral and ion-neutral
damping is dominant in scrape-off region of these fusion plasma devices where
energy transportation of wave takes place, and hence, neutral particles are the one
among the important factors playing a vital role [26] in drawing the turbulence
level. Also, the wave dispersion characteristics in space plasmas may get affected by
the inclusion of neutral particles in the wave dynamics. Some of these characteris-
tics include particle heating, spicules formation [27], solar wind turbulence and
acceleration [28], and chromospheric energy balance [29]. As a consequence of the
charged particles of plasma colliding with the neutral ones, the plasma waves may
get absorbed by interstellar clouds, photosphere, and chromosphere [30–33]. As far
as effect of neutral-dominated collisions on Alfvén waves is concerned, several
research groups have worked in this direction and have given their fruitful theories
in their respective domains. Based on the theory of chromospheric heating by
Alfvén waves, the ion-neutral collisional damping has been studied analytically by
De Pontieu et al. [29] in partially ionized chromosphere. Alfvénic turbulence has
been considered as the base by Krishan and Gangadhara [34] to get intercoupling
mechanism among three plasma species which are neutrals, ions, and electrons. The
mass loading of ions by neutral particles has been used by Houshmandyar and
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Scime [17] to experimentally study the collisional impact due to collisions between
ion and neutral particles on the KAW propagation in plasma. Recently, Goyal and
Sharma [35] have studied the effect of ion-neutral collisional damping on KAW
turbulence.

The present research deals with a comparative study of the two damping phe-
nomena discussed above viz. ion-neutral collisional damping and Landau
(collisionless) damping on the propagation of KAW which have been studied sepa-
rately by Sharma et al. [25] and Goyal and Sharma [35] in the light of inhomoge-
neous magnetized plasma. This comparison is very much important with respect to
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inhomogeneity is taken into account by considering spatial (in x-z plane) inhomo-
geneities having scale lengths both in longitudinal and transverse directions to
background magnetic field. Distinct model equations for KAW have been taken
by considering damping factors corresponding to collisional and collisionless
damping, and the results have been drawn, respectively, using two fluid simulation
technique.

2. Equations governing the propagation of KAW

The governing equations of KAW come into their present form by taking
into account the propagation of the wave in two dimensions (x-z surface), which

imitates the propagation vector to be k
!
o ¼ koxx̂þ kozẑ where k0x(k0z) symbolizes

the component of the wave vector in perpendicular (parallel) direction to ambient

magnetic field B
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0 along z direction. Also, the plasma having background density n0

is considered to be inhomogeneous in x as well as in z directions and hence is
supposed to follow the density profile n0 exp �x2=L2

x � z2=L2
z
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, where Lx implies

the inhomogeneity scale length perpendicular to ambient magnetic field B
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0 while Lz

implies the same in parallel direction. Initially, the wave field profile is considered
to follow hollow Gaussian behavior [36]. As the current numerical study is inspired
from the experimental technique [17] where the plasma environment was devel-
oped experimentally to study the wave propagation, we have used the same labora-
tory parameters in our model which are as follows: B0 ≈ 560 G, plasma density
n0 ≈ 6 � 1012 cm�3, neutral particle density nn ≈ 5 � 1012 cm�3, ion density
ni = nn/2 ≈ 2.5 � 1012 cm�3,Te = 81,200 K,Tn ≈ Ti = 2900 K. Using these experi-
mental values, the other characteristic plasma parameters may be obtained like:
υA ≈ 2.5 � 107 cm/s, cs ¼ 1:3� 106 cm/s, β ¼ c2s =υ
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law, the two dynamical equations for finite amplitude KAW incorporating the
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and
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∂By
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∂
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where γn is damping factor representing ion-neutral collisions and γL is phe-
nomenologically incorporated Landau damping factor obtained using the dispersion
relation used by Lysak and Lotko [20] and Hasegawa and Chen [21]. The perturba-
tions being very small in comparison to other terms in the above equations; their
spatial derivatives may not be considered. Now, in order to study the damping
mechanism, wave localization phenomenon is very much important which is done
by using an envelope solution [36] into Eqs. (1) and (2) to obtain a set of normalised
equations [25, 35] which look mathematically similar to nonlinear Schrödinger
(NLS) equation. So, on solving these equations individually by following the stan-
dard algorithm which has been developed in order to solve NLS equation, one can
infer about the wave localization, energy dissipation, and turbulent cascading of
wave energy. Post examining the accuracy for NLS invariants up to 10�5, these
normalized equations are accommodated keeping in view the modifications being
done in order to solve NLS equation. By considering hollow Gaussian profile (initial
simulation condition) before the start of simulation process (at t = 0), these equa-
tions are solved numerically. The hollow Gaussian profile at t = 0 is given by [35]:

B x, z, 0ð Þ ¼ a0 x2=r210 þ z2=r220
� �

exp �x2=r210 � z2=r220
� �

(3)

Here, a0 and r10, respectively, dictate the amplitude of KAW and the scale size
of wave field in perpendicular direction to the ambient magnetic field B0 before
start of the simulation and r2 0 is the same in parallel direction. r10 r20ð Þ may be
termed as the system length in 2-D geometry. These system lengths while spreading
in 2-D geometry expand even beyond the stature of hollow Gaussian profile in
transverse as well as longitudinal directions to B0. Also, as kx(kz) is the normalized
propagation constant in transverse (longitudinal) direction to B0, one can infer
r10 ¼ k�1

x and r20 ¼ k�1
z . The regulation of KAW evolution is done by initially taking

the system constants to be a0 = 0.02 and kx = kz = 0.2 where a0 is computed by the
use of experimental parameters [17] and the wave amplitude is normalized by
ambient magnetic field B0. Sharma and Singh [37] have established a distinct algo-
rithm in order to numerically solve Eqs. (1) and (2). This algorithm is framed in
such a way that it relies upon a pseudo spectral mechanism for spatial integrals
having recurring lengths lx = r10, lz = r20, and a grid having squared dimensions
(grid points) given by 26 � 26. And, the temporal evolution is studied by the use of
the predictor corrector mechanism besides finite difference method where the
evolution advances with a step size Δt≈ 10�4.

3. Outcomes and results

The damping effects on the wave propagation are plainly detectable by having a
view of Figure 1 where the time-dependent variations in normalized magnetic field
intensity for specific values of parallel and transverse inhomogeneity scales are
shown. The figure depicts the formation of localized structures or normalized
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magnetic field intensity peaks due to density inhomogeneity in plasma. The wave
gets focused and defocused due to these inhomogeneities. At a fixed time, the
normalized magnetic field intensity has spatial spreads (in x-z plane), in almost
similar manner in undamped as well as damped (ion-neutral collisions) cases but its
peak values differ for different cases viz. undamped, ion-neutral collisions, and
Landau damping. As expected, the field intensity has lower peak values for damped
cases (ion-neutral collisions and Landau damping). A comparative picture of ion-
neutral collisional damping and Landau damping reveals that the Landau damping
effect seems to be more dominating due to smaller magnetic field intensity peaks
but it can also be seen that the spatial spread is also more in Landau damping case.
We can make an inference that due to Landau damping effect, the spatial energy
spread in smaller peaks is more pronounced than that in ion-neutral damping case
where the intensity peaks resemble almost the ones in undamped case. Also, the
damping phenomena get more pronounced as we scale up the time domain.

The damping effect may also be observed on the temporal variation of magnetic
field in Figure 2 for a specific spatial location (x, z). It can be clearly observed from
Figure 2 that at the initial times, all the fluctuations are of high amplitude (mag-
netic field) but with the passage of time, the damping effects come into play as
fluctuations die down for both ion-neutral collisional as well as Landau damping
effect. This behavior is indicated from Figure 1 as well. Comparatively, Landau
damping effect is more pronounced than the collisional effect. The Fourier trans-
form of undamped as well as damped magnetic field fluctuations as given in
Figure 2 results into the magnetic power spectra of the respective cases, which are
indicated as the Bωj j2 varying with frequency ω in Figure 3. These spectra have been
obtained using a magnetic field fluctuations’ time window �10 μs and indicate a
clear difference due to damping effects for some specified values of inhomogeneity
scale lengths. Once again, it is depicted from Figure 3 that the Landau damping
effect is more pronounced than ion-neutral collisional effect on the propagation of
KAW which is indicative from the initial spectral structures.

Figure 1.
KAW having variations in intensity profile of magnetic field (normalized) with the direction of ambient
magnetic field (z) and transverse direction (x) at t = 0, t = 9, and t = 13 with and without damping. At initial
time, the presumed magnetic field profile, i.e., hollow Gaussian is followed. But as there is progress in time, the
respective damping effects come into play which is depicted from the decrease in amplitude of the wave and
hence the intensity. At times greater than t = 0, there is an enhancement in the peak intensity of respective curves
for undamped, ion-neutral collision-dominated damping, and Landau damping cases, but on comparison, one
can easily state that the Landau damping peaks are the lowest for a particular time. There is formation of
chaotic structures in case of Landau damping as is clear from smaller intensity peaks. Hence, one can infer that
Landau damping is most profound on KAW propagation in inhomogeneous magnetized plasma.
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where γn is damping factor representing ion-neutral collisions and γL is phe-
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the predictor corrector mechanism besides finite difference method where the
evolution advances with a step size Δt≈ 10�4.

3. Outcomes and results

The damping effects on the wave propagation are plainly detectable by having a
view of Figure 1 where the time-dependent variations in normalized magnetic field
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similar manner in undamped as well as damped (ion-neutral collisions) cases but its
peak values differ for different cases viz. undamped, ion-neutral collisions, and
Landau damping. As expected, the field intensity has lower peak values for damped
cases (ion-neutral collisions and Landau damping). A comparative picture of ion-
neutral collisional damping and Landau damping reveals that the Landau damping
effect seems to be more dominating due to smaller magnetic field intensity peaks
but it can also be seen that the spatial spread is also more in Landau damping case.
We can make an inference that due to Landau damping effect, the spatial energy
spread in smaller peaks is more pronounced than that in ion-neutral damping case
where the intensity peaks resemble almost the ones in undamped case. Also, the
damping phenomena get more pronounced as we scale up the time domain.

The damping effect may also be observed on the temporal variation of magnetic
field in Figure 2 for a specific spatial location (x, z). It can be clearly observed from
Figure 2 that at the initial times, all the fluctuations are of high amplitude (mag-
netic field) but with the passage of time, the damping effects come into play as
fluctuations die down for both ion-neutral collisional as well as Landau damping
effect. This behavior is indicated from Figure 1 as well. Comparatively, Landau
damping effect is more pronounced than the collisional effect. The Fourier trans-
form of undamped as well as damped magnetic field fluctuations as given in
Figure 2 results into the magnetic power spectra of the respective cases, which are
indicated as the Bωj j2 varying with frequency ω in Figure 3. These spectra have been
obtained using a magnetic field fluctuations’ time window �10 μs and indicate a
clear difference due to damping effects for some specified values of inhomogeneity
scale lengths. Once again, it is depicted from Figure 3 that the Landau damping
effect is more pronounced than ion-neutral collisional effect on the propagation of
KAW which is indicative from the initial spectral structures.
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KAW having variations in intensity profile of magnetic field (normalized) with the direction of ambient
magnetic field (z) and transverse direction (x) at t = 0, t = 9, and t = 13 with and without damping. At initial
time, the presumed magnetic field profile, i.e., hollow Gaussian is followed. But as there is progress in time, the
respective damping effects come into play which is depicted from the decrease in amplitude of the wave and
hence the intensity. At times greater than t = 0, there is an enhancement in the peak intensity of respective curves
for undamped, ion-neutral collision-dominated damping, and Landau damping cases, but on comparison, one
can easily state that the Landau damping peaks are the lowest for a particular time. There is formation of
chaotic structures in case of Landau damping as is clear from smaller intensity peaks. Hence, one can infer that
Landau damping is most profound on KAW propagation in inhomogeneous magnetized plasma.
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Also, it is clearly observed from Figure 3 that on inclusion of damping effects,
the spectral behavior (almost) retains its trend in the initial frequency regimes
which indicates the linear propagation of KAW. But at the later stage (higher
frequencies), the turbulent effects come into play and KAW propagation ceases to
follow linear trend (undamped oscillations). Or this behavior might also be due to
some unidentified nonlinearity or due to drawback of the numerical model used.
The alteration in wave localization occurs due to the involvement of damping
effects as is observed in Figure 1. The rates at which the spectral components are
associated with spatially localized filamentary structures might emerge with time at
enunciated rates. So, at a specific spatial location, the wave magnetic field is sup-
posed to have fluctuation behavior with time, as is indicated in Figure 2.

In the present study, we deal only with the comparison of Landau damping and
collisional damping on kinetic Alfvén waves in which plasma is considered to be
inhomogeneous and magnetized. The purpose of the study is to look for the effect of
these damping effects on wave propagation. In case of ion-neutral collisions, the
inclusion of dust particles could have further affect the damping phenomena. As the

Figure 3.
Taking the Fourier transform of the data obtained in Figure 2 depicts the power spectra of the respective data
for undamped, ion-neutral collisional-dominated and Landau-dominated wave propagation. The power
spectra are shown to be varying ∣Bw∣2 versus ω and can clearly indicate the dominance of Landau damping
shown as least on energy scale.

Figure 2.
The time scales of wave magnetic field fluctuations showing the effects of ion-neutral collisional damping and
Landau damping at a particular location (x, z). As the time advances, the Landau damping is more dominant
over ion-neutral collisional damping, which is indicated from the dying down of fluctuations in case of Landau
damping.
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size of the dust particles is much larger than the neutral atoms, their collisional cross
section would be much larger and hence the collisional damping would have been
enhanced. Also, the frequency of collisions would be increased by incorporating
dust particles into the plasma, their negative charges may also put adverse effect on
the wave propagation and hence, damping phenomenon. In this way, the dust
particles’ role is unavoidable when we talk about collisional effects on plasma, but in
the present study, we have concentrated only on ion-neutral collisions. The effect of
dust particles will be studied in our future work.

4. Conclusion

A comparative study about relative profoundness of damping effects has been
done when KAW propagates in two-dimensional inhomogeneous magnetized
plasma. The study is based on the numerical simulation technique that has been
employed to solve the dynamical equations using two-fluid approach. These equa-
tions serve as the numerical representations of KAW propagation when ion-neutral
collisional damping and Landau damping effects are separately incorporated into
the KAW dynamics. In collisionless plasma, the prominent dissipation phenome-
non, i.e., Landau damping is due to electrons unlike neutral particle-dominated
plasma where the dissipation is primarily by ion-neutral collisions. Likewise, the
neutral atoms colliding with other plasma species may cause dissipation of
interplanetary magnetic field. Also, in scrape-off region of Tokamak/ITER, the
major cause of particle energization is due to ion-neutral collisions because of
presence of neutral atoms in plasma. But it is longitudinal component of electric
field that causes particle heating in collisionless plasma because KAW follows this
field due to its large transverse wavenumber and hence small wavelength. Due to
dependency of Landau damping on wavenumber, it affects the localization ampli-
tude, and hence, the localization of KAW happens due to wave packets which have
varying wave numbers. The formation of these wave packets is attributed to the
inclusion of inhomogeneities in KAW dynamics. It is clear from the figures that
there is appreciable effect of damping phenomena on magnetic field fluctuations as
well as on intensity profiles and the energy spread over a wide frequency range can
be interpreted from the turbulence analysis. The collisional dynamics which con-
siders ions and neutral particles to be at same temperatures has clear effect on wave
dissipation but it is the Landau damping which shows relatively weighty effect as
indicated by the wave amplitudes and the resultant frequency spectra. Further-
more, there is no nonlinearity included in KAW dynamics. Some interesting fea-
tures of the dynamics are expected to be observed when temperature difference
between ion and neutral particle dynamics are considered and/or when the
nonlinear dynamics are included.
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Chapter 9

Flow and Segregation of Granular
Materials during Heap Formation
Sandip H. Gharat

Abstract

Segregation during flow of granular materials is important from an industrial
point of view. Granular materials segregate during flow due to their physical prop-
erties (such as size, shape, and density). A considerable work has been done on
granular segregation in the past (two decades). This chapter is divided into three
parts. In the first part, a review of work done on heap formation is presented.
Experimental work during heap formation by intermittent feeding is reported in the
second part. The system used is a simplified model for the feeding of raw materials
to a blast furnace, which is widely used for the manufacture of iron and steel.
Experiments carried out using 2-D system and steel balls of size 1 and 2 mm are
used as model granular materials. Image analysis is done to detect the position of
each particle using an in-house computer code. Accuracy and efficiency of image
analysis techniques were found to be good enough as we have used 1 and 2 mm
spherical steel balls for all the cases studied. The chapter ends with concluding
remarks.

Keywords: granular materials, segregation, heap, granular flow, blast furnace

1. Introduction

Granular materials are a collection of solid particles in the size range of a few
millimeters to a few centimeters. They are present everywhere in nature and are the
second most manipulated materials after water [1]. Commonly used granular mate-
rials are salt, sugar, coffee, and rice in day-to-day life and sand, gravel, coal, pow-
ders, fertilizers, and pharmaceutical pills in various industries. They are made up of
different constituents, ranging from 1 μm to 1 km (theoretically) and having various
shapes. Here, we are mainly interested in the above-mentioned size range as most of
the materials used in the industry are in this range. Coke and sinter particles used in
the blast furnace are also in the above-mentioned size range. Electrostatic charges
and surface forces are negligible for such particles. The properties of granular
materials are very different from the properties of constituent particles. They pri-
marily depend on the nature of interstitial fluid (air, water, etc.) and forces acting
between the particles. The important forces are van der Waals forces, interaction
forces, frictional forces, and capillary forces when some interstitial fluid is present.
If the influence of the interstitial fluid (like air) is neglected, then we called it as dry
granular materials. Otherwise, the system will become more complex. Granular
materials behave like a solid when they are packed in a container or in case of a heap.
They can also withstand strong shear force as they can support our body weight
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while walking on the beach. They can flow through a hopper and can take the shape
of a container like liquids. But unlike liquids, the pressure at the base of a bin filled
with granular materials does not increase after a certain height of filling. In each of
the states (both solid and liquid), they exhibit different properties that are unique in
nature. This dual behavior made them an interesting and complicated system to
study the basic of granular materials. For the size range of millimeters to few
centimeters, we can ignore electrostatic forces. Also, the focus of this study is on
simple system (quasi-two-dimensional rectangular bin: heap formation) where par-
ticles are uniform in shape (spherical) and air (whose viscosity and density are very
less as compared to those of SS balls) is the interstitial fluid that has negligible effect.

The flow of granular material is encountered in various industries during trans-
portation of materials, mixing of rotary kiln, storage of materials in hopper and
silos, crushing and grinding, mechanical separations, etc. It is also encountered in
nature during transportation at river bed, during formation of sand dunes, in lava
flows, and in avalanches. The properties of granular materials during flow are
different, which gives problems in various industries. Granular materials have a
tendency to segregate. Segregation occurs due to small differences in either size or
density when they flow or are shaken or vibrated. But this is not true with liquids
and gases. Fluids often mix with each other after agitation in industrial processes.
Segregation of granular materials during transport and handling is an important
problem in the chemical, pharmaceutical, and food industry wherever mixing is
required. Segregation is the fundamental characteristics of granular flow. During
flow, granular matter segregates.

Segregation mechanisms have been studied experimentally [2–6] as well as by
simulations [7–9]. Particle dynamics [10, 11] or discrete element method [12] and
Monte Carlo simulations [10, 13] are used as computational techniques. If a bed of
grains of different sizes is sheared parallel to the top surface, the larger grains
segregate to the surface of the bed and the smaller ones to the bottom. Brazil nut
effect is the most celebrated example to understand the mechanism of segregation
where large particles remain at the top.

In this chapter, the problem of segregation has been studied during flow in a
blast furnace using a simplified system. A binary mixture of spherical particles of
different sizes is used in a quasi-two-dimensional system, with a finite mass of the
mixture poured periodically. Although this problem has not been studied in detail
previously, some works have reported a related system in which the material is
poured continuously. The objective of the present work is to study the segregation
of a binary mixture of different diameter spheres in a quasi-two-dimensional rect-
angular bin (two vertical glass plates separated by a gap of 10 mm) during heap
formation by intermittent pouring of a finite mass of the mixture at one edge of the
bin. The concentration distribution in the system is obtained by image analysis for
different system parameters including the mass of the material poured, the initial
concentration of the mixture, the height of pouring, and the size ratio of particles in
the mixture. The experimental details are presented next followed by the results
and conclusions.

1.1 Blast furnace

The blast furnace is charged with coke and sinter particles by means of an
inclined chute rotated about its vertical axis (Figure 1). For each rotation of the
chute, the particles on the sloping burden surface form a circular ring. The particles
in the ring then flow along the burden surface and form a new surface profile. These
particles are distributed over a range of sizes. During the flow, the particles have a
tendency to separate due to differences in size and density as shown in Figure 2.
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This results in smaller particles being deposited first and larger particles rolling
more distance before they stop. According to this mechanism, larger particles
should be concentrated near the center of the blast furnace and smaller particles
closer to the radius at which the material stream impinges on the burden surface.

Due to limited time of flow, segregation of granular material is generally not
complete. This affects the packing of particles and thus the gas flow resistance and

Figure 1.
Schematic view of blast furnace.

Figure 2.
Schematic view of a partially segregated mixture of particles flowing down along the burden surface (left).
Packing of particles: (a) monosize large, (b) monosize small, (c) mixed.
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silos, crushing and grinding, mechanical separations, etc. It is also encountered in
nature during transportation at river bed, during formation of sand dunes, in lava
flows, and in avalanches. The properties of granular materials during flow are
different, which gives problems in various industries. Granular materials have a
tendency to segregate. Segregation occurs due to small differences in either size or
density when they flow or are shaken or vibrated. But this is not true with liquids
and gases. Fluids often mix with each other after agitation in industrial processes.
Segregation of granular materials during transport and handling is an important
problem in the chemical, pharmaceutical, and food industry wherever mixing is
required. Segregation is the fundamental characteristics of granular flow. During
flow, granular matter segregates.

Segregation mechanisms have been studied experimentally [2–6] as well as by
simulations [7–9]. Particle dynamics [10, 11] or discrete element method [12] and
Monte Carlo simulations [10, 13] are used as computational techniques. If a bed of
grains of different sizes is sheared parallel to the top surface, the larger grains
segregate to the surface of the bed and the smaller ones to the bottom. Brazil nut
effect is the most celebrated example to understand the mechanism of segregation
where large particles remain at the top.

In this chapter, the problem of segregation has been studied during flow in a
blast furnace using a simplified system. A binary mixture of spherical particles of
different sizes is used in a quasi-two-dimensional system, with a finite mass of the
mixture poured periodically. Although this problem has not been studied in detail
previously, some works have reported a related system in which the material is
poured continuously. The objective of the present work is to study the segregation
of a binary mixture of different diameter spheres in a quasi-two-dimensional rect-
angular bin (two vertical glass plates separated by a gap of 10 mm) during heap
formation by intermittent pouring of a finite mass of the mixture at one edge of the
bin. The concentration distribution in the system is obtained by image analysis for
different system parameters including the mass of the material poured, the initial
concentration of the mixture, the height of pouring, and the size ratio of particles in
the mixture. The experimental details are presented next followed by the results
and conclusions.

1.1 Blast furnace

The blast furnace is charged with coke and sinter particles by means of an
inclined chute rotated about its vertical axis (Figure 1). For each rotation of the
chute, the particles on the sloping burden surface form a circular ring. The particles
in the ring then flow along the burden surface and form a new surface profile. These
particles are distributed over a range of sizes. During the flow, the particles have a
tendency to separate due to differences in size and density as shown in Figure 2.
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This results in smaller particles being deposited first and larger particles rolling
more distance before they stop. According to this mechanism, larger particles
should be concentrated near the center of the blast furnace and smaller particles
closer to the radius at which the material stream impinges on the burden surface.

Due to limited time of flow, segregation of granular material is generally not
complete. This affects the packing of particles and thus the gas flow resistance and

Figure 1.
Schematic view of blast furnace.

Figure 2.
Schematic view of a partially segregated mixture of particles flowing down along the burden surface (left).
Packing of particles: (a) monosize large, (b) monosize small, (c) mixed.
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distribution of gas through blast furnace. In the case of complete segregation, the
void fraction in the region containing only large particles is roughly the same as void
fraction in the small particle region (Figure 2). However, the region with larger
particles has a large average interstitial pore diameter and thus a lower flow resis-
tance. In a mixed region, the void fraction is lower than that of pure component
case and the average pore diameter is lower than the larger particle case. Thus, the
extent of segregation affects both void fraction and average pore diameter; both
affect flow resistance and consequently gas distribution through the blast furnace.

2. Experimental details

2.1 Experimental setup

Experiments are carried out in quasi-two-dimensional rectangular bins (two
vertical glass plates separated by a gap of 10 mm). Stainless steel (SS 316) balls of
different size of diameters (1 and 2 mm) are used as model granular materials. The
images taken are analyzed using computer code to detect the particles. Image
analysis technique is used to detect the position and size of the particles. The pro-
files of the number fraction of big (2 mm) particles along the flow direction across
the depth in the layers are plotted separately for the top and bottom regions of the
heap. Flowing layer decreases toward the end. We have assumed flowing depth
constant for simplicity. A schematic view of heap formation is shown in Figure 3.

The experimental setup consists of two glass plates (52 cm � 29 cm), L-shaped
aluminum divider, and an auxiliary hopper. The side walls (glass plates) are trans-
parent to facilitate imaging. The gap between two vertical glass plates is 1 cm, and
the L-shaped aluminum spacer is placed. The L-shaped divider is a chute used in the
blast furnace with the angle of the chute close to 40°. Aluminum divider forms an
inclined chute so that materials will easily flow and then settle at the bottom to form
a heap. The auxiliary hopper is placed on the top of the bin for supplying granular
materials as a feed. The exit of the chute is designed so as to provide minimum

Figure 3.
Schematic view of heap formation, comprising top and bottom regions (left) along with setup used (right). The
coordinate system shows x = 0, y = 0 at the low end of the top surface of the pile. The coordinate system employed
in the analysis is shown (left).
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disturbance to the flow. The tip of the chute is smoothened by reducing the sharp-
ness of the exit (the point at which materials fall from the gap k and then fall onto
the heap), which in turn reduces the disturbance to the flow. A black paper is placed
at the back of the glass plate so as to ensure good-quality images after experiments.
The position of the aluminum divider can be adjusted to control the flow rate and
the height of fall to the top of the heap. Halogen lamp (1000 W) is used as light
source for better image analysis. The setup is leveled properly to ensure that side
walls are vertical and the base is horizontal. The distance between divider exit and
heap (forms at the bottom after experiments) is sufficient so that materials will flow
easily and get enough time to settle at the bottom.

2.2 Experimental method

A known weight of the binary mixture of a specified composition is poured
intermittently into the auxiliary hopper and then allowed to pass through the gap
(k) between the divider and the plate and finally settle onto the heap. This forms a
layer on the surface of the heap. The process is repeated to form a number of layers
until the top of the heap is close to the end of the chute. The heap thus formed is
imaged to determine the concentration distribution of the different size particles in
the heap. To obtain a sufficiently high resolution, the heap is imaged in eight parts.
A transparency of known scale is placed while capturing images for each part.
Images taken with and without transparency give more accuracy and also help in
combining all parts of the heap. A source of light is placed parallel to the camera and
in front of the heap so that each particle has a single reflection of the light, the size of
which depends on the particle diameter. Each part is captured using a digital camera
(Nikon D3100) at 1/100 shutter speed and intensity of 800/1600. Captured images
have a resolution of 4608� 3072 pixels; one pixel is equal to 0.020616 mm. Data (in
terms of pixel) obtained for the detected images are converted into mm. The images
are analyzed to determine the position of each particle (small and big) and number
fraction of big particles across the layer. Each experiment is repeated eight times to
get average data. The details of image analysis are explained in the next section.

2.3 Image analysis technique

Image analysis technique is used to detect the position and size of the particles
from captured images using an in-house computer code (c programming). The
detection of particles (small and big) is done based on the number of pixels
obtained in each cluster (white spots in Figure 4). As we have used binary mixture
(1 and 2 mm) particles while performing experiments, analysis became easy.
Therefore, the detection of particles is accurate and efficiency is high. These data
are used to plot profiles of the number fraction of big particles vs. component x
(flow direction) with depth y (mm) in the layer. This will be useful to develop the
segregation model based on it.

2.3.1 Detection of particles

The images (4608 � 3072 pixels) are captured using Nikon D3100 camera. In all
images, particles appear as tiny bright spots on a black background. The typical
captured image is shown in Figure 4.

Thresholding is used to convert gray scale images into black and white images.
The threshold value is chosen such that the less illuminated particles from the inner
layers are eliminated and particles from the front layer appear as clusters of white
pixels on a black background. During the thresholding process, individual pixels in
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parent to facilitate imaging. The gap between two vertical glass plates is 1 cm, and
the L-shaped aluminum spacer is placed. The L-shaped divider is a chute used in the
blast furnace with the angle of the chute close to 40°. Aluminum divider forms an
inclined chute so that materials will easily flow and then settle at the bottom to form
a heap. The auxiliary hopper is placed on the top of the bin for supplying granular
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disturbance to the flow. The tip of the chute is smoothened by reducing the sharp-
ness of the exit (the point at which materials fall from the gap k and then fall onto
the heap), which in turn reduces the disturbance to the flow. A black paper is placed
at the back of the glass plate so as to ensure good-quality images after experiments.
The position of the aluminum divider can be adjusted to control the flow rate and
the height of fall to the top of the heap. Halogen lamp (1000 W) is used as light
source for better image analysis. The setup is leveled properly to ensure that side
walls are vertical and the base is horizontal. The distance between divider exit and
heap (forms at the bottom after experiments) is sufficient so that materials will flow
easily and get enough time to settle at the bottom.

2.2 Experimental method

A known weight of the binary mixture of a specified composition is poured
intermittently into the auxiliary hopper and then allowed to pass through the gap
(k) between the divider and the plate and finally settle onto the heap. This forms a
layer on the surface of the heap. The process is repeated to form a number of layers
until the top of the heap is close to the end of the chute. The heap thus formed is
imaged to determine the concentration distribution of the different size particles in
the heap. To obtain a sufficiently high resolution, the heap is imaged in eight parts.
A transparency of known scale is placed while capturing images for each part.
Images taken with and without transparency give more accuracy and also help in
combining all parts of the heap. A source of light is placed parallel to the camera and
in front of the heap so that each particle has a single reflection of the light, the size of
which depends on the particle diameter. Each part is captured using a digital camera
(Nikon D3100) at 1/100 shutter speed and intensity of 800/1600. Captured images
have a resolution of 4608� 3072 pixels; one pixel is equal to 0.020616 mm. Data (in
terms of pixel) obtained for the detected images are converted into mm. The images
are analyzed to determine the position of each particle (small and big) and number
fraction of big particles across the layer. Each experiment is repeated eight times to
get average data. The details of image analysis are explained in the next section.

2.3 Image analysis technique

Image analysis technique is used to detect the position and size of the particles
from captured images using an in-house computer code (c programming). The
detection of particles (small and big) is done based on the number of pixels
obtained in each cluster (white spots in Figure 4). As we have used binary mixture
(1 and 2 mm) particles while performing experiments, analysis became easy.
Therefore, the detection of particles is accurate and efficiency is high. These data
are used to plot profiles of the number fraction of big particles vs. component x
(flow direction) with depth y (mm) in the layer. This will be useful to develop the
segregation model based on it.

2.3.1 Detection of particles

The images (4608 � 3072 pixels) are captured using Nikon D3100 camera. In all
images, particles appear as tiny bright spots on a black background. The typical
captured image is shown in Figure 4.

Thresholding is used to convert gray scale images into black and white images.
The threshold value is chosen such that the less illuminated particles from the inner
layers are eliminated and particles from the front layer appear as clusters of white
pixels on a black background. During the thresholding process, individual pixels in
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an image are marked as “object” pixels if their value is greater than some threshold
value (assuming an object to be brighter than the background) and as “background”
pixels otherwise. This convention is known as threshold above. If the chosen
threshold value is 200, it means all the pixel value (range 0–255) that are above 200
will be marked as white (255) and less than 200 will be marked as black (zero
value). Also, we can use threshold below, which is opposite of threshold above. In
this way, the binary image is created by coloring each pixel white or black,
depending on a pixel value. We next scan the thresholded image for a white pixel,
starting from top left corner, in both right and downward directions. Once a white
pixel is found, then the neighboring pixel should be scanned to detect all the white
pixels that form the cluster. Similarly, all the white clusters are identified in that
image. The captured image after thresholding shows individual white clusters of
pixels (Figure 5).

2.3.2 Position and size of particle

The position (X and Y coordinates) of individual cluster is determined based on
mean position of all the pixels present in that cluster. The radius of gyration (Rg) is
used to calculate the size of the cluster. It is calculated as the root mean square
distance of the object’s parts from either its center of mass or an axis. Here, we have
used this parameter to characterize the size of individual particle (cluster) based on
center of mass.

Radius of  gyration Rg
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 Xi � X0ð Þ2 þ Yi � Y0ð Þ2
h i

N

vuut
(1)

Figure 4.
Typical captured image: the particles are seen as bright spots.

Figure 5.
Detected particle as a white cluster after thresholding.
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where Xi and Yi are the X and Y coordinates of each pixel in the cluster. X0 and
Y0 are center of mass of each cluster of X and Y coordinates, respectively, and they
are calculated as

X0 ¼
XN
i¼1

Xi

N
(2)

Y0 ¼
XN
i¼1

Yi

N
(3)

The particles detected in Figure 5 as a white cluster are marked as red and blue
based on the radius of gyration. The values of Rg greater than or equal to 3.5 are
marked as red or as blue. Detected particles are shown in Figure 6 in red (big
particle—2 mm) and blue (small particle—1 mm).

For analysis, we have chosen a coordinate system with its origin (x,y) at the top
left corner of the free surface layer, such that the +ve x-axis is opposite the flow
direction and + ve y-axis is in the downward direction. The default and transformed
coordinate axis is shown in Figure 3. The new position of the particles is calculated
using the following transformation:

x ¼ X cos θ þ Y sin θ (4)

y ¼ Y cos θ � X sin θ (5)

where x, y and X, Y are the position according to the new and old coordinate
system respectively and θ is the angle the free surface makes with the horizontal.

3. Results and discussion

3.1 Heap formation and layer thickness

Figure 7 shows a schematic view of the layers formed due to repeated pouring of
the mixture. There is no time internal between two pouring. Once the first layer
settles and forms a heap, then another layer is poured over the heap form in earlier
layer. In each pouring layer, the upper particle (mostly large in size) gets eroded in
the next layer cycle. Several repeated pouring (7–8 layers) forms a heap, which is
analyzed to get the data. One pouring corresponds to layer thickness (δ). The initial
layers formed do not reach the edge of the bin since a fixed amount of material is
poured and the angle of repose is fixed. As more layers are poured, the height of the
heap increases and the layer spans the bin. When there is no movement of particles

Figure 6.
Detected particle: red (2 mm) and blue (1 mm).
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Typical captured image: the particles are seen as bright spots.

Figure 5.
Detected particle as a white cluster after thresholding.
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where Xi and Yi are the X and Y coordinates of each pixel in the cluster. X0 and
Y0 are center of mass of each cluster of X and Y coordinates, respectively, and they
are calculated as

X0 ¼
XN
i¼1

Xi

N
(2)

Y0 ¼
XN
i¼1

Yi

N
(3)

The particles detected in Figure 5 as a white cluster are marked as red and blue
based on the radius of gyration. The values of Rg greater than or equal to 3.5 are
marked as red or as blue. Detected particles are shown in Figure 6 in red (big
particle—2 mm) and blue (small particle—1 mm).

For analysis, we have chosen a coordinate system with its origin (x,y) at the top
left corner of the free surface layer, such that the +ve x-axis is opposite the flow
direction and + ve y-axis is in the downward direction. The default and transformed
coordinate axis is shown in Figure 3. The new position of the particles is calculated
using the following transformation:

x ¼ X cos θ þ Y sin θ (4)

y ¼ Y cos θ � X sin θ (5)

where x, y and X, Y are the position according to the new and old coordinate
system respectively and θ is the angle the free surface makes with the horizontal.

3. Results and discussion

3.1 Heap formation and layer thickness

Figure 7 shows a schematic view of the layers formed due to repeated pouring of
the mixture. There is no time internal between two pouring. Once the first layer
settles and forms a heap, then another layer is poured over the heap form in earlier
layer. In each pouring layer, the upper particle (mostly large in size) gets eroded in
the next layer cycle. Several repeated pouring (7–8 layers) forms a heap, which is
analyzed to get the data. One pouring corresponds to layer thickness (δ). The initial
layers formed do not reach the edge of the bin since a fixed amount of material is
poured and the angle of repose is fixed. As more layers are poured, the height of the
heap increases and the layer spans the bin. When there is no movement of particles

Figure 6.
Detected particle: red (2 mm) and blue (1 mm).
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in the heap form, then stable state heap is achieved. We denote the region in which
the layer spans part of the bin as the bottom region and the region with the full
layers the top region. The regions are demarcated by a dashed line in Figure 7. The
layer thickness (δ) is measured experimentally as well as estimated theoretically
using measured bulk densities of the mixtures.

The parameters varied in the experiments are the volume (mass) of mixture and
height of the divider from the bottom for fixed gap (k = 5 mm) between the plate
and the divider. Therefore, results presented below are based on these parameters.
The profiles of the number fraction of big (2 mm) particles along the flow direction
across the depth in the flowing layer for top and bottom regions are shown below.
Each flowing layer is divided into bin of size (layer thickness � 10 mm). Layer
thickness depends upon the amount of volume poured in each step. Layer thickness
is calculated experimentally as well as theoretically for known volume (mass) of
mixture, which is explained below. Practically, thickness of layer reduces with
distance but here we assumed as same from initial (pouring point) to the end point.
Experimentally, it is measured before and after pouring using Image J software in
terms of pixels and then converted to mm. Theoretical calculations are done as
follows: amount of material poured (i.e., mass) converted into volume using density
of material. Then using setup geometry, the distance of one layer in x-direction
(flow direction) is known, which is typically the distance of the surface profile. The
gap between two glass plates is known as 10 mm (1 cm). Finally, the following
formula is used: volume of material (mm3) = layer thickness (δ) � gap (k) � dis-
tance in flow direction (x). We have found that the obtained values of theoretical
layer thickness and experimental are the same. In Figure 9, we have obtained layer
thickness of 10 mm for 150 g of mixture and average layer thickness taken for each
layer is 5 mm (in the middle of layer which is half of 10). Therefore, the depth of
layer from surface of heap is 15 mm (we have neglected top layer in all cases
studied), which is consider as sampling depth in Figure 9, and similar calculation is
done for subsequent layers. We also checked number fraction profile at the back
side of heap (opposite to front side) and found similar results compared to front
plate/side. The error bars denote the standard deviation over eight experiments.

3.1.1 Effect of mass of pouring

Figure 8 shows the profile for 50% mixture of small (1 mm) and big (2 mm)
particles with equal density for different volume of pouring for top region
(Figure 8a–c) and bottom region (Figure 8d–f). Equal percent of small and big
particles is used for all cases of mass of pouring. All other parameters (composition,

Figure 7.
Schematic diagram of layer formation showing top region, bottom region, and layer thickness.
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height, and size ratio) are the same. The number fraction profiles of big particles for
bottom region overlap with each other and are almost identical for all the cases of
volume of pouring (Figure 8d–f). The pattern formation for three different pouring
is somewhat similar and is apparent. The profiles of top region Figure 8a–c do not
show significant variation in the number fraction across the depth in flowing layer,
and it indicates that segregation in flowing layer is independent of volume of pouring.
Though we increase the mass of particles (i.e., number of particles), percent fraction
of small and big particles in the mixture remains the same (i.e., 50%). Also
corresponding value of layer thickness varies with the mass of pouring, which is
calculated theoretically as well as experimentally. Therefore, in each bin, the variation
in number fraction of particles along the flow direction and flow depth is less for all
three cases studied (i.e., 100, 150, and 200 g). The data indicate segregation (partial)
with big particles at the far end of the heap and small particles settle near the heap.
The nature of number fraction profile is almost equal and will overlap with each other
if we combined all the plots for top region as well as bottom region.

3.1.2 Effect of height variation

Figure 9 shows profiles of 50% by volume of mixture of small and big particles
with equal density for different height of the divider from the bottom. The top

Figure 8.
Profiles of number fraction of big (2 mm) particles along the flow direction, x (mm) across the depth in the
flowing layer, y (mm) for equal % of mixture. Volume of pouring (a) 100, (b) 150, and (c) 200 g for top
region and similarly for bottom region (d), (e), and (f). Height of the divider from the bottom (h) is: 22 cm.
Error bars show the standard deviation over eight experiments.
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158

Progress in Fine Particle Plasmas

height, and size ratio) are the same. The number fraction profiles of big particles for
bottom region overlap with each other and are almost identical for all the cases of
volume of pouring (Figure 8d–f). The pattern formation for three different pouring
is somewhat similar and is apparent. The profiles of top region Figure 8a–c do not
show significant variation in the number fraction across the depth in flowing layer,
and it indicates that segregation in flowing layer is independent of volume of pouring.
Though we increase the mass of particles (i.e., number of particles), percent fraction
of small and big particles in the mixture remains the same (i.e., 50%). Also
corresponding value of layer thickness varies with the mass of pouring, which is
calculated theoretically as well as experimentally. Therefore, in each bin, the variation
in number fraction of particles along the flow direction and flow depth is less for all
three cases studied (i.e., 100, 150, and 200 g). The data indicate segregation (partial)
with big particles at the far end of the heap and small particles settle near the heap.
The nature of number fraction profile is almost equal and will overlap with each other
if we combined all the plots for top region as well as bottom region.

3.1.2 Effect of height variation

Figure 9 shows profiles of 50% by volume of mixture of small and big particles
with equal density for different height of the divider from the bottom. The top

Figure 8.
Profiles of number fraction of big (2 mm) particles along the flow direction, x (mm) across the depth in the
flowing layer, y (mm) for equal % of mixture. Volume of pouring (a) 100, (b) 150, and (c) 200 g for top
region and similarly for bottom region (d), (e), and (f). Height of the divider from the bottom (h) is: 22 cm.
Error bars show the standard deviation over eight experiments.
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region (Figure 9a and b) and bottom region (Figure 9c and d) show large varia-
tions in number fraction profile plotted for different layer thickness. This indicates
that mixing is more in flowing layer if height of the divider from the bottom
increases. Also increase in height creates more energy for particles during flow due
to which small particles may bounce and settle at the far end of the heap. This
variation in mixing/segregation pattern also depends on the height of the heap and
other working parameters, which have to be studied further. Here, we have con-
sidered only two values of height while studying the effect on segregation pattern.
Also, the system studied here is 2D; therefore, the effect of wall also plays a vital
role in heap formation and mixing/segregation pattern. Wall effect will be neglected
if we perform similar study in 3D heap formation setup.

4. Concluding remarks

Segregation of binary granular mixtures, differing in size and equal density,
during heap formation by intermittent feeding in a quasi-two-dimensional rectan-
gular bin has been investigated. Experiments were performed by varying the mass
(volume) of the mixture and the height of the feeding point above the bottom of the
bin. Data show large particles travel more distance than small particles as smaller
ones can easily fit into void spaces created during flow of materials. The profiles of
the number fraction decreases along the flow path with depth in the deposited layer
for both the parameters studied (mass of pouring and height). During heap forma-
tion, the small particles concentrate near the upper part of the heap and large
particles travel more distance and settle at the bottom. The profiles for different
volumes of pouring do not show significant variation and this indicates that

Figure 9.
Profiles of number fraction of big (2 mm) particles along the flow direction, x (mm) across the depth in the
flowing layer, y (mm) for equal % of mixture. The height of the divider from the bottom is (a) 22 and (b)
25 cm for top region and similarly for bottom region (c) and (d). The volume of pouring is 150 g. Error bars
show the standard deviation over eight experiments.
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segregation in flowing layer is independent of volume of pouring. This is due to
mere increase in mass (volume) of pouring, but number fraction in each layer
remains the same. Therefore, they overlap with each other as observed. In all cases
studied, there is a peak in number fraction profile near the pouring end. Increase in
height (h) decreases the number fraction of big particles, which in turn affects the
extent of segregation. This indicates that mixing is more in flowing layer if we
increase height of the divider above the bottom of the bin for 22 and 25 cm height.
Also increase in height creates more energy for particles during flow due to which
small particles may bounce and settle at the far end of the heap. The impact for
height of fall is clearly apparent near the pouring point of the heap. We have
investigated size segregation of particles during heap formation. It has direct
implications in engineering applications, and one of the examples of such granular
process is blast furnace. These findings may be useful for the optimization of the
design of blast furnace and its accessories. Also, the methodology followed in this
chapter can be implemented to minimize particle segregation in an actual blast
furnace.
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Chapter 10

Kinetic Equations of Granular
Media
Viktor Gerasimenko

Abstract

Approaches to the rigorous derivation of a priori kinetic equations, namely, the
Enskog-type and Boltzmann-type kinetic equations, describing granular media
from the dynamics of inelastically colliding particles are reviewed. We also consider
the problem of potential possibilities inherent in describing the evolution of the
states of a system of many hard spheres with inelastic collisions by means of
a one-particle distribution function.

Keywords: granular media, inelastic collision, Boltzmann equation,
Enskog equation

1. Introduction

It is well known that the properties of granular media (sand, powders, cements,
seeds, etc.) have been extensively studied, in the last decades, by means of experi-
ments, computer simulations, and analytical methods, and a huge amount of phys-
ical literature on this topic has been published (for pointers to physical literature,
see in [1–6]).

Granular media are systems of many particles that attract considerable interest
not only because of their numerous applications but also as systems whose collec-
tive behavior differs from the statistical behavior of ordinary media, i.e., typical
macroscopic properties of media, for example, gases. In particular, the most spec-
tacular effects include with the phenomena of collapse or cooling effect at the
kinetic scale or clustering at the hydrodynamical scale, spontaneous loss of homo-
geneity, modification of Fourier’s law and non-Maxwellian equilibrium kinetic
distributions [1–3].

In modern works [4–6], it is assumed that the microscopic dynamics of granular
media is dissipative, and it is described by a system of many hard spheres with
inelastic collisions. The purpose of this chapter is to review some advances in the
mathematical understanding of kinetic equations of systems with inelastic
collisions.

As is known [7], the collective behavior of many-particle systems can be effec-
tively described by means of a one-particle distribution function governed by the
kinetic equation derived from underlying dynamics in a suitable scaling limit. At
present the considerable advance is observed in a problem of the rigorous deriva-
tion of the Boltzmann kinetic equation for a system of hard spheres in the
Boltzmann–Grad scaling limit [7–10]. At the same time, many recent papers [5, 11]
(and see references therein) consider the Boltzmann-type and the Enskog-type
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kinetic equations for inelastically interacting hard spheres, modelling the behavior
of granular gases, as the original evolution equations and the rigorous derivation
of such kinetic equations remain still an open problem [12, 13].

Hereinafter, an approach will be formulated, which makes it possible to rigor-
ously justify the kinetic equations previously introduced a priori for the description
of granular media, namely, the Enskog-type and Boltzmann-type kinetic equations.
In addition, we will consider the problem of potential possibilities inherent in
describing the evolution of the states of a system of many hard spheres with
inelastic collisions by means of a one-particle distribution function.

2. Dynamics of hard spheres with inelastic collisions

As mentioned above, the microscopic dynamics of granular media is described
by a system of many hard spheres with inelastic collisions. We consider a system of
a non-fixed, i.e., arbitrary, but finite average number of identical particles of a unit
mass with the diameter σ >0, interacting as hard spheres with inelastic collisions.
Every particle is characterized by the phase coordinates: qi, pi

� � � xi ∈3 �
3, i≥ 1:

Let Cγ be the space of sequences b ¼ b0, b1, … , bn, …ð Þ of bounded continuous
functions bn ∈Cn defined on the phase space of n hard spheres that are symmetric
with respect to the permutations of the arguments x1, … , xn, equal to zero on the set
of forbidden configurations n ≐ f q1, … , qn

� �
∈3nkqi � qj∣< σ for at least one pair

i, jð Þ : i 6¼ j∈ 1, … , nð Þg and equipped with the norm: ∥b∥Cγ
¼ max n≥0

γn

n! ∥bn∥Cn
¼

max n≥0
γn

n! supx1,… ,xn ∣bn x1, … , xnð Þ∣. We denote the set of continuously differentia-
ble functions with compact supports by Cn,0 ⊂Cn.

We introduce the semigroup of operators Sn tð Þ, t≥0, that describes dynamics of
n hard spheres. It is defined by means of the phase trajectories of a hard sphere
system with inelastic collisions almost everywhere on the phase space 3n �
3nnn
� �

, namely, outside the set 0
n of the zero Lebesgue measure, as fol-

lows [14]:

Sn tð Þbnð Þ x1, … , xnð Þ � Sn t, 1, … , nð Þbn x1, … , xnð Þ≐
bn X1 tð Þ, … ,Xn tð Þð Þ, if x1, … , xnð Þ∈ 3nnn

� �� 3n,

0, if q1, … , qn
� �

∈n,

8<
:

(1)

where the function Xi tð Þ � Xi t, x1, … , xnð Þ is a phase trajectory of ith particle
constructed in [7] and the set 0

n consists from phase space points-specified initial
data x1, … , xn that generate multiple collisions during the evolution.

On the space Cn one-parameter mapping (1) is a bounded ∗ -weak continuous
semigroup of operators, and ∥Sn tð Þ∥Cn

< 1.
The infinitesimal generator Ln of the semigroup of operators (1) is defined in the

sense of a ∗ -weak convergence of the space Cn, and it has the structure Ln ¼Pn
j¼1L jð Þ þPn

j1 < j2¼1Lint j1, j2
� �

, , and the operators L jð Þ and Lint j1, j2
� �

are defined
by formulas:

L jð Þ≐ pj,
∂

∂qj

* +
, (2)
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and

Lint j1, j2
� �

bs ≐ σ2
ð

2þ

dη η, pj1 � pj2

� �D E
ðbs x1, … , x ∗

j1
, … , x ∗

j2
, … , xs

� �
�

bs x1, … , xsð ÞÞδ qj1 � qj2 þ ση
� �

,
(3)

respectively. In (2) and (3) the following notations are used: x ∗
j � qj, p

∗
j

� �
, the

symbol �, �h i means a scalar product, δ is the Dirac measure,

2þ ≐ η∈3j ηj j ¼ 1, η, pj1 � pj2

� �D E
≥0

n o
, and the post-collision momenta are

determined by the expressions:

p ∗
j1
¼ pj1 � 1� εð Þη η, pj1 � pj2

� �D E
,

p ∗
j2
¼ pj2 þ 1� εð Þη η, pj1 � pj2

� �D E
,

(4)

where ε ¼ 1�e
2 ∈ 0, 1

2

� �
and e∈ 0, 1ð � is a restitution coefficient [6].

Let L1
α ¼ ⊕∞

n¼0α
nL1

n be the space of sequences f ¼ f 0, f 1, … , f n, …
� �

of integrable
functions f n x1, … , xnð Þ defined on the phase space of n hard spheres that are
symmetric with respect to the permutations of the arguments x1, … , xn, equal to
zero on the set of forbidden configurations n and equipped with the norm:
∥f∥L1

α
¼P∞

n¼0α
n
Ð
dx1 … dxn∣f n x1, … , xnð Þ∣, where α> 1 is a real number. We denote

by L1
0 ⊂L1

α the everywhere dense set in L1
α of finite sequences of continuously

differentiable functions with compact supports.
On the space of integrable functions, the semigroup of operators S ∗

n tð Þ, t≥0,
adjoint to semigroup of operators (1) in the sense of the continuous linear func-
tional is defined (the functional of mean values of observables):

b, fð Þ ¼
X∞
n¼0

1
n!

ð

3�3ð Þn
dx1 … dxn bn x1, … , xnð Þf n x1, … , xnð Þ:

The adjoint semigroup of operators is defined by the Duhamel equation:

S ∗
n t, 1, … , nð Þ

¼
Yn
i¼1

S ∗
1 t, ið Þ þ

ðt

0

dτ
Yn
i¼1

S ∗
1 t� τ, ið Þ

Xn
j1 < j2¼1

L ∗
int j1, j2
� �

S ∗
n τ, 1, … , nð Þ, (5)

where for t≥0 the operator L ∗
int j1, j2
� �

is determined by the formula

L ∗
int j1, j2
� �

f s ≐ σ2
ð

2þ

dη η, pj1 � pj2

� �D E� 1

1� 2εð Þ2 f nðx1, … , x⋄j1 , … ,

x⋄j2 , … , xnÞδ qj1 � qj2 þ ση
� �

� f n x1, … , xnð Þδ qj1 � qj2 � ση
� ��

:

(6)

In (6) the notations similar to formula (3) are used, x⋄j � qj, p
⋄
j

� �
, and the pre-

collision momenta (solutions of equations (4)) are determined as follows:
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p⋄j1 ¼ pj1 �
1� ε

1� 2ε
η η, pj1 � pj2

� �D E
,

p⋄j2 ¼ pj2 þ
1� ε

1� 2ε
η η, pj1 � pj2

� �D E
:

(7)

Hence an infinitesimal generator of the adjoint semigroup of operators S ∗
n tð Þ is

defined on L1
0,n as the operator, L ∗

n ¼Pn
j¼1L ∗ jð Þ þPn

j1 < j2¼1L ∗
int j1, j2
� �

, where the

operator adjoint to free motion operator (2) L ∗ jð Þ≐ � pj,
∂

∂qj

D E
was introduced.

On the space L1
n the one-parameter mapping defined by Eq. (5) is a bounded

strong continuous semigroup of operators.

3. The dual hierarchy of evolution equations for observables

It is well known [7] that many-particle systems are described by means of states
and observables. The functional for mean value of observables determines a duality
of states and observables, and, as a consequence, there exist two equivalent
approaches to describing the evolution of systems of many particles. Traditionally,
the evolution is described in terms of the evolution of states by means of the BBGKY
hierarchy for marginal distribution functions. An equivalent approach to describing
evolution is based on marginal observables governed by the dual BBGKY hierarchy.
In the same framework, the evolution of particles with the dissipative interaction,
namely, hard spheres with inelastic collisions, is described [14].

Within the framework of observables, the evolution of a system of hard spheres
is described by the sequences B tð Þ ¼ B0,B1 t, x1ð Þ, … ,Bs t, x1, … , xsð Þ, …ð Þ∈Cγ of the
marginal observables Bs t, x1, … , xsð Þ defined on the phase space of s≥ 1 hard spheres
that are symmetric with respect to the permutations of the arguments x1, … , xn,
equal to zero on the set s, and for t≥0 they are governed by the Cauchy problem
of the weak formulation of the dual BBGKY hierarchy [14]:

∂

∂t
Bs t, x1, … , xsð Þ ¼

Xs
j¼1

L jð ÞBs tð Þ þ
Xs

j1 < j2¼1

Lint j1, j2
� �

Bs tð Þ
0
@

1
A x1, … , xsð Þ

þ
Xs

j1 6¼j2¼1

Lint j1, j2
� �

Bs�1 tð Þ� �
x1, … , xj1�1, xj1þ1, … , xs
� �

, (8)

Bs t, x1, … , xsð Þjt¼0 ¼ B0
s x1, … , xsð Þ, s≥ 1, (9)

where on the set Cs,0 ⊂Cs the free motion operator L jð Þ and the operator of
inelastic collisions Lint j1, j2

� �
are defined by formulas (2) and (3), respectively. We

refer to recurrence evolution equation (8) as the dual BBGKY hierarchy for hard
spheres with inelastic collisions.

The solution B tð Þ ¼ B0,B1 t, x1ð Þ, … ,Bs t, x1, … , xsð Þ, …ð Þ of the Cauchy problem
(8),(9) is determined by the expansions [10]:

Bs t, x1, … , xsð Þ ¼
Xs�1

n¼0

1
n!

Xs

j1 6¼… 6¼jn¼1

A1þn t, YnZf g,Zð ÞB0
s�n

x1, … , xj1�1, xj1þ1, … , xjn�1, xjnþ1, … , xs
� �

,

(10)

where the 1þ nð Þth-order cumulant of semigroups of operators (1) of hard
spheres with inelastic collisions is defined by the formula
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A1þn t, YnXf g,Xð Þ≐
X

P: YnXf g,Xð Þ¼∪iXi

�1ð Þ∣P∣�1 jPj�1ð Þ!
Y
Xi ⊂P

S∣θ Xið Þ∣ t, θ Xið Þð Þ, (11)

and Y � 1, … , sð Þ,Z � j1, … , jn
� �

⊂Y, YnZf g is the set consisting of one element
YnZ ¼ 1, … , j1 � 1, j1 þ 1, … , jn � 1, jn þ 1, … , s

� �
, i.e., this set is a connected subset

of the partition P such that ∣P∣ ¼ 1; the mapping θ �ð Þ is a declusterization operator
defined by the formula: θ YnZf gð Þ ¼ YnZ.

We note that one component sequences of marginal observables correspond to
observables of certain structure, namely, the marginal observable B 1ð Þ ¼
0, b1 x1ð Þ, 0, …ð Þ corresponds to the additive-type observable, and the marginal
observable B kð Þ ¼ 0, … , 0, bk x1,ðð … , xkÞ, 0, … Þ corresponds to the k-ary-type
observable. If as initial data (9) we consider the marginal observable of additive
type, then the decomposition structure of solution (10) is simplified and takes
the form

B 1ð Þ
s t, x1, … , xsð Þ ¼ As t, 1, … , sð Þ

Xs
j¼1

b1 xj
� �

, s≥ 1:

On the space Cγ for abstract initial-value problem (8) and (9), the following
statement is true. If B 0ð Þ ¼ B0,B0

1 , … ,B0
s , …

� �
∈C0

γ ⊂Cγ is finite sequence of infi-
nitely differentiable functions with compact supports, then the sequence of func-
tions (10) is a classical solution, and for arbitrary initial data B 0ð Þ∈Cγ, it is a
generalized solution.

We remark that expansion (10) can be also represented in the form of the weak
formulation of the perturbation (iteration) series as a result of the applying of
analogs of the Duhamel equation to cumulants of semigroups of operators (11).

The mean value of the marginal observable B tð Þ ¼ B0,B1 tð Þ, … ,Bs tð Þ, …ð Þ∈ Cγ in
initial state specified by a sequence of marginal distribution functions F 0ð Þ ¼
1,F0

1 , … ,F0
s , …

� �
∈L1

α ¼ ⊕∞
s¼0α

sL1
s is determined by the following functional:

B tð Þ, F 0ð Þð Þ ¼
X∞
s¼0

1
s!

ð

3�3ð Þs
dx1 … dxs Bs t, x1, … , xsð ÞF0

s x1, … , xsð Þ: (12)

In particular, functional (12) of mean values of the additive-type marginal

observables B 1ð Þ 0ð Þ ¼ 0,B 1ð Þ
1 0, x1ð Þ, 0, …

� �
takes the form:

B 1ð Þ tð Þ, F 0ð Þ
� �

¼ B 1ð Þ 0ð Þ, F tð Þ
� �

¼
ð

3�3
dx1B

1ð Þ
1 0, x1ð ÞF1 t, x1ð Þ,

where the one-particle marginal distribution function F1 t, x1ð Þ is determined by
the series expansion [10]

F1 t, x1ð Þ ¼
X∞
n¼0

1
n!

ð

3�3ð Þn
dx2 … dxnþ1A

∗
1þn tð ÞF0

1þn x1, … , xnþ1ð Þ,

and the generating operator A ∗
1þn tð Þ of this series is the 1þ nð Þth-order cumulant

of adjoint semigroups of hard spheres with inelastic collisions. In the general case
for mean values of marginal observables, the following equality is true:
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p⋄j1 ¼ pj1 �
1� ε

1� 2ε
η η, pj1 � pj2

� �D E
,

p⋄j2 ¼ pj2 þ
1� ε

1� 2ε
η η, pj1 � pj2

� �D E
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In particular, functional (12) of mean values of the additive-type marginal

observables B 1ð Þ 0ð Þ ¼ 0,B 1ð Þ
1 0, x1ð Þ, 0, …

� �
takes the form:

B 1ð Þ tð Þ, F 0ð Þ
� �

¼ B 1ð Þ 0ð Þ, F tð Þ
� �

¼
ð

3�3
dx1B

1ð Þ
1 0, x1ð ÞF1 t, x1ð Þ,

where the one-particle marginal distribution function F1 t, x1ð Þ is determined by
the series expansion [10]

F1 t, x1ð Þ ¼
X∞
n¼0

1
n!

ð

3�3ð Þn
dx2 … dxnþ1A

∗
1þn tð ÞF0

1þn x1, … , xnþ1ð Þ,

and the generating operator A ∗
1þn tð Þ of this series is the 1þ nð Þth-order cumulant

of adjoint semigroups of hard spheres with inelastic collisions. In the general case
for mean values of marginal observables, the following equality is true:
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B tð Þ,F 0ð Þð Þ ¼ B 0ð Þ, F tð Þð Þ,

where the sequence F tð Þ ¼ 1,F1 tð Þ, … , Fs tð Þ, …ð Þ is a solution of the Cauchy
problem of the BBGKY hierarchy of hard spheres with inelastic collisions [14]. The
last equality signifies the equivalence of two pictures of the description of the
evolution of hard spheres by means of the BBGKY hierarchy [7] and the dual
BBGKY hierarchy (8).

Hereinafter we consider initial states of hard spheres specified by a one-particle
marginal distribution function, namely,

F cð Þ
s x1, … , xsð Þ ¼

Ys
i¼1

F0
1 xið ÞX3sns

, s≥ 1, (13)

where X3sns
� X s q1, … , qs

� �
is a characteristic function of allowed configura-

tions 3sns of s hard spheres and F0
1 ∈L1 3 � 3� �

. Initial data (13) is intrinsic for
the kinetic description of many-particle systems because in this case all possible
states are described by means of a one-particle marginal distribution function.

4. The non-Markovian Enskog kinetic equation

In the case of initial states (13), the dual picture of the evolution to the picture of
the evolution by means of observables of a system of hard spheres with inelastic
collisions governed by the dual BBGKY hierarchy (8) for marginal observables is
the evolution of states described by means of the non-Markovian Enskog kinetic
equation and a sequence of explicitly defined functionals of a solution of such
kinetic equation.

Indeed, in view of the fact that the initial state is completely specified by a one-
particle marginal distribution function on allowed configurations (13), for mean
value functional (12), the following representation holds [14, 15]:

B tð Þ,F cð Þ
� �

¼ B 0ð Þ,F tjF1 tð Þð Þð Þ,

where F cð Þ ¼ 1,F cð Þ
1 , … ,F cð Þ

s , …
� �

is the sequence of initial marginal distribution

functions (13) and the sequence F tjF1 tð Þð Þ ¼ 1,F1 tð Þ,F2 tjF1 tð Þð Þ, … ,Fs tjF1 tð Þð Þð Þ is a
sequence of the marginal functionals of the state Fs t, x1, … , xsjF1 tð Þð Þ represented by
the series expansions over the products with respect to the one-particle marginal
distribution function F1 tð Þ:

Fs t, x1, … , xsjF1 tð Þð Þ≐
X∞
n¼0

1
n!

ð

3�3ð Þn
dxsþ1 … dxsþnV1þn t, Yf g,XnYð Þ

Ysþn

i¼1

F1 t, xið Þ, s≥ 2:

(14)

In series (14) we used the notations Y � 1, … , sð Þ,X � 1, … , sþ nð Þ, and the
nþ 1ð Þth-order generating operator V1þn tð Þ, n≥0 is defined as follows [15]:

V1þn t, Yf g,XnYð Þ≐
Xn

k¼0

�1ð Þk
Xn
m1¼1

…
Xn�m1�…�mk�1

mk¼1

n!
n�m1 � … �mkð Þ!�

bA1þn�m1�…�mk t, Yf g, sþ 1, … , sþ n�m1 � … �mkð Þ
Yk
j¼1

Xmj

kj2¼0

…
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Pk j
n�m1�…�mjþs�1

k j
n�m1�…�m jþs¼0

Qsþn�m1�…�mj

ij¼1

1

kjn�m1�…�mjþsþ1�ij � kjn�m1�…�mjþsþ2�ij

� �
!
�

bA1þkjn�m1�…�mjþsþ1�ij
�kjn�m1�…�mjþsþ2�ij

t, ij, sþ n�m1 � … �mj þ 1þ�

k j
sþn�m1�…�mjþ2�i j , … , sþ n�m1 � … �mj þ kjsþn�m1�…�m jþ1�ijÞ,

where it means that k j
1 � mj, k

j
n�m1�…�mjþsþ1 � 0, and we denote the 1þ nð Þth-

order scattering cumulant by the operator bA1þn tð Þ:

bA1þn t, Yf g,XnYð Þ≐A ∗
1þn t, Yf g,XnYð ÞX3 sþnð Þnsþn

Ysþn

i¼1

A ∗
1 t, ið Þ�1,

and the operator A ∗
1þn tð Þ is the 1þ nð Þth-order cumulant of adjoint semigroups

of hard spheres with inelastic collisions.
We emphasize that in fact functionals (14) characterize the correlations gener-

ated by dynamics of a hard sphere system with inelastic collisions.
The second element of the sequence F tjF1 tð Þð Þ, i.e., the one-particle marginal

distribution function F1 tð Þ, is determined by the following series expansion:

F1 t, x1ð Þ ¼
X∞
n¼0

1
n!

ð

3�3ð Þn
dx2 … dxnþ1A

∗
1þn tð ÞX3 1þnð Þn1þn

Ynþ1

i¼1

F0
1 xið Þ, (15)

where the generating operator A ∗
1þn tð Þ � A ∗

1þn t, 1, … , nþ 1ð Þ is the 1þ nð Þth-
order cumulant of adjoint semigroups of hard spheres with inelastic collisions.

For t≥0 the one-particle marginal distribution function (15) is a solution of the
following Cauchy problem of the non-Markovian Enskog kinetic equation [14, 15]:

∂

∂t
F1 t, q1, p1
� � ¼ � p1,

∂

∂q1

� �
F1 t, q1, p1
� �

þσ2
ð

3�2þ

dp2dη η, p1 � p2
� �� � 1

1� 2εð Þ2 F2 t, q1, p
⋄
1 , q1 � ση, p⋄2jF1 tð Þ� �

 

�F2 t, q1, p1, q1 þ ση, p2jF1 tð Þ� �Þ, (16)

F1 tð Þjt¼0 ¼ F0
1 , (17)

where the collision integral is determined by the marginal functional of the state
(14) in the case of s ¼ 2, and the expressions p⋄1 and p⋄2 are the pre-collision
momenta of hard spheres with inelastic collisions (7), i.e., solutions of Eq. (4).

We note that the structure of collision integral of the non-Markovian Enskog
equation for granular gases (16) is such that the first term of its expansion is the
collision integral of the Boltzmann–Enskog kinetic equation and the next terms
describe all possible correlations which are created by hard sphere dynamics with
inelastic collisions and by the propagation of initial correlations connected with the
forbidden configurations.

We remark also that based on the non-Markovian Enskog equation (16), we can
formulate the Markovian Enskog kinetic equation with inelastic collisions [14].

For the abstract Cauchy problem of the non-Markovian Enskog kinetic equation
(16), (17) in the space of integrable functions , the following statement is true [14].
A global in time solution of the Cauchy problem of the non-Markovian Enskog
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kinetic equation.

Indeed, in view of the fact that the initial state is completely specified by a one-
particle marginal distribution function on allowed configurations (13), for mean
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sequence of the marginal functionals of the state Fs t, x1, … , xsjF1 tð Þð Þ represented by
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distribution function F1 tð Þ:

Fs t, x1, … , xsjF1 tð Þð Þ≐
X∞
n¼0

1
n!

ð

3�3ð Þn
dxsþ1 … dxsþnV1þn t, Yf g,XnYð Þ

Ysþn

i¼1

F1 t, xið Þ, s≥ 2:

(14)
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where it means that k j
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n�m1�…�mjþsþ1 � 0, and we denote the 1þ nð Þth-

order scattering cumulant by the operator bA1þn tð Þ:
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and the operator A ∗
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of hard spheres with inelastic collisions.
We emphasize that in fact functionals (14) characterize the correlations gener-

ated by dynamics of a hard sphere system with inelastic collisions.
The second element of the sequence F tjF1 tð Þð Þ, i.e., the one-particle marginal
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1þn t, 1, … , nþ 1ð Þ is the 1þ nð Þth-
order cumulant of adjoint semigroups of hard spheres with inelastic collisions.

For t≥0 the one-particle marginal distribution function (15) is a solution of the
following Cauchy problem of the non-Markovian Enskog kinetic equation [14, 15]:
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þσ2
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⋄
1 , q1 � ση, p⋄2jF1 tð Þ� �

 

�F2 t, q1, p1, q1 þ ση, p2jF1 tð Þ� �Þ, (16)

F1 tð Þjt¼0 ¼ F0
1 , (17)

where the collision integral is determined by the marginal functional of the state
(14) in the case of s ¼ 2, and the expressions p⋄1 and p⋄2 are the pre-collision
momenta of hard spheres with inelastic collisions (7), i.e., solutions of Eq. (4).

We note that the structure of collision integral of the non-Markovian Enskog
equation for granular gases (16) is such that the first term of its expansion is the
collision integral of the Boltzmann–Enskog kinetic equation and the next terms
describe all possible correlations which are created by hard sphere dynamics with
inelastic collisions and by the propagation of initial correlations connected with the
forbidden configurations.

We remark also that based on the non-Markovian Enskog equation (16), we can
formulate the Markovian Enskog kinetic equation with inelastic collisions [14].

For the abstract Cauchy problem of the non-Markovian Enskog kinetic equation
(16), (17) in the space of integrable functions , the following statement is true [14].
A global in time solution of the Cauchy problem of the non-Markovian Enskog
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equation (16) is determined by function (15). For small densities and
F0
1 ∈L1

0 3 � 3� �
, function (15) is a strong solution, and for an arbitrary initial data

F0
1 ∈L1 3 � 3� �

, it is a weak solution.
Thus, if initial state is specified by a one-particle marginal distribution function

on allowed configurations, then the evolution, describing by marginal observables
governed by the dual BBGKY hierarchy (8), can be also described by means of the
non-Markovian kinetic equation (16) and a sequence of marginal functionals of the
state (14). In other words, for mentioned initial states, the evolution of all possible
states of a hard sphere system with inelastic collisions at arbitrary moment of time
can be described by means of a one-particle distribution function without any
approximations.

5. The Boltzmann kinetic equation for granular gases

It is known [7, 8] the Boltzmann kinetic equation describes the evolution of
many hard spheres in the Boltzmann–Grad (or low-density) approximation. In this
section the possible approaches to the rigorous derivation of the Boltzmann kinetic
equation from dynamics of hard spheres with inelastic collisions are outlined.

One approach to deriving the Boltzmann kinetic equation for hard spheres with
inelastic collisions, which was developed in [10] for a system of hard spheres with
elastic collisions, is based on constructing the Boltzmann–Grad asymptotic behavior
of marginal observables governed by the dual BBGKY hierarchy (8). A such scaling
limit is governed by the set of recurrence evolution equations, namely, by the dual
Boltzmann hierarchy for hard spheres with inelastic collisions [14]. Then for initial
states specified by a one-particle distribution function (13), the evolution of
additive-type marginal observables governed by the dual Boltzmann hierarchy is
equivalent to a solution of the Boltzmann kinetic equation for granular gases [12],
and the evolution of nonadditive-type marginal observables is equivalent to the
property of the propagation of initial chaos for states [10].

One more approach to the description of the kinetic evolution of hard spheres
with inelastic collisions is based on the non-Markovian generalization of the Enskog
equation (16).

Let the dimensionless one-particle distribution function Fϵ,0
1 , specifying initial

state (13), satisfy the condition, ∣Fϵ,0
1 x1ð Þ∣ ≤ ce�

β
2p

2
1 , where ϵ>0 is a scaling parameter

(the ratio of the diameter σ >0 to the mean free path of hard spheres), β>0 is a
parameter, and c<∞ is some constant, and there exists the following limit in the
sense of a weak convergence: w� lim ϵ!0 ϵ2Fϵ,0

1 x1ð Þ � f 01 x1ð Þ� � ¼ 0. Then for finite
time interval the Boltzmann–Grad limit of dimensionless solution (15) of the
Cauchy problem of the non-Markovian Enskog kinetic equation (16) and (17) exists
in the same sense, namely, w� lim

ϵ!0
ϵ2F1 t, x1ð Þ � f 1 t, x1ð Þ� � ¼ 0, where the limit

one-particle distribution function is a weak solution of the Cauchy problem of the
Boltzmann kinetic equation for granular gases [6, 12]:

∂

∂t
f 1 t, x1ð Þ ¼ � p1,

∂

∂q1

� �
f 1 t, x1ð Þ

þ
ð

3�2þ

dp2dη η, p1 � p2
� �� � 1

1� 2εð Þ2 f 1 t, q1, p
⋄
1

� �
f 1 t, q1, p

⋄
2

� �� f 1 t, x1ð Þf 1 t, q1, p2
� �

 !
,

(18)

f 1 t, x1ð Þ��t¼0 ¼ f 01 x1ð Þ, (19)
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where the momenta p⋄1 and p⋄2 are pre-collision momenta of hard spheres with
inelastic collisions (7).

As noted above, all possible correlations of a system of hard spheres with inelas-
tic collisions are described by marginal functionals of the state (14). Taking into
consideration the fact of the existence of the Boltzmann–Grad scaling limit of a
solution of the non-Markovian Enskog kinetic equation (16), for marginal func-
tionals of the state (14), the following statement holds:

w� lim
ϵ!0

ϵ2sFs t, x1, … , xsjF1 tð Þð Þ �
Ys
j¼1

f 1 t, xj
� � !

¼ 0,

where the limit one-particle distribution function f 1 tð Þ is governed by the
Boltzmann kinetic equation for granular gases (18). This property of marginal
functionals of the state (14) means the propagation of the initial chaos [7].

It should be emphasized that the Boltzmann–Grad asymptotics of a solution of
the non-Markovian Enskog equation (16) in a multidimensional space are analogous
of the Boltzmann–Grad asymptotic behavior of a hard sphere system with the
elastic collisions [10]. Such asymptotic behavior is governed by the Boltzmann
equation for a granular gas (18), and the asymptotics of marginal functionals of the
state (14) are the product of its solution (this property is interpreted as the propa-
gation of the initial chaos).

6. One-dimensional granular gases

As is known, the evolution of a one-dimensional system of hard spheres with
elastic collisions is trivial (free motion or Knudsen flow) in the Boltzmann–Grad
scaling limit [7], but, as it was taken notice in paper [16], in this approximation the
kinetics of inelastically interacting hard spheres (rods) is not trivial, and it is
governed by the Boltzmann kinetic equation for one-dimensional granular gases
[16–19]. Below the approach to the rigorous derivation of Boltzmann-type equation
for one-dimensional granular gases will be outlined. It should be emphasized that a
system of many hard rods with inelastic collisions displays the basic properties of
granular gases inasmuch as under the inelastic collisions only the normal compo-
nent of relative velocities dissipates in a multidimensional case.

In case of a one-dimensional granular gas for t≥0 in dimensionless form, the
Cauchy problem (16),(17) takes the form [20]:

∂

∂t
F1 t, q1, p1
� � ¼ �p1

∂

∂q1
F1 t, q1, p1
� �þ

ð∞
0
dPP

1

1� 2εð Þ2 F2 t, q1, p
⋄
1 p1,P
� �

, q1 � ϵ, p⋄2 p1,P
� �jF1 tð Þ� ��

 

F2 t, q1, p1, q1 � ϵ, p1 þ PjF1 tð Þ� ��þ (20)

ð∞
0
dPP

1

1� 2εð Þ2 F2 t, q1, ~p
⋄
1 p1,P
� �

, q1 þ ϵ, ~p⋄2 p1,P
� �jF1 tð Þ� ��

 

F2 t, q1, p1, q1 þ ϵ, p1 � PjF1 tð Þ� ��
,

F1 tð Þjt¼0 ¼ Fϵ,0
1 , (21)

171

Kinetic Equations of Granular Media
DOI: http://dx.doi.org/10.5772/intechopen.90027



equation (16) is determined by function (15). For small densities and
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, function (15) is a strong solution, and for an arbitrary initial data

F0
1 ∈L1 3 � 3� �

, it is a weak solution.
Thus, if initial state is specified by a one-particle marginal distribution function

on allowed configurations, then the evolution, describing by marginal observables
governed by the dual BBGKY hierarchy (8), can be also described by means of the
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state (14). In other words, for mentioned initial states, the evolution of all possible
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It is known [7, 8] the Boltzmann kinetic equation describes the evolution of
many hard spheres in the Boltzmann–Grad (or low-density) approximation. In this
section the possible approaches to the rigorous derivation of the Boltzmann kinetic
equation from dynamics of hard spheres with inelastic collisions are outlined.

One approach to deriving the Boltzmann kinetic equation for hard spheres with
inelastic collisions, which was developed in [10] for a system of hard spheres with
elastic collisions, is based on constructing the Boltzmann–Grad asymptotic behavior
of marginal observables governed by the dual BBGKY hierarchy (8). A such scaling
limit is governed by the set of recurrence evolution equations, namely, by the dual
Boltzmann hierarchy for hard spheres with inelastic collisions [14]. Then for initial
states specified by a one-particle distribution function (13), the evolution of
additive-type marginal observables governed by the dual Boltzmann hierarchy is
equivalent to a solution of the Boltzmann kinetic equation for granular gases [12],
and the evolution of nonadditive-type marginal observables is equivalent to the
property of the propagation of initial chaos for states [10].
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Let the dimensionless one-particle distribution function Fϵ,0
1 , specifying initial

state (13), satisfy the condition, ∣Fϵ,0
1 x1ð Þ∣ ≤ ce�

β
2p

2
1 , where ϵ>0 is a scaling parameter

(the ratio of the diameter σ >0 to the mean free path of hard spheres), β>0 is a
parameter, and c<∞ is some constant, and there exists the following limit in the
sense of a weak convergence: w� lim ϵ!0 ϵ2Fϵ,0

1 x1ð Þ � f 01 x1ð Þ� � ¼ 0. Then for finite
time interval the Boltzmann–Grad limit of dimensionless solution (15) of the
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where the momenta p⋄1 and p⋄2 are pre-collision momenta of hard spheres with
inelastic collisions (7).

As noted above, all possible correlations of a system of hard spheres with inelas-
tic collisions are described by marginal functionals of the state (14). Taking into
consideration the fact of the existence of the Boltzmann–Grad scaling limit of a
solution of the non-Markovian Enskog kinetic equation (16), for marginal func-
tionals of the state (14), the following statement holds:

w� lim
ϵ!0

ϵ2sFs t, x1, … , xsjF1 tð Þð Þ �
Ys
j¼1

f 1 t, xj
� � !

¼ 0,

where the limit one-particle distribution function f 1 tð Þ is governed by the
Boltzmann kinetic equation for granular gases (18). This property of marginal
functionals of the state (14) means the propagation of the initial chaos [7].

It should be emphasized that the Boltzmann–Grad asymptotics of a solution of
the non-Markovian Enskog equation (16) in a multidimensional space are analogous
of the Boltzmann–Grad asymptotic behavior of a hard sphere system with the
elastic collisions [10]. Such asymptotic behavior is governed by the Boltzmann
equation for a granular gas (18), and the asymptotics of marginal functionals of the
state (14) are the product of its solution (this property is interpreted as the propa-
gation of the initial chaos).

6. One-dimensional granular gases

As is known, the evolution of a one-dimensional system of hard spheres with
elastic collisions is trivial (free motion or Knudsen flow) in the Boltzmann–Grad
scaling limit [7], but, as it was taken notice in paper [16], in this approximation the
kinetics of inelastically interacting hard spheres (rods) is not trivial, and it is
governed by the Boltzmann kinetic equation for one-dimensional granular gases
[16–19]. Below the approach to the rigorous derivation of Boltzmann-type equation
for one-dimensional granular gases will be outlined. It should be emphasized that a
system of many hard rods with inelastic collisions displays the basic properties of
granular gases inasmuch as under the inelastic collisions only the normal compo-
nent of relative velocities dissipates in a multidimensional case.

In case of a one-dimensional granular gas for t≥0 in dimensionless form, the
Cauchy problem (16),(17) takes the form [20]:

∂

∂t
F1 t, q1, p1
� � ¼ �p1

∂

∂q1
F1 t, q1, p1
� �þ

ð∞
0
dPP

1

1� 2εð Þ2 F2 t, q1, p
⋄
1 p1,P
� �

, q1 � ϵ, p⋄2 p1,P
� �jF1 tð Þ� ��

 

F2 t, q1, p1, q1 � ϵ, p1 þ PjF1 tð Þ� ��þ (20)

ð∞
0
dPP

1

1� 2εð Þ2 F2 t, q1, ~p
⋄
1 p1,P
� �

, q1 þ ϵ, ~p⋄2 p1,P
� �jF1 tð Þ� ��

 

F2 t, q1, p1, q1 þ ϵ, p1 � PjF1 tð Þ� ��
,

F1 tð Þjt¼0 ¼ Fϵ,0
1 , (21)
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where ϵ>0 is a scaling parameter (the ratio of a hard sphere diameter (the
length) σ >0 to the mean free path), the collision integral is determined by marginal
functional (14) of the state F1 tð Þ in the case of s ¼ 2, and the expressions:

p⋄1 p1,P
� � ¼ p1 � Pþ ε

2ε� 1
P,

p⋄2 p1,P
� � ¼ p1 �

ε

2ε� 1
P

and

~p⋄1 p1,P
� � ¼ p1 þ P� ε

2ε� 1
P,

~p⋄2 p1,P
� � ¼ p1 þ

ε

2ε� 1
P,

are transformed pre-collision momenta in a one-dimensional space.
If initial one-particle marginal distribution functions satisfy the following con-

dition: ∣Fϵ,0
1 x1ð Þ∣ ≤Ce�

β
2p

2
1 , where β>0 is a parameter, C<∞ is some constant, then

every term of the series

Fϵ
1 t, x1ð Þ ¼

X∞
n¼0

1
n!

ð

�ð Þn
dx2 … dxnþ1A

∗
1þn tð Þ

Ynþ1

i¼1

Fϵ,0
1 xið ÞX 1þnð Þn1þn

, (22)

exists, for finite time interval function (23) is the uniformly convergent series
with respect to x1 from arbitrary compact, and it is determined a weak solution of
the Cauchy problem of the non-Markovian Enskog equation (20), (22). Let in the
sense of a weak convergence there exist the following limit:

w� lim
ϵ!0

Fϵ,0
1 x1ð Þ � f 01 x1ð Þ� � ¼ 0,

then for finite time interval there exists the Boltzmann–Grad limit of solution
(23) of the Cauchy problem of the non-Markovian Enskog equation for one-
dimensional granular gas (20) in the sense of a weak convergence:

w� lim
ϵ!0

Fϵ
1 t, x1ð Þ � f 1 t, x1ð Þ� � ¼ 0, (23)

where the limit one-particle marginal distribution function is defined by uni-
formly convergent arbitrary compact set series:

f 1 t, x1ð Þ ¼
X∞
n¼0

1
n!

ð

�ð Þn
dx2 … dxnþ1A

0
1þn tð Þ

Ynþ1

i¼1

f 01 xið Þ, (24)

and the generating operator A0
1þn tð Þ � A0

1þn t, 1, … , nþ 1ð Þ is the nþ 1ð Þth-order
cumulant of adjoint semigroups S ∗ ,0

n tð Þ of point particles with inelastic collisions. An
infinitesimal generator of the semigroup of operators S ∗ ,0

n tð Þ is defined as the operator:

L ∗ ,0
n f n

� �
x1, … , xnð Þ ¼ �

Xn
j¼1

pj
∂

∂qj
f n x1, … , xnð Þ

þ
Xn

j1 < j2¼1

∣pj2 � pj1 ∣
1

1� 2εð Þ2 f n x1, … , x⋄j1 , … , x⋄j2 , … , xn
� �

�
 

f n x1, … , xnð ÞÞδ qj1 � qj2

� �
,
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where x⋄j � qj, p
⋄
j

� �
and the pre-collision momenta p⋄j1 , p

⋄
j2
are determined by the

following expressions:

p⋄j1 ¼ pj2 þ
ε

2ε� 1
pj1 � pj2

� �
,

p⋄j2 ¼ pj1 �
ε

2ε� 1
pj1 � pj2

� �
:

For t≥0 the limit one-particle distribution function represented by series (25) is
a weak solution of the Cauchy problem of the Boltzmann-type kinetic equation of
point particles with inelastic collisions [20]

∂

∂t
f 1 t, q, pð Þ ¼ �p

∂

∂q
f 1 t, q, pð Þ þ

ðþ∞

�∞
dp1 ∣p� p1∣

� 1

1� 2εð Þ2 f 1 t, q, p⋄ð Þ f 1ðt, q, p⋄1Þ � f 1ðt, q, pÞ f 1ðt, q, p1Þ
 !

þ
X∞
n¼1

I nð Þ
0 :

(25)

In kinetic equation (26) the remainder
P∞

n¼1I nð Þ
0 of the collision integral is

determined by the expressions

I nð Þ
0 � 1

n!

ð∞
0
dPP

ð

�ð Þn
dq3dp3 … dqnþ2dpnþ2V1þn tð Þ 1

1� 2εð Þ2 f 1 t, q, p⋄1 p,Pð Þ� � 

� f 1 t, q, p⋄2 p,Pð Þ� �� f 1 t, q, pð Þf 1 t, q, pþ Pð ÞÞ
Ynþ2

i¼3

f 1 t, qi, pi
� �

þ
ð∞
0
dPP

ð

�ð Þn
dq3dp3 … dqnþ2dpnþ2V1þn tð Þ 1

1� 2εð Þ2 f 1 t, q, ~p⋄1 p,Pð Þ� �
 

� f 1 t, q, ~p⋄2 p,Pð Þ� �� f 1 t, q, pð Þf 1 t, q, p� Pð ÞÞ
Ynþ2

i¼3

F1 t, qi, pi
� �

,

where the generating operators V1þn tð Þ � V1þn t, 1, 2f g, 3, … , nþ 2ð Þ, n≥0, are
represented by expansions (15) with respect to the cumulants of semigroups of
scattering operators of point hard rods with inelastic collisions in a one-dimensional
space:

bS0n t, 1, … , nð Þ≐ S ∗ ,0
n t, 1, … , sð Þ

Yn
i¼1

S ∗ ,0
1 t, ið Þ�1: (26)

In fact, the series expansions for the collision integral of the non-Markovian
Enskog equation for a granular gas or solution (23) are represented as the power
series over the density so that the terms I nð Þ

0 , n≥ 1, of the collision integral in kinetic
equation (18) are corrections with respect to the density to the Boltzmann collision
integral for one-dimensional granular gases stated in [17, 21].

Since the scattering operator of point hard rods is an identity operator in the
approximation of elastic collisions, namely, in the limit ε ! 0, the collision integral
of the Boltzmann kinetic equation (26) in a one-dimensional space is identical to
zero. In the quasi-elastic limit [21], the limit one-particle distribution function (25)

lim
ε!0

εf 1 t, q, vð Þ ¼ f 0 t, q, vð Þ,
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where ϵ>0 is a scaling parameter (the ratio of a hard sphere diameter (the
length) σ >0 to the mean free path), the collision integral is determined by marginal
functional (14) of the state F1 tð Þ in the case of s ¼ 2, and the expressions:

p⋄1 p1,P
� � ¼ p1 � Pþ ε

2ε� 1
P,

p⋄2 p1,P
� � ¼ p1 �

ε

2ε� 1
P

and

~p⋄1 p1,P
� � ¼ p1 þ P� ε

2ε� 1
P,

~p⋄2 p1,P
� � ¼ p1 þ

ε

2ε� 1
P,

are transformed pre-collision momenta in a one-dimensional space.
If initial one-particle marginal distribution functions satisfy the following con-

dition: ∣Fϵ,0
1 x1ð Þ∣ ≤Ce�

β
2p

2
1 , where β>0 is a parameter, C<∞ is some constant, then

every term of the series

Fϵ
1 t, x1ð Þ ¼

X∞
n¼0

1
n!

ð

�ð Þn
dx2 … dxnþ1A

∗
1þn tð Þ

Ynþ1

i¼1

Fϵ,0
1 xið ÞX 1þnð Þn1þn

, (22)

exists, for finite time interval function (23) is the uniformly convergent series
with respect to x1 from arbitrary compact, and it is determined a weak solution of
the Cauchy problem of the non-Markovian Enskog equation (20), (22). Let in the
sense of a weak convergence there exist the following limit:

w� lim
ϵ!0

Fϵ,0
1 x1ð Þ � f 01 x1ð Þ� � ¼ 0,

then for finite time interval there exists the Boltzmann–Grad limit of solution
(23) of the Cauchy problem of the non-Markovian Enskog equation for one-
dimensional granular gas (20) in the sense of a weak convergence:

w� lim
ϵ!0

Fϵ
1 t, x1ð Þ � f 1 t, x1ð Þ� � ¼ 0, (23)

where the limit one-particle marginal distribution function is defined by uni-
formly convergent arbitrary compact set series:

f 1 t, x1ð Þ ¼
X∞
n¼0

1
n!

ð

�ð Þn
dx2 … dxnþ1A

0
1þn tð Þ

Ynþ1

i¼1

f 01 xið Þ, (24)

and the generating operator A0
1þn tð Þ � A0

1þn t, 1, … , nþ 1ð Þ is the nþ 1ð Þth-order
cumulant of adjoint semigroups S ∗ ,0

n tð Þ of point particles with inelastic collisions. An
infinitesimal generator of the semigroup of operators S ∗ ,0

n tð Þ is defined as the operator:

L ∗ ,0
n f n

� �
x1, … , xnð Þ ¼ �

Xn
j¼1

pj
∂

∂qj
f n x1, … , xnð Þ

þ
Xn

j1 < j2¼1

∣pj2 � pj1 ∣
1

1� 2εð Þ2 f n x1, … , x⋄j1 , … , x⋄j2 , … , xn
� �

�
 

f n x1, … , xnð ÞÞδ qj1 � qj2

� �
,

172

Progress in Fine Particle Plasmas

where x⋄j � qj, p
⋄
j

� �
and the pre-collision momenta p⋄j1 , p

⋄
j2
are determined by the

following expressions:

p⋄j1 ¼ pj2 þ
ε

2ε� 1
pj1 � pj2

� �
,

p⋄j2 ¼ pj1 �
ε

2ε� 1
pj1 � pj2

� �
:

For t≥0 the limit one-particle distribution function represented by series (25) is
a weak solution of the Cauchy problem of the Boltzmann-type kinetic equation of
point particles with inelastic collisions [20]

∂

∂t
f 1 t, q, pð Þ ¼ �p

∂

∂q
f 1 t, q, pð Þ þ

ðþ∞

�∞
dp1 ∣p� p1∣

� 1

1� 2εð Þ2 f 1 t, q, p⋄ð Þ f 1ðt, q, p⋄1Þ � f 1ðt, q, pÞ f 1ðt, q, p1Þ
 !

þ
X∞
n¼1

I nð Þ
0 :

(25)

In kinetic equation (26) the remainder
P∞

n¼1I nð Þ
0 of the collision integral is

determined by the expressions

I nð Þ
0 � 1

n!

ð∞
0
dPP

ð

�ð Þn
dq3dp3 … dqnþ2dpnþ2V1þn tð Þ 1

1� 2εð Þ2 f 1 t, q, p⋄1 p,Pð Þ� � 

� f 1 t, q, p⋄2 p,Pð Þ� �� f 1 t, q, pð Þf 1 t, q, pþ Pð ÞÞ
Ynþ2

i¼3

f 1 t, qi, pi
� �

þ
ð∞
0
dPP

ð

�ð Þn
dq3dp3 … dqnþ2dpnþ2V1þn tð Þ 1

1� 2εð Þ2 f 1 t, q, ~p⋄1 p,Pð Þ� �
 

� f 1 t, q, ~p⋄2 p,Pð Þ� �� f 1 t, q, pð Þf 1 t, q, p� Pð ÞÞ
Ynþ2

i¼3

F1 t, qi, pi
� �

,

where the generating operators V1þn tð Þ � V1þn t, 1, 2f g, 3, … , nþ 2ð Þ, n≥0, are
represented by expansions (15) with respect to the cumulants of semigroups of
scattering operators of point hard rods with inelastic collisions in a one-dimensional
space:

bS0n t, 1, … , nð Þ≐ S ∗ ,0
n t, 1, … , sð Þ

Yn
i¼1

S ∗ ,0
1 t, ið Þ�1: (26)

In fact, the series expansions for the collision integral of the non-Markovian
Enskog equation for a granular gas or solution (23) are represented as the power
series over the density so that the terms I nð Þ

0 , n≥ 1, of the collision integral in kinetic
equation (18) are corrections with respect to the density to the Boltzmann collision
integral for one-dimensional granular gases stated in [17, 21].

Since the scattering operator of point hard rods is an identity operator in the
approximation of elastic collisions, namely, in the limit ε ! 0, the collision integral
of the Boltzmann kinetic equation (26) in a one-dimensional space is identical to
zero. In the quasi-elastic limit [21], the limit one-particle distribution function (25)

lim
ε!0

εf 1 t, q, vð Þ ¼ f 0 t, q, vð Þ,
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satisfies the nonlinear friction kinetic equation for granular gases of the follow-
ing form [16, 21]:

∂

∂t
f 0 t, q, vð Þ ¼ �v

∂

∂q
f 0 t, q, vð Þ þ ∂

∂v

ð∞
�∞

dv1 ∣v1 � v∣ v1 � vð Þ f 0 t, q, v1ð Þf 0 t, q, vð Þ:

Taking into consideration result (24) on the Boltzmann–Grad asymptotic
behavior of the non-Markovian Enskog equation (16), for marginal functionals of
the state (14) in a one-dimensional space, the following statement is true [20]:

w� lim
ϵ!0

Fs t, x1, … , xsjFϵ
1 tð Þ� �� f s t, x1, … , xsj f 1 tð Þ� �� � ¼ 0, s≥ 2,

where the limit marginal functionals f s tj f 1 tð Þ� �
, s≥ 2, with respect to limit one-

particle distribution function (25) are determined by the series expansions with the
structure similar to series (14) and the generating operators represented by expan-
sions (15) over the cumulants of semigroups of scattering operators (27) of point
hard rods with inelastic collisions in a one-dimensional space.

As mentioned above, in the case of a system of hard rods with elastic collisions,
the limit marginal functionals of the state are the product of the limit one-particle
distribution functions, describing the free motion of point hard rods.

Thus, the Boltzmann–Grad asymptotic behavior of solution (23) of the non-
Markovian Enskog equation (20) is governed by the Boltzmann kinetic equation for
a one-dimensional granular gas (18). Moreover, the limit marginal functionals of
the state are represented by the appropriate series with respect to limit one-particle
distribution function (25) that describe the propagation of initial chaos in one-
dimensional granular gases.

7. Conclusions

In this chapter the origin of the kinetic description of the evolution of observ-
ables of a system of hard spheres with inelastic collisions was considered.

It was established that for initial states (13) specified by a one-particle distribution
function, solution (10) of the Cauchy problem of the dual BBGKY hierarchy (8) and
(9) and a solution of the Cauchy problem of the non-Markovian Enskog equation
(16) and (17) together with marginal functionals of the state (14), give two equiva-
lent approaches to the description of the evolution of states of a hard sphere system
with inelastic collisions. In fact, the rigorous justification of the Enskog kinetic equa-
tion for granular gases (16) is a consequence of the validity of equality (14).

We note that the developed approach is also related to the problem of a rigorous
derivation of the non-Markovian kinetic-type equations from underlying many-
particle dynamics which make it possible to describe the memory effects of granular
gases.

One more advantage also is that the considered approach gives the possibility to
construct the kinetic equations in scaling limits, involving correlations at initial time
which can characterize the condensed states of a hard sphere system with inelastic
collisions [10].

Finally, it should be emphasized that the developed approach to the derivation
of the Boltzmann equation for granular gases from the dynamics governed by the
non-Markovian Enskog kinetic equation (16) also allows us to construct higher-
order corrections to the collision integral compared to the Boltzmann–Grad
approximation.
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satisfies the nonlinear friction kinetic equation for granular gases of the follow-
ing form [16, 21]:
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behavior of the non-Markovian Enskog equation (16), for marginal functionals of
the state (14) in a one-dimensional space, the following statement is true [20]:
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particle distribution function (25) are determined by the series expansions with the
structure similar to series (14) and the generating operators represented by expan-
sions (15) over the cumulants of semigroups of scattering operators (27) of point
hard rods with inelastic collisions in a one-dimensional space.
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the limit marginal functionals of the state are the product of the limit one-particle
distribution functions, describing the free motion of point hard rods.

Thus, the Boltzmann–Grad asymptotic behavior of solution (23) of the non-
Markovian Enskog equation (20) is governed by the Boltzmann kinetic equation for
a one-dimensional granular gas (18). Moreover, the limit marginal functionals of
the state are represented by the appropriate series with respect to limit one-particle
distribution function (25) that describe the propagation of initial chaos in one-
dimensional granular gases.

7. Conclusions

In this chapter the origin of the kinetic description of the evolution of observ-
ables of a system of hard spheres with inelastic collisions was considered.

It was established that for initial states (13) specified by a one-particle distribution
function, solution (10) of the Cauchy problem of the dual BBGKY hierarchy (8) and
(9) and a solution of the Cauchy problem of the non-Markovian Enskog equation
(16) and (17) together with marginal functionals of the state (14), give two equiva-
lent approaches to the description of the evolution of states of a hard sphere system
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Chapter 11

Comparison of Concentration
Transport Approach and MP-PIC
Method for Simulating Proppant
Transport Process
Junsheng Zeng and Heng Li

Abstract

In this work, proppant transport process is studied based on two popular
numerical methods: multiphase particle-in-cell method (MP-PIC) and concentra-
tion transport method. Derivations of governing equations in these two frameworks
are reviewed, and then similarities and differences between these two methods are
fully discussed. Several cases are designed to study the particle settling and convey-
ing processes at different fluid Reynolds number. Simulation results indicate that
two physical mechanisms become significant in the high Reynolds number cases,
which leads to big differences between the simulation results of the two methods.
One is the gravity convection effect in the early stage and the other is the particle
packing, which determines the shape of sandbank. Above all, the MP-PIC method
performs better than the concentration transport approach because more physical
mechanisms are considered in the former framework. Besides, assumptions of
ignoring unsteady terms and transient terms for the fluid governing equations in
the concentration transport approach are only reasonable when Reynolds number is
smaller than 100.

Keywords: proppant transport, two-phase flow, gravity convection, multiphase
particle-in-cell method, concentration transport approach

1. Introduction

In unconventional oil and gas industry, there exists a significant granular flow
process, which is known as the proppant transport [1]. It is necessary to pump high-
strength granular materials such as ceramic particles and sand into the stimulated
fracture networks with carrying fluid. Eventually after the flow-back of fluid, the
granular materials remain in the fractures and fracture networks are efficiently
propped, which contributes to a high conductivity for gas/oil exploitation. There-
fore, it is important to reveal the physical mechanisms in the proppant transport
process.

Essentially, proppant transport process is a two-phase flow problem constrained
in a channel with various widths. In previous works, concentration transport
approach was very popular for simulating the proppant transport. In the approach,
proppant is considered as a continuum, and is quantitatively described using
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concentration. The motion of the particle phase is solved based on a concentration
transport equation. This method is firstly established by Mobbs and Hammond [2].
They derived the governing equations for the fluid-particle mixture (i.e., slurry) by
combining mass conservation laws of two phases and convection models. Then a
Poisson equation for the fluid pressure is obtained. They proposed an important
dimensionless number, that is, the Buoyancy number, to quantitatively describe the
relative intensity of horizontal convection effect and the vertical settling effect.
Their pioneering work is then adopted and extended in many later works. For
example, Gadde and Sharma [3] and Gu and Mohanty [4] extended this framework
by considering the effects of fracture propagation. Wang et al. [5] introduced a
blocking function in order to consider the proppant bridging effect. Dontsov and
Peirce [6] utilized a more accurate velocity retardation model based on their theo-
retical analysis. Roostaei et al. [7] applied the WENO (weighted essentially non-
oscillation) scheme to solve the concentration transport equation, which greatly
reduces the numerical diffusion.

The MP-PIC method [8, 9] is another numerical method for simulating large-
scale fluid-particle coupling system, which is popular in chemical engineering. In
the MP-PIC method, fluid motion is governed by the volume-averaged Navier-
Stokes equation, and particle motion is solved using the Newton’s second law under
the Lagrangian framework, which is different from those in the concentration
approach. Due to its Lagrangian feature and high fidelity, the MP-PIC method is
also shown to be a powerful tool for simulating proppant transport process.

In this work, the two above numerical methods are both applied in simulating the
proppant transport process. Though the two numerical methods are built under
different frameworks, there exist both similarities and differences between them. The
hidden facts are revealed based on the analysis of the governing equation sets, as well
as the numerical results. The remaining contents of this work are organized as follows.
In Section 2, basic governing equation sets of the two methods are demonstrated, and
relationship between the two methods are discussed. In Section 3, several numerical
cases are designed to illustrate the performance of the two methods, and the numer-
ical results are then discussed. Finally, conclusions are drawn in the Section 4.

2. Methodology

2.1 Concentration transport approach

Assume that there exists only one kind of proppant (same density and size, or
mono-disperse) in the fracture and the particle phase is well distributed so that in
the large scale we can take the derivative of the particle concentration in most
regions (except discontinuity), and the particle and fluid phase are both incom-
pressible. Then we have following unknown variables: fluid velocity u! f , particle

velocity u!p, particle concentration C, and fluid pressure P.
Let us start from the continuity equation. Figure 1 shows the fluxes and accu-

mulation in a control volume. It is clear that for the particle phase we have the mass
balance equation:

Cnþ1wnþ1 � Cnwn

Δt
¼ Cwup,x
� �

W � dy� Cwup,x
� �

E � dy
dx

þ Cwup,y
� �

N � dx� Cwup,y
� �

S � dx
dy

, (1)

180

Progress in Fine Particle Plasmas

where w is the fracture width. Then it is trivial to obtain the differential form [2]:

∂ Cwð Þ
∂t

þ ∇ � Cwu!p

� �
¼ 0: (2)

Similarly, we have the mass balance equation for fluid phase:

∂ 1� Cð Þwð Þ
∂t

þ ∇ � 1� Cð Þwu! f

� �
¼ 0: (3)

Considering fluid leak-off, it is trivial to add a source term in the RHS:

∂ 1� Cð Þwð Þ
∂t

þ ∇ � 1� Cð Þwu! f

� �
¼ wuleak, (4)

where uleak is the leak velocity, which has the dimension of 1/[TIME].
In large-scale cases, we assume that in the horizontal direction, the velocities of

the two phases are the same (homogeneous slurry flow), and in the vertical direc-
tion, the particle phase velocity differs from the fluid phase due to particle settling.
Then we have the following formula:

up,x ¼ u f ,x, up,y ¼ u f ,y þ usettling, (5)

where usettling is the particle settling velocity. There are also other modifications
indicating that in the horizontal direction particle velocity does not equal the fluid
velocity, which is called proppant retardation [3, 4].

Using Eqs. (2) and (4), we can obtain the fluid/particle mixture (slurry)
continuity equation.

∂ wð Þ
∂t

þ ∇ � wu!s

� �
¼ wuleak, (6)

where u!s ¼ 1� Cð Þu! f þ Cu!p ¼ u! f þ Cusettling j
!
is the slurry velocity.

Eq. (6) is necessary for solving fluid pressure and it is illustrated below. As we
know, for pure Newtonian fluid, we have the constitutive laws in which viscosity is
a significant parameter. In viscous case (low Re number), based on the Poiseuille’s
Law, we can derive the relationship between the pressure gradient and average
velocity in a channel/fracture:

Figure 1.
Control volume in concentration transport approach.
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Law, we can derive the relationship between the pressure gradient and average
velocity in a channel/fracture:

Figure 1.
Control volume in concentration transport approach.

181

Comparison of Concentration Transport Approach and MP-PIC Method for Simulating…
DOI: http://dx.doi.org/10.5772/intechopen.92227



u! f ¼ � w2

12μ f
∇ Pþ ρ f gz
� �

, (7)

where μ f is the fluid viscosity and w is the fracture width. The term w2=12 is also
considered as the effective permeability of a fracture. This relationship connects the
fluid pressure with the velocity, and if we substitute it into continuity equation, we
will obtain a Poisson equation for pressure and it can be easily solved.

In the case of fluid/particle mixture, we also expect there exists a similar rela-
tionship between fluid pressure and slurry velocity. There are many previous liter-
atures including experimental and numerical works revealing this relationship. It is
well known that the apparent viscosity of the mixture is higher than that of the pure
fluid and a formula similar to Eq. (7) can be obtained introducing the effective
viscosity of the mixture [7]:

u!s ¼ � w2

12μ Cð Þ∇ Pþ ρsgzð Þ, (8)

where μ Cð Þ is the effective viscosity, which depends on particle concentration C
and obviously μ 0ð Þ ¼ μ f , ρs ¼ ρ f 1� Cð Þ þ ρpC is the slurry density.

By substituting Eq. (8) into Eq. (6), we get the following pressure Eq. (7):

∂w
∂t

� ∂

∂x
w3

12μ Cð Þ
∂P
∂x

� �
� ∂

∂z
w3

12μ Cð Þ
∂ Pþ ρsgzð Þ

∂z

� �
¼ wuleak (9).

If the fracture width does not vary with time, then the time derivative vanishes,
with the pressure Poisson equation remaining, and the sand concentration C can be
solved explicitly or implicitly using Eq. (2) with high-order accuracy schemes.

2.2 MP-PIC method

The MP-PIC method is an Eulerian-Lagrangian method, in which fluid motion is
solved in the Eulerian grids and particle motion is solved under the Lagrangian
framework. The governing equation of fluid motion reads [10]:

∂ α f w
� �
∂t

þ ∇ � α f wu! f

� �
¼ wuleak, (10)

1
w

∂ α f wu! f

� �

∂t
þ 1
w
∇ � α f wu! f ⊗ u! f

� �
¼ � 1

ρ f
∇Pþ f

!
w þ f

!
p, (11)

where w is the fracture width, α f is the volume fraction of fluid, f
!
w is the wall

friction term and f
!
p is the fluid-particle coupling source term, u! f is the fluid

velocity, symbol “⊗ ” indicates the union product.
In the MP-PIC method, the particle phase is discretized into parcels, and every

parcel represents several physical particles, which possess the same properties such as
density and size, and also similar kinetic behavior such as the velocity and accelera-
tion. Parcel motion is governed by the Newton’s second law listed as follows:

du!p

dt
¼ Dp u! f � u!p

� �
þ 1� ρ f

ρp

 !
g! � 1

ρp
∇ � PI � τ f

� �
� ∇τp
αpρp

� 1
τw

u!p (12)
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where u!p is the parcel velocity,Dp is the drag coefficient, αp is the volume fraction
of the particle phase, τp is the particle normal stress, and τw is the damping relaxation
time due to particle-wall interaction, P is the local average fluid pressure, and τ f is the
local average fluid viscous stress tensor. Here we consider the Archimedes buoyancy

force in the term 1� ρ f

ρp

� �
g! and the fluid pressure is the net pressure excluding the

hydrostatic pressure.

2.3 Comparison between the two methods

First let us summarize the governing equations of the two approaches.
Concentration transport approach:

∂w
∂t

� ∂

∂x
w3

12μ Cð Þ
∂P
∂x

� �
� ∂

∂z
w3

12μ Cð Þ
∂ Pþ ρsgzð Þ

∂z

� �
¼ wuleak

∂ Cwð Þ
∂t

þ ∇ � Cwu!p

� �
¼ 0

up,x ¼ u f ,x, up,y ¼ u f ,y þ usettling

u!s ¼ 1� Cð Þu! f þ Cu!p ¼ u! f þ Cusettling j
! ¼ � w2

12μ Cð Þ∇ Pþ ρsgzð Þ

8>>>>>>>>><
>>>>>>>>>:

(13)

MP-PIC approach:

∂ α f w
� �
∂t

þ ∇ � α f wu! f

� �
¼ wuleak

1
w

∂ α f wu! f

� �

∂t
þ 1
w
∇ � α f wu! f ⊗ u! f

� �
¼ � 1

ρ f
∇P� f wall þ f particle

du!p

dt
¼ Dp u! f � u!p

� �
þ 1� ρ f

ρp

 !
g! � 1

ρp
∇ � PI � T f

� �
� 1
θpρp

∇τp � 1
τw

u!p

8>>>>>>>>>><
>>>>>>>>>>:

:

(14)

In Eq. (13), we need to introduce models for settling velocity usettling and effec-
tive viscosity μ Cð Þ. In Eq. (14), we need to model the two terms: wall friction f wall
and fluid-particle interaction force f particle.

Next we will discuss the similarity and difference between these two equation
sets, which are denoted as set I and set II, respectively:

a. Fluid part: it is clear that in set II unsteady and convection/inertial terms are
considered. Set I is suitable for homogeneous slurry flow, which indicates that
particles settle pretty slowly and Reynolds number is low. In slick water cases,
set II is preferred. Actually set II shall converge into set I in low Re number
cases. In steady cases, the unsteady terms vanish and the fluid-particle
interaction term converges into additional gravity force of particle phase,
then the second equation in set II is simplified as:

∇ Ph i ¼ � f wall � αp ρp � ρ f

� �
g! (15)

If the term f wall converges into the formula of
12μ αpð Þ
ρ f w2 u!s we can recover the Eq. (8)

without hydrostatic pressure. Note that here u!s

D E
¼ α f u! f

D E
þ 1

V f

P
Vpu

!
p
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� �
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� �
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friction term and f
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p is the fluid-particle coupling source term, u! f is the fluid

velocity, symbol “⊗ ” indicates the union product.
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parcel represents several physical particles, which possess the same properties such as
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dt
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� �
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ρp
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g! � 1

ρp
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� �
� ∇τp
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where u!p is the parcel velocity,Dp is the drag coefficient, αp is the volume fraction
of the particle phase, τp is the particle normal stress, and τw is the damping relaxation
time due to particle-wall interaction, P is the local average fluid pressure, and τ f is the
local average fluid viscous stress tensor. Here we consider the Archimedes buoyancy

force in the term 1� ρ f

ρp

� �
g! and the fluid pressure is the net pressure excluding the

hydrostatic pressure.

2.3 Comparison between the two methods
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In Eq. (13), we need to introduce models for settling velocity usettling and effec-
tive viscosity μ Cð Þ. In Eq. (14), we need to model the two terms: wall friction f wall
and fluid-particle interaction force f particle.

Next we will discuss the similarity and difference between these two equation
sets, which are denoted as set I and set II, respectively:

a. Fluid part: it is clear that in set II unsteady and convection/inertial terms are
considered. Set I is suitable for homogeneous slurry flow, which indicates that
particles settle pretty slowly and Reynolds number is low. In slick water cases,
set II is preferred. Actually set II shall converge into set I in low Re number
cases. In steady cases, the unsteady terms vanish and the fluid-particle
interaction term converges into additional gravity force of particle phase,
then the second equation in set II is simplified as:

∇ Ph i ¼ � f wall � αp ρp � ρ f

� �
g! (15)

If the term f wall converges into the formula of
12μ αpð Þ
ρ f w2 u!s we can recover the Eq. (8)

without hydrostatic pressure. Note that here u!s
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D E
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P
Vpu

!
p
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according to definition or we can just consider it as the average fluid velocity for
simplicity. However, how the wall friction term changes in high Re case is still
unrevealed.

b. Particle part: obviously we solve particle phase motion under Eulerian
framework in set I while under Lagrangian framework in set II. Density/size
distribution is easier to be considered in set II. In set I we directly assign a
settling velocity for the particle phase while in set II we can resolve the
settling history with the drag relaxation term if the time step is set to be small
enough. The terminal velocity in set II is determined by which drag force
model is utilized. Both of the settling velocity model in set I and drag force
model in set II are modifications of Stokes settling theoretical results. Also
unsteady terms including fluid pressure and viscous stress effects are
considered in set II.

In both of the two 2D large-scale equation sets, models are necessary for closure
issues and they cannot exactly describe the full-scale fluid/particle behavior. “Large
scale” has two meanings: large time scale and large spatial scale. Different physical
mechanisms play significant roles in different scales. For the time scales, p-p collision
occurs in the time scale of “μs,” f-p drag occurs in the time scale of “ms,” fluid leak-off
and fracture width change have significant effects in the time scale of “s” or “min.”
For the spatial scales, fluid viscous force dominates in the Kolmogorov length scale
(mm), gravity convection dominates in the length scale of “m.”We expect that in our
2D large-scale models, we can capture the large-scale fluid/particle behavior. How-
ever, small-scale fluid/particle interactions shall affect the large-scale phenomena.

Using 3D DNS (direct numerical simulation) we can obtain the full-scale details;
however, due to computational limits simulation time at most reaches several
minutes and simulation length at most reaches 1 dm. Though it is not possible to
perform 3D DNS even for an experimental-scale case, useful models can be
extracted from the DNS data, for example effective viscosity, settling velocity,
retardation factor etc.

In this work, Barree and Conway’s [11] effective viscosity model is utilized to
calculate slurry viscosity for the concentration transport approach and calculate
wall friction force for the MP-PIC method, which is expressed as follows:

μ f αp
� � ¼ μ0

1� α
αcp

� �1:82 , (16)

where αp is the particle volume fraction, or proppant concentration, αcp is the
close packing particle volume fraction, which is set as 0.6 in this work.

Besides, Wen and Yu’s drag force model [12] is utilized for calculating the fluid-
particle coupling drag force for the MP-PIC method and determining particle
settling velocity for the concentration transport approach, which is expressed as
follows:

Dp ¼
3ρ f

8ρp
Cd

u! f � u!p

���
���

rp
, (17)

Cd ¼
24
Re p

1þ 0:15 Re p
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8><
>:

, (18)
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where Re p ¼ 2ρ f u! f�u!pj jrp
μ f

is the particle Reynolds number, and rp is the physical

radius of proppant particle.

3. Case study

3.1 Parameter setting

Numerical simulation is performed in a rectangle domain as shown in Figure 2.
The left side of the domain is set as inlet. Proppant is uniformly injected from the
whole inlet and proppant concentration is set as 20%. Here the proppant concen-
tration means the volume ratio of particles to total volume of fluid/particle mixture.
The right side of the domain is set as outlet. The upper and bottom sides of the
rectangle domain are set as the non-flow boundary. Particle deposition mechanisms
are different in these two methods. In the concentration transport approach, if
proppant concentration reaches the close packing limit, particle settling velocity is
set to be approaching zero, and it is easy to implement the non-flow condition for a
Eulerian approach. In the MP-PIC method, if proppant concentration reaches the
close packing limit, additional forces due to particle stress gradient are exerted on
parcels to make sure these parcels shall move away from the high-concentration
region. When parcels move across the non-flow boundary, the displacements of
these parcels are modified following a bounce-back way.

Parameters used in the simulation are listed in Table 1. Cases with different
fluid viscosities, that is, 1, 10, and 100 cP are considered in this section. Because
characteristic length is 0.005 m (fracture width) and characteristic velocity is
0.2 m/s (inlet velocity), the Reynolds numbers in these cases are 1000, 100, and 10
respectively.

3.2 Simulation results and discussions

Figures 3–5 show the numerical results of three different Reynolds number
cases of two methods. The results are contoured by the volume fraction of particle
(denoted as “vfp”), or the proppant concentration. Here we denote the high
Reynolds number case as case I, the moderate Reynolds number case as case II, and
the low Reynolds number case as case III respectively.

In case I the viscosity of carrying fluid is very low, that is, 1 cp, which indicates a
poor capability of proppant transport. From Figure 3, it is clear that both of the two
numerical methods illustrate the packing process during the transport process. In
the figure, blue, white, and red regions indicate the pure fluid, suspending slurry,
and sandbank regions respectively. In case II, settling behavior of proppant is
weaker than that of case I, and instead gravity convection of the slurry front in the

Figure 2.
A sketch for the numerical simulation domain.
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according to definition or we can just consider it as the average fluid velocity for
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distribution is easier to be considered in set II. In set I we directly assign a
settling velocity for the particle phase while in set II we can resolve the
settling history with the drag relaxation term if the time step is set to be small
enough. The terminal velocity in set II is determined by which drag force
model is utilized. Both of the settling velocity model in set I and drag force
model in set II are modifications of Stokes settling theoretical results. Also
unsteady terms including fluid pressure and viscous stress effects are
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and fracture width change have significant effects in the time scale of “s” or “min.”
For the spatial scales, fluid viscous force dominates in the Kolmogorov length scale
(mm), gravity convection dominates in the length scale of “m.”We expect that in our
2D large-scale models, we can capture the large-scale fluid/particle behavior. How-
ever, small-scale fluid/particle interactions shall affect the large-scale phenomena.

Using 3D DNS (direct numerical simulation) we can obtain the full-scale details;
however, due to computational limits simulation time at most reaches several
minutes and simulation length at most reaches 1 dm. Though it is not possible to
perform 3D DNS even for an experimental-scale case, useful models can be
extracted from the DNS data, for example effective viscosity, settling velocity,
retardation factor etc.

In this work, Barree and Conway’s [11] effective viscosity model is utilized to
calculate slurry viscosity for the concentration transport approach and calculate
wall friction force for the MP-PIC method, which is expressed as follows:
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where αp is the particle volume fraction, or proppant concentration, αcp is the
close packing particle volume fraction, which is set as 0.6 in this work.

Besides, Wen and Yu’s drag force model [12] is utilized for calculating the fluid-
particle coupling drag force for the MP-PIC method and determining particle
settling velocity for the concentration transport approach, which is expressed as
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where Re p ¼ 2ρ f u! f�u!pj jrp
μ f

is the particle Reynolds number, and rp is the physical

radius of proppant particle.

3. Case study

3.1 Parameter setting

Numerical simulation is performed in a rectangle domain as shown in Figure 2.
The left side of the domain is set as inlet. Proppant is uniformly injected from the
whole inlet and proppant concentration is set as 20%. Here the proppant concen-
tration means the volume ratio of particles to total volume of fluid/particle mixture.
The right side of the domain is set as outlet. The upper and bottom sides of the
rectangle domain are set as the non-flow boundary. Particle deposition mechanisms
are different in these two methods. In the concentration transport approach, if
proppant concentration reaches the close packing limit, particle settling velocity is
set to be approaching zero, and it is easy to implement the non-flow condition for a
Eulerian approach. In the MP-PIC method, if proppant concentration reaches the
close packing limit, additional forces due to particle stress gradient are exerted on
parcels to make sure these parcels shall move away from the high-concentration
region. When parcels move across the non-flow boundary, the displacements of
these parcels are modified following a bounce-back way.

Parameters used in the simulation are listed in Table 1. Cases with different
fluid viscosities, that is, 1, 10, and 100 cP are considered in this section. Because
characteristic length is 0.005 m (fracture width) and characteristic velocity is
0.2 m/s (inlet velocity), the Reynolds numbers in these cases are 1000, 100, and 10
respectively.

3.2 Simulation results and discussions

Figures 3–5 show the numerical results of three different Reynolds number
cases of two methods. The results are contoured by the volume fraction of particle
(denoted as “vfp”), or the proppant concentration. Here we denote the high
Reynolds number case as case I, the moderate Reynolds number case as case II, and
the low Reynolds number case as case III respectively.

In case I the viscosity of carrying fluid is very low, that is, 1 cp, which indicates a
poor capability of proppant transport. From Figure 3, it is clear that both of the two
numerical methods illustrate the packing process during the transport process. In
the figure, blue, white, and red regions indicate the pure fluid, suspending slurry,
and sandbank regions respectively. In case II, settling behavior of proppant is
weaker than that of case I, and instead gravity convection of the slurry front in the

Figure 2.
A sketch for the numerical simulation domain.
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vertical direction is obvious as shown in Figure 4. In case III, it is obvious from
Figure 5 that proppant settling behavior is hard to recognize and gravity convection
is much weaker than that of case II.

By comparing the results at different Reynolds numbers, it can be summarized
that as the slurry is injected into the domain, there are several significant mecha-
nisms that determine the eventual proppant distribution listed as follows.

The first mechanism is proppant settling. Proppant settling is due to the net
gravity force of the proppant if particle density is larger than the fluid density, and
the terminal velocity of proppant is determined by the particle Reynolds number
and particle volume fraction. According to the Wen and Yu’s drag force model, it is
trivial to obtain the settling velocities of proppant in the above three tests, and they
are 53.2, 11.8, and 1.28 mm/s, respectively. Therefore, within a same horizontal
transport distance, the level of slurry-pure water interface declines more dramati-
cally in case I compared to the other two cases with lower Reynolds numbers.

The second one is gravity convection. In case II and case III, proppant settling
can be ignored compared to the inlet velocity, however the slurry fronts in these

Parameter Value Parameter Value

Fluid density 1000 kg/m3 Particle density 2500 kg/m3

Fluid viscosity 1 and 10 and 100 cP Particle diameter 0.6 mm

Time-step 5� 10�3 s Simulation time 4 s

Inlet velocity 0.2 m/s Inlet concentration 20%

Domain size 1� 0:25� 0:005 m3 Mesh size 100� 25

Table 1.
Parameters for simulating proppant transport.

Figure 3.
Simulation results of high Reynolds number case (Re = 1000). (a)–(d) are the concentration transport results at
time = 1, 2, 3, and 4 s respectively, and (e)–(h) are the MP-PIC results at time = 1, 2, 3, and 4 s respectively.
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Figure 4.
Simulation results of moderate Reynolds number case (Re = 100). (a)–(d) are the concentration transport
results at time = 1, 2, 3, and 4 s respectively, and (e)–(h) are the MP-PIC results at time = 1, 2, 3, and 4 s
respectively.

Figure 5.
Simulation results of low Reynolds number case (Re = 10). (a)–(d) are the concentration transport results at
time = 1, 2, 3, and 4 s respectively, and (e)–(h) are the MP-PIC results at time = 1, 2, 3, and 4 s respectively.
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vertical direction is obvious as shown in Figure 4. In case III, it is obvious from
Figure 5 that proppant settling behavior is hard to recognize and gravity convection
is much weaker than that of case II.

By comparing the results at different Reynolds numbers, it can be summarized
that as the slurry is injected into the domain, there are several significant mecha-
nisms that determine the eventual proppant distribution listed as follows.

The first mechanism is proppant settling. Proppant settling is due to the net
gravity force of the proppant if particle density is larger than the fluid density, and
the terminal velocity of proppant is determined by the particle Reynolds number
and particle volume fraction. According to the Wen and Yu’s drag force model, it is
trivial to obtain the settling velocities of proppant in the above three tests, and they
are 53.2, 11.8, and 1.28 mm/s, respectively. Therefore, within a same horizontal
transport distance, the level of slurry-pure water interface declines more dramati-
cally in case I compared to the other two cases with lower Reynolds numbers.

The second one is gravity convection. In case II and case III, proppant settling
can be ignored compared to the inlet velocity, however the slurry fronts in these

Parameter Value Parameter Value

Fluid density 1000 kg/m3 Particle density 2500 kg/m3

Fluid viscosity 1 and 10 and 100 cP Particle diameter 0.6 mm

Time-step 5� 10�3 s Simulation time 4 s

Inlet velocity 0.2 m/s Inlet concentration 20%

Domain size 1� 0:25� 0:005 m3 Mesh size 100� 25

Table 1.
Parameters for simulating proppant transport.

Figure 3.
Simulation results of high Reynolds number case (Re = 1000). (a)–(d) are the concentration transport results at
time = 1, 2, 3, and 4 s respectively, and (e)–(h) are the MP-PIC results at time = 1, 2, 3, and 4 s respectively.
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Figure 4.
Simulation results of moderate Reynolds number case (Re = 100). (a)–(d) are the concentration transport
results at time = 1, 2, 3, and 4 s respectively, and (e)–(h) are the MP-PIC results at time = 1, 2, 3, and 4 s
respectively.

Figure 5.
Simulation results of low Reynolds number case (Re = 10). (a)–(d) are the concentration transport results at
time = 1, 2, 3, and 4 s respectively, and (e)–(h) are the MP-PIC results at time = 1, 2, 3, and 4 s respectively.
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two cases still evolve and both trend from vertical direction to inclined direction.
This is because of the horizontal pressure gradient on the slurry front due to the
difference between slurry and pure fluid, which provides a driving force and keeps
slurry on the bottom penetrating into the pure fluid region. This mechanism is then
intuitively described as gravity convection. Gravity convection in case III is much
weaker than that in case II. Though the horizontal pressure gradients on the slurry
front are the same in these two cases, fluid viscosity is greater in case III, which
leads to a smaller channel permeability for slurry flows. Therefore, the penetration
velocity in case III is much smaller than that in case II. In case I, gravity convection
also plays a significant role. According to the ratio of inlet velocity and proppant
settling velocity, that is, about 4, without gravity convection slurry front is
expected to be exact the diagonal line of the domain. However, numerical results of
both methods show that the suspending region is far below the diagonal line, which
indicates that fluid velocity field is greatly changed due to gravity convection
compared to a uniform flow. Above all, gravity convection can be considered as a
global effect reflecting the density difference between slurry and pure fluid,
whereas proppant settling represents a local effect reflecting the density difference
between proppant particle and pure fluid.

The third one is proppant packing. The two prior mechanisms affect the distri-
bution of slurry suspending region, and proppant packing shall affect the distribu-
tion of sandbank. In case I, as time evolves proppant concentration increases at the
bottom of the simulation domain. When proppant concentration reaches a maxi-
mum value, that is, close to the packing state, particle-particle interactions and
particle-wall interactions become more frequent. Then, the early formed sandbank
stays unmovable, and the fluid velocity also dramatically decreases in this region
due to the fluid-particle coupling and particle-particle/wall damping effects.

By comparing the numerical results of two different methods based on the above
mechanisms, similarities and differences between the two methods discussed in
Section 2.3 are verified.

Firstly, in case III it is obvious that numerical results of methods are almost the
same with each other. In case III, Reynolds number is pretty low and the fluid
motion is dominated by the viscous mechanism. The slurry flow is approximately
plug flow. Secondly, in case II of moderate Reynolds number, numerical results of
concentration transport approach show that the gravity convection is a bit severe
than those of MP-PIC method. However, transport patterns of these two methods
are in general similar. Quantitatively, the relative length of top and bottom slurry
fronts at the end of simulation time is 0.5 and 0.4 m, respectively. Thirdly, in case I,
numerical results of two methods differ a lot from each other. For the slurry
suspending region, the covering area of the MP-PIC results is obviously much larger
than those of concentration transport approach. This is mainly because the transient
term and convection term in the fluid governing equation are ignored in the con-
centration approach, and these two mechanisms play significant roles in low viscous
or high Reynolds number cases. It is clear that losses of these two mechanisms shall
under-estimate the transport capability when utilizing the concentration transport
approach. Besides, sandbank packing process in the concentration transport results
also differ a lot from that in the MP-PIC results, including the slopes of upstream
and downstream sandbank region. This is because particle-particle interaction is
considered in the MP-PIC method in some way, while it is not considered in the
concentration transport approach.

It is worth noting here that in this work the fifth order WENO (weighted
essentially non-oscillation) scheme is adopted for solving the concentration trans-
port equation, thus the effect of numerical diffusion of concentration transport
approach can be considered insignificant, and differences between the numerical
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results of two methods can exactly reflect the effects of different modeling strategy
on proppant transport. Above all, both methods can precisely capture the proppant
settling mechanism when the same drag force model is adopted in both methods,
and concentration transport approach can capture the gravity convection mecha-
nisms precisely when Reynolds number is smaller than 100. However, proppant
packing mechanism is not captured very well in the concentration approach.

4. Conclusion

In this work, two numerical methods are adopted to simulate proppant trans-
port: the concentration transport approach and the MP-PIC method. The first one is
a typical Eulerian-Eulerian method and the second one is a typical Eulerian-
Lagrangian method. With full discussions on their frameworks and comparisons
between the numerical results, the following conclusions are then obtained:

1.From the view of pure horizontal proppant advection, numerical diffusion can
be insignificant in the concentration transport approach if high-order scheme
like WENO scheme is adopted, and the interfaces between slurry front and
pure fluid can be clearly captured.

2.When fluid Reynolds number is smaller than 100, assumptions of ignoring
velocity convection term and transient term for fluid governing equation
adopted in the concentration transport approach are reasonable, and
numerical results of both methods show similar transport patterns.

3.When fluid Reynolds number reaches 1000, that is, in the low viscous cases,
numerical experiments prove that the concentration transport approach shows
a low fidelity for capturing both the slurry suspending region and the
sandbank packing process.

4.Generally, the more physical mechanisms, including particle-particle/wall
interaction and fluid-particle interaction, accurately considered in a numerical
framework, the better a simulator performs on capturing proppant transport
behaviors.
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two cases still evolve and both trend from vertical direction to inclined direction.
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front are the same in these two cases, fluid viscosity is greater in case III, which
leads to a smaller channel permeability for slurry flows. Therefore, the penetration
velocity in case III is much smaller than that in case II. In case I, gravity convection
also plays a significant role. According to the ratio of inlet velocity and proppant
settling velocity, that is, about 4, without gravity convection slurry front is
expected to be exact the diagonal line of the domain. However, numerical results of
both methods show that the suspending region is far below the diagonal line, which
indicates that fluid velocity field is greatly changed due to gravity convection
compared to a uniform flow. Above all, gravity convection can be considered as a
global effect reflecting the density difference between slurry and pure fluid,
whereas proppant settling represents a local effect reflecting the density difference
between proppant particle and pure fluid.

The third one is proppant packing. The two prior mechanisms affect the distri-
bution of slurry suspending region, and proppant packing shall affect the distribu-
tion of sandbank. In case I, as time evolves proppant concentration increases at the
bottom of the simulation domain. When proppant concentration reaches a maxi-
mum value, that is, close to the packing state, particle-particle interactions and
particle-wall interactions become more frequent. Then, the early formed sandbank
stays unmovable, and the fluid velocity also dramatically decreases in this region
due to the fluid-particle coupling and particle-particle/wall damping effects.

By comparing the numerical results of two different methods based on the above
mechanisms, similarities and differences between the two methods discussed in
Section 2.3 are verified.

Firstly, in case III it is obvious that numerical results of methods are almost the
same with each other. In case III, Reynolds number is pretty low and the fluid
motion is dominated by the viscous mechanism. The slurry flow is approximately
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Chapter 12

Massive Neutrinos and Galaxy
Clustering in f(R) Gravity
Cosmologies
Jorge Enrique García-Farieta
and Rigoberto Ángel Casas Miranda

Abstract

Cosmic neutrinos have been playing a key role in cosmology since the
discovery of their mass. They can affect cosmological observables and have several
implications being the only hot dark matter candidates that we currently know to
exist. The combination of massive neutrinos and an adequate theory of gravity
provide a perfect scenario to address questions on the dark sector that have
remained unanswered for years. In particular, in the era of precision cosmology,
galaxy clustering and redshift-space distortions afford one of the most powerful
tools to characterise the spatial distribution of cosmic tracers and to extract robust
constraints on neutrino masses. In this chapter, we study how massive neutrinos
affect the galaxy clustering and investigate whether the cosmological effects of
massive neutrinos might be degenerate with f(R) gravity cosmologies, which would
severely affect the constraints.

Keywords: massive neutrinos, gravity theories, structure formation,
galaxy clustering

1. Introduction

From first principles, it is well known that a theory of gravity is needed to
describe the spatial properties and dynamics of the large-scale structures (LSS) of
the universe. The observational data collected for several decades provide strong
support to the concordance model Lambda cold dark matter (ΛCDM), which yields
a consistent description of the main properties of the LSS [1–4]. However, since
cosmological observations have entered in an unprecedented precision era, one of
the current aims is to test some of the most fundamental assumptions of the
concordance model of the universe. In this sense, the ΛCDM model assumes (i) the
general theory of relativity (GR) as the theory describing gravitational interactions
at large scales, (ii) the standard model of particles and (iii) the cosmological princi-
ple. Moreover, in this framework, the universe is currently dominated by dark
energy (DE) in the form of a cosmological constant, responsible for the late-time
cosmic acceleration [5–7] and by a cold dark matter (CDM) component that drives
the formation and evolution of cosmic structures.

Recently, several shortcomings have been found in the ΛCDM scenario, like a
possible tension in the parameter constraint of H0 and σ8 when different probes are
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used [4, 8–10]. This has motivated the interest on theoretical models beyond GR.
Among them, the models based on f(R) gravity are the favourite ones because of
their generality and rich phenomenology [11, 12]. Moreover, modified gravity
(MG) models represent one of the most viable alternatives to explain cosmic accel-
eration [13] that require satisfying simultaneously solar system constraints and to
be consistent with the measured accelerated cosmic expansion and large-scale con-
straints [14–17]. An extra motivation to study MG models is given by the fact that
massive neutrinos, the only (hot) dark matter candidates we actually know to exist,
can affect these observables and have several cosmological implications [18]. How-
ever, the degeneracy between some MG models and the total neutrino mass [19–21]
give rise to a limitation of many standard cosmological statistics [22, 23]. In this
context, the clustering analysis and redshift-space galaxy clustering have been
proven to be a powerful cosmological probe to discriminate among MG scenarios
with massive neutrinos, as will be discussed in the following sections.

Regarding the dynamics of background universe in the standard framework, it is
well described by the Friedmann-Lemaître-Robertson-Walker (FLRW) metric,
whose line element in natural units c ¼ 1 is given by

ds2 ¼ �dt2 þ a2 tð Þ dr2

1� kr2
þ r2dθ2 þ r2 sin 2θdϕ2

" #
: (1)

where a(t) is the so-called scale factor, (r, θ, ϕ) are dimensionless spherical-
polar coordinates and k defines the geometry of the universe under consideration to
be flat (k ¼ 0), open (k<0) or closed (k>0). The equations of motion that describe
the time evolution of a(t) and the dynamic growth of the universe are called
Friedmann equations and are given by

_a
a

� �2

¼ 8πG
3

ρ� k
a2

þ Λ
3
, (2)

2
€a
a
þ _a

a

� �2

¼ �8πGp� k
a2

þ Λ, (3)

that can be re-expressed as

_ρ ¼ �3
_a
a

ρþ pð Þ, (4)

€a
a
¼ �4πG

3
ρþ 3pð Þ þ Λ

3
(5)

after eliminating the curvature term. These equations lead to the definition of
the Hubble parameter as H � _a

a, which drives the expansion rate of the universe
and usually is represented in terms of the dimensionless factor h, defined by the
expression H0 = 100 h km s�1 Mp c�1 at the present epoch. In order to have a full
description of the background universe, it is necessary an equation of state (EoS)
of the cosmic fluid, considering that it has three principal components: baryonic
matter, dark matter and radiation (see Figure 1a). A first approximation consists
in assuming a linear relationship between ρ and p; thus, the equation of state can
be written as p ¼ wρ, where w is a parameter that in principle can be time-
dependent w ¼ w tð Þ, but the simplest approach is to consider it as a constant.
Under this assumption, Eq. (4) is easy to solve, resulting in ρ að Þ ¼ a�3 1þwð Þ. The
case with w ¼ �1 corresponds to the so-called cosmological constant; it is obtained
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assuming a constant density energy so that the corresponding EoS is p ¼ �ρ. The
case of a flat universe (k ¼ 0) is interesting because of its agreement with many
observational results [4]; it also implies a special value of the matter density in the
universe that allows to introduce naturally a critical density ρcr in terms of the
Hubble parameter. The critical density is also useful to define the dimensionless
density parameter Ωi for the various species i, related to radiation Ωr, matter Ωm,
cosmological constant ΩΛ and curvature Ωk. It is easy to verify that the sum of these
parameters is equal to unity, as it can be expected from the Friedmann equations; in
fact, Ωm þΩr þΩΛ þΩk ¼ 1 is known as the cosmic sum rule. Therefore, a
Friedmann universe can be described by the cosmological parameters
H0,Ωm,Ωr,Ωk,ΩΛð Þ such that the expansion rate as a function of the scale factor is
given by

H2 að Þ ¼ H2
0 Ωra�4 þ Ωma�3 þΩka�2 þΩΛ
� �

: (6)

This equation is usually written as a dimensionless function defined by E að Þ ¼
H að Þ=H0. The last constraints on cosmological parameters obtained by the Planck
satellite show that w ¼ �1:03� 0:03, consistent with a cosmological constant, and
Ωm ¼ 0:3153� 0:0073,ΩΛ ¼ 0:692� 0:012,Ωk ¼ 0:000� 0:005, where Ωm con-
tains the density of baryons Ωbð Þ and cold dark matter ΩCDMð Þ. Additionally, in the
last few years, it became usual to include the energy density of neutrinos Ων; they
contribute to the radiation density at early times but behave as matter after the non-
relativistic transition at late times [24], so that for a flat universe, the total energy
density is given by ρ ¼ ργ þ ρCDM þ ρb þ ρν þ ρΛ. Figure 1a shows the percentages,
derived from [4] data, in which each species contributes to the total content of the
universe. Figure 1b shows the evolution of the density parameter ρ (in units of ρcr,0)
as a function of the scale factor a. For further details concerning the background
universe, see Refs. [25–27].

2. Modified gravity and massive neutrinos

2.1 Modified gravity models

One of the most interesting modifications of GR is that which modifies the
Einstein-Hilbert action by introducing a scalar function, f(R), as follows:

Figure 1.
(a) The current composition of the universe derived from Planck data [4], (b) evolution of the energy density
parameter ρ normalized to ρcr,0 as a function of the scale factor a.
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(MG) models represent one of the most viable alternatives to explain cosmic accel-
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be consistent with the measured accelerated cosmic expansion and large-scale con-
straints [14–17]. An extra motivation to study MG models is given by the fact that
massive neutrinos, the only (hot) dark matter candidates we actually know to exist,
can affect these observables and have several cosmological implications [18]. How-
ever, the degeneracy between some MG models and the total neutrino mass [19–21]
give rise to a limitation of many standard cosmological statistics [22, 23]. In this
context, the clustering analysis and redshift-space galaxy clustering have been
proven to be a powerful cosmological probe to discriminate among MG scenarios
with massive neutrinos, as will be discussed in the following sections.

Regarding the dynamics of background universe in the standard framework, it is
well described by the Friedmann-Lemaître-Robertson-Walker (FLRW) metric,
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where a(t) is the so-called scale factor, (r, θ, ϕ) are dimensionless spherical-
polar coordinates and k defines the geometry of the universe under consideration to
be flat (k ¼ 0), open (k<0) or closed (k>0). The equations of motion that describe
the time evolution of a(t) and the dynamic growth of the universe are called
Friedmann equations and are given by
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after eliminating the curvature term. These equations lead to the definition of
the Hubble parameter as H � _a

a, which drives the expansion rate of the universe
and usually is represented in terms of the dimensionless factor h, defined by the
expression H0 = 100 h km s�1 Mp c�1 at the present epoch. In order to have a full
description of the background universe, it is necessary an equation of state (EoS)
of the cosmic fluid, considering that it has three principal components: baryonic
matter, dark matter and radiation (see Figure 1a). A first approximation consists
in assuming a linear relationship between ρ and p; thus, the equation of state can
be written as p ¼ wρ, where w is a parameter that in principle can be time-
dependent w ¼ w tð Þ, but the simplest approach is to consider it as a constant.
Under this assumption, Eq. (4) is easy to solve, resulting in ρ að Þ ¼ a�3 1þwð Þ. The
case with w ¼ �1 corresponds to the so-called cosmological constant; it is obtained
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assuming a constant density energy so that the corresponding EoS is p ¼ �ρ. The
case of a flat universe (k ¼ 0) is interesting because of its agreement with many
observational results [4]; it also implies a special value of the matter density in the
universe that allows to introduce naturally a critical density ρcr in terms of the
Hubble parameter. The critical density is also useful to define the dimensionless
density parameter Ωi for the various species i, related to radiation Ωr, matter Ωm,
cosmological constant ΩΛ and curvature Ωk. It is easy to verify that the sum of these
parameters is equal to unity, as it can be expected from the Friedmann equations; in
fact, Ωm þΩr þΩΛ þΩk ¼ 1 is known as the cosmic sum rule. Therefore, a
Friedmann universe can be described by the cosmological parameters
H0,Ωm,Ωr,Ωk,ΩΛð Þ such that the expansion rate as a function of the scale factor is
given by

H2 að Þ ¼ H2
0 Ωra�4 þ Ωma�3 þΩka�2 þΩΛ
� �

: (6)

This equation is usually written as a dimensionless function defined by E að Þ ¼
H að Þ=H0. The last constraints on cosmological parameters obtained by the Planck
satellite show that w ¼ �1:03� 0:03, consistent with a cosmological constant, and
Ωm ¼ 0:3153� 0:0073,ΩΛ ¼ 0:692� 0:012,Ωk ¼ 0:000� 0:005, where Ωm con-
tains the density of baryons Ωbð Þ and cold dark matter ΩCDMð Þ. Additionally, in the
last few years, it became usual to include the energy density of neutrinos Ων; they
contribute to the radiation density at early times but behave as matter after the non-
relativistic transition at late times [24], so that for a flat universe, the total energy
density is given by ρ ¼ ργ þ ρCDM þ ρb þ ρν þ ρΛ. Figure 1a shows the percentages,
derived from [4] data, in which each species contributes to the total content of the
universe. Figure 1b shows the evolution of the density parameter ρ (in units of ρcr,0)
as a function of the scale factor a. For further details concerning the background
universe, see Refs. [25–27].

2. Modified gravity and massive neutrinos

2.1 Modified gravity models

One of the most interesting modifications of GR is that which modifies the
Einstein-Hilbert action by introducing a scalar function, f(R), as follows:

Figure 1.
(a) The current composition of the universe derived from Planck data [4], (b) evolution of the energy density
parameter ρ normalized to ρcr,0 as a function of the scale factor a.
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S ¼
ð
d4x

ffiffiffiffiffiffi�g
p Rþ f Rð Þ

16πG
þ Lm

� �
, (7)

where R is the Ricci scalar, G is the Newton’s gravitational constant, g is the
determinant of the metric tensor gμν and Lm is the Lagrangian density of all matter
fields. For a classification of f(R) theories of gravity and the assumptions needed to
arrive to the various versions of f(R) gravity and GR, see, e.g., [28]. Thus, for a
general f(R) model, one can consider a spatially flat FLRW universe with metric
ds2 ¼ �dt2 þ a2 tð Þdx2, so that varying the Einstein-Hilbert action with respect to gμν,
one can get a general form of the modified Einstein field equations. Consequently, the
corresponding modified Friedmann equations are given by

3H2 1þ f R
� � ¼ 8πG ρm þ ρradð Þ þ 1

2
f RR� f

� �� 3H _f R (8)

�2 1þ f R
� �

_H ¼ 8πG ρm þ 4
3
ρrad

� �
þ €f R �H _f R , (9)

where R ¼ 6 2H2 þ _H
� �

and the over-dot denotes a derivative with respect to the
cosmic time t. In general, the background evolution of a viable f(R) is not simple as
it has been shown by [29–31]. However it is possible to get an approximation in a
way that is analogous to the DE models, by neglecting the higher derivative and the
non-linear terms. By defining the growth rate as f � d ln δ=d ln a, the equation that
describes the growth of matter perturbations in terms of the density contrast δ in a f
(R) model is approximated by [29, 32]

�3Ωm að Þ 1� Ωm að Þð Þ df
dΩm að Þ þ f 2 þ 2� 3

2
Ωm að Þ

� �
f ¼ 3

2
Geff

G
Ωm að Þ: (10)

where Geff is the effective gravitational constant that can be written as [33]. A
plausible f(R) function able to satisfy the solar system constraints, to mimic the
ΛCDMmodel at high-redshift regime where it is well tested by the CMB and, at the
same time, to accelerate the expansion of the universe at low redshift but without a
cosmological constant [34], suggests that

lim
R!∞

f Rð Þ ¼ const, lim
R!0

f Rð Þ ¼ 0, (11)

which can be satisfied by a broken power law function such that

f Rð Þ ¼ �m2 c1 R
m2

� �n
c2 R

m2

� �n þ 1
, (12)

where the mass scale m is defined as m2 � H2
0ΩM and c1, c2 and n are non-

negative free parameters of the model [34]. For this f(R) model, the background
expansion history is consistent with the ΛCDM case by choosing c1=c2 ¼ 6ΩΛ=ΩM,
where ΩΛ and ΩM are the dimensionless density parameters for vacuum and matter,
respectively.

Nowadays it is generally accepted that some MG theories such as the [34] f(R)
are strongly degenerated in a wide range of their observables with the effects of
massive neutrinos; see, e.g., [19–21, 35]. This represents a serious challenge
constraining cosmological models from current and future galaxy surveys requiring
robust and reliable methods to disentangle both phenomena. Furthermore, for some
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specific combinations of the f(R) function and of the total neutrino mass mν � Σmν,i,
standard statistics would not distinguish them from the standard ΛCDM expectations
(see [21, 22, 36]). In addition, since the degeneracy is mostly driven by the non-linear
behaviour of both the MG and the massive neutrinos effects on the LSS, the linear
tools are not suitable to properly disentangle the combined parameter space [36].

2.2 Massive neutrinos and the large-scale structure

Motivated by the apparent violation of energy, momentum and spin in β-decay
processes, Pauli proposed the existence of neutrinos in 1930 to keep the conserva-
tion laws safe. Eventually, 26 years after they have been theoretically postulated,
the neutrinos were detected for the first time by Cowan [37]. Neutrinos are classi-
fied in three ‘flavours’ in the standard model of particles; they were considered to
be massless for some time until the discovery of the neutrino oscillation phenom-
ena, i.e. related to the change of flavour [38]. Since then, it is known that at least
two of the three neutrino families are massive, in contrast to the particle standard
model assumption; however, measuring the absolute masses of the neutrinos is not
easy, which makes this a very active field of research today, both for cosmology and
particle physics. In a cosmological context, the neutrinos leave detectable imprints
on observations that can then be used to constrain their properties; in particular, the
presence of massive neutrinos impacts the background evolution of the universe
and the growth of structures [39]. In the early universe, massive neutrinos are
relativistic and indistinguishable from the massless ones, behaving like photons,
meaning that their energy density drops like ∝a�4. In this stage, neutrinos are in
thermal equilibrium, and their momentum follows the standard Fermi-Dirac
distribution

n pð Þdp ¼ 4πgν
2πℏcð Þ3

p2dp

e
p

kBTν þ 1
, (13)

where n pð Þ is the number of cosmic neutrinos with momentum between p and
pþ dp, gν is the number of neutrino spin states, Tν zð Þ is the neutrino temperature at
redshift z and kB is the Boltzmann constant. In principle, in the momentum distri-
bution function, the chemical potential should be also included; however, it has
been shown to be negligible for cosmological neutrinos [40]. The temperature of

the cosmic neutrino background and the one from CMB are related by Tν z ¼ 0ð Þ ¼
4
11

� �1=3Tγ z ¼ 0ð Þ [41], such that the temperature of the neutrino background at
certain redshift z is given by Tν zð Þ ffi 1:95 1þ zð Þ K. Then, when the average
momentum of neutrinos drops below a certain mass, they become non-relativistic,
and their energy density drops like ∝a�3, behaving like baryons and cold dark
matter. Figure 2 shows the evolution of the massive neutrino density, normalised to
the today’s critical density, as a function of the scale factor from its early stage to the
late universe.

After neutrinos with massmν decouple from the rest of the plasma at redshift znr,
as shown by Eq. (14)

1þ znr mνð Þ≃ 1890
mν

1eV

� �
, (14)

the number density per flavour is fixed by the temperature, so that the universe
is currently filled by a relic neutrino background, uniformly distributed, with a
density of 113 part/cm3 per species and an average temperature of 1.95 K. As
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describes the growth of matter perturbations in terms of the density contrast δ in a f
(R) model is approximated by [29, 32]

�3Ωm að Þ 1� Ωm að Þð Þ df
dΩm að Þ þ f 2 þ 2� 3

2
Ωm að Þ

� �
f ¼ 3

2
Geff

G
Ωm að Þ: (10)

where Geff is the effective gravitational constant that can be written as [33]. A
plausible f(R) function able to satisfy the solar system constraints, to mimic the
ΛCDMmodel at high-redshift regime where it is well tested by the CMB and, at the
same time, to accelerate the expansion of the universe at low redshift but without a
cosmological constant [34], suggests that

lim
R!∞

f Rð Þ ¼ const, lim
R!0

f Rð Þ ¼ 0, (11)

which can be satisfied by a broken power law function such that

f Rð Þ ¼ �m2 c1 R
m2

� �n
c2 R

m2

� �n þ 1
, (12)

where the mass scale m is defined as m2 � H2
0ΩM and c1, c2 and n are non-

negative free parameters of the model [34]. For this f(R) model, the background
expansion history is consistent with the ΛCDM case by choosing c1=c2 ¼ 6ΩΛ=ΩM,
where ΩΛ and ΩM are the dimensionless density parameters for vacuum and matter,
respectively.

Nowadays it is generally accepted that some MG theories such as the [34] f(R)
are strongly degenerated in a wide range of their observables with the effects of
massive neutrinos; see, e.g., [19–21, 35]. This represents a serious challenge
constraining cosmological models from current and future galaxy surveys requiring
robust and reliable methods to disentangle both phenomena. Furthermore, for some
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specific combinations of the f(R) function and of the total neutrino mass mν � Σmν,i,
standard statistics would not distinguish them from the standard ΛCDM expectations
(see [21, 22, 36]). In addition, since the degeneracy is mostly driven by the non-linear
behaviour of both the MG and the massive neutrinos effects on the LSS, the linear
tools are not suitable to properly disentangle the combined parameter space [36].

2.2 Massive neutrinos and the large-scale structure

Motivated by the apparent violation of energy, momentum and spin in β-decay
processes, Pauli proposed the existence of neutrinos in 1930 to keep the conserva-
tion laws safe. Eventually, 26 years after they have been theoretically postulated,
the neutrinos were detected for the first time by Cowan [37]. Neutrinos are classi-
fied in three ‘flavours’ in the standard model of particles; they were considered to
be massless for some time until the discovery of the neutrino oscillation phenom-
ena, i.e. related to the change of flavour [38]. Since then, it is known that at least
two of the three neutrino families are massive, in contrast to the particle standard
model assumption; however, measuring the absolute masses of the neutrinos is not
easy, which makes this a very active field of research today, both for cosmology and
particle physics. In a cosmological context, the neutrinos leave detectable imprints
on observations that can then be used to constrain their properties; in particular, the
presence of massive neutrinos impacts the background evolution of the universe
and the growth of structures [39]. In the early universe, massive neutrinos are
relativistic and indistinguishable from the massless ones, behaving like photons,
meaning that their energy density drops like ∝a�4. In this stage, neutrinos are in
thermal equilibrium, and their momentum follows the standard Fermi-Dirac
distribution

n pð Þdp ¼ 4πgν
2πℏcð Þ3

p2dp

e
p

kBTν þ 1
, (13)

where n pð Þ is the number of cosmic neutrinos with momentum between p and
pþ dp, gν is the number of neutrino spin states, Tν zð Þ is the neutrino temperature at
redshift z and kB is the Boltzmann constant. In principle, in the momentum distri-
bution function, the chemical potential should be also included; however, it has
been shown to be negligible for cosmological neutrinos [40]. The temperature of

the cosmic neutrino background and the one from CMB are related by Tν z ¼ 0ð Þ ¼
4
11

� �1=3Tγ z ¼ 0ð Þ [41], such that the temperature of the neutrino background at
certain redshift z is given by Tν zð Þ ffi 1:95 1þ zð Þ K. Then, when the average
momentum of neutrinos drops below a certain mass, they become non-relativistic,
and their energy density drops like ∝a�3, behaving like baryons and cold dark
matter. Figure 2 shows the evolution of the massive neutrino density, normalised to
the today’s critical density, as a function of the scale factor from its early stage to the
late universe.

After neutrinos with massmν decouple from the rest of the plasma at redshift znr,
as shown by Eq. (14)

1þ znr mνð Þ≃ 1890
mν

1eV

� �
, (14)

the number density per flavour is fixed by the temperature, so that the universe
is currently filled by a relic neutrino background, uniformly distributed, with a
density of 113 part/cm3 per species and an average temperature of 1.95 K. As
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neutrinos are non-relativistic particles at late times, they contribute to the total
matter density of the universe ΩM, so that ΩM ¼ ΩCDM þ Ωb þΩν, where ΩCDM, Ωb
and Ων are the dimensionless density parameters for CDM, baryons and neutrinos,
respectively. The density background is affected by massive neutrinos such that a
perturbation in the density field is well described by [39, 42] as follows:

δm ¼ 1� f ν
� �

δCDM þ f νδν, where f ν �
Ων

ΩCDM þ Ων
, (15)

δν being the neutrino perturbations and Ων the density contribution related to
massive neutrinos that can be expressed in terms of the total neutrino mass, mν �P

imνi , as follows:

Ων ¼ Σimνi

93:14 h2 eV
: (16)

Currently, several observations provide limits on the total neutrino mass under
the assumption of standard GR [43]. Depending of their mass, neutrinos can affect
different quantities such as the matter-radiation equality and at the same time
imprint features in cosmological observables like the clustering, the matter power
spectrum, the halo mass function and the redshift-space distortions [18, 44–47].

3. Halo mass function and clustering analysis

Considering the impact of MG and massive neutrinos in the clustering, a pow-
erful cosmological test to discriminate among these scenarios is provided by the
redshift-space distortions (RSD), that is, the shift in the position of the tracers due
to their peculiar motions. For this purpose, cosmological simulations have become a
powerful tool for testing theoretical predictions and to lead observational projects.

Figure 2.
Evolution of the massive neutrino density, normalised with respect today’s critical density, as a function of the
scale factor a, for a neutrino massm? = 0.1 eV. The pink solid line shows the correct solution for ρν að Þ, while the
green and blue dashed lines show the limit at early and late time, respectively. The early time limit is
proportional to a4, underlining that at early times neutrinos are relativistic and behave like radiation. The late
time limit, instead, is proportional to a3, following the same evolution of matter. The short vertical dashed line
(black) marks the non-relativistic transition for neutrinos of this given mass. The figure was computed by using
the CAMB code.
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In this context, the formation and evolution of cosmic structures can be understood
as a dynamical system of many particles, which trace the underlying mass distribu-
tion in a certain cosmological model. The N-body simulations, methods and algo-
rithms have progressed continuously, achieving a high resolution to resolve finer
structures with millions of particles, reducing the gap between theory and observa-
tions. For a detailed description on fundamentals of cosmological simulations, see,
e.g., [48–51].

Since the formation and evolution of cosmic structures is based on the growth of
small fluctuations in the density field, it is expected that the amplitude of these
initial perturbations have the correct value at late times to match the observed
clustering today. An analytical development based on perturbation theory makes
possible to follow the growth of structures to a certain extent using the linear
approximation, being valid as long as δρ≪ ρ. Nevertheless, these calculations are
limited and cannot be extrapolated to explain completely the observational data;
they break down on a scale where the density contrast δ � 1. Moreover, beyond the
linear regime, the observed structures have a density contrast in a wide range from
cosmic voids with δ � �1 to δ � 106 and larger. It makes necessary a more elabo-
rated description of the perturbations in the non-linear regime, which can be
achieved using higher-order perturbation theory or numerical simulations [48].

In this section we show a complementary analysis to the one performed in [52]
in order to investigate the clustering in the context of modified gravity with massive
neutrinos. We used a subset of the DUSTGRAIN-pathfinder runs [36], which
implement the Hu-Sawicki f(R) model including massive neutrinos and whose
cosmological parameters are consistent with Planck 2015 constraints [53].

3.1 Halo mass function

As CDM haloes form from collapsing regions that detach from the background
density field, their abundance can be related to the volume fraction of a Gaussian
density smoothed on a radius R above a critical collapse threshold δc [54]. The comoving
number density of the haloes is strictly related to underlining cosmological model, such
that within a mass interval M,Mþ dM½ �, the halo mass function is given by

dn M, zð Þ
dM

¼ f σ M, zð Þð Þ ρ

M
d ln σ M, zð Þ�1

dM
, (17)

where f σð Þ is the multiplicity function, σ the RMS variance of the linear density
field smoothed on scale R(M) and ρ the mean matter density. The product
f σ M, zð Þð Þρ quantifies the amount of mass contained in fluctuations of typical mass
M ¼ 4

3 πR
3ρ. The simplest argument to compute analytically the multiplicity func-

tion f σð Þ comes from the spherical collapse theory, following the [54] formalism,
such that a perturbation is supposed to collapse when it reaches the threshold
δc ≃ 1:68, by assuming that the probability distribution for a perturbation on a scale
M is a Gaussian function with variance σ2M, resulting in

f σ Mð Þð Þ ¼
ffiffiffi
2
π

r
δc

σ Mð Þ exp � δ2c
2σ2 Mð Þ

� �
: (18)

Another approach to determine f σð Þ is given by accurate fitting functions, like
the proposed by [55], which extends phenomenologically the results of [54]. For
[55] the function f σð Þ is expected to be universal to the changes in redshift and
cosmology and is parameterized as follows:
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In this section we show a complementary analysis to the one performed in [52]
in order to investigate the clustering in the context of modified gravity with massive
neutrinos. We used a subset of the DUSTGRAIN-pathfinder runs [36], which
implement the Hu-Sawicki f(R) model including massive neutrinos and whose
cosmological parameters are consistent with Planck 2015 constraints [53].

3.1 Halo mass function

As CDM haloes form from collapsing regions that detach from the background
density field, their abundance can be related to the volume fraction of a Gaussian
density smoothed on a radius R above a critical collapse threshold δc [54]. The comoving
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that within a mass interval M,Mþ dM½ �, the halo mass function is given by
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field smoothed on scale R(M) and ρ the mean matter density. The product
f σ M, zð Þð Þρ quantifies the amount of mass contained in fluctuations of typical mass
M ¼ 4
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3ρ. The simplest argument to compute analytically the multiplicity func-

tion f σð Þ comes from the spherical collapse theory, following the [54] formalism,
such that a perturbation is supposed to collapse when it reaches the threshold
δc ≃ 1:68, by assuming that the probability distribution for a perturbation on a scale
M is a Gaussian function with variance σ2M, resulting in
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Another approach to determine f σð Þ is given by accurate fitting functions, like
the proposed by [55], which extends phenomenologically the results of [54]. For
[55] the function f σð Þ is expected to be universal to the changes in redshift and
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f σð Þ ¼ A
σ

b

� ��a
þ σ�c

h i
exp �d=σ2

� �
, (19)

where A is an amplitude of the mass function and a, b, c and d are free param-
eters that depend on halo definition. The variance σ2 is usually given by

σ2 R Mð Þ, zð Þ ¼
ð
P k, zð Þ
2π2

W2 kR Mð Þð Þk2dk, (20)

where P kð Þ is the linear matter power spectrum as a function of the wave
number k andW is the Fourier transform of the real-space top-hat window function
of radius R. A fundamental feature of the mass function is that it decreases mono-
tonically with increasing masses; furthermore, its dependency on cosmology is
encoded in the variance σ2, as shown by the integrand of Eq. (20). From the point of
view of N-body simulations, an approach to compute the mass function is given
straightforward from Eq. (17), by counting the number of haloes Nh above a certain
mass threshold Mmin in a comoving volume V such as

Nh ¼ A
ðzmax

zmin

ð∞
Mmin

dV
dz

n M, zð ÞdMdz, (21)

where A is the area, zmin and zmax are the redshift boundaries and dV=dz is the
comoving volume element.

Figure 3 shows the mass function of CDM haloes measured for all models of the
DUSTGRAIN-pathfinder runs at six different redshifts z ¼ 0, 0:5, 1, 1:4, 1:6, 2. Each
panel contains the mass function, per each model as labelled, to track its evolution
in redshift. As reference, the black dashed line represents the theoretical expecta-
tion by [55] for a flat ΛCDM model. As expected, massive haloes are less abundant
with respect to smaller ones in a fixed comoving volume. The mass function
decreases with redshift, since at earlier times the density field is smoother than at
late times. The plot is logarithmic, meaning that the number density of large mass
haloes falls off by several orders of magnitude over the range of redshifts shown.
The f(R) models both with and without neutrinos reproduce in very well agreement
this pattern, but only at really high masses, significant differences appear.

Figure 3.
The mass function of CDM haloes per each model of the DUSTGRAIN-pathfinder project at six different
redshifts z ¼ 0, 0:5, 1, 1:4, 1:6, 2 as labelled. Each panel corresponds to one model as labelled, and the dashed
line represents the theoretical expectation by [55], assuming a flat ΛCDM model.
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Figure 4 compares the halo mass functions of the different DUSTGRAIN-path-
finder simulations, computed at z ¼ 0 (left column), z ¼ 1 (central column) and
z ¼ 1:6 (right column). The lower panels show the percentage difference with
respect to the ΛCDM model. It is possible to see that the effect of f(R) and massive
neutrinos on the dynamical evolution of the matter density field results in different
halo formation epochs and different number density of collapsed systems. In par-
ticular, the fR4model (blue) is the most deviated model from the standard scenario,
whereas the fR6, fR6_0:06eV and fR6_0:1eV models mimic the ΛCDM behaviour
over a wide range of masses.

3.2 Clustering analysis

To quantify the halo clustering, we used the two-point correlation function
(2PCF) that can be defined as the joint probability of finding a pair of objects at
certain spatial separation given a tracer distribution. To measure the full 2PCF
denoted as ξ r, μð Þ, we used the Landy-Szalay estimator given by [56]:

ξ̂ r, μð Þ ¼ DD r, μð Þ � 2DR r, μð Þ þ RR r, μð Þ
RR r, μð Þ , (22)

where μ is the cosine of the angle between the line of sight and the comoving
halo pair separation, r, and DD,RR and DR represent the normalised number of
data-data, random-random and data-random pairs, respectively. This estimator is
almost unbiased with minimum variance; this is the reason why it is preferred over
the other estimators regarding the clustering measurements. Since the possible
deviations from GR are more evident on small scales, we consider an intermediate
non-linear range from 1 h�1 Mpc to 50 h�1 Mpc and random samples ten times
larger than the halo ones. Then, in order to examine how significant is the RSD
correction, it is convenient to expand the 2D 2PCF in the orthonormal basis of the
Legendre polynomials Ll μð Þ [57] such that

ξ s, μð Þ � ξ0 sð ÞL0 μð Þ þ ξ2 sð ÞL2 μð Þ þ ξ4 sð ÞL4 μð Þ, (23)

where each coefficient corresponds to the lth multipole moment:

ξl rð Þ ¼ 2lþ 1
2

ðþ1

�1
dμξ r, μð ÞLl μð Þ: (24)

Figure 4.
The mass function of CDM haloes for all the models of the DUSTGRAIN-pathfinder at three different redshifts:
z ¼ 0 (left column), z ¼ 1 (central column) and z ¼ 1:6 (right column). The lower panels show the percentage
difference with respect to the ΛCDM model. As in Figure 3 the dashed line represents the theoretical prediction
by [55].
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Figure 5 shows the RSD effects on the iso-correlation curves of the 2D two-point
correlation function (2PCF) in the plane (r⊥, r∥), where r⊥ and r∥ coordinates are,
respectively, the perpendicular and parallel components along the line of sight of
the observer. The 2PCF has been computed for the ΛCDM catalogue of the
DUSTGRAIN-pathfinder simulations, in real space (left panel), and for the
corresponding sample in redshift space (right panel). The contours are drawn at the
iso-correlation levels ξ s⊥, s∥

� � ¼ 0:3, 0:5, 1:0, 1:4, 2:2, 3:6, 7:2, 21:6. In real space the
correlation function is undistorted, describing circular curves in this plane. In
redshift space, the effect caused by the RSD is clearly visible on small scales, where
the 2PCF is stretched in the direction of r∥ (Fingers-of-God effect), and in the infall
effect on large scales, the contours are squashed along the perpendicular direction
(Kaiser effect).

The symmetry of the 2PCF in real space means that the full clustering signal is
encoded in the monopole moment ξ0 rð Þ, while the rest of the multipole moments
are statistically equal to zero. Figure 6 shows the monopole moment, ξ0 rð Þ, of the
CDM haloes for all models considered in the DUSTGRAIN-pathfinder project, at
three different redshifts z ¼ 0, 1, 2. Subpanels show the percentage difference
between MG models [f(R) with and without massive neutrinos] and the ΛCDM
model. The monopole moments of the 2PCF of the fR4 and fR4_0:3eV models are
the ones that deviate most from ΛCDM at low redshift. This behaviour is also
present in the models fR5, fR5_0:15eV and fR5_0:1eV, but it is less significant. In
general, it is observed that massive neutrinos increase the clustering signal for all
models, especially at high redshift, the fR6, fR6_0:06eV and fR6_0:1eV models
being degenerated with respect to ΛCDM. The quadrupole and hexadecapole
moments are consistent with zero at 1σ error bar.

Another important feature to take into account in the clustering analysis is
related to the bias that is introduced when the ΛCDM model is wrongly assumed to
predict the DM clustering of a f(R) universe with massive neutrinos [58]. This

Figure 5.
Contours of the 2D two-point correlation function (2PCF) in the plane (r⊥, r∥), the r⊥ and r∥ coordinates are,
respectively, the perpendicular and parallel components along the line of sight of the observer. The 2PCF has been
computed from an N-body simulation, in real space (left panel), and for the corresponding sample in redshift space
(right panel). The contours are draw at the iso-correlation levels ξ s⊥, s∥

� � ¼ 0:3, 0:5, 1:0, 1:4, 2:2, 3:6, 7:2, 21:6
as indicated by the colour bar. Both the effect of redshift space distortions on small scales (Finger-of-God effect)
and the infall effect at large scales (Kaiser effect) are clearly visible in the left panel. On small scales the
2PCF is stretched in the direction of r∥, and on large scales the contours are squashed along the perpendicular
direction.
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effective halo bias, bh i, allows to characterise the relation between the halo cluster-
ing and the underlying mass distribution. By using the theoretical effective bias
proposed by [59] and its corresponding mass function, it is possible to disentangle
the degeneracy with respect to σ8. The level of agreement with the measurements
obtained from the f(R) and f Rð Þ þmν scenarios give us a better understating of the
discrepancy with the ΛCDM ones. To compute the theoretical mass function, we
consider the linear CDM + baryon power spectrum as have been stated in the CDM
prescription [60] and replacing ρm with ρCDM [42]. These quantities can be obtained
with CAMB or another Boltzmann code; the linear power-spectrum for CDM,
PCDM
lin kð Þ ¼ T2

CDM=T
2
mP

m
lin kð Þ, is expressed in terms of PCDMþb

lin kð Þ and Pm
lin kð Þ, with

TCDM kð Þ and Tb kð Þ being the transfer functions. It implies, as shown by [61], that
the effect of neutrinos on the cluster abundance is well captured by rescaling the
smoothed density field such that

σ2 ! σ2CDM zð Þ ¼
ð
PCDM k, zð Þ

2π2
W2 kRð Þk2dk (25)

with the CDM power spectrum obtained by rescaling the total matter power
spectrum with the corresponding transfer functions, TCDM and Tb, weighted by the
density of each species so that

PCDM k, zð Þ ¼ Pm k, zð Þ ΩCDMTCDM k, zð Þ þΩbTb k, zð Þ
Tm k, zð Þ ΩCDM þ Ωbð Þ

� �2

: (26)

Figure 6.
The real-space 2PCF r2ξ0 of CDM haloes for all the models of the DUSTGRAIN-pathfinder project at three
different redshifts: z ¼ 0 (left column), z ¼ 1 (central column) and z ¼ 2 (right column). From top to bottom,
the panels show the fR4, fR5 and fR6 models, respectively, compared to the results of the ΛCDM model. The
error bars, shown only for the ΛCDM model for clarity reasons, are the diagonal values of the bootstrap
covariance matrices used for the statistical analysis. Percentage differences between f(R), f Rð Þ þmν and ΛCDM
predictions are in the subpanels, while the shaded regions represent the deviation at 1σ confidence level.
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Figure 5 shows the RSD effects on the iso-correlation curves of the 2D two-point
correlation function (2PCF) in the plane (r⊥, r∥), where r⊥ and r∥ coordinates are,
respectively, the perpendicular and parallel components along the line of sight of
the observer. The 2PCF has been computed for the ΛCDM catalogue of the
DUSTGRAIN-pathfinder simulations, in real space (left panel), and for the
corresponding sample in redshift space (right panel). The contours are drawn at the
iso-correlation levels ξ s⊥, s∥

� � ¼ 0:3, 0:5, 1:0, 1:4, 2:2, 3:6, 7:2, 21:6. In real space the
correlation function is undistorted, describing circular curves in this plane. In
redshift space, the effect caused by the RSD is clearly visible on small scales, where
the 2PCF is stretched in the direction of r∥ (Fingers-of-God effect), and in the infall
effect on large scales, the contours are squashed along the perpendicular direction
(Kaiser effect).

The symmetry of the 2PCF in real space means that the full clustering signal is
encoded in the monopole moment ξ0 rð Þ, while the rest of the multipole moments
are statistically equal to zero. Figure 6 shows the monopole moment, ξ0 rð Þ, of the
CDM haloes for all models considered in the DUSTGRAIN-pathfinder project, at
three different redshifts z ¼ 0, 1, 2. Subpanels show the percentage difference
between MG models [f(R) with and without massive neutrinos] and the ΛCDM
model. The monopole moments of the 2PCF of the fR4 and fR4_0:3eV models are
the ones that deviate most from ΛCDM at low redshift. This behaviour is also
present in the models fR5, fR5_0:15eV and fR5_0:1eV, but it is less significant. In
general, it is observed that massive neutrinos increase the clustering signal for all
models, especially at high redshift, the fR6, fR6_0:06eV and fR6_0:1eV models
being degenerated with respect to ΛCDM. The quadrupole and hexadecapole
moments are consistent with zero at 1σ error bar.

Another important feature to take into account in the clustering analysis is
related to the bias that is introduced when the ΛCDM model is wrongly assumed to
predict the DM clustering of a f(R) universe with massive neutrinos [58]. This

Figure 5.
Contours of the 2D two-point correlation function (2PCF) in the plane (r⊥, r∥), the r⊥ and r∥ coordinates are,
respectively, the perpendicular and parallel components along the line of sight of the observer. The 2PCF has been
computed from an N-body simulation, in real space (left panel), and for the corresponding sample in redshift space
(right panel). The contours are draw at the iso-correlation levels ξ s⊥, s∥

� � ¼ 0:3, 0:5, 1:0, 1:4, 2:2, 3:6, 7:2, 21:6
as indicated by the colour bar. Both the effect of redshift space distortions on small scales (Finger-of-God effect)
and the infall effect at large scales (Kaiser effect) are clearly visible in the left panel. On small scales the
2PCF is stretched in the direction of r∥, and on large scales the contours are squashed along the perpendicular
direction.
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effective halo bias, bh i, allows to characterise the relation between the halo cluster-
ing and the underlying mass distribution. By using the theoretical effective bias
proposed by [59] and its corresponding mass function, it is possible to disentangle
the degeneracy with respect to σ8. The level of agreement with the measurements
obtained from the f(R) and f Rð Þ þmν scenarios give us a better understating of the
discrepancy with the ΛCDM ones. To compute the theoretical mass function, we
consider the linear CDM + baryon power spectrum as have been stated in the CDM
prescription [60] and replacing ρm with ρCDM [42]. These quantities can be obtained
with CAMB or another Boltzmann code; the linear power-spectrum for CDM,
PCDM
lin kð Þ ¼ T2

CDM=T
2
mP

m
lin kð Þ, is expressed in terms of PCDMþb
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lin kð Þ, with

TCDM kð Þ and Tb kð Þ being the transfer functions. It implies, as shown by [61], that
the effect of neutrinos on the cluster abundance is well captured by rescaling the
smoothed density field such that

σ2 ! σ2CDM zð Þ ¼
ð
PCDM k, zð Þ

2π2
W2 kRð Þk2dk (25)

with the CDM power spectrum obtained by rescaling the total matter power
spectrum with the corresponding transfer functions, TCDM and Tb, weighted by the
density of each species so that

PCDM k, zð Þ ¼ Pm k, zð Þ ΩCDMTCDM k, zð Þ þΩbTb k, zð Þ
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Figure 6.
The real-space 2PCF r2ξ0 of CDM haloes for all the models of the DUSTGRAIN-pathfinder project at three
different redshifts: z ¼ 0 (left column), z ¼ 1 (central column) and z ¼ 2 (right column). From top to bottom,
the panels show the fR4, fR5 and fR6 models, respectively, compared to the results of the ΛCDM model. The
error bars, shown only for the ΛCDM model for clarity reasons, are the diagonal values of the bootstrap
covariance matrices used for the statistical analysis. Percentage differences between f(R), f Rð Þ þmν and ΛCDM
predictions are in the subpanels, while the shaded regions represent the deviation at 1σ confidence level.
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The impact on the bias when the CDM prescription is not considered can be
appreciated in Figure 7. In most cases this correction is small with the exception
of the fR4_0:3 eV model. A detailed discussion on these results can be found
in [52].

3.3 Modelling the redshift-space distortions

In a realistic case, spectroscopic surveys observe a combination of density and
velocity fields in redshift space. The observed redshift is a combination of cosmo-
logical effects plus an additional term caused by the peculiar motions along the line
of sight of the observer. This combination makes the redshift-space catalogues
appear distorted with respect to the real-space ones, and they can be reproduced
from N-body simulations since the positions and velocities are known. Currently,
the modelling of the redshift-space distortions provide a powerful tool to test the
gravity theory by exploring the spatial statistics encoded in the 2PCF, which is
anisotropic due to the dynamic distortions.

We consider the first two even multipoles of the 2PCF, ξ0 and ξ2, taking
into account that odd multipole moments vanish by symmetry. The analysis
consisted of modelling (i) the individual multipole moments and (ii) both
multipole moments simultaneously. To derive cosmological constraints from the
clustering signal and quantify the effects of f(R) gravity and massive neutrinos
on RSD, we performed a Bayesian analysis to set constraints on the linear growth

Figure 7.
The coloured solid lines represent the apparent effective halo bias, bh i, as a function of redshift, averaged in the
range 10 h�1 Mpc < r< 50 h�1 Mpc. Black lines show the theoretical ΛCDM effective bias predicted by [59]
(dashed), normalised to the σ8 values of each DUSTGRAIN-pathfinder simulation, while the cyan-shaded
areas show a 10% error. The upper set of panels shows the results, considering the total power spectrum, while
the lower set of panels shows the results when the CDM+baryon power spectrum is used instead.
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rate f Ωmð Þ and the linear bias. All numerical tasks were performed with the
CosmoBolognaLib1 [62].

The Kaiser formula is a good description of the RSD only at very large scales,
where non-linear effects can be neglected, but it does not describe accurately the
non-linear regime. Thus, with the aim of extracting information from the RSD
signal at non-linear regime and considering the increasing precision of recent and
upcoming surveys, many more approaches have been proposed. There is a vast
literature that shows the efforts to model the RSD beyond the linear Kaiser model
[63–66], some of them making use of a phenomenological description of the veloc-
ity field and others, instead, taking into account higher orders in perturbation
theory since, in principle, there is no reason to stop at linear order. Other
approaches do a combination of both frameworks. A simple alternative to model the
redshift-space 2PCF at small scales consists of extending the Kaiser formula, by
adding a phenomenological damping factor that plays the role of a pairwise velocity
distribution. It can account for both linear and non-linear dynamics. Therefore, to
construct the likelihood, we consider this model sometimes called dispersion model
[67], which introduces a damping function to describe the distortions in the clus-
tering at small scales (Fingers-of-God). This model is enough accurate to quantify
the relative differences between f(R) models with massive neutrinos and ΛCDM.
For the Bayesian analysis, the dispersion model is fully described by three
parameters, fσ8, bσ8 and ΣS, that we constrain by minimising numerically the
negative log-likelihood.

Figure 8 shows the normalised covariance matrices Ci,j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ci,iC j,j

p� �
of the

redshift-space monopole and quadrupole moments of CDM haloes with bootstrap
errors resampling at three different redshifts z ¼ 0:5, 1:0 and 1.6. As it can be
appreciated, the covariance matrices represent how the scatter propagates into the

Figure 8.
Covariance matrices from the analysis of the redshift-space monopole and quadrupole moments of CDM haloes
with Bootstrap errors. The models correspond to ΛCDM (upper panels), fR4 (central panels) and fR5 (bottom
panels), at three different redshifts z ¼ 0:5, 1:0 and 1.6 from left to right.

1 Freely available at the public GitHub repository https://github.com/federicomarulli/CosmoBolognaLib.
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rate f Ωmð Þ and the linear bias. All numerical tasks were performed with the
CosmoBolognaLib1 [62].

The Kaiser formula is a good description of the RSD only at very large scales,
where non-linear effects can be neglected, but it does not describe accurately the
non-linear regime. Thus, with the aim of extracting information from the RSD
signal at non-linear regime and considering the increasing precision of recent and
upcoming surveys, many more approaches have been proposed. There is a vast
literature that shows the efforts to model the RSD beyond the linear Kaiser model
[63–66], some of them making use of a phenomenological description of the veloc-
ity field and others, instead, taking into account higher orders in perturbation
theory since, in principle, there is no reason to stop at linear order. Other
approaches do a combination of both frameworks. A simple alternative to model the
redshift-space 2PCF at small scales consists of extending the Kaiser formula, by
adding a phenomenological damping factor that plays the role of a pairwise velocity
distribution. It can account for both linear and non-linear dynamics. Therefore, to
construct the likelihood, we consider this model sometimes called dispersion model
[67], which introduces a damping function to describe the distortions in the clus-
tering at small scales (Fingers-of-God). This model is enough accurate to quantify
the relative differences between f(R) models with massive neutrinos and ΛCDM.
For the Bayesian analysis, the dispersion model is fully described by three
parameters, fσ8, bσ8 and ΣS, that we constrain by minimising numerically the
negative log-likelihood.

Figure 8 shows the normalised covariance matrices Ci,j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ci,iC j,j
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of the

redshift-space monopole and quadrupole moments of CDM haloes with bootstrap
errors resampling at three different redshifts z ¼ 0:5, 1:0 and 1.6. As it can be
appreciated, the covariance matrices represent how the scatter propagates into the

Figure 8.
Covariance matrices from the analysis of the redshift-space monopole and quadrupole moments of CDM haloes
with Bootstrap errors. The models correspond to ΛCDM (upper panels), fR4 (central panels) and fR5 (bottom
panels), at three different redshifts z ¼ 0:5, 1:0 and 1.6 from left to right.

1 Freely available at the public GitHub repository https://github.com/federicomarulli/CosmoBolognaLib.
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likelihood and on the final posterior probabilities of the parameters. Then, to assess
the posterior distributions of the three model parameters, we perform a MCMC
analysis. The fitting analysis is limited to the scale range 10≤ r Mpc h�1� �

≤ 50,
assuming flat priors in the ranges 0≤ fσ8 ≤ 2, 0≤ bσ8 ≤ 3 and 0≤ΣS ≤ 2. Figure 9
shows the fσ8-bσ8 posterior constraints obtained from the MCMC analysis of ξ0, ξ2
and ξ0 þ ξ2 for each mock catalogue of the DUSTGRAIN-pathfinder. The figure
shows the constraints for all models considered in this work at z ¼ 1:0 using the
monopole (orange), quadrupole (green) and monopole plus quadrupole (blue),
while the intersection regions correspond to the joint analysis of the multipoles.
Thus, the joint analysis of the redshift-space monopole and quadrupole is able to
break the degeneracy between fσ8 and bσ8 even in the presence of massive neutri-
nos. In Figure 10, we show the theoretical behaviour of the linear distortion
parameter and the growth factor as a function of the redshift for each family of
models, assuming a flat ΛCDM model.

From the fσ8-bσ8 posterior contours, at 1� 2σ confidence levels, the results
suggest that the clustering information encoded in the two first non-null multipole
moments of the 2PCF can discriminate the alternative MGmodels considered in this
work at z≳1. At low redshifts the f(R) models studied are statistically indistinguish-
able from ΛCDM, and further studies are required to break this degeneracy.

Figure 9.
Contours at 1� 2σ confidence level of the fσ8 � bσ8 posterior distributions, obtained from the MCMC analysis
in redshift space for 2PCF multipoles of CDM haloes. The contours correspond to z ¼ 1:0 with the monopole in
orange and the quadrupole in green.
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4. Conclusions

In this chapter we have introduced the theoretical framework of modern cos-
mology in present massive neutrinos. We emphasize on the structure formation and
on the statistical description of the density field as well as the measurements of
galaxy clustering and discuss the redshift-space distortions and the differences
between clustering in real and redshift space, considering that in the recent years,
the spatial distribution of matter on cosmological scales has become one of the most
efficient probes to investigate the properties of the universe, such as test gravity
theories on large scales, to explore the dark sector and the origin of the accelerated
expansion of the universe as well as a probe to constrain alternative cosmological
models.

In the context of models based on modified gravity and massive neutrino cos-
mologies, we investigated the spatial properties of the large-scale structure by
exploiting the DUSTGRAIN-pathfinder simulations that follow, simultaneously, the
effects of f(R) gravity and massive neutrinos. These are two of the most interesting
scenarios that have been recently explored to account for possible observational
deviations from the standard ΛCDM model. In particular, we studied whether
redshift-space distortions in the 2PCF multipole moments can be effective, break-
ing the cosmic degeneracy between these two effects. We analysed the redshift-
space distortions in the clustering of dark matter haloes at different redshifts,
focusing on the monopole and quadrupole moments of the two-point correlation
function, both in real and redshift space. The deviations with respect to ΛCDM
model have been quantified in terms of the linear growth rate parameter. We found
that multipole moments of the 2PCF from redshift-space distortions provide a
useful probe to discriminate between ΛCDM and modified gravity models, espe-
cially at high redshifts (z≳1), even in the presence of massive neutrinos. The linear

Figure 10.
Theoretical expectation of the linear distortion parameter β (upper panel) and the growth rate fσ8 (lower
panel) as a function of the redshift for each family of mocks from the DUSTGRAIN-pathfinder runs, assuming
a flat ΛCDM model.
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growth rate constraints that we obtain from all the analysed f Rð Þ þmν mock cata-
logues are statistically distinguishable from ΛCDM predictions at high redshifts.

Acknowledgements

We thank Lauro Moscardini, Federico Marulli and Alfonso Veropalumbo for the
continuous development of the CosmoBolognaLib and their suggestions during this
project. We also thank Carlo Giocoli and Marco Baldi for the crucial work
performing the DUSTGRAIN-pathfinder runs.

Conflict of interest

The authors declare no conflict of interest.

Author details

Jorge Enrique García-Farieta* and Rigoberto Ángel Casas Miranda
Universidad Nacional de Colombia, Bogotá, Colombia

*Address all correspondence to: joegarciafa@unal.edu.co

©2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

210

Progress in Fine Particle Plasmas

References

[1] Tonry JL et al. Cosmological results
from high-zSupernovae. The
Astrophysical Journal. 2003;594(1):1-24

[2] Hamana T, Sakurai J, Koike M,
Miller L. Cosmological constraints from
subaru weak lensing cluster counts.
Publications of the Astronomical Society
of Japan. 2015;67(3):34

[3] Abbott TMC et al. Dark energy
survey year 1 results: Cosmological
constraints from galaxy clustering and
weak lensing. Physical Review D. 2018;
98:043526

[4] Planck Collaboration; Aghanim N
et al. Planck 2018 results. VI.
Cosmological parameters. arXiv e-
prints, arXiv:1807.06209. July 2018

[5] Riess AG et al. Observational
evidence from supernovae for an
accelerating universe and a cosmological
constant. The Astronomical Journal.
1998;116(3):1009

[6] Schmidt BP et al. The high-Z
supernova search: Measuring cosmic
deceleration and global curvature of the
universe using type IA supernovae.
Astrophysical Journal. 1998;507:46-63

[7] Perlmutter S et al. Measurements of
ω and λ from 42 high-redshift
supernovae. The Astrophysical Journal.
1999;517(2):565

[8] Planck Collaboration, Ade PAR, et al.
Planck 2015 results—xxiv. Cosmology
from Sunyaev-Zeldovich cluster counts.
Astronomy&Astrophysics. 2016;594:A24

[9] Riess AG et al. A 2.4% determination
of the local value of the hubble constant.
The Astrophysical Journal. 2016;826(1):56

[10] Luis Bernal J, Verde L, Riess AG.
The trouble with h0. Journal of
Cosmology and Astroparticle Physics.
2016;2016(10):019

[11] Sotiriou TP, Faraoni V. f(R) theories
of gravity. Reviews of Modern Physics.
2010;82(1):451-497

[12] De Felice A, Tsujikawa S. f(R)
theories. Living Reviews in Relativity.
2010;13(1):3

[13] Joyce A, Lombriser L, Schmidt F.
Dark energy versus modified gravity.
Annual Review of Nuclear and Particle
Science. 2016;66(1):95-122

[14] Uzan J-P. Testing general relativity:
from local to cosmological scales.
Philosophical Transactions of the Royal
Society of London A: Mathematical
Physical and Engineering Sciences.
2011;369(1957):5042-5057

[15] Will CM. The confrontation
between general relativity and
experiment. Living Reviews in
Relativity. 2014;17(1):4

[16] Pezzotta A et al. The VIMOS Public
Extragalactic Redshift Survey
(VIPERS). The growth of structure at
0.5 < z < 1.2 from redshift-space
distortions in the clustering of the
PDR-2 final sample. Astronomy &
Astrophysics. 2017;604:A33

[17] Collett TE et al. A precise
extragalactic test of general relativity.
Science. 2018;360(6395):1342-1346

[18] Lesgourgues J, Pastor S. Massive
neutrinos and cosmology. Physics
Reports. 2006;429(6):307-379

[19] Motohashi H, Starobinsky AA,
Yokoyama J. Cosmology based on f(r)
gravity admits 1 eV sterile neutrinos.
Physical Review Letters. 2013;110:
121302

[20] He J-H. Weighing neutrinos in f(r)
gravity. Physical Review D. 2013;88:
103523

211

Massive Neutrinos and Galaxy Clustering in f(R) Gravity Cosmologies
DOI: http://dx.doi.org/10.5772/intechopen.92205



growth rate constraints that we obtain from all the analysed f Rð Þ þmν mock cata-
logues are statistically distinguishable from ΛCDM predictions at high redshifts.

Acknowledgements

We thank Lauro Moscardini, Federico Marulli and Alfonso Veropalumbo for the
continuous development of the CosmoBolognaLib and their suggestions during this
project. We also thank Carlo Giocoli and Marco Baldi for the crucial work
performing the DUSTGRAIN-pathfinder runs.

Conflict of interest

The authors declare no conflict of interest.

Author details

Jorge Enrique García-Farieta* and Rigoberto Ángel Casas Miranda
Universidad Nacional de Colombia, Bogotá, Colombia

*Address all correspondence to: joegarciafa@unal.edu.co

©2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

210

Progress in Fine Particle Plasmas

References

[1] Tonry JL et al. Cosmological results
from high-zSupernovae. The
Astrophysical Journal. 2003;594(1):1-24

[2] Hamana T, Sakurai J, Koike M,
Miller L. Cosmological constraints from
subaru weak lensing cluster counts.
Publications of the Astronomical Society
of Japan. 2015;67(3):34

[3] Abbott TMC et al. Dark energy
survey year 1 results: Cosmological
constraints from galaxy clustering and
weak lensing. Physical Review D. 2018;
98:043526

[4] Planck Collaboration; Aghanim N
et al. Planck 2018 results. VI.
Cosmological parameters. arXiv e-
prints, arXiv:1807.06209. July 2018

[5] Riess AG et al. Observational
evidence from supernovae for an
accelerating universe and a cosmological
constant. The Astronomical Journal.
1998;116(3):1009

[6] Schmidt BP et al. The high-Z
supernova search: Measuring cosmic
deceleration and global curvature of the
universe using type IA supernovae.
Astrophysical Journal. 1998;507:46-63

[7] Perlmutter S et al. Measurements of
ω and λ from 42 high-redshift
supernovae. The Astrophysical Journal.
1999;517(2):565

[8] Planck Collaboration, Ade PAR, et al.
Planck 2015 results—xxiv. Cosmology
from Sunyaev-Zeldovich cluster counts.
Astronomy&Astrophysics. 2016;594:A24

[9] Riess AG et al. A 2.4% determination
of the local value of the hubble constant.
The Astrophysical Journal. 2016;826(1):56

[10] Luis Bernal J, Verde L, Riess AG.
The trouble with h0. Journal of
Cosmology and Astroparticle Physics.
2016;2016(10):019

[11] Sotiriou TP, Faraoni V. f(R) theories
of gravity. Reviews of Modern Physics.
2010;82(1):451-497

[12] De Felice A, Tsujikawa S. f(R)
theories. Living Reviews in Relativity.
2010;13(1):3

[13] Joyce A, Lombriser L, Schmidt F.
Dark energy versus modified gravity.
Annual Review of Nuclear and Particle
Science. 2016;66(1):95-122

[14] Uzan J-P. Testing general relativity:
from local to cosmological scales.
Philosophical Transactions of the Royal
Society of London A: Mathematical
Physical and Engineering Sciences.
2011;369(1957):5042-5057

[15] Will CM. The confrontation
between general relativity and
experiment. Living Reviews in
Relativity. 2014;17(1):4

[16] Pezzotta A et al. The VIMOS Public
Extragalactic Redshift Survey
(VIPERS). The growth of structure at
0.5 < z < 1.2 from redshift-space
distortions in the clustering of the
PDR-2 final sample. Astronomy &
Astrophysics. 2017;604:A33

[17] Collett TE et al. A precise
extragalactic test of general relativity.
Science. 2018;360(6395):1342-1346

[18] Lesgourgues J, Pastor S. Massive
neutrinos and cosmology. Physics
Reports. 2006;429(6):307-379

[19] Motohashi H, Starobinsky AA,
Yokoyama J. Cosmology based on f(r)
gravity admits 1 eV sterile neutrinos.
Physical Review Letters. 2013;110:
121302

[20] He J-H. Weighing neutrinos in f(r)
gravity. Physical Review D. 2013;88:
103523

211

Massive Neutrinos and Galaxy Clustering in f(R) Gravity Cosmologies
DOI: http://dx.doi.org/10.5772/intechopen.92205



[21] Baldi M et al. Cosmic degeneracies—
I. Joint n-body simulations of modified
gravity and massive neutrinos. Monthly
Notices of the Royal Astronomical
Society. 2014;440(1):75-88

[22] Peel A, Pettorino V, Giocoli C,
Starck J-L, Baldi M. Breaking
degeneracies in modified gravity with
higher (than 2nd) order weak-lensing
statistics. Astronomy & Astrophysics.
2018;619:A38

[23] Hagstotz S, Costanzi M, Baldi M,
Weller J. Joint halo mass function for
modified gravity and massive neutrinos.
I: Simulations and cosmological
forecasts. arXiv e-prints, arXiv:
1806.07400. June 2018

[24] Lesgourgues J, Pastor S. Neutrino
mass from cosmology. Advances in High
Energy Physics. 2012;2012

[25] Peebles PJE. Principles of Physical
Cosmology. Princeton, New Jersey:
Princeton University Press; 1993

[26] Dodelson S. Modern Cosmology. San
Diego, California: Academic Press; 2003

[27] Mukhanov V. Physical Foundations
of Cosmology. Cambridge, UK:
Cambridge University Press; 2005

[28] Sotiriou TP. f(R) gravity and scalar
tensor theory. Classical and Quantum
Gravity. 2006;23(17):5117-5128

[29] Boisseau B, Esposito-Farèse G,
Polarski D, Starobinsky AA.
Reconstruction of a scalar-tensor theory
of gravity in an accelerating universe.
Physical Review Letters. 2000;85(11):
2236-2239

[30] Nojiri S, Odintsov SD, Sáez-
Gómez D. Cosmological reconstruction
of realistic modified F(R) gravities.
Physics Letters B. 2009;681(1):74-80

[31] Cognola G, Elizalde E, Odintsov SD,
Tretyakov P, Zerbini S. Initial and final

de Sitter universes from modified f(R)
gravity. Physical Review D. 2009;79(4):
044001

[32] Narikawa T, Yamamoto K.
Characterizing the linear growth rate of
cosmological density perturbations in an
f(R) model. Physical Review D. 2010;
85(11):2236-2239

[33] Tsujikawa S. Matter density
perturbations and effective gravitational
constant in modified gravity models of
dark energy. Physical Review D. 2007;
76(2):023514

[34] Hu W, Sawicki I. Models of f(r)
cosmic acceleration that evade solar
system tests. Physical Review D. 2007;
76:064004

[35]Wright BS, Winther HA, Koyama K.
Cola with massive neutrinos. Journal of
Cosmology and Astroparticle Physics.
2017;2017(10):054

[36] Giocoli C, Baldi M, Moscardini L.
Weak lensing light-cones in modified
gravity simulations with and without
massive neutrinos. Monthly Notices of
the Royal Astronomical Society. 2018;
481(2):2813-2828

[37] Cowan CL Jr, Reines F, Harrison FB,
Kruse HW, McGuire AD. Detection of
the free neutrino: A confirmation.
Science. 1956;124(3212):103-104

[38] Cleveland BT, Daily T, Davis R Jr,
Distel JR, Lande K, Lee CK, et al.
Measurement of the solar electron
neutrino flux with the homestake
chlorine detector. Astrophysics Journal.
1998;496:505-526

[39] Lesgourgues J, Mangano G, Miele G,
Pastor S. Neutrino Cosmology.
Cambridge, UK: Cambridge University
Press; 2013

[40] Dolgov AD, Hansen SH, Pastor S,
Petcov ST, Raffelt GG, Semikoz DV.
Cosmological bounds on neutrino

212

Progress in Fine Particle Plasmas

degeneracy improved by flavor
oscillations. Nuclear Physics B. June
2002;632:363-382

[41] Weinberg S. Cosmology. Oxford:
Oxford University Press; 2008

[42] Castorina E, Sefusatti E, Sheth RK,
Villaescusa-Navarro F, Viel M.
Cosmology with massive neutrinos. II:
On the universality of the halo mass
function and bias. Journal of Cosmology
and Astroparticle Physics. 2014;
2014(02):049

[43] Seljak U, Slosar A, McDonald P.
Cosmological parameters from
combining the Lyman-α forest with
CMB, galaxy clustering and SN
constraints. Journal of Cosmology and
Astroparticle Physics. 2006;10:014

[44] Brandbyge J, Hannestad S, Troels H,
Wong YYY. Neutrinos in non-linear
structure formation—The effect on halo
properties. Journal of Cosmology and
Astroparticle Physics. 2010;2010(09):
014

[45] Saito S, Takada M, Taruya A.
Impact of massive neutrinos on the
nonlinear matter power spectrum.
Physical Review Letters. 2008;100:
191301

[46] Villaescusa-Navarro F, Bird S, Peña-
Garay C, Viel M. Non-linear evolution
of the cosmic neutrino background.
Journal of Cosmology and Astroparticle
Physics. 2013;2013(03):019

[47] Viel M, Haehnelt MG, Springel V.
The effect of neutrinos on the matter
distribution as probed by the
intergalactic medium. Journal of
Cosmology and Astroparticle Physics.
2010;2010(06):015

[48] Yepes G. The universe in a
computer: The importance of numerical
simulations in cosmology. In:
Martnez VJ, Trimble V, Pons-Bordera
MJ, editors. Historical Development of

Modern Cosmology, Volume 252 of
Astronomical Society of the Pacific
Conference Series. 2001. p. 355

[49] Knebe A. How to simulate the
universe in a computer. Publications of
the Astronomical Society of Australia.
2005;22(3):184189

[50] Moscardini L, Dolag K, Colpi M,
Gorini V, Moschella U. Cosmology with
Numerical Simulations. Dordrecht:
Springer Netherlands; 2011. pp. 217-237

[51] Dolag K, Borgani S, Schindler S,
Diaferio A, Bykov AM. Simulation
techniques for cosmological simulations.
Space Science Reviews. 2008;134(1):
229-268

[52] Garca-Farieta JE et al. Clustering
and redshift-space distortions in
modified gravity models with massive
neutrinos. Monthly Notices of the Royal
Astronomical Society. 2019:07

[53] Planck Collaboration, Ade PAR,
et al. Planck 2015 results. xiii.
Cosmological parameters. Astronomy &
Astrophysics. 2016;594:A13

[54] Press WH, Schechter P. Formation of
galaxies and clusters of galaxies by self-
similar gravitational condensation. The
Astrophysical Journal. 1974;187:425-438

[55] Tinker J, Kravtsov AV, Klypin A,
Abazajian K, Warren M, Yepes G, et al.
Toward a halo mass function for
precision cosmology: The limits of
universality. The Astrophysical Journal.
2008;688(2):709-728

[56] Landy SD, Szalay AS. Bias and
variance of angular correlation
functions. The Astrophysical Journal.
1993;412:64-71

[57] Hamilton AJS. Measuring Omega
and the real correlation function from
the redshift correlation function. The
Astrophysical Journal Letters. 1992;385:
L5-L8

213

Massive Neutrinos and Galaxy Clustering in f(R) Gravity Cosmologies
DOI: http://dx.doi.org/10.5772/intechopen.92205



[21] Baldi M et al. Cosmic degeneracies—
I. Joint n-body simulations of modified
gravity and massive neutrinos. Monthly
Notices of the Royal Astronomical
Society. 2014;440(1):75-88

[22] Peel A, Pettorino V, Giocoli C,
Starck J-L, Baldi M. Breaking
degeneracies in modified gravity with
higher (than 2nd) order weak-lensing
statistics. Astronomy & Astrophysics.
2018;619:A38

[23] Hagstotz S, Costanzi M, Baldi M,
Weller J. Joint halo mass function for
modified gravity and massive neutrinos.
I: Simulations and cosmological
forecasts. arXiv e-prints, arXiv:
1806.07400. June 2018

[24] Lesgourgues J, Pastor S. Neutrino
mass from cosmology. Advances in High
Energy Physics. 2012;2012

[25] Peebles PJE. Principles of Physical
Cosmology. Princeton, New Jersey:
Princeton University Press; 1993

[26] Dodelson S. Modern Cosmology. San
Diego, California: Academic Press; 2003

[27] Mukhanov V. Physical Foundations
of Cosmology. Cambridge, UK:
Cambridge University Press; 2005

[28] Sotiriou TP. f(R) gravity and scalar
tensor theory. Classical and Quantum
Gravity. 2006;23(17):5117-5128

[29] Boisseau B, Esposito-Farèse G,
Polarski D, Starobinsky AA.
Reconstruction of a scalar-tensor theory
of gravity in an accelerating universe.
Physical Review Letters. 2000;85(11):
2236-2239

[30] Nojiri S, Odintsov SD, Sáez-
Gómez D. Cosmological reconstruction
of realistic modified F(R) gravities.
Physics Letters B. 2009;681(1):74-80

[31] Cognola G, Elizalde E, Odintsov SD,
Tretyakov P, Zerbini S. Initial and final

de Sitter universes from modified f(R)
gravity. Physical Review D. 2009;79(4):
044001

[32] Narikawa T, Yamamoto K.
Characterizing the linear growth rate of
cosmological density perturbations in an
f(R) model. Physical Review D. 2010;
85(11):2236-2239

[33] Tsujikawa S. Matter density
perturbations and effective gravitational
constant in modified gravity models of
dark energy. Physical Review D. 2007;
76(2):023514

[34] Hu W, Sawicki I. Models of f(r)
cosmic acceleration that evade solar
system tests. Physical Review D. 2007;
76:064004

[35]Wright BS, Winther HA, Koyama K.
Cola with massive neutrinos. Journal of
Cosmology and Astroparticle Physics.
2017;2017(10):054

[36] Giocoli C, Baldi M, Moscardini L.
Weak lensing light-cones in modified
gravity simulations with and without
massive neutrinos. Monthly Notices of
the Royal Astronomical Society. 2018;
481(2):2813-2828

[37] Cowan CL Jr, Reines F, Harrison FB,
Kruse HW, McGuire AD. Detection of
the free neutrino: A confirmation.
Science. 1956;124(3212):103-104

[38] Cleveland BT, Daily T, Davis R Jr,
Distel JR, Lande K, Lee CK, et al.
Measurement of the solar electron
neutrino flux with the homestake
chlorine detector. Astrophysics Journal.
1998;496:505-526

[39] Lesgourgues J, Mangano G, Miele G,
Pastor S. Neutrino Cosmology.
Cambridge, UK: Cambridge University
Press; 2013

[40] Dolgov AD, Hansen SH, Pastor S,
Petcov ST, Raffelt GG, Semikoz DV.
Cosmological bounds on neutrino

212

Progress in Fine Particle Plasmas

degeneracy improved by flavor
oscillations. Nuclear Physics B. June
2002;632:363-382

[41] Weinberg S. Cosmology. Oxford:
Oxford University Press; 2008

[42] Castorina E, Sefusatti E, Sheth RK,
Villaescusa-Navarro F, Viel M.
Cosmology with massive neutrinos. II:
On the universality of the halo mass
function and bias. Journal of Cosmology
and Astroparticle Physics. 2014;
2014(02):049

[43] Seljak U, Slosar A, McDonald P.
Cosmological parameters from
combining the Lyman-α forest with
CMB, galaxy clustering and SN
constraints. Journal of Cosmology and
Astroparticle Physics. 2006;10:014

[44] Brandbyge J, Hannestad S, Troels H,
Wong YYY. Neutrinos in non-linear
structure formation—The effect on halo
properties. Journal of Cosmology and
Astroparticle Physics. 2010;2010(09):
014

[45] Saito S, Takada M, Taruya A.
Impact of massive neutrinos on the
nonlinear matter power spectrum.
Physical Review Letters. 2008;100:
191301

[46] Villaescusa-Navarro F, Bird S, Peña-
Garay C, Viel M. Non-linear evolution
of the cosmic neutrino background.
Journal of Cosmology and Astroparticle
Physics. 2013;2013(03):019

[47] Viel M, Haehnelt MG, Springel V.
The effect of neutrinos on the matter
distribution as probed by the
intergalactic medium. Journal of
Cosmology and Astroparticle Physics.
2010;2010(06):015

[48] Yepes G. The universe in a
computer: The importance of numerical
simulations in cosmology. In:
Martnez VJ, Trimble V, Pons-Bordera
MJ, editors. Historical Development of

Modern Cosmology, Volume 252 of
Astronomical Society of the Pacific
Conference Series. 2001. p. 355

[49] Knebe A. How to simulate the
universe in a computer. Publications of
the Astronomical Society of Australia.
2005;22(3):184189

[50] Moscardini L, Dolag K, Colpi M,
Gorini V, Moschella U. Cosmology with
Numerical Simulations. Dordrecht:
Springer Netherlands; 2011. pp. 217-237

[51] Dolag K, Borgani S, Schindler S,
Diaferio A, Bykov AM. Simulation
techniques for cosmological simulations.
Space Science Reviews. 2008;134(1):
229-268

[52] Garca-Farieta JE et al. Clustering
and redshift-space distortions in
modified gravity models with massive
neutrinos. Monthly Notices of the Royal
Astronomical Society. 2019:07

[53] Planck Collaboration, Ade PAR,
et al. Planck 2015 results. xiii.
Cosmological parameters. Astronomy &
Astrophysics. 2016;594:A13

[54] Press WH, Schechter P. Formation of
galaxies and clusters of galaxies by self-
similar gravitational condensation. The
Astrophysical Journal. 1974;187:425-438

[55] Tinker J, Kravtsov AV, Klypin A,
Abazajian K, Warren M, Yepes G, et al.
Toward a halo mass function for
precision cosmology: The limits of
universality. The Astrophysical Journal.
2008;688(2):709-728

[56] Landy SD, Szalay AS. Bias and
variance of angular correlation
functions. The Astrophysical Journal.
1993;412:64-71

[57] Hamilton AJS. Measuring Omega
and the real correlation function from
the redshift correlation function. The
Astrophysical Journal Letters. 1992;385:
L5-L8

213

Massive Neutrinos and Galaxy Clustering in f(R) Gravity Cosmologies
DOI: http://dx.doi.org/10.5772/intechopen.92205



[58] Marulli F, Baldi M, Moscardini L.
Clustering and redshift-space
distortions in interacting dark energy
cosmologies. Monthly Notices of the
Royal Astronomical Society. 2012;
420(3):2377-2386

[59] Tinker JL, Robertson BE,
Kravtsov AV, Klypin A, Warren MS,
Yepes G, et al. The large-scale bias of
dark matter halos: Numerical calibration
and model tests. The Astrophysical
Journal. 2010;724:878-886

[60] Villaescusa-Navarro F et al.
Cosmology with massive neutrinos.
I: Towards a realistic modeling of the
relation between matter, haloes and
galaxies. Journal of Cosmology and
Astroparticle Physics. 2014;3:011

[61] Costanzi M et al. Cosmology with
massive neutrinos. III: The halo mass
function and an application to galaxy
clusters. Journal of Cosmology and
Astroparticle Physics. 2013;2013(12):
012

[62] Marulli F, Veropalumbo A,
Moresco M. CosmoBolognaLib: C++
libraries for cosmological calculations.
Astronomy and Computing. 2016;14:
35-42

[63] Scoccimarro R, Couchman HMP,
Frieman JA. The bispectrum as a
signature of gravitational instability in
redshift space. The Astrophysics
Journal. 1999;517(2):531

[64] Scoccimarro R. Redshift-space
distortions, pairwise velocities, and
nonlinearities. Physical Review D. 2004;
70(8):083007

[65] Taruya A, Nishimichi T, Saito S.
Baryon acoustic oscillations in 2D:
Modeling redshift-space power
spectrum from perturbation theory.
Physical Review D. 2010;82(6):063522

[66] Reid BA, White M. Towards an
accurate model of the redshift-space

clustering of haloes in the quasi-linear
regime. Monthly Notices of the Royal
Astronomical Society. 2011;417(3):
1913-1927

[67] Peacock JA, Dodds SJ.
Reconstructing the linear power
spectrum of cosmological mass
fluctuations. Monthly Notices of the
Royal Astronomical Society. 1994;267:
1020

214

Progress in Fine Particle Plasmas



Progress in  
Fine Particle Plasmas

Edited by Tetsu Mieno,  
Yasuaki Hayashi and Kun Xue

Edited by Tetsu Mieno,  
Yasuaki Hayashi and Kun Xue

In the field of plasma physics, plasmas (including charged fine particles) have been 
actively studied for more than 40 years, and special features of wave phenomena, self-
organizations of the particles, potential formations, fluid-like motions of the particles, 

generations of fine particles in the plasmas, etc. have been investigated. Here, these 
plasmas are called “fine particle plasmas”, which are also called “dusty plasmas” and 
“complex plasmas”. This book intends to provide the reader with the recent progress 
of studies of fine particle plasmas from the viewpoints of wide and interdisciplinary 

directions, such as self-organized fine particles, Coulomb crystal formation, behaviors 
of fine particles, their stability, and syntheses of nano-sized particles in reactive 

plasmas. Further, the phenomena of dense grain particles and the effects of massive 
neutrinos in galaxy clustering are included.

Published in London, UK 

©  2020 IntechOpen 
©  ppart / iStock

ISBN 978-1-83880-470-1

Progress in Fine Particle Plasm
as

ISBN 978-1-83968-341-1


	Progress in Fine Particle Plasmas
	Contents
	Preface
	Section 1
Coulomb Crystals
	Chapter1
Observation and Analyses of Coulomb Crystals in Fine Particle Plasmas

	Section 2
Fine Particle Plasmas in Special Conditions
	Chapter2
Basic Properties of Fine Particle (Dusty) Plasmas
	Chapter3
Microgravity Experiments Using Parabolic Flights for Dusty Plasmas
	Chapter4
Dynamic Behavior of Dust Particles in Plasmas
	Chapter5
Integral PhotographyTechnique forThree-Dimensional Imaging of Dusty Plasmas
	Chapter6
Dusty Plasmas in Supercritical Carbon Dioxide

	Section 3
Generation of Nanoparticles
	Chapter7
Tungsten Nanoparticles Produced by Magnetron Sputtering Gas Aggregation: Process Characterization and Particle Properties

	Section 4
Wave Propagations
	Chapter8
Turbulence Generation in Inhomogeneous Magnetized Plasma Pertaining to Damping Effects onWave Propagation

	Section 5
Granular Particles
	Chapter9
Flow and Segregation of Granular Materials during Heap Formation
	Chapter10
Kinetic Equations of Granular Media
	Chapter11
Comparison of ConcentrationTransport Approach and MP-PIC Method for Simulating ProppantTransport Process

	Section 6
Neutrinos and Galaxy Custering
	Chapter12
Massive Neutrinos and Galaxy Clustering in (R) Gravity Cosmologies




