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Abstract: Bridgeless power factor correction (PFC) converters have a reduced number of semiconductors
in the current flowing path, contributing to low conduction losses. In this paper, a new bridgeless
high step-up voltage gain PFC converter is proposed, analyzed and validated for high voltage
applications. Compared to its conventional counterpart, the input rectifier bridge in the proposed
bridgeless PFC converter is completely eliminated. As a result, its conduction losses are reduced.
Also, the current flowing through the power switches in the proposed bridgeless PFC converter is
only half of the current flowing through the rectifier diodes in its conventional counterpart, therefore,
the conduction losses can be further improved. Moreover, in the proposed bridgeless PFC converter,
not only the voltage stress of power switches is lower than the output voltage, but the voltage
stress of the output diodes is lower than the conventional counterpart. In addition, this proposed
bridgeless PFC converter features a simple circuit structure and high PFC performance. Finally,
the proposed bridgeless PFC converter is analyzed and designed in the discontinuous conduction
mode (DCM). The simulation results are presented to verify the effectiveness of the proposed
bridgeless PFC converter.

Keywords: bridgeless converter; discontinuous conduction mode (DCM); high step-up voltage gain;
power factor correction (PFC)

1. Introduction

In the past decades, AC-DC converters have been widely used in numerous power electronic
equipment supplied by the power grid in order to obtain the DC voltage. For the passive AC-DC
rectifier, the input current harmonics are large, which is very harmful for the power grid and other
power electronic equipment. In order to alleviate the input current harmonics and satisfy the rigorous
input current harmonic standards, for instance, the IEC 61000-3-2 criterion, the active power factor
correction (PFC) converter has become a popular and effective method to shape the input current
waveform and achieve the near unity power factor (PF) in the power supplies. For single-phase power
supplies, the boost topology is the most popular option as the PFC pre-regulator, by reason of its simple
circuit structure and high PFC performance [1–3]. Unfortunately, the boost topology cannot achieve a
very high voltage gain in practical applications, because the extremely high duty cycle is unpractical.
Therefore, in some high voltage applications, for example, X-ray medical/industry equipment, HVDC
system insulator testing, electrostatic precipitators and high voltage battery charger, the boost PFC
converter is a poor candidate, especially for the universal line [4,5].

For outputting high voltage, many conventional high step-up voltage gain PFC converters
have been studied in the past decade [6–16]. Based on the Cockcroft–Walton (CW) structure,

Energies 2018, 11, 2640; doi:10.3390/en11102640 www.mdpi.com/journal/energies1
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some high step-up voltage gain PFC converters were proposed in [6–10]. In [6], a three-stage CW
PFC converter was proposed. This converter can achieve a high output voltage and a high PFC
performance. In [7], a transformerless hybrid boost and CW PFC converter was presented. By adding
the CW voltage multiplier (VM) stages, high output voltage and high power factor are obtained.
A single-phase single-stage high step-up matrix PFC converter using CW-VM was proposed in [8].
By combining a four bidirectional-switch matrix converter and the CW-VM, a high step-up voltage
gain is achieved. Based on [6], a more comprehensive analysis and validation were presented in [9].
Based on [9], an improved high step-up voltage gain PFC converter with soft-switching characteristic
was introduced in [10]. Besides the CW structure, some efforts focused on the switched-capacitor PFC
topology to produce the high output voltage [11–13]. In [11], a family of high-voltage gain hybrid
switched-capacitor PFC converters were proposed and validated, which can achieve a high output
voltage and good PFC performance. A high voltage gain PFC converter based on a hybrid boost
DC-DC converter was presented in [12]. By integrating boost topology and the switched-capacitor
voltage doubler, a high output voltage and nearly unity PF are produced. In [13], a hybrid single
ended primary inductor converter (SEPIC) PFC converter using switched-capacitor voltage doubler
was proposed, which also owns a high voltage gain and a good PFC performance. Other new PFC
converters can also achieve a high voltage gain [14–16]. In [14], a single-stage boost PFC converter
with zero current switching (ZCS) characteristic was proposed and studied, which has a high voltage
gain. In [15], a modified SEPIC PFC converter with a high voltage gain was proposed. A family of ZCS
isolated high voltage gain PFC converters were proposed in [16]. Also, many high step-up voltage
gain DC-DC converters have been studied in [17–24]. These DC-DC topologies can also be applied as
the PFC converters for the high voltage applications. However, all the PFC converters, as mentioned
above [6–24], are the conventional PFC type. The rectifier bridge is necessary for them, and their
topology structures are more complex.

Compared to the conventional PFC converters, the bridgeless PFC converters possess the merits of
low conduction losses and higher efficiency. That is because the input rectifier diodes of the bridgeless
PFC converters are reduced, leading to a less number of semiconductors in the current-flowing
path [2]. In order to improve efficiency, some bridgeless PFC converters with high output voltage are
proposed in [25–27]. In [25], a bridgeless Cuk PFC converter was proposed for high voltage battery
charger. In [26], a bridgeless modified SEPIC PFC converter was proposed with extended voltage gain.
Two bridgeless hybrid boost PFC converters using the switched-capacitor structure were presented
in [27]. All these bridgeless PFC converters can be applied for the high voltage applications, and their
efficiency are improved compared to their conventional counterparts.

Based on the conventional high step-up voltage gain PFC converter shown in Figure 1, which was
first proposed in [18] as the DC-DC converter, a new bridgeless high step-up voltage gain PFC
converter with improved efficiency shown in Figure 2 is proposed for high voltage applications.
By reducing the number of semiconductors in the current-flowing path and reducing the current
stress of semiconductors, the proposed bridgeless PFC converter can achieve a reduced conduction
losses and a higher efficiency compared to its conventional counterpart. Besides, the proposed
bridgeless PFC converter owns a lower voltage stress of output diodes than the conventional one.
The high PF and low total harmonic distortion (THD) are also obtained in the proposed bridgeless PFC
converter. In addition, the proposed bridgeless PFC converter features a very simple circuit structure,
contributing to cost and power density. The discontinuous conduction mode (DCM) is utilized with
the merits of zero current turned on in the power switches, zero current turned off in the diodes,
nature current-sharping ability and a simple control method. As a result, the proposed bridgeless PFC
converter is more suitable for the high voltage applications than its conventional counterpart.

The operation principle of the proposed bridgeless PFC converter is discussed in Section 2.
A detailed theoretical analysis and design guideline is presented in Section 3. The validation by the
simulated results is shown in Section 4, followed by the conclusions in Section 5.
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Figure 1. The conventional high step-up voltage gain PFC converter.

 

Figure 2. The proposed bridgeless high step-up voltage gain PFC converter.

2. Operation Principle

This proposed bridgeless high step-up voltage gain PFC converter uses two bidirectional switches
in series with two same level inductors. Each bidirectional switch is constructed by two anti-series
power switches. It should be noted that the two power switches in one bidirectional switch have
the common source terminal, which can simplify the drive circuit. Simultaneously, an output bridge
including D1, D2, D3 and D4 which are fast-recovery diodes is used to obtain a high DC output voltage
in the proposed bridgeless PFC converter, while only D5 is the fast-recovery diode in its conventional
counterpart. The proposed bridgeless PFC converter is designed to operate in DCM. Thereby, it has
three operation modes during one switching period. The detailed operation modes of one switching
period in the positive line cycle are presented in Figure 3. Since the proposed bridgeless PFC converter
is symmetrical, the operation modes in negative line cycle are similar to the modes in positive line
cycle. Its key time-domain waveforms are exhibited in Figure 4.

Mode I shown in Figure 3a: when the power switches S1 and S3 are turned on, the input sinusoidal
source vin charges the two inductors L1 and L2, simultaneously, through the power switches S2 and S4.
The output bulk capacitor maintains the output voltage vo. In each branch of the proposed bridgeless
PFC converter, only two semiconductors consisting by two power switches are active, while three
semiconductors are active in one branch of the conventional counterpart. In this mode, the inductor
currents satisfy:

vin = L1
diL1

dt
= L2

diL2

dt
(1)

Mode II shown in Figure 3b: when all the power switches are turned off, the input source and
the two inductors releases energies to the load. Only two output fast-recovery diodes conduct in this
mode, while three semiconductors including two slow-recovery diodes and one fast-recovery diode
conduct in the corresponding conventional counterpart. In this mode, the inductor currents satisfy:

vin − vo

2
= L1

diL1

dt
= L2

diL2

dt
(2)

3
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Mode III shown in Figure 3c: all the semiconductors are in the off state. The inductor currents are
zero. The output bulk capacitor C maintains the output voltage.

Figure 4 presents the key waveforms of duty cycle D, inductor current iL1, iL2, input current
iin, and the voltage vS1, vS3, vD1, vD4 across the semiconductors in the positive line cycle. From this
figure, the inductor current iL1, iL2 are equal to each other. When the power switches are turned
on, the inductor current are half of the input current iin. When the power switches are turned off,
the inductor current are same with the input current. The maximum voltage across the power switches
and the output diodes are (vin + vo)/2 in the positive line cycle. It should be noted that the duty cycle
D equals to (t2 − t1)/TS, where TS is the switching period.

 

(a) 

 

(b) 

 

(c) 

Figure 3. The operation modes of the proposed bridgeless high step-up voltage gain PFC converter in
the positive line cycle: (a) mode I; (b) mode II and (c) mode III.
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Figure 4. The key time-domain waveforms of the proposed bridgeless high step-up voltage gain
PFC converter.

3. Theoretical Analysis

The detailed theoretical analysis and designed consideration in DCM are presented in this
subsection. First of all, some ideal assumptions are provided to simplify the analysis. Notably,
the theoretical analysis is made in one positive line cycle. These assumptions are shown as follows:

• The switching frequency fs is much higher than the line frequency. Thus, the input voltage is
constant during one switching period.

• The capacitance of the bulk capacitor is large enough. Thereby, the output voltage is ideal constant.
• All the components are ideal without losses.
• The input voltage is ideally sinusoidal.

3.1. The Voltage Conversion Ratio M

Appling the voltage-second balance principle to the inductor L1, the voltage conversion ratio M is
derived as follows:

M =
vo

vm
=

2D + Dx

Dx
× sin θ (3)

where vm is the amplitude of the sinusoidal input voltage vin, θ is the angle of the input voltage vin,
and Dx is equal to (t3 − t2)/TS.

Based on (3), the relationship between the duty cycle D and Dx can be expressed as:

Dx = 2D × sin θ

M − sin θ
(4)

5
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In addition, the peak inductor current iL1-peak in one switching period is:

iL1−peak =
DTS
L1

× vm sin θ (5)

Due to the power balance between input power and output power, we can get:

1
π

∫ π

0

1
2
× iL1−peak × (2D + Dx)× vindθ =

v2
o

R
(6)

Substituting (4) and (5) into (6), the relationship of the voltage conversion ratio M and duty cycle
D is derived as follows:

M = D ×
√

β

πK
(7)

where the dimensionless conduction parameter K is:

K =
2L1

RTS
(8)

and the parameter β is

β =
∫ π

0
(

2M
M − sin θ

)× sin2 θdθ (9)

The relationship of the voltage conversion ratio M and duty cycle D is presented in Figure 5.
From this figure, one can see that the voltage conversion ratio M increases with the lower parameter K.
Compared to the conventional boost PFC converter, the voltage conversion ratio M of the proposed
bridgeless PFC converter is much higher. Therefore, the proposed bridgeless PFC converter is more
suitable for the high voltage applications.

Figure 5. The relationship of the voltage conversion ratio M and duty cycle D.

3.2. The Operation Conditon for DCM

In order to operate in DCM, the operation condition must satisfy as follows:

D + Dx < 1 (10)

Substituting (3) and (7) into (10), the operation condition for DCM is derived as:

K <
β

π
× 1

M2 ×
(

M − sin θ

M + sin θ

)2
(11)

6
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The proposed bridgeless PFC converter is designed to operate in DCM totally. Therefore, the
inductor currents should be discontinuous at the peak point in the line cycle. Thus, the simplified
operation condition for DCM is:

K <
β

π
× 1

M2 ×
(

M − 1
M + 1

)2
(12)

Figure 6 draws the operation boundary between the DCM and the continuous conduction mode
(CCM). From this figure, the operation boundary is higher at the low voltage conversion ratio. However,
for the universal line, the voltage conversion ratio is different under different input voltage. Hence,
the key parameter K must be designed at the lowest input voltage.

Figure 6. The operation boundary between DCM and CCM.

3.3. The Voltage Stress and Current Stress

The voltage stress of semiconductors in the proposed bridgeless PFC converter and in its
conventional bridge counterpart are shown in Table 1. From this table, the voltage stress of power
switch in the proposed bridgeless PFC converter is same with its conventional bridge converter, and it
is lower than the output voltage. The voltage stress of fast-recovery diode in the proposed bridgeless
PFC converter is lower than that in the conventional bridge converter. Therefore, the lower rated
diode can be used in the proposed bridgeless PFC converter. It is beneficial to improve cost and losses.
In addition, no slow-recovery diode is used in the proposed bridgeless PFC converter, while four
slow-recovery diodes as the input bridge are used in its conventional bridge counterpart, and their
voltage stress is vm.

Table 1. The voltage stress of semiconductors.

Proposed Bridgeless PFC Converter Conventional Bridge PFC Converter

Power switch (vm + vo)/2 (vm + vo)/2
Fast-recovery diode vo vm + vo
Slow-recovery diode - vm

The root-mean-square (RMS) current iS1-rms of power switch in one switching period is shown
as follows:

iS1−rms =
vinDTS

L1

√
D
3

(13)

7
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The averaged current iD1-avg of output diode in one switching period is derived as follows:

iD1−avg =
vinDDxTS

2L1
(14)

3.4. The Conduction Losses

In this subsection, the conduction losses of semiconductors are calculated. The detail derivations
in one positive line cycle are exhibited as follows:

PS1 =
1
π

∫ π

0

(
vinDTS

L1

)2
× D

3
× Rondθ (15)

PD1 =
1
π

∫ π

0

vinDDxTS
2L1

× VFdθ (16)

where Ron is the conduction resistance of the power switch and VF is the forward voltage of diodes.
Under the operation condition vin = 220 Vrms/50 Hz, vo = 800 V, fs = 30 kHz and Po = 500 W,

the conduction losses of semiconductors are calculated. It should be noted that the parameters Ron and
VF are chosen from the datasheet of the selected components. The conduction losses of semiconductors
of the proposed bridgeless PFC converter and its conventional counterpart are presented in Figure 7.
From this figure, it can be found that the total conduction losses of semiconductors in the proposed
bridgeless PFC converter is much lower than its conventional bridge counterpart. The conduction
losses of power switches in the proposed bridgeless PFC converter are higher, while it has no
conduction losses of input rectifier diodes.

Figure 7. The calculated conduction losses of semiconductors.

3.5. The Control Principle

This proposed bridgeless PFC converter is designed in DCM. The DCM possesses the merit of a
naturally current-sharping ability, which contributes to a simple control method. Thereby, the voltage
control loop is applied in order to obtain the constant DC output voltage. The control principle is
displayed in Figure 8. From this figure, the controller mainly contains one compensator, one PWM
generator and four drivers. It should be noted that the four power switches in the proposed bridgeless
PFC converter can be driven by one same control signal, which simplifies the controller, significantly.
Notably, the signal Vg1, Vg2, Vg3 and Vg4 drive the power switches S1, S2, S3 and S4, respectively.

8
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Figure 8. The control diagram of the proposed bridgeless high step-up voltage gain PFC converter.

4. Simulation Results

The effectiveness of the proposed bridgeless PFC converter is validated in the SIMetrix/SIMPLIS
(version 8.00, company SIMetrix Technologies Ltd., Thatcham, UK) environment. The simulation
program with integrated circuit emphasis (SPICE) models of practical components are employed in this
simulation. The key operation parameters of the proposed bridgeless PFC converter is vin = universal
line 95–265 Vrms, vo = 800 V, fs = 30 kHz and Po = 500 W. The selected components are shown in Table 2.
Considering the voltage stress, current stress and safety margin, the SPP17N80C3 (company Infineon,
GER) with Ron = 0.29 Ω and VDS = 800 V is chosen as the power switches. The MUR490 (company On
Semiconductor, Phoenix, AZ, USA) with VF = 1.85 V and VD = 900 V is chosen as the fast-recovery
diodes in the proposed bridgeless PFC converter. Since the voltage stress of the fast-recovery diode in
the conventional bridge counterpart is up to around 1200 V, which is much larger than the voltage
stress 800 V of the fast-recovery diode in the proposed bridgeless PFC converter, we have to choose two
series MUR490 as the fast-recovery diode in the conventional bridge counterpart. In the conventional
bridge converter, 8EWS08 (company International Rectifier, El Segundo, CA, USA) with VF = 1 V is
used as the input rectifier diodes.

Table 2. The selected components.

Proposed Bridgeless PFC Converter Conventional Bridge PFC Converter

Power switches SPP17N80C3 SPP17N80C3
Fast-recovery diodes MUR490 MUR490
Slow-recovery diodes — 8EWS08

Output capacitor 200μF 200μF
Inductors 200μH 200μH

The input current after the input LC filter at the typical input line is displayed in Figure 9.
From this figure, the input current is shaped to be almost sinusoidal at the typical low line 110 Vrms and
the typical high line 220 Vrms. Thereby, it is validated that the proposed bridgeless PFC converter owns
a good current-shaping ability. Figure 10 presents the key time-domain waveforms of the proposed
bridgeless PFC converter. It can be figure out that the simulated waveforms are in agreement with
the theoretical analysis. The key waveforms also validate that the proposed bridgeless PFC converter
operates in DCM.

Figure 11 presents the simulated PF and THD under the universal line. From this figure, one can
see that nearly unity PF is achieved and the THD is low under the universal line. The high PF and low
THD validate that the proposed bridgeless PFC converter owns a good PFC performance.

The simulated efficiency of the proposed bridgeless PFC converter and its conventional bridge
counterpart under the universal line is shown in Figure 12. From this figure, it is clear that the
efficiency of the proposed bridgeless PFC converter is higher than its conventional bridge counterpart,
due to the reduced semiconductors and the reduced current. Also, the efficiency of other state
of the art high step-up voltage gain converter in [12] is simulated. Under the same operation
parameters and components, the efficiency of the converter in [12] is 97.42% at the typical line
Vin = 220 Vrms, while the efficiency of the proposed bridgeless PFC converter can reach up to 98.78%
at the typical line Vin = 220 Vrms. Therefore, the proposed bridgeless PFC converter is more suitable
for the practical application.

9
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Figure 13 displays the simulated input current harmonics compared with the IEC 61000-3-2 class
D limits. From this figure, the input current harmonics of the proposed bridgeless PFC converter
are much lower than the IEC 61000-3-2 class D limits under both the typical low line and high line.
Namely, the proposed bridgeless PFC converter can easily satisfy the international harmonic standards,
which is very beneficial to practical application.

 
(a) 

 
(b) 

Figure 9. The input current waveforms after the input LC filter: (a) vin = 110 Vrms; (b) vin = 220 Vrms.

Figure 10. The key time-domain waveforms at vin = 220 Vrms.
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Figure 11. The simulated PF and THD of the proposed bridgeless high step-up gain PFC converter.

Figure 12. The simulated efficiency of the proposed bridgeless high step-up voltage gain PFC converter
and its conventional bridge counterpart.

(a) 

Figure 13. Cont.
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(b) 

Figure 13. The simulated input current harmonics of the proposed bridgeless high step-up voltage gain
PFC converter compared with the IEC 61000-3-2 class D limits: (a) vin = 110 Vrms; (b) vin = 220 Vrms.

5. Conclusions

A new bridgeless high step-up voltage gain PFC converter with low conduction losses and
low voltage stresses for high voltage applications is proposed, analyzed and verified in this paper.
The theoretical analysis and design consideration in DCM are presented. The simulated results
validate that the proposed bridgeless PFC converter has a higher efficiency than its conventional
bridge counterpart. Moreover, the proposed bridgeless PFC converter can achieve a very high PF and
low THD, and it can easily satisfy the IEC 61000-3-2 class D limits, thereby, the proposed bridgeless
PFC converter is a competitive option for the high voltage applications.
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Abstract: In this paper, the nonlinear dynamics of a PV-fed high-voltage-gain single-switch quadratic
boost converter loaded by a grid-interlinked DC-AC inverter is explored in its parameter space.
The control of the input port of the converter is designed using a resistive control approach ensuring
stability at the slow time-scale. However, time-domain simulations, performed on a full-order
circuit-level switched model implemented in PSIM c© software, show that at relatively high irradiance
levels, the system may exhibit undesired subharmonic instabilities at the fast time-scale. A model of
the system is derived, and a closed-form expression is used for locating the subharmonic instability
boundary in terms of parameters of different nature. The theoretical results are in remarkable
agreement with the numerical simulations and experimental measurements using a laboratory
prototype. The modeling method proposed and the results obtained can help in guiding the design
of power conditioning converters for solar PV systems, as well as other similar structures for energy
conversion systems.

Keywords: DC-DC converters; quadratic boost; maximum power point tracking (MPPT); nonlinear
dynamics; subharmonic oscillations; photovoltaic (PV)

1. Introduction

Electrical power grids feature many changes in their paradigm since they are no longer based only
on coal-fired power stations [1]. The production of electrical energy in many countries is also based
on renewable energy resources such as solar photovoltaic (PV) arrays, wind turbines, and batteries,
forming nano-and micro-grids [1]. In particular, solar PV technology is considered as one of the most
environmentally-friendly energy sources since it generates electricity with almost zero emissions while
requiring low maintenance efforts. Despite the relatively high cost, the reduced number of installed
capacities, the damaging effect of the temperature on their efficiency, as well as the need for cooling
techniques [2], PV modules remain the most important renewable energy sources that can meet the
power requirements of residential applications. This explains the increasing demand of PV array
installation in homes and small companies in both grid-connected and in stand-alone operation modes.
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PV modules are nonlinear energy sources with a maximum power point (MPP) voltage ranging
from 15 V–40 V. Hence, a major challenge that needs to be addressed, if string-connected modules
are to be avoided, is to take the low voltage at the output of the PV source and convert it into a
much higher voltage level such as the standard 380 V DC-link voltage. This requires a DC-DC
converter with a high-voltage-gain as a power interface between the PV source and the DC-AC
inverter. The conventional canonical boost converter cannot be used in this case because the maximum
conversion gain that can attain this converter is limited by parasitic resistances in the switching
devices and the reactive components [3]. Typically, to deal with this problem, several PV modules are
connected in series to obtain a sufficiently high voltage at the input of the DC-DC converter, hence not
requiring an extremely high value of the duty cycle. However, series connection of PV modules has the
inconvenient of undertaking shadowing effects that reduce the power production [4]. To overcome this
drawback, module integrated converters (MICs) featuring distributed maximum power point tracking
(MPPT) are used [5]. Such a PV system composed of a PV source with a DC-DC power electronics
converter loaded by a DC-AC inverter is called a microinverter [6].

Because of the independent operation of each PV module in the microinverter approach, this has
other advantages such as modularity, increased reliability, long life-time and better efficiency. In the
microinverter or in the MIC approach, DC-DC converters with a high voltage conversion ratio are
used as a first stage to perform the maximum power extraction.

MIC converters in a DC microgrid can be connected to the common DC-link voltage (DC bus)
through the output of the m different branches, each one consisting of a PV module connected to
a high-voltage-gain DC-DC converter, as depicted in Figure 1. A back-up storage battery is also
connected to the main DC bus through a bidirectional DC-DC converter. In a real application,
the number of branches in Figure 1 will be fixed according to the rated power. In microinverter
applications, a number between two and twelve branches can be used, the rated power being between
170 W and 1 kW approximately. In some PV applications, a high-voltage-gain of about twenty is
needed in each branch. This is the case of converting the voltage of a single PV module of about 18 V to
the standard voltage of a DC bus of 380 V. The conventional canonical boost converter cannot be used
for this kind of applications since, due to the losses, this converter cannot provide a voltage conversion
gain higher than six.

380 V

Storage Battery

DC bus

DC
AC

DC

DC

DC

DC

15-40 V

15-40 V

15-40 V
DC

DC

Bidirectional Converter

Inverter
High-gain

Converter 1

High-gain
Converter 2

High-gain
Converter mPV Module m

PV Module 2

PV Module 1

Grid

DC
AC

DC

DC

Branch 1

Branch 2
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Figure 1. A model of a PV-based DC microgrid equipped with high-voltage-gain MICs.

The quadratic boost converter is an interesting topology for this kind of applications because it is
a transformer-less circuit using only one active switch [7]. Its conversion ratio is ideally a quadratic
function of the duty cycle allowing a larger gain than the conventional boost converter. Therefore,
it could be a low cost and efficient solution capable of achieving a high-voltage-gain with a relatively
low control complexity [8]. Recently, this topology has attracted the interest of many researchers
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in different power electronics applications such as in power factor correction [9], in fuel cell energy
processing [10], in PV systems [11], [12] and in DC microgrids [13].

The quadratic boost converter is a high-order nonlinear and complex system with a large number
of parameters. The optimization of its performances in terms of these parameters requires accurate
models to be used, in particular when subharmonic oscillation is of concern. The design of the controller
of the DC stage in a PV system is accomplished based on a linearized model in a suitable operating
point. However, this operating point is constantly changing in a PV system, and the design of the
controller is usually performed based on the lowest irradiance level [14]. Nevertheless, this approach
does not take into account the possibility of subharmonic oscillation, which takes place precisely for
high levels of irradiance as will be shown later in this paper.

Recently, much effort has been devoted to the study of nonlinear behavior such as subharmonic
oscillation and other complex phenomena [15], [16] and is still attracting the interest of researchers
even for simple converter topologies such as the buck converter [17] and the boost converter [18] with
ideal constant input voltage and resistive load. In PV applications of switched mode power converters,
the PV source is nonlinear and the output voltage is either controlled by the DC-AC inverter or fixed
by a storage element such as a battery. The control objectives and functionalities of the DC side are
also different since MPPT is usually performed at the input port [19]. As a consequence, all the well
known features of DC-DC converters with constant voltage source, resistive load and under output
voltage control are no more valid in the case of a DC-DC converter used in a PV system. For instance,
it is well known that boost and boost-derived topologies are non-minimum phase systems when the
controlled variable is the output voltage. This is not the case for the same converters with the input
voltage as a control variable.

So far, the results concerning nonlinear dynamics in general and subharmonic oscillation in
particular, in switching converters when supplied by nonlinear source, are sparse and limited.
For instance, nonlinear dynamics was explored in [20,21] for a boost converter for PV applications.
In [20], the nonlinear dynamics of a boost converter supplied from a PV source and loaded by a
resistive load was investigated. In [21], a current-mode controlled boost DC-DC converter charging a
battery from a PV panel was considered, and its dynamics was analyzed using the switched model of
the converter and the nonlinear model of the PV generator.

The design of DC-DC switching power electronics converters in PV applications still requires
a comprehensive knowledge about suitable ways of their accurate modeling and stability analysis,
particularly, in the presence of parametric variations, nonlinear energy sources and loads. To accurately
predict the dynamic behavior of a switching converter, appropriate modeling approaches, taking into
account the switching action, must be used. Usually, the prediction of subharmonic instability has
been addressed numerically by discrete time-modeling [15,16] or Floquet theory [22].

The relevant performance metrics for any power converter used in PV systems include MPPT,
fast transient response under the constantly varying voltage/current reference due to the MPPT and
low sensitivity to load and other parameter disturbances. The success in achieving these metrics can
only be guaranteed by avoiding all kind of instability. In particular, subharmonic oscillation has many
jeopardizing effects on the performances of the power converter such as increased ripple in the state
variables and stresses in the switching devices and it could even make a PV system to operate out
of the MPP [23]. Therefore, in this particular application, it is very important to dispose of accurate
mathematical tools to predict this phenomenon.

The determination of critical system parameters for stable operation of switching converters in PV
applications has had a growing interest recently [24,25]. Most of past works focused on low frequency
(slow time-scale) behavior of these systems based on their averaged models. The slow time-scale
instability problems can be avoided by using a Loss-Free-Resistor (LFR) [26] approach also known as
resistive control [24]. However, although the low frequency instability could be guaranteed with this
control, subharmonic oscillation may still occur.
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The main purpose of the present paper is to present a methodology which is applicable to
any single-switch converter topology either in PV systems or in other similar applications where
nonlinearities can take place either in the energy source or in any other system parameter. The main
contributions of this study are:

• Development of a methodology to accurately predict subharmonic oscillation in switching
converters used for MPPT for PV applications considering the nonlinearity of the PV energy
source and the saturability of the inductors.

• Analytical and experimental determination of subharmonic oscillation boundaries in terms of
relevant system parameters of different nature.

The remainder of this paper is organized as follows: In Section 2, the system description and its
modeling are presented. The controller design the DC-DC quadratic boost converter when used for
MPPT is described in Section 3. A closed-loop state-space switched model of the system is presented
in Section 4. Using numerical simulations from the detailed and complete switched model including
the PV-fed DC-DC quadratic converter, a DC-AC H-bridge inverter and an extremum seeking MPPT
controller, it is shown in Section 5 that the system may exhibit complex nonlinear phenomena in the
form of subharmonic oscillation when the irradiance level increases. In Section 6, a stability analysis
is performed and the observed phenomenon is studied in the light of Floquet theory. In the same
section, an analytical expression for accurately locating the boundary of this phenomenon is presented.
In Section 7, results obtained from this mathematical expression are validated by numerical computer
simulations and experimental measurements. Finally, concluding remarks of this study are given in
the last section.

2. System Description and its Mathematical Modeling

2.1. Operation Principle

The schematic diagram of a DC-DC quadratic boost converter fed by a PV generator and loaded
by a DC-AC grid-connected inverter is shown in Figure 2. In this kind of applications, the input
voltage is controlled using the switch of the DC-DC stage [27–29] while the output DC-link voltage is
regulated by acting on the switches of the DC-AC inverter. As the solar irradiation S or the temperature
Θ change during the operation, the voltage/current of the PV module is adjusted to correspond to the
maximum available power. Here, the input port of the DC-DC side is controlled using a resistive control
approach for the quadratic boost converter defining the appropriate conductance to match the MPP.
This approach is known in the literature as Loss-Free-Resistor (LFR) [26] and it makes the controlled
port of the converter to behave like a virtual resistance in average. To achieve this, the reference
iref for the input current is generated proportionally to the input voltage vpv, i.e, iref = Gmppvpv.
The proportionality factor g∗ = Gmpp is a conductance provided by an MPPT controller. The error
between the inductor current and the generated reference is controlled by type-II average controller
in such a way that the inductor current tightly tracks its reference hence imposing the LFR behavior.
The activation of the switch S is carried out as follows: the output vcon of the type-II controller is
connected to the inverting pin of the comparator whereas a sawtooth signal vramp = VM(t/T) mod 1
is applied to the non inverting pin. The output of the comparator is applied to the reset input of a
set-reset (SR) latch and a periodic clock signal is connected to its set input in such a way that the switch
S is ON at the beginning of each switching cycle and is turned OFF whenever vcon = vramp. The state
of the diodes D1 and D3 are complementary to that of the switch S while that of D2 is the same as
that of S.
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Figure 2. Two-stage grid connected PV system with a quadratic boost converter in the DC-DC stage.

Remark 1. For making the steady-state conductance of the input-stage to match the one corresponding to the
MPP, the inductor current has been used instead of the PV current in the synthesis of the LFR. This is because in
steady-state, their average values are identical. However, from stability and performance point of view, it is better
to use the inductor current which contains both the PV current and the capacitor current. The latter introduces
suitable damping and speed-up the system response as detailed in [28].

2.2. The Nonlinear Model of a PV Generator

The PV generators have a nonlinear characteristic changing with the temperature Θ and
irradiation S. Their i − v characteristic equation can be found in many references in the literature.
A comparison between the different models are presented in [30]. The single diode model, shown
in Figure 3, is one of the most widely used since it has a good compromise between simplicity and
accuracy. The equation of this model can be written as follows [31]:

ipv = Ipv − Is

⎛⎜⎝e

vpv + Rsipv

AVt − 1

⎞⎟⎠− vpv + Rsipv

Rp
, (1)

where ipv and vpv are, respectively, the current and voltage of the PV module, Ipv and Is are the
photogenerated and saturation currents respectively, Vt = NsKθ/q is the thermal voltage, A is the
diode ideality constant, K is Boltzmann constant, q is the charge of the electron, Θ is the PV module
temperature and Ns is the number of the series-connected cells. The photogenerated current Ipv

depends on the irradiance S and temperature Θ according to the following equation:

Ipv = Isc
S
Sn

+ CΘ(Θ − Θn), (2)

where Isc is the short circuit current, Θn and Sn are the nominal temperature and irradiance respectively
and CΘ is the temperature coefficient. Practical PV generators have a series resistance Rs and a parallel
resistance Rp. These parameters can be ignored for simplicity.
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2.3. The PV Generator Model Close to the MPP

A PV generator has mainly three working regions. Namely, a constant current region where the
generator works as a current source, a constant voltage region where the generator works as a voltage
source and a maximum power point region where the power drawn from the generator is the optimal
one. For a large part of its i − v curve, the PV generator can be considered as a constant current source.
However, since the system desired operation is the MPP, this generator can be better linearized by
expanding its nonlinear model as a Taylor series and ignoring high-order terms. Therefore, the i − v
equation of the PV model can be approximated by the following linear Norton equivalent model:

ipv ≈ Impp +
∂ipv

∂vpv
(vpv − Vmpp) = Impp + GpN(vpv − Vmpp). (3)

where GpN = ∂ipv/∂vpv is the equivalent Norton conductance. In contrast to the ideal current source
mode, this linearization reveals correctly the effect of the parameters that arise due to the nonlinear
nature of the generator such as its dynamic Norton equivalent conductance GpN and its Norton
equivalent current ipN that vary with the weather conditions. From (3), and making the PV voltage
vpv zero, the equivalent Norton current ipN is as follows:

ipN = Impp − GpNVmpp, (4)

The equivalent conductance GpN can be obtained by differentiating (1) which by using the implicit
function theorem results in the following expression:

GpN = − AVt + Rp Ise

Vmpp + Rs Impp

AVt

AVt(Rp + Rs) + RpRs Ise

Vmpp + Rs Ipv

AVt

(5)

where Impp and Vmpp are the generator current and voltage at the MPP. Based on the data provided
in [32], the used PV generator has an open circuit voltage around 22 V under nominal conditions.
Its internal parameters are depicted in Table 1 being its nominal power of 85 W. It is worth noting
that the input voltage of the used PV module varies between 0 and the open circuit voltage with an
optimum MPP value of about 18 V at nominal weather conditions.

Figure 4 shows its i − v curve together with its linearized approximation close to the MPP for
S = 1000 W/m2 and Θ = 25 ◦C. The corresponding load line of the optimum value of the conductance
Gmpp = g∗ = 0.2524 S is also shown in the same figure.

Table 1. Parameters of the PV module.

Parameter Value

Number of cells Ns 36
Standard light intensity Sn 1000 W/m2

Ref temperature Θn 25 ◦C
Series resistance Rs 0.005 Ω
Parallel resistance Rp 1000 Ω
Short circuit current Isc 5 A
Saturation current I0 1.16×10−8 A
Band energy Eg 1.12
Ideality factor A 1.2
Temperature coefficient CΘ 0.00325 A/◦C

A PV generator has a single operating point where the power P = ipvvpv reaches its maximum
value Pmax. The values of the current Impp and the voltage Vmpp at this point correspond to a particular
load resistance. Its corresponding inductance Gmpp = g∗ is equal to Impp/Vmpp. Hence, this generator
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can operate at the MPP by appropriately selecting that conductance whose load line intersects the i − v
curve of the PV generator at the MPP.

ipv

Ipv vpv

+

−
Rp

Rs

Figure 3. The single-diode five-parameter equivalent circuit diagram of the PV generator according
to (1) [31].
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Figure 4. The BP585PV module i − v characteristic and its linear approximation (dashed) at the MPP
for S = 1000 W/m2 and Θ = 25 ◦C. The load line of the optimum conductance Gmpp = 0.2524 S and
the Norton equivalent conductance GpN = 0.35322 S are also shown.

2.4. Modeling of the DC-AC Inverter

The DC-AC inverter stage is responsible for injecting a sinusoidal grid current ig in phase with
the grid voltage vg = Vg sin(2π fgt). For this, a two-loop control strategy is used where the outer
DC-link voltage controller provides the reference grid current amplitude Igref for the inner current
controller. This amplitude is multiplied by a sinusoidal signal synchronized with the grid voltage vg,
using a phase-locked loop (PLL), to obtain the time varying current reference igref = Igref sin(2π fgt).
The current controller is conventionally a PI regulator that aims to make the grid current ig to accurately
track igref hence making the reactive power as close as possible to zero. This outer loop regulates
the DC-link voltage by varying the current reference amplitude. A low-pass filter with a cut-off
frequency at the grid frequency is also usually added to the PI voltage controller with the aim to
reduce the harmonic distortion introduced by second harmonic of the grid frequency. The output
of the current controller is fed to a Sinusoidal Pulse Width Modulator (SPWM). The output of this
modulator generates the driving signal ug of the DC-AC H-bridge. The study presented in this paper is
constrained to the DC-DC stage assuming a quasi steady-state operation of the DC-AC inverter. This is
an accurate assumption provided that the grid voltage vg and the grid current ig vary much slower
than the variables at the DC-DC stage. The state-space model describing the dynamical behavior of
the DC-AC inverter can be written in the following form:

dvdc
dt

=
iL2

Cdc
(1 − u)− (2ug − 1)ig

Cdc
, (6)

dig

dt
= (2ug − 1)

vdc
Lg

− vg

Lg
. (7)
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A simple steady-state analysis based on a power balance reveals that the DC-link voltage can be
approximated by:

vdc ≈ Vdcref + Vrip sin(4π fgt), (8)

where Vrip is the amplitude of the ripple at the double frequency of the grid which can be expressed as
follows [33]:

Vrip =
ηPpv

4π fgCdcVdcref
, (9)

η is the efficiency of the DC stage, fg is the grid frequency, Cdc is the DC-link capacitance and Vdcref
is the desired DC-link voltage. For a well designed inverter, one has Vdcref � Vrip. Moreover,
the switching frequency is much higher than the grid frequency and therefore, the DC-link voltage can
be considered constant at the switching time-scale. This is a widely used assumption in two-stage PV
systems when the design of the DC-DC stage is of concern [24,25,28].

2.5. Dynamic Modeling of the Quadratic Boost Regulator Powered by a PV Generator

In PV systems, the input voltage of the DC-DC converter is controlled, not its output voltage.
Therefore, it is modeled and analyzed as a current-fed converter. If the Norton equivalent model of
the PV generator is used and the DC-link voltage ripple is neglected, the circuit configurations of the
quadratic boost converter corresponding to the two different switch states are the ones depicted in
Figure 5a,b.

L1 L2

S

D3

uC1

D1

D2

vpv

iL1 iL2

vC1CpvipN GpN
+Vdcref

(a) MOSFET S and diode D2 ON.

L1 L2

S

D3

uC1

D1

D2

vpv

iL1 iL2

vC1CpvipN GpN
+Vdcref

(b) MOSFET S and diode D2 OFF.

Figure 5. The two simplified equivalent circuit configurations of the system of Figure 2 for the different
switch S states where the PV generator is substituted by its linearized Norton equivalent and the
grid-interlinked inverter is substituted by a constant DC voltage.

The application of Kirchhoff’s laws to the circuit, after substituting the nonlinear PV generator
by its Norton equivalent model, leads to the following set of differential equations describing the
quadratic boost converter dynamical behavior:

dvpv

dt
=

ipN

Cpv
− GpNvpv

Cpv
− iL1

Cpv
, (10)

diL1

dt
=

vpv

L1
− vC1

L1
(1 − u), (11)

diL2

dt
=

vC1

L2
− Vdcref

L2
(1 − u), (12)

dvC1

dt
=

iL1

C1
(1 − u)− iL2

C1
, (13)

where L1 and L2 are the inductances of the input and intermediate inductors, Cpv and C1 are the
capacitances of the input and the intermediate capacitors. All other parameters and variables that
appear in (10)–(13) are shown in Figure 2. By applying a net volt-second balance [3], the following
expressions are obtained relating the average steady-state values of the state variables to the operating
duty cycle D:
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IL1 = ipN − GpNVmpp, IL2 = (1 − D)IL1, (14)

VC1 = Vdcref(1 − D), Vpv = Vmpp = Vdcref(1 − D)2. (15)

From (15), it can be observed that for a fixed value of D, the main advantage of the quadratic boost
converter is that the voltage conversion gain defined as Vdcref/Vpv is the square of the conversion ratio
corresponding to the canonical boost converter. According to (15), D is related to the PV generator
average voltage Vpv = Vmpp and the average output voltage Vdcref by the following expression:

D(S, Θ) = 1 −
√

Vmpp(S, Θ)

Vdcref
. (16)

For a slowly-varying output voltage, the quasi-steady-state duty cycle D is a function of the
climatic conditions, and it is constrained by (16) with Vmpp as a function of the temperature Θ and the
irradiance S.

2.6. Modeling the Input Port Controller

Since a dynamic controller is used for controlling the input port of the quadratic boost converter,
its corresponding state equations are needed to complete the system model. The transfer function of
the type-II controller is as follows:

Hi(s) =
Wiωp

ωz

s + ωz

s(s + ωp)
, (17)

where Wi is the integrator gain, ωz is the cut-off frequency of the controller zero and ωp is the cut-off
frequency of its pole. Let Wp = (ωp − ωz)Wi/ωz. A partial fraction decomposition of the transfer
function defined in (17) lead to the following equivalent form which is suitable to be converted to a
state space representation [34]:

Hi(s) =
Wi
s

+
Wp

s + ωp
, (18)

Figure 6 shows an equivalent block diagram of the type-II controller where its corresponding state
variables are represented together with their weighting factors in the feedback loop. From this block
diagram, the time-domain state equations corresponding to the previous Laplace domain transfer
function can be expressed as follows:

dvp

dt
= −ωpvp + Gmppvpv − iL1, (19)

dvi
dt

= Gmppvpv − iL1. (20)

where vp and vi :=
∫
(Gmppvpv − iL1)dt are the state variables corresponding to the type-II

controller [35].

−
+

gvpv

+

iL

+

vcone

1
s+ωp

Wp

Wi
1
s

vp

vi

Figure 6. Equivalent block diagram of a type-II controller.
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2.7. The State-Space Switched Model of the Quadratic Boost Converter

The model of the quadratic boost converter given in (10)–(13) can be written in the following
matrix form:

ẋp = Ap1xp + Bp1wp if u = 1 (21)

ẋp = Ap0xp + Bp0wp if u = 0 (22)

e = Gmppvpv − iL1 := C
ᵀ
pxp (23)

where xp = (vpv, iL1, iL2, vC1)
ᵀ is the vector of the state variables of the converter and Apu

and Bpu, u = 1, 0, are the state and input matrices corresponding to the different switch states.
According to (10)–(13), the matrices Apu and Bpu for u = 1 and u = 0, and the external input
parameters vector wp are as follows:

Ap1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−GpN

CpN
− 1

Cpv
0 0

1
L1

0 0 0

0 0 0
1
L2

0 0 − 1
C1

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Ap0 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−GpN

CpN
− 1

Cpv
0 0

1
L1

0 0 0

0 0 0
1
L2

0
1

C1
− 1

C1
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (24)

Bp1 =

⎛⎜⎜⎜⎜⎜⎜⎝

1
Cpv

0

0 0

0 − 1
L2

0 0

⎞⎟⎟⎟⎟⎟⎟⎠ , Bp0 =

⎛⎜⎜⎜⎜⎝
1

Cpv
0

0 0
0 0
0 0

⎞⎟⎟⎟⎟⎠ , wp =

(
ipN

Vdcref

)
. (25)

3. Small-Signal Model of the DC-DC Quadratic Boost Converter and Its Input Controller Design

The design of the controller in a switching converter is conventionally based on a small-signal
averaged model, which can be obtained from (10)–(13) after substituting the control signal u by its duty
cycle d and performing a perturbation and linearization close to the operating point of the converter.

The averaged small-signal model of the quadratic boost power stage can be expressed in the
state-space form ˙̃xp = Ax̃ + Bd̃, where ˜ stands for a small-signal variation, A = Ap1D + Ap0(1 − D)

and B = (Ap1 − Ap0)xav + Bp1 − Bp0 and xav = −A−1(Bp1D + Bp0(1 − D). Selecting the output
represented by the small-signal error signal ẽ = ĩL1 − Gmppṽpv and using the Laplace transform,
the small-signal transfer functions can be straightforwardly obtained using the well-known formula
ẽ(s) = C

ᵀ
p(sI − A)−1Bd̃, where C

ᵀ
p = (Gmpp − 1 0 0) and I is a 4 × 4 identity matrix. Hence,

the d-to-e transfer function can be expressed as follows:

Hp(s) = C
ᵀ
p(sI − A)−1B (26)

The zeros can be obtained by solving for s the equation C
ᵀ
p(sI − A)−1B = 0. In doing so and after

some algebra taking into account (14)–(15), the following expressions for the zeros are obtained:

z1 = −GpN + Gmpp

Cp
, (27)
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z2 =
−Impp

2C1Vdcref
+ j

√
8C1/L2V2

dcref − I2
L1

2C1Vdcref
(28)

z3 =
−Impp

2C1Vdcref
− j

√
8C1/L2V2

dcref − I2
L1

2C1Vdcref
(29)

Note that in addition to the left half plane zero z1, which also exists in the small-signal model of the
canonical boost converter with input current feedback, an extra complex conjugate zeros pair appears in
the small-signal model of the quadratic boost converter. Note also that because 8C1/L2V2

dcref − I2
L1 > 0,

the extra complex conjugate zeros are located in the left half side of the complex plane, and therefore,
the input controlled quadratic boost converter is a minimum phase system. This is also the case of
the boost converter with input voltage feedback [36]. On the other hand, the poles can be obtained by
solving for s the equation det(sI − Ass) = 0, i.e.,

s4 + a3s3 + a2s2 + a1s + a0 = 0 (30)

where the coefficients a3, a2, a1, and a0 are given by the following expressions:

a3 =
GpN

Cp
, a2 =

CpL1 + L2(C1 + Cp(1 − D)2)

C1CpL1L2
, a1 =

GpN(L1 + L2(1 − D)2)

C1CpL1L2
, a0 =

1
C1CpL1L2

. (31)

It is worth noting that the desired working point of the PV source is the MPP characterized by a
Norton equivalent conductance GpN �= 0. In this case, according to Routh-Hurwitz criterion, all the
poles of the quadratic boost converter are located in the left half side of the complex plane. However,
if under any circumstance, such as at startup or during a transient, the PV source works in the constant
current region characterized by a zero Norton equivalent conductance, the quadratic boost converter
will exhibit two pairs of purely imaginary complex conjugate poles that can lead to undamped low
frequency oscillation. With an appropriate control design, such oscillation will disappear as soon as
the system reaches the operation in the MPP mode forced by the MPPT controller.

Using the previously-obtained small-signal model, the input port controller design can be
performed by appropriately selecting the required performances in terms of settling time, crossover
frequency, and stability phase margin. With this averaged small-signal approach, the controller is
designed for the lowest irradiance level [14]. Figure 7 shows the crossover frequency fc and the phase
margin ϕm of the model of the quadratic boost converter under the type-II input port controller when
the irradiance is varied in the range (500, 1000) W/m2. According to the small-signal averaged model,
as the irradiance level is increased, the crossover frequency fc increases at the expense of a decrease of
the phase margin ϕm. Despite this, according to the same model, the system remains stable and exhibits
a sufficient phase margin above 40◦ and an infinite gain margin for the whole range of the varied
parameter. The gain margin is infinite because the total loop gain presents six stable poles (four from
the power stage and two from the controller) and four stable zeros (three from the power stage and one
from the controller), and the asymptotic behavior at high frequencies is similar to a minimum phase
continuous-time second order system whose phase never crosses −180 degrees; therefore, the gain can
be increased as much as possible without destabilizing the system. However, the values of the gain
and the phase obtained from the small-signal average model are different from the actual phase of
the switched system in the vicinity of the Nyquist frequency, as was recently reported in [37]. Indeed,
it will be shown later using accurate discrete-time modeling that the system exhibits instability in the
form of subharmonic oscillation for values of irradiance larger than approximately 820 W/m2 with the
fixed values of parameters shown in Tables 1–3.
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Table 2. The parameters used for the DC-AC inverter.

Parameter Value

Inductance Lg 20 mH
DC-link capacitance CDC 47 μF
Grid frequency fg 50 Hz
PWM switching frequency fs 50 kHz
RMS value of the grid voltage 230 V
Proportional gain (current) kip 1 Ω
Integral gain (current) kii 20 krad/s
Cut-off frequency of the filter (current controller) 50 Hz
Proportional gain (voltage) kvp 0.019
Integral gain (voltage) kvi 0.51 rad/s

Table 3. The parameter values used for the quadratic boost converter.

L1 (μH) L2 (mH) C1, Cpv, Cdc(μF) VM (V) Vg (V) Vdcref (V) ωp, ωz, Wi (krad/s) fs (kHz)

120–138 3.5–5.5 10, 10, 47 variable 230
√

2 380 50π, 1, 1 50
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18
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22
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30
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Figure 7. The crossover frequency fc (top) and the phase margin ϕm (bottom) of the small-signal model
of the quadratic boost converter with the input voltage control for different values of the irradiance S
between 500 W/m2 (Pmax ≈ 42 W) and 1000 W/m2 (Pmax ≈ 85 W). VM =4 V. Θ = 25 ◦C.

4. The Complete State-Space Switched Model of the Closed-Loop Quadratic Boost Regulator

The complete model of the quadratic boost regulator is obtained by including the state variables
corresponding to the input port controller. This model can be written in the following augmented
matrix form:

ẋ = A1x + B1w if u = 1, (32)

ẋ = A0x + B0w if u = 0, (33)

v̇i = e = Gmppvpv − iL1. (34)

where x = (vpv, iL1, iL2, vC1, vp)ᵀ is the augmented vector of state variables, A0 ∈ R5×5, A1 ∈ R5×5,
B0 ∈ R5×2 and B1 ∈ R5×2 are the augmented system state matrices taking into account the state
variables of the power stage and the controller and excluding the state variable corresponding to the
integral action and w = (ipN , Vdcref)

ᵀ is the vector of the external parameters supposed to be constant
within a switching cycle. To avoid matrix singularity problems in computer computations and to start
with a well-posed mathematical problem, the state variable vi was excluded from the rest of state
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variables in the vector x [35]. According to (10)–(13) and (19), the matrices Au and Bu and the input
vector w for u = 1 and u = 0 are as follows:

A1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−GpN

CpN
− 1

Cpv
0 0 0

1
L1

0 0 0 0

0 0 0
1
L2

0

0 0 − 1
C1

0 0

Gmpp −1 0 0 −ωp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, A0 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−GpN

CpN
− 1

Cpv
0 0 0

1
L1

0 0 0 0

0 0 0
1
L2

− 1
L1

0
1

C1
− 1

C1
0 0

Gmpp −1 0 0 −ωp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (35)

B1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
Cpv

0

0 0

0 − 1
L2

,

0 0
0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, B0 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

1
Cpv

0

0 0
0 0
0 0
0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, w =

(
ipN

Vdcref

)
. (36)

5. A Glimpse at the Solar PV System Behavior from Its Complete Mathematical Model

Let us take a quick glimpse at some of the typical operating dynamic behaviors of the system
in terms of different parameter values. The numerical simulations are performed using PSIM c©
software using the detailed switched model of the complete system consisting of the DC-DC quadratic
boost converter performing MPPT and interlinked to the grid-connected DC-AC inverter as depicted
in Figure 2. The nonlinear PV panel model is implemented using the physical model of the solar
module in the renewable energy package of PSIM c©. The set of parameter values shown in Table 3
is used for the quadratic boost converter, those in Table 1 for the PV module, and the ones in Table 2
for the DC-AC inverter. The inductance values were selected to guarantee continuous conduction
mode (CCM), and the capacitance values were chosen to get acceptable voltage ripple amplitudes.
The compensator zero ωz = 1 krad/s was placed in such a way to damp partially one of the complex
conjugate poles pair resonant effect. The low-pass filter pole ωp was placed at one half the switching
frequency. An extremum seeking algorithm was used for performing MPPT [38,39].

5.1. System Startup and Steady-State Response

The response of the complete system starting from zero initial conditions is depicted in Figure 8.
It can be seen from the plots that after an initial transient, the state variables and the control signals
of the system reached their desired periodic steady-state. The extracted power also converged to its
MPP value.

Figure 9a illustrates the response of the system to a change in the irradiance level from 500 W/m2

(Pmax ≈ 42 W) to 1000 W/m2 (Pmax ≈ 85 W). In that figure, the waveforms of the control signals vramp

and vcon, the instantaneous power P, its reference value Pmax are depicted. The DC link voltage and the
grid current in the AC side are also shown in the same figure. A detailed view of the ramp modulator,
the control signal and the inductor currents at DC-DC stage is shown in Figure 10 where it can be
observed that desired periodic operation (stable) takes place for S = 500 W/m2 while nonlinear
phenomena in the form of subharmonic oscillation is exhibited for S = 1000 W/m2. It is worth
noting that the dynamical behavior and the stability at the AC side is not affected by the subharmonic
oscillation at the DC side as can be observed in Figure 9b. Moreover, the grid current ig exhibits a low
total harmonic distortion of about 2% as calculated by PSIM c© software.
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Figure 8. The startup response of the quadratic boost converter with a nonlinear PV source under
MPPT control S = 500 W/m2, VM =4 V. Θ = 25 ◦C.
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Figure 9. The simulated PV system response to a change at t = 150 ms in the irradiance level from
500 W/m2 (Pmax ≈ 42 W) to 1000 W/m2 (Pmax ≈ 85 W). VM =4 V. Θ = 25 ◦C.

(a) Periodic regime S = 500 W/m2 (b) Subharmonic instability: S = 1000 W/m2

Figure 10. Close view of the ramp signal vramp, the control signal vcon, , and the inductor currents iL1

and IL2 at the DC-DC stage.
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5.2. Bifurcation Diagram of the PV System by Varying the Irradiance Level

In order to understand the mechanisms of how the subharmonic oscillation takes place,
a bifurcation diagram for the system is plotted by considering the irradiance S as a bifurcation
parameter which is varied within the range (500, 1000) W/m2. This bifurcation diagram is obtained
by sampling the vector of state variables x(t) at the switching period rate, thus yielding x(nT),
n = 0, 1 . . . 100 × 103. The last 100 samples are considered as steady-state and the corresponding
inductor current samples iL1(nT) are plotted in terms of the bifurcation parameter. Two bifurcation
diagrams were computed and the results are shown in Figure 11. In the first diagram, a constant
value g∗ of the conductance was used for simplicity. In the second one, the dynamic conductance
Gmpp provided by the extremum seeking MPPT controller was used. As can be observed, the system
undergoes a period doubling at S ≈ 836 W/m2, which explains the observed subharmonic oscillation
in Figures 9 and 10 for S = 1000 W/m2. Note that the dynamics of the MPPT controller slightly
alters the location of the bifurcation boundary, improving the stability at the fast time-scale for larger
irradiance values. Such a stabilizing effect of a periodic time-varying signal in a switching converter
has been already reported in previous works such as [40].

(a) (b)

Figure 11. The bifurcation diagram of the quadratic boost regulator with a nonlinear PV source under
extremum seeking MPPT control for regulating the input voltage taking the irradiance S as a bifurcation
parameter. (a) With the exact theoretical conductance g∗ and (b) with the conductance Gmpp provided
by the extremum seeking MPPT. VM =4 V. Θ = 25 ◦C.

6. Stability Analysis of Periodic Orbits and Subharmonic Oscillation Boundary

6.1. Stability Analysis of Periodic Orbits

The switching from the ON to the OFF phase takes place whenever the ramp modulator signal
vramp and the control signal vcon := Wpvp + Wivi intersect, i.e, whenever the following equality holds:

Wivi(dnT) + Kᵀx(dnT)− vramp(dnT) = 0, (37)

where K = (0, 0, 0, 0, Wp)ᵀ is the vector of feedback gains and dn is the discrete-time the duty cycle
during the nth switching cycle. The steady-state value D of dn is imposed by the output DC-link
voltage Vdcref and the MPP voltage Vmpp. Therefore, for a fixed DC-link voltage Vdcref, the steady-state
duty cycle D is a function of the climatic conditions, and it is constrained by (16) with Vmpp as a
function of the temperature Θ and the irradiance S.

To perform a stability analysis of the system, Floquet theory is used and therefore the monodromy
matrix M is first obtained. Let x(DT) = (I−Φ)−1Ψ be the steady-state value of x(t) at time instant DT,
where Φ = Φ1Φ0, Φ1 = eA1DT , Φ0 = eA0(1−D)T , Ψ1 = (eA1DT − I)−1Bw, Ψ0 = (eA0(1−D)T − I)−1Bw,
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Ψ = Φ1Ψ0 + Ψ1. Let ma = VM/T be the slope of the ramp-modulating signal, where VM is
its peak-to-peak value. Let m1(x(t)) = A1x(t) + B1w and m0(x(t)) = A0x(t) + B0w. Then,
the monodromy matrix can be expressed as follows [22]:

M = Φ0SΦ1, (38)

where S is the saltation matrix given by:

S = I +
(m0(x(DT))− m1(x(DT)))Kᵀ

Wivi(DT) + Kᵀm1(x(DT))− ma
. (39)

Once the MPP voltage is obtained by maximizing the PV power, the steady-state duty cycle D is
determined according to (16). The expression of vi(DT) that appears in (39) can be obtained from (37)
in steady-state:

vi(DT) =
1

Wi
(Kᵀx(DT)− maDT) (40)

The study is done by using the set of parameter values of Table 3 for the quadratic boost converter
and those shown in Table 1 for the PV module. First, x(DT) and x(0) are calculated, and the stability
of the system is checked by observing the location of the eigenvalues of the monodromy matrix in the
complex plane. Figure 12a shows the loci of these eigenvalues when the irradiance S is varied in the
range (500, 1000) W/m2 for VM = 4 V. It can be observed that as the irradiance is increased above a
critical value of S ≈ 820 W/m2, the system undergoes a period doubling because one eigenvalue of
the monodromy matrix leaves the unit disk from the point (−1,0). This explains the exhibition of the
subharmonic oscillation observed previously in the time-domain waveforms of Figures 9a and 10b and
in the bifurcation diagrams of Figure 11. Note that the critical value predicted by the eigenvalues of the
monodromy matrix is very close to the one predicted by the bifurcation diagram in Figure 11a. In turn,
by fixing the irradiance S and the varying the amplitude VM of the ramp voltage vramp, the same
phenomenon is observed when VM is decreased. The variation of other parameters also leads to the
exhibition of the same phenomenon whenever the operation in CCM is guaranteed.

Remark 2. It can be observed that when the parameter values vary, only the eigenvalues of the monodromy located
at the real axis move, while the complex conjugate ones remain practically constant and are maintained inside the
unit disk. Therefore, the system does not undergo a slow-scale instability. This is due to the imposition of the LFR
behavior at the input port of the converter, as already mentioned before. This is particularly important for a PV
system since the optimum conductance Gmpp is constantly changed by the MPPT controller and the damping of
the undesired oscillations caused by this change is better than in other control strategies, such as in [14,27].
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Figure 12. Monodromy matrix eigenvalues’ loci for (a) the irradiance S ∈ (500, 1000) W/m2, VM = 4 V,
Θ = 25 ◦C, and (b) the ramp peak-to-peak amplitude VM ∈ (4, 5) V, S = 1000 W/m2, Θ = 25 ◦C.
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6.2. Analytical Determination of the Subharmonic Instability Boundaries

It was demonstrated in [35] that at the onset of subharmonic instability for a single-switch
DC-DC regulator working in CCM, the following equality holds (The sign convention of the feedback
coefficients has been adapted from [35]):

ma = Kᵀ(I + Φ)−1Φ1(m1(x(0)) + m0(x(0))) + mi, (41)

where x(0) = (I − Φ)−1Ψ, Φ = Φ0Φ1, Ψ = Φ0Ψ1 + Ψ0, and mi = Wi(Gmppvvp(DT) − iL1(DT)).
The terms vvp(DT) and iL1(DT) can be extracted from x(DT) defined previously. The theoretical
results from expression (41) will be presented together with those corresponding to computer
simulations and experimental results.

7. Validation of the Theoretical Results by Using Numerical Simulations and
Experimental Results

To verify the theoretical and the time-domain simulation results, a DC-DC quadratic boost
prototype was designed and implemented (Figure 13). In order to simplify the experimental setup
and to obtain repeatable experiments, the PV emulator was used rather than a real PV generator.
The main conclusions can be translated to real PV modules under the same weather conditions.
An electronic active load was programmed in constant voltage mode and was connected at the output
of the quadratic boost regulator with a type-II controller at the input side. A bank of capacitors of
28.2 mF was connected between the converter and the active load to fix the output voltage.

The inductances have been built in-house and had the same nominal values as the ones used
in the numerical simulations presented previously, i.e., L∗

1 =138 μH and L∗
2 =5.5 mH. The input

capacitor of 10 μF was a metallized polyester capacitor (MKT) technology, and its rated voltage was
63 V. The intermediate and output capacitors of 10 μF were metalized polypropylene film technology
(MKP), and their rated voltage was 560 V. The power MOSFET (SIHG22N60E-GE3), with a rated
voltage of 600 V, was used as a controlled switch of the quadratic boost regulator. The silicon carbide
Schottky diodes (C3D10065A CREE) with a maximum reverse voltage VRRM voltage of 650 V were
the diodes. The current sensing was performed by means of shunt resistors of 20 mΩ. Operational
amplifiers MC33078 were used to amplify the sensed current. The analog multiplier (AD633JNZ) was
used to obtain the reference current. The current error is processed by a PI controller with a tunable
proportional gain. The output of the PI controller was followed by a low-pass filter hence obtaining
the type-II controller. Like in the numerical simulations, the cut-off frequency of the low-pas filter
was at one half the switching frequency (25 kHz). Note that a type-II controller is equivalent to a PI
compensator cascaded with a low-pass filter. The same switching logic used in numerical simulations
was used in the experimental prototype.

Figure 13. A picture of the experimental setup where the quadratic boost converter, the PV emulator,
and the electronic load are used to obtain the experimental results.
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7.1. Experimental Test 1

To validate the numerical simulations experimentally, first, the experimental system response
corresponding to Figure 9 was obtained from the laboratory prototype, and the results are depicted
in Figure 14. The step change in the irradiance level was from 500 W/m2–1000 W/m2. First,
for S = 500 W/m2, the system worked in the stable periodic regime. For S = 1000 W/m2,
the subharmonic oscillation was exhibited. As can be observed, a close agreement between the
numerical simulations in Figure 9 and the experimental measurements in Figure 14 was obtained.

Figure 14. The experimental PV system response due to a change of step type in the irradiance level
from 500 W/m2–1000 W/m2 as in Figure 9. VM = 4 V.

To validate the previous methodology, the ramp signal amplitude VM was fixed in a relatively
large value and then decreased till observing subharmonic instability at the oscilloscope screen, and the
critical value of the ramp amplitude was recorded for several values of the operating duty cycle D in
the range (0.2, 0.8). The duty cycle was varied by sweeping the active load voltage while maintaining
the operation of the system at the MPP by selecting the suitable value of the conductance g∗ to be equal
to the optimum value Gmpp = Impp/Vmpp. Figure 15 shows the subharmonic instability boundary in
the plane (D, VM) obtained from (41) (dashed curve) using the values of inductances corresponding
to no loading conditions and by experimental measurements (�). A small discrepancy between the
results can be observed. For instance, for Vdcref = 380 V, i.e, D = 0.7824, the critical value of the
ramp voltage amplitude from the theoretical expression was VM ≈ 4.8 V, while the one from the
experimental measurements was VM ≈ 5.2 V. This mismatching between the theoretical and the
experimental results can be attributed to many parasitic factors and non-modeled effects. However, it
was observed that partial saturation of the inductors and the drop of their inductance values with the
operating currents [41], is the main factor. Next, the saturability of the inductors will be taken into
account. The variation of the inductance values versus their operating DC currents was experimentally
determined.

An LCR meter and a current source, both controlled by a LabView c© software program, were used
to measure the values of the inductances for different current levels. The experimental data obtained
and a regression analysis based on least squared error revealed that in the range of current values used,
the following linear expressions, relating the inductances L1 and L2 and their currents, can be used:

L1 ≈ L∗
1 − σ1 IL1, L2 ≈ L∗

2 − σ2 IL2, (42)

where L∗
1 = 138 μH and L∗

2 = 5.5 mH are the inductance values under no load condition, σ1 = 3 μH/A,
σ2 = 1.2 mH/A, and IL1 and IL2 are given by (14). The previous equations were used in both the
theoretical expression (41) and in the numerical results. The theoretical results from (41) are depicted
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in Figure 15 in the solid curve and those from numerical simulations using PSIM c© software are
indicated by 
. After taking into account the inductances drop with the inductor current, a remarkable
agreement among the experimental, theoretical and numerical results was obtained.
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Figure 15. The stability boundary in the (D, VM) parameter space from the theoretical expression (41)
by using fixed values of the inductances L∗

1 =138 μH and L∗
2 =5.5 mH (dashed curve), by updating the

inductances L1 and L2 values according to (42) (solid curve and 
) and experimentally (�).

The waveforms of the inductor currents iL1 and iL2 at both sides of the subharmonic instability
boundary are represented in Figure 16 together with the ramp signal and the control voltage.
By comparing the waveforms in this figure and those in Figure 10, one can observe a good agreement
between the measured and the simulated system dynamics.

(a) Periodic regime (b) Onset of subharmonic instability

Figure 16. Experimental waveforms of the quadratic boost converter fed by a PV generator before
(S = 500 W/m2) and after (S = 750 W/m2) subharmonic oscillation takes place. VM = 4 V. Θ = 25 ◦C.
Other parameters’ values are from Table 3.

7.2. Experimental Test 2

In this test, the output voltage was fixed at Vdcref = 380 V, the ramp signal peak-to-peak value
was fixed at VM = 4 V, and the dynamics of the quadratic boost converter was explored by varying
parameters corresponding to temperature and irradiance. Figure 17 shows the subharmonic instability
boundary in the plane (Θ, S) obtained from (41) while maintaining the PV emulator at its MPP.
The four parameters needed to define the PV curve in this emulator were adjusted to different values
to correspond to a temperature variation between 10 ◦C and 70 ◦C. The stability boundary is depicted
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in Figure 17. In this figure, the theoretical boundary obtained using (41) with fixed values of the
inductances represented by the thin curve (upper) and experimental measurements are depicted.
A significant mismatching can be observed between the results obtained by using the mathematical
expression (41) with fixed values of inductances and the experimental measurements. The subharmonic
instability boundary from numerical simulations (
) and from (41) (thick curve) by updating the
inductances values according to (42) in both cases is also shown in Figure 17. Taking into account the
inductances’ variation with the operating current, the agreement between the results is remarkable.
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Figure 17. The subharmonic instability boundary in the parameter plane (Θ, S). The results are obtained
from the theoretical expression (41) with L1 and L2 fixed (thin curve), with L1 and L2 varied according
to (42) (thick curve), from computer simulations performed on the switched model with L1 and L2

varied according to (42) (
), and experimentally (�). VM = 4 V.

8. Conclusions

This study has shown that a high-voltage-gain DC-DC quadratic boost power converter connected
to a grid-interlinked inverter in a PV system may undergo subharmonic instability when parameters
such as those relayed to climatic conditions, loading and control circuit vary. The boundary of this
instability has been located accurately using an analytical expression. Experimental tests, carried out
using a laboratory prototype and numerical simulations from the switched model of the system,
have been used to validate the theoretical derivations. The study provides a methodology for
control-oriented modeling, nonlinear analysis and analytical determination of subharmonic instability
boundary of energy conversion circuits used in PV systems. The presented methodology could help
in tuning the different parameter values in order to avoid the undesired subharmonic oscillation,
particularly as nonlinearity and/or parameter variations can be taken into account in the approach
used. From a design perspective, the average small-signal model of the system can be used to achieve
the desired performances in terms of stability phase margin, crossover frequency and settling time.
However, subharmonic instability cannot be predicted by using this approach. Then, as a second step in
the design, one should take into account the boundary condition given in this study to avoid problems
related to subharmonic instability. In particular, the switching regulator control parameters such as the
amplitude of the ramp modulator or the gain of the controller can be tuned according to the operating
point in order to avoid the jeopardizing effects of such instability problems. These parameters must be
tuned based on the highest irradiance level.
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Abbreviations

The following abbreviations are used in this manuscript:

PWM Pulse width modulation
CCM Continuous conduction mode
LFR Loss-free-resistor
MPP Maximum power point
MPPT Maximum power point tracking
PV Photovoltaic
SPWM Sinusoidal pulse width modulation
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Abstract: Reliable and robust control of power converters is a key issue in the performance of
numerous technological devices. In this paper we show a design technique for the control of
a DC-DC buck converter with a switching technique that guarantees both good performance and
global stability. We show that making use of the contraction theorem in the Jordan canonical form
of the buck converter, it is possible to find a switching surface that guarantees stability but it is
incapable of rejecting load perturbations. To overcome this, we expand the system to include the
dynamics of the voltage error and we demonstrate that the same design procedure is not only able to
stabilize the system to the desired operation point but also to reject load, input voltage, and reference
voltage perturbations.

Keywords: DC-DC buck converter; contraction analysis; global stability; matrix norm

1. Introduction

Many industrial and residential applications use voltage regulation with DC-DC power converters;
such applications include fuel cells [1], photovoltaic sources [2,3], control of DC motors [4], lighting
appliances [5], computer power supplies [6], and many others. Power converters transform a non
regulated voltage/current source (DC or AC) into a regulated voltage/current output, which can
be either larger or smaller than the non regulated input. Usually, the underlying structures in these
devices are the so-called buck (step-down), boost (step-up), buck-boost (step down-step up), flyback,
Ćuk, to mention few, depending on the type of application [7,8]. DC-DC power converters show
both fast speed and capability of managing high power if needed [9]. More than 90% of the total
amount of power supply in the world is processed through power converters [10]. For this reason,
a precise control of these converters is a critical factor and therefore a vast amount of literature has
been devoted to their control. For instance, PID-based schemes [11], Fuzzy PID control [12], robust
controllers [13], predictive control [14], sliding mode control [15], and a controller based on a modified
pulse-adjustment of the PWM [16], just to mention few.

The DC-DC buck power converter supplies a lower voltage than the input voltage and is one of
the most widely studied power converters: Some recent applications include battery chargers [17],
hybrid electric vehicles [18], quadropter’s control [19], among others. The underlying topology of
the buck converter is non-smooth, meaning that it switches back and forth according to a control
signal, between an ON and OFF state, to guarantee a required output voltage. Some examples of
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control techniques applied to the buck converter include zero voltage control technique [20], fractional
derivative control [21], controller based on active ramp tracking [22], and fuzzy PID controllers [23].

Even though the effectiveness of these control actions is out of doubt, usually the design of such
controllers are based either on the averaged version of the system which effectively disregards the
non-smoothness; or via linearization. This is because the effect of the nonlinearity is not always
entirely understood and therefore the system can only be analyzed in the vicinity of the operation point
(see [24] for a review on stability methods). This may result in undesired effects such as destabilization
when the system is far from the operation point and limits the range of operation in which the DC-DC
converter can work. This is because linearizing the system can only assure local stability, and the
region of attraction is usually unknown.

Recently, a novel method to design an asymptotically globally stable controller for switched
systems has been introduced in the literature [25,26] following the ideas of contraction theory, also used
in [27]. Inspired by these papers, where some illustrative cases were developed in a few academic
examples with limited application into the physical realm, the aim of this paper is to use the novel
concepts of contraction theory on switched systems to design a switched controller that guarantees
asymptotic global stability on the buck DC-DC power converter. With this purpose, the paper is
organized as follows: In Section 2 we present some preliminary concepts needed for the development
of the paper, specifically on linear transformations, matrix measure, Filippov systems, and contraction
theory. After, in Section 3, the buck power converter is presented as well as its principle of operation.
In Section 4, a controller based on contraction theory is designed and tested for the buck power
converter. As the system is not robust, in Section 5 we develop a modified control action that uses the
principles of integral control which shows robustness preserving global stability. We conclude this
paper with some remarks and future perspectives.

2. Mathematical Methods

In this section we present some standard theory on linear systems (see [28]), matrix
measures [29–31] and contraction theory applied to stability of switched systems [25,26] Most of
the material can be found in the cited documents and references therein.

2.1. Linear Transformations

Let us consider the piece-wise linear system (PWLS) given by

ẋ = Ax + Bu , (1)

where u ∈ {u1, u2} and it commutes between booth values depending on the value of the switching
surface h(x) = 0. A is a Hurwitz matrix, the pair (A, B) is controllable and all eigenvalues are distinct
but not necessarily real. Then, there exists a real matrix P which transforms the original system into
a canonical form, so called the Jordan form, in the following way:

AJ = P−1 AP BJ = P−1B . (2)

The transformation matrix can be constructed as follows: For each real eigenvalue,
its corresponding eigenvector is computed and assigned to one column of the matrix P. For every
pair of complex eigenvalues their corresponding complex eigenvectors are computed but only one of
them is used to construct two column vectors of the matrix P. The first one is composed by the real
parts of the complex eignevector, while the other one is composed by the imaginary parts of the same
eigenvector. For example, in a system with one real eigenvector v1 and two complex conjugate v2 and
v̂2 the matrix P takes the form

P = [v1 Re(v2) Im(v2)] . (3)
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Using this transformation matrix we obtain that every real eigenvalue (λj = ηj) produces a column
in the matrix AJ with the eigenvalue in the corresponding diagonal element with other elements equal
to zero. Every complex pair of eigenvalues (λk,k+1 = αk ± βk) instead, generates a 2 × 2 block in the
Jordan matrix such that the diagonal part corresponds to the real part of the eigenvalues and the other
positions correspond to the positive and negative imaginay part: Other elements are zero. A general
example of this Jordan form is:

AJ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

η1 0 0 0 0 0 · · ·
0

. . . 0 0 0 0 · · ·
0 · · · αk −βk 0 0 · · ·
0 · · · βk αk 0 0 · · ·
0 · · · 0 0 αk+2 −βk+2 · · ·
0 · · · 0 0 βk+2 αk+2 · · ·
...

...
...

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4)

2.2. Matrix Measure

The norm-2 induced measure of a matrix A is defined as:

μ2(A) = λmax[A′ + A]/2 , (5)

where λmax[·] is the largest eigenvalue and A′ is the transpose of A. It is possible to verify that, if the
matrix A in (1) is Hurwitz, then μ2(AJ) is always negative. This is an important issue in the stability
analysis performed in this paper.

2.3. Contraction Analysis for Filippov Systems

Another way to define the system (1) is as a bimodal Filippov system

ẋ =

{
F+(x) if x ∈ S+

F−(x) if x ∈ S−.
(6)

where
F+(x) = Ax + Bu1 and F−(x) = Ax + Bu2

being
S+ = {x ∈ U : h(x) > 0} and S− = {x ∈ U : h(x) < 0} .

Here, h : U → R is a smooth function called switching function and the surface Σ defined as

Σ = {x ∈ U : h(x) = 0} (7)

is called the switching surface.
According to [25,26], the bimodal Filippov system (6) is incrementally exponentially stable in

a so-called K-reachable set C ⊆ U with convergence rate r = min{r1, r2}, if there exists some norm in
C with associated measure μ such that for some positive constants r1, r2

μ

(
∂F+(x)

∂x

)
≤ −r1 ∀x ∈ S+,

μ

(
∂F−(x)

∂x

)
≤ −r2 ∀x ∈ S−,

(8)
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and
μ((F+(x)− F−(x)) · ∇h(x)) = 0 ∀x ∈ Σ, (9)

where S+ and S− represent the closures of the sets S+ and S− respectively.
If system (6) is incrementally exponentially stable then there exist constants k ≥ 1 and λ > 0

such that
|x(t)− y(t)| ≤ ke−λ(t−t0)|x(0)− y(0)| ∀t ≥ t0 ∀x(0), y(0) ∈ C

where x(t) and y(t) are solutions of the system. Thus we can establish global stability properties for
system (1). Making use of the previous concepts, we will design an hybrid control for a buck power
converter that guarantees not only global stability, but is also robust to different disturbances.

3. The Buck Power Converter

The scheme of a buck power converter is depicted in Figure 1. The equations describing this
dynamical system in Continuous Conduction Mode CCM (see [10,32,33]) are(

v̇
i̇

)
=

(
− 1

RC
1
C

− 1
L 0

)(
v
i

)
+

(
0
E
L

)
u (10)

where R is the load resistance, C is the capacitor’s capacitance, L is the coil’s inductance, and E is
the voltage provided by the power source. The state variable v corresponds to the voltage across the
capacitor and i quantifies the current flowing through the inductor. The control signal u takes values
in the discrete set {0, 1}. When u = 0 the switch is opened and the power source (input voltage) does
not feed the system. In this case, the load is being fed by the capacitor and the inductor. For simplicity
we will perform a first transformation which maps the original system (10) into a dimensionless
framework by means of the following similarity transformation x = M−1(v i)′, where

M =

(
E 0
0 E√

L/C

)
(11)

Also we perform a normalization of the time as τ = t/
√

LC, such that a new and unique

parameter γ = 1
R

√
L
C holds the information of the parameters in the system. Therefore we can rewrite

the equations as: (
ẋ1

ẋ2

)
=

(
−γ 1
−1 0

)(
x1

x2

)
+

(
0
1

)
u (12)

or in a compact form as ẋ = Ax + Bu.

E

h(x) < 0

D

L
i

RC

+

−
v

u

Figure 1. Schematic diagram of a buck power converter.
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With the aim of designing the controller, it is necessary to transform the system to the Jordan
normal form. As the pair (A, B) is controllable, then as outlined in Section 2.1, there exists
a transformation matrix P given by

P =

⎛⎜⎝ γ/2 ρ

1 0

⎞⎟⎠ (13)

which transforms the system into:(
ż1

ż2

)
=

(
−γ/2 −ρ

ρ −γ/2

)(
z1

z2

)
+

(
1

−γ/(2ρ)

)
u (14)

where z = P−1x and we have used ρ := ρ(γ) =
√

4 − γ2/2. These equations are noted in a compact
form as ż = AJz + BJu.

4. Application to 2D-Case

4.1. Controller Design

Using the contraction theorem outlined in Section 2.3, we can establish that the converter operating
with the switched signal control u will be stable if the following two conditions are satisfied:

a) μ2(AJ) < −r1 , ∀z

b) μ2(BJ · ∇h(z)) = 0, ∀z ∈ h(z) = 0 .
(15)

One can easily show that μ2(AJ) = −γ/2, hence condition (a) is always met as γ is always
positive. Then, considering h(z) as a linear function of the states h(z) = (h1 h2) · (z1 z2)

′, the condition
(b) can be written as:

μ2

((
1

−γ/(2ρ)

)
· (h1 h2)

)
= 0 . (16)

It is possible to demonstrate (see Appendix A) that the following choice of h(z):

h(z) = h1z1 +
BJ(2)
BJ(1)

h1z2 = (h1 − h1γ/(2ρ)) · (z1 z2)
′ := hz · z , (17)

where BJ(i) is the i− th row element in BJ , fulfills condition (16) if the pairs {BJ(i), h(i)} have opposite
signs. Then, according to the signs of BJ(i), it is necessary to choose h1 < 0 and h2 > 0. In this way,
the matrix from which the maximum eigenvalue needs to be calculated according to Equation (5),
has one null eigenvalue and the other one can be computed as λ2 = h1/ρ2, which is smaller than
zero. Since the switching surface has been calculated in the canonical space, this result needs to be
transformed back into the dimensionless state variables through x = Pz. The switching manifold is
then obtained as h(x) = hz · P−1 · x, or equivalently:

h(x) =
(
h1 h1(1 + (γ/(2ρ))2) · (x1 x2)

′ := hx · x (18)

Of course, the term hx correspond the vector in the normal direction of the switching surface.
With the aim of simplifying the calculations we normalize such vector such that |hx| = 1. Moreover,
we need to subtract the reference values to the states to ensure the regulation to the operation point.

h(x) =

(
− γ√

4+γ2
2√

4+γ2

)
· (x1 − x̄1re f x2 − x̄2re f )

′ = 0 . (19)
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Finally, we can define the switching manifold in terms of the original state variables
(x1 x2) = M−1(v i)′ leading to:

h(v, i) =

(
− γ

E
√

4+γ2
2
√

L/C
E
√

4+γ2

)
· (v − v̄re f i − īre f )

′ = 0 . (20)

It is worth noticing that neither h1 nor h2 appear in the calculations. On the one hand h2

is parametrized via h1 (see Appendix A), on the other hand h1 disappear via the normalization,
reducing effectively two degrees of freedom. Also, for the sake of simplifying the calculations we
have considered a switching function with zero offset. Introducing the offset in this function, which
amounts to perform a translation of the switching surface, does not change any of the stability criteria
that we are presenting here and can indeed be employed as a further degree of freedom.

4.2. Simulation Results

The design methodology described so far is independent of the parameters. However, in order
to show the numerical behavior in a realistic set up we will use the following set of parameters for
numerical computations: L =2 mH, C = 40μF, E = 40 V, and v̄re f = 32 V. This range of input/output
operation can be found, for instance, in solar panel arrays feeding a battery charger through a buck
converter. In our particular numerical example we will assume a load R = 20 Ω. The desired
current reference can be assumed to be īre f = v̄re f /R = 1.6 A. With this, γ ≈ 0.35 and ρ ≈ 0.98.
Also, as electronic devices cannot switch with infinite speed, it is necessary to implement a hysteresis
band for simulating the change in the position of the MOSFET. We have designed this band in such
a way that the switching time is close to 175 μs. The size of the hysteresis band is an important
issue because its width also determines the size of the chattering in the voltage variable. Under these
assumptions, Equation (20) takes the following values:

h(v, i) =
(−4.4 × 10−3 0.1741

) · (v − v̄re f i − īre f )
′ ± 0.02 (21)

In Figure 2 we show the performance of the designed control. In particular, in Figure 2a the time
trace of the voltage v is depicted in response to a drastic change in the reference output voltage v̄re f .
During the first 30 ms, where the system is subject to v̄re f = 32 V (top dashed line), the output voltage
reaches the steady state close to 5.7 ms, with no overshoot and the maximum error in steady state
is lower than 0.6% (see inset). After 30 ms, the reference voltage is changed to v̄re f = 16 V (bottom
dashed line) and the system is able to track the change and stabilize to the new value of output voltage.
In Figure 2b,c we plot the orbit in the (v, i) space during the steady state for the two references used in
panel A) of the same figure. From this, one can observe that indeed the equilibrium value (v̄re f , īre f ) is
reached through the continuous rippling of the orbit around the equilibrium point (red symbol).

We also tested the robustness of the control to changes in the load. In Figure 3 is depicted the
time trace of the voltage in this scenario. Following a similar procedure as in Figure 2, after 30 ms,
a change in the resistance from R = 20 Ω to R = 15 Ω (10% difference) is applied. From this figure
it is possible to see that the system drifts away from the reference output v̄re f = 32 V (dashed line),
producing a steady state error of around 18% (see inset).

So far, the controller designed with contraction theory has been successful to operate in a desired
way and reject disturbances in the output voltage. However, when a disturbance in the load is
presented (a common situation in power converters) the system loses the ability to follow the desired
output voltage, indicating that the controller is not robust. To solve this problem, we extend the
proposed controller based on the idea of an integral control action.
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Figure 2. (A) Time trace of the voltage in the capacitor v. During the first 30 ms a v̄re f = 32 V is used,
after this a drastic change to v̄re f = 16 V is applied (depicted in the dashed lines). The time trace
of the steady state percentage error is also depicted in the insets for both values of v̄re f ; (B) Phase
representation of the steady state for v̄re f = 32; (C) v̄re f = 16, with the equilibrium point indicated
by the red star. Simulations were performed using MATLAB R© with a fourth order Runge-Kutta
algorithm with variable step and event detection to identify collisions with the hysteresis band. Steady
state was considered after 20 ms of simulation time. Initial conditions were chosen as (v, i) = (0, 0).
Other parameters as in the main text.
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Figure 3. Time response of the capacitor’s voltage v. During the first 30 ms, the value of the resistor
is set to R = 20 Ω, after this the load is changed to R = 18 Ω. Inset: Steady state percentage error
(considered 15 ms after the presentation of the disturbance). The desired output is plot with the dashed
line. Other details as in Figure 2.

5. Application to 3D-Case

5.1. Controller Design Based on a Modified Integral Control Action

In control theory it is known that perturbations are better rejected by a PI controller; however,
in this case, adding a PI controller implies to add a pole in the origin of the system which prevents us
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from applying contraction theorem. Then, with the aim of enhancing the robustness of the controlled
system, we will modify the control action in such a way that it introduces the dynamics of the
error. To do so we introduce a new state variable x3 in the dimensionless system in the following
way: ẋ3 = e − δx3, with e = x̄1re f − x1 defined as the output error and δ as the time constant of x3.
As x1 = v/E, then x̄1re f = v̄re f /E. Under these assumptions, the system takes the following form:⎛⎜⎝ ẋ1

ẋ2

ẋ3

⎞⎟⎠ =

⎛⎜⎝ −γ 1 0
−1 0 0
−1 0 −δ

⎞⎟⎠
⎛⎜⎝ x1

x2

x3

⎞⎟⎠+

⎛⎜⎝ 0
1
0

⎞⎟⎠ u +

⎛⎜⎝ 0
0
1

⎞⎟⎠ x̄1re f (22)

with

u =

{
1 if h(x) ≤ 0
0 otherwise.

(23)

or in compact form ẋ = Ax + Bu + Qx̄1re f . The aim of the term −δ appearing in position {3, 3} in the
matrix A is to stabilize the system allowing us to apply the contraction theorem. In this way, the value
of δ must be very small to avoid high steady state error. As the pair (A, B) is controllable we then
proceed to apply the general theory with a new consideration: In the construction of the matrix P we
will take into account the norm of the eigenvectors vi, which will allow us to gain more degrees of
freedom in the system to tune the controller. Indeed this is not an issue when obtaining the canonical
form AJ as the operation P−1 AP cancels out any norm that may have been considered. However,
the transformed matrix BJ , which is critical for the stability conditions Equation (15), may depend on
the chosen modules of the eigenvectors. To take this into account, we need to include in Equation (3)
the magnitude of the eigenvectors via the scaling factors c1 and c2 as follows:

P = [c1v1 c2Re(v2) c2Im(v2)] . (24)

The general form of the transformation matrix can then be written as

P =

⎛⎜⎝ 0 c2(γ − 2δ)/2 −c2ρ

0 c2(2 − γδ)/2 −c2ρδ

c1 c2 0

⎞⎟⎠ (25)

which leads to the transformed system ż = AJz + BJu + QJ x̄1re f , where

AJ =

⎛⎜⎝ −δ 0 0
0 −γ/2 ρ

0 −ρ −γ/2

⎞⎟⎠ (26)

BJ =

⎛⎜⎝ −1/(c1(δ
2 − γδ + 1))

1/(c2(δ
2 − γδ + 1))

−(2δ − γ)/(2c2ρ(δ2 − γδ + 1))

⎞⎟⎠
QJ =

(
1 0 0

)′
The purpose will be again to find a switching function h(z) = h1z1 + h2z2 + h3z3 that meets the

conditions of global stability in Equation (15) in the transformed space. One can easily verify that,
provided that δ < γ/2, μ(AJ) = −γ/2, fulfilling condition (a). Moreover, one of the eigenvalues of
BJ · ∇h(z) is always 0 due to the fact that the matrix is constructed using only two linearly independent
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vectors (see Appendix A.2). Also, following a similar procedure as in the 2D case, choosing the
following switching function:

h(z) = h1z1 +
BJ(2)
BJ(1)

h1z2 +
BJ(3)
BJ(1)

h1z3 , (27)

the condition (b) in Equation (9) is always guaranteed if, for every pair {BJ(i), h(i)}, its elements have
opposite signs and the signs of c1 and h1 are equal (see Appendix A). From this, the switching surface
in the canonical space is:

h(z) =
(

h1 − h1
c1

c2
h1

c1(2δ − γ)

2c2ρ

)
· (z1 z2 z3)

′ := hz · z (28)

It is worth noticing that for the 2D case, considering arbitrary norms for the eigenvectors does not
have an effect in the possible switching functions, in contrast to the extended system. This is because
there is only one constant associated to that norm (two complex eigenvalues). Another important
aspect is that the plane defined in Equation (28) depends on the ratio c1/c2 and not on their individual
values which effectively reduces one degree of freedom in the tunning parameters of the hybrid
controller based on the integral action. As in the previous case, the next steps in the design are
(i) apply the transformation to the dimensionless variables; (ii) normalize by the norm of the resulting
orthogonal vector to the switching surface in the x space, i.e., |hz · P−1|; and (iii) transform back to the
original buck converter states variables (v, i) via the matrix M (recall that the similarity transformation
is x = M−1(v i)′). It is important to notice that for the 3D system, the matrix M is not unique, as we
don’t know the exact mapping between the extended variable x3 and its counterpart in the real system
y. We can assume without loss of generality and preserving the idea of the integral action, that the
mapping between x3 and y is given by a scaling factor, which after some algebra can be demonstrated
to be x3 = y/(E

√
LC). This results preserves the information of the error defined by v̄re f . The similarity

transformation matrix is then given by:

M =

⎛⎜⎝ E 0 0
0 E/

√
L/C 0

0 0 E
√

LC

⎞⎟⎠ . (29)

We will avoid displaying the rather long expression of performing the aforementioned steps,
but they can be summarized in the operation:

h(v, i, y) =
hz · P−1

|hz · P−1| · M−1(v i y)′ . (30)

The system finally reads in its original variables as:⎛⎜⎝ v̇
i̇
ẏ

⎞⎟⎠ =

⎛⎜⎝ − 1
RC

1
C 0

− 1
L 0 0

−1 0 − δ√
LC

⎞⎟⎠
⎛⎜⎝ v

i
y

⎞⎟⎠+

⎛⎜⎝ 0
E/L

0

⎞⎟⎠ u +

⎛⎜⎝ 0
0
1

⎞⎟⎠ v̄re f (31)

with

u =

{
1 if h(v, i, y) ≤ 0
0 otherwise.

(32)

Simulation Results

From Equations (30) and (31), the resulting controlled system can be tuned via two parameters,
namely the time constant of the extended variable δ, and the ratio c1/c2 of the norm of the eigenvectors
associated with matrix A. To tune these parameters, we performed an optimization routine which
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explored several possible combinations of parameters δ and c1/c2 in a wide range of values. Following
an heuristic approximation we chose the values which met some desired criteria, namely small
overshoot and small settling time. From this analysis we concluded that a sufficiently small value of
δ is necessary in order for the steady state error to be small. Also, as c1/c2 is decreased, the system
evolves faster but produces large overshoots; conversely, increasing the ratio reduces the overshoot but
slows down the system. A good performance was achieved by choosing δ = 1 × 10−4 and c1/c2 = 9.
With these choices, the numerical values for the switching surface are:

h(v, i, y) =
(−4.3 × 10−3 0.1741 − 1.03

) · (v i y)′ ± 0.05 , (33)

where we have set the hysteresis to a value that meets the MOSFET switching frequency criterion as in
the previous section. It can be noted that this controller does not require any information about current
reference as in 2D-case.

The results of the 3D system behavior and its ability to reject disturbances in the reference voltage
are depicted in Figure 4. In this figure, a reference voltage of v̄re f = 32 V is applied during the
first 40 ms of the simulation, after this, the reference voltage is drastically decreased by a 50%, i.e.,
v̄re f = 16 V and the system is allowed to evolve during 40ms more. From Figure 4a it is possible to
deduce that, in the 3D system, the controller is also able to regulate with a settling time of ≈ 10 ms and
a steady state error smaller than 1%. Not only this, but also the control is robust against disturbances
in the reference output value. Panel B,C of the same figure show the orbit exhibited by the system in
the steady state before and after the disturbance, which clearly evolves in the neighborhood of the
equilibrium value (v̄re f , īre f ) (red star).
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Figure 4. (a) Time trace of the voltage in the capacitor v. During the first 40 ms a v̄re f = 32 V is used,
after this a drastic change to v̄re f = 16 V is applied (depicted in the dashed lines). The time trace
of the steady state percentage error is also depicted in the insets for both values of v̄re f ; (b) Phase
representation of the steady state for v̄re f = 32; (c) v̄re f = 16, with the equilibrium point indicated
by the red star. This results were obtained by making c1/c2 = 9 and δ = 1 × 10−4. Steady state was
considered after 25 ms of transient dynamics. Other parameters as in the main text and Figure 2.

We also tested the capability of the system to reject disturbances both in the load R and the input
voltage E. To do so we simulated a similar set-up to the one described for the 2D system. In particular
we evolved the unperturbed system during 40 ms to achieve a steady state, and immediately after
the perturbation is presented. For Figure 5a the perturbation is induced as a sudden change in the
load from R = 20 Ω to R = 15 Ω (25% change). As depicted in the main figure of the panel and its
inset, the system recovers to the reference voltage v̄re f = 32 V (dashed line) with a percentage error
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smaller than 1%. A similar scenario is plotted in Figure 5b, in this case the perturbation is presented as
a change in the input voltage from E = 40 V to E = 50 V. Even though the perturbation in the input
corresponds to a 25% change, the system barely moves from its steady state, and the perturbation only
induces a slight increase in the error. This small error, which is never larger than 1%, rapidly returns
to the steady value after 10 ms. (see inset). An important aspect of the controller design is that the
first two elements in the normal vector of the switching surface in Equation (33), are exactly those
of Equation (21) for the 2D case, where neither the norm of the vectors nor δ were involved. Hence,
the effect of c1/c2 and δ are only exhibited in the third term.
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Figure 5. (a) Time response of the capacitor’s voltage v. During the first 40ms, the value of the resistor
is set to R = 20 Ω, after this the load is changed to R = 15 Ω. Inset: Steady state percentage error
(considered 25 ms after the presentation of the disturbance). The desired output is plot with the dashed
line; (b) Same as (A) for a disturbance in the input voltage E. During the first 40 ms E = 40 V, after this
it is changed to E = 50 V. In this panel, the inset shows the percentage error during the first 20 ms after
the presentation of the input disturbance. Other details as in Figure 2.

So far we have numerically analyzed the controller for a particular design of a buck converter
determined by the values of the parameters R, L, C, and E and vre f . However, as we demonstrated in
Section 5, the methodology proposed here is general. To demonstrate this generality we performed
simulations of our proposed controller under different values of parameters L and C which preserved
the value of γ ≈ 0.3536. To do so, we fixed the value of R = 20 Ω. Then the inductance was varied in
the range L = [20μH 10 mH] and the capacitance was automatically set to C = L/50 F. According to
the normalization of the buck converter, this amounts to change the time scale

√
LC in which the power

converter evolves, while keeping the dynamical behavior invariant (recall that the actual dynamics
of the normalized system only depend on the value of γ). The results of this analysis are reported in
Figure 6. In particular, Figure 6a shows how the settling time changes when varying the time scale√

LC. Not surprisingly, increasing values of
√

LC produce a linearly increase also in the settling time,
since the effect of the former is to stretch and compress the time in which the system evolves. The inset
in this panel shows also how the switching frequency increases as the evolution of the system is faster
(decreasing values of

√
LC). This behavior emerges since we have kept the hysteresis band ε = ±0.05,

which highlights the need to use faster switches when trying to achieve faster dynamics. Finally
we calculated also the average steady state error and the overshoot for each one of the

√
LC values

(see Figure 6b,c). On the one hand, the steady state error was always kept below 0.3%, regardless the
time scale of the system. On the other hand, overshoot didn’t change significantly which supports
again the claim that the dynamical behavior remains unchanged under this particular design criteria.
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Figure 6. (A) Black symbols: Settling time of the buck converter with different values of
√

LC and fixed
R = 20 Ω, preserving the value of γ = 0.3536. Red line: Linear fit of the simulation points. For this plot,
we chose inductance values in the range L = [20μH 10 mH] and a capacitance C = L/50 F. Settling
time was calculated as the time it takes to the system to evolve from (v, i, y) = (0, 0, 0) to the point in
which the error doesn’t leave the ±2% band. Inset: Switching frequency resulting from the hysteresis
band in Equation (33) for the different values of

√
LC reported in the main figure (black symbols). Red

line depicts the fitted function reported in the text box; (B) Average steady state error calculated as the
mean value of the error after the settling time; (C) percentage overshoot for the values of

√
LC reported

in panel (A). For each simulation point, the system is evolved during a time span of T = 200
√

LC.
Other details as in Figure 2.

6. Conclusions and Future Work

In this paper we developed a switched control action for the buck power converter that guarantees
global asymptotic stability, by applying recent results from contraction analysis. To do so, we took
advantage of the Jordan canonical form of the system to fulfill the conditions of global stability resulting
from contraction analysis, which wouldn’t have been met in the original form of the system. At first,
we applied the design to the original 2D buck converter model where the controller presented good
performance and robustness to voltage reference changes; however, as the load varied, regulation was
lost. To overcome this issue, we extended the 2D-system to take into account the dynamics of the error
inspired by the disturbance-rejection effect of a PI controller. With this design, the controlled system
showed robustness to several types of disturbances including load and input voltage changes.

Although the 3D system is robust, it comes with the price of increasing the settling time respect to
the 2D design. To overcome this issue, one can make use of a different buck converter design (different
capacitance and/or inductance) to achieve the desired time-scale of the dynamics (which is mainly
driven by the factor

√
LC) and then design the controller according to our methodology. It shall be

noticed that other control techniques designed for the buck converter may show better performance in
terms of efficiency, however, it is important to stress that the method outlined in this paper is not only
simple in its implementation (design based on hysteresis band) but also quite general. This is because
it is not based on the linearized version of the system but on the nonlinear form, such that the resulting
controller is globally stable, a feature that cannot usually be guaranteed using linearization. Indeed
we have numerically tested the globally stability property by performing extensive simulations for
different initial conditions in the (v, i, y) space. These tests showed convergence for all the simulations.

Throughout this paper we have analyzed and designed the controller assuming that the current
flowing through the inductor is always positive, a topology known as Continuous Conduction Mode
(CCM). Depending on the value of the load and disturbances in it, the buck converter can enter in
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Discontinuous Conduction Mode (DCM), where the current through the inductor is zero. The control
design that we have provided in this paper only takes into consideration the dynamical behavior of
the buck converter in CCM. Considering also DCM implies adding a further topology to the system
(vector field) which implies the study of contraction in multimodal filippov systems. This issue is
indeed a current topic of research in the field of applied mathematics.

Finally, whether the approach presented here can be applied to other power converters such
as the boost, is currently an open problem. This is because not every single system can be easily
approached by contraction theory and other standard tools for stability analysis might be the best
option in these cases.
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Appendix A

In this appendix we prove that, for a particular selection of the constants hi, μ2(B · ∇h(x)) :=
μ2(B · h) ≤ 0.

Appendix A.1. Matrix Measure for a 2D System

Without loss of generality, we can consider two vectors B = [b1 b2]
′ and h = [h1 h2]. The matrix

C is formed as C = B · h and matrix N is defined as

N = C + C′.

The measure of this matrix must be equal to zero over the switching surface to meet the theorem
in [25,26]. Then:

μ2(C) = λmax[N]/2 = λmax[N] = 0 (A1)

This condition is equivalent to the matrix N being negative semidefinite, or the matrix −N being
positive semidefinite, i.e.,

λmin[−N] = 0

An extensive discussion about positive definiteness can be found in [28,29]. Then, the conditions
associated with the eigenvalues can be computed using theory of positive definite matrices which
states that in a symmetric matrix all its eigenvalues are greater than zero if and only if all its principal
minors are positive. This matrix is called positive definite. A matrix is positive semidefinite if all its
eigenvalues are greater than or equal to zero. On the other hand, a matrix N is negative semidefinite if
−N is positive semidefinite.

In this way, the matrix N is given by:

N =

(
2b1h1 b1h2 + b2h1

b1h2 + b2h1 2b2h2

)
. (A2)
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To fulfill the condition to be negative semidefinite, we have to check that all principal minors of
−N are greater than or equal to zero (Δk ≥ 0)

First order principal minors. The matrix has two first order principal minors which are:

M1
1(−N) := Δ11(−N) = −N11 = −2b1h1 ≥ 0 (A3)

and
M2

1(−N) := Δ12(−N) = −N22 = −2b2h2 ≥ 0 (A4)

As it can be seen, the only condition is that the pairs {bi, hi} have opposite signs.
Second order principal minors. This system has only one second order principal minor which is

computed as:

Δ1
2(−N) = det

(
−2b1h1 −b1h2 − b2h1

−b1h2 − b2h1 −2b2h2

)
≥ 0

From this inequality is obtained:
b1h2 = b2h1 (A5)

Supposing h1 as a free parameter to tune, it is obtained that:

h2 =
b2

b1
h1 (A6)

Replacing (A6) in (A4) it can be seen that independently of the value and sign of b2 the inequality
is satisfied.

The proof is complete.

Appendix A.2. Matrix Measure for 3D System

Following the ideas of previous section, N is given by:

N =

⎛⎜⎝ 2b1h1 b1h2 + b2h1 b1h3 + b3h1

b1h2 + b2h1 2b2h2 b2h3 + b3h2

b1h3 + b3h1 b2h3 + b3h2 2b3h3

⎞⎟⎠ (A7)

To fulfill the condition to be negative semidefinite, we have to check that all principal minors of
−N are greater than or equal to zero (Δk ≥ 0)

First order principal minors. Here, there are three first order principal minors, they are:

M1
1(−N) := Δ11(−N) = −N11 = −2b1h1 ≥ 0 (A8)

M2
1(−N) := Δ12(−N) = −N22 = −2b2h2 ≥ 0 (A9)

and
M3

1(−N) := Δ13(−N) = −N33 = −2b3h3 ≥ 0 (A10)

As it can be seen, the only condition is that the pairs {bi, hi} have opposite signs.
Second order principal minor. In this case, there are three second order principal minors.

The first one is:

Δ1
2(−N) = det

(
−2b2h2 −b2h3 − b3h2

−b2h3 − b3h2 −2b3h3

)
≥ 0

After some computations the following equation is obtained.

b2h3 = b3h2 (A11)
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Other second order principal minor is given by:

Δ2
2(−N) = det

(
−2b1h1 −b1h3 − b3h1

−b1h3 − b3h1 −2b3h3

)
≥ 0

As in previous case, it is obtained:
b1h3 = b3h1 (A12)

The last second order principal minor is computed as:

Δ3
2(−N) = det

(
−2b1h1 −b1h2 − b2h1

−b1h2 − b2h1 −2b2h2

)
≥ 0

and in a similar way it is obtained:
b1h2 = b2h1 (A13)

Taking into account these three inequalities and considering h1 as a free parameter to tune, it is
obtained from (A13)

h2 =
b2

b1
h1

From (A12)

h3 =
b3

b1
h1

To finally prove from (A11) that h3 takes the same value as already given. Replacing these values
in expressions (A8) to (A10), the equalities are still preserved regardless of the value and sign of
constants bi.

Third order principal minor. As matrix N is obtained from two vectors, its range cannot be
greater than two, then its third order principal minor namely

Δ1
3(−N) = det(−N) = 0

The proof is complete.
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Abstract: A variable bus voltage DC microgrid (MG) is simulated in Simulink for optimization
purposes. It is initially controlled with a Voltage Event Control (VEC) algorithm supplemented
with a State of Charge Event Control (SOCEC) algorithm. This control determines the power
generated/consumed by each element of the MG based on bus voltage and battery State of Charge
(SOC) values. Two supplementary strategies are proposed and evaluated to improve the DC-DC
converters’ efficiency. First, bus voltage optimization control: a centralized Energy Management
System (EMS) manages the battery power in order to make the bus voltage follow the optimal voltage
reference. Second, online optimization of switching frequency: local drivers operate each converter
at its optimal switching frequency. The two proposed optimization strategies have been verified in
the simulations.

Keywords: DC micro grid; efficiency optimization; variable bus voltage MG; variable switching
frequency DC-DC converters; centralized vs. decentralized control; local vs. global optimization

1. Introduction

Electric power transmission network’s topology is being rethought and reformulated nowadays.
Ecological, social and economic perspectives recommend moving towards grid decentralization.
According to [1], distributed generation provides a range of benefits, including:

• Generation, transmission, and distribution capacity investments deferral.
• Ancillary services.
• Environmental emissions benefits.
• System losses reduction.
• Energy production savings.
• Reliability enhancement.

Development of microgrids is part of the new grid model. A microgrid (MG) consist of a number
of interconnected and coordinated elements: generator(s), load(s), energy storage(s) and electrical grid.
In DC microgrids, all these elements are connected to a common DC bus through individual DC-DC
converters. Power management of the different elements of a MG is necessary to guarantee that the
system operates always stable and that, whenever possible, Renewable Energy Sources (RES) operate
at their Maximum Power Point (MPP) and critical loads are supplied.

Adequate management of the power of MG’s elements is a key to accomplishing stable operation,
improving energy efficiency, extending battery lifetime and achieving maximum economic yield.

MG stable operation require to coordinately control all the MG’s elements. Control algorithms for
microgrids, following [2], can be divided into three categories from the communication perspective:
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• Decentralized control: Digital Communication Links (DCL) do not exist and power lines are used
as the only channel of communication. It is generally based on the interpretation of the voltage in
the common DC bus.

• Centralized control: Data from distributed units are collected in a centralized aggregator,
processed and feedback commands are sent back to them via DCLs.

• Distributed control: DCLs are implemented between units and coordinated control strategies are
processed locally.

Droop control [3,4] is the basic diagram for decentralized control. In DC microgrids, primary
droop control achieves power sharing among the parallel connected sources and bidirectional DC-DC
converters. The control of each converter locally determines the power that it must perform according
to a linear control law based on the bus voltage. Droop control changes the power reference of the
sources’ converters as the bus voltage varies due to variations in load or generation. For example,
starting from a stable operation point, if load increases, bus voltage tends to decrease. This makes the
decentralized control system increase the power supplied by each source according to its particular
linear control law. Larger sources contribute with more power thanks to the different droop coefficients
for different units. Bus voltage can be restored to its initial value implementing secondary and tertiary
droop control. However, only primary droop control is utilized in the MG studied in this paper.

Besides stable operation, more advanced control strategies enable to improve the MG performance.
Most MG management optimization studies focus on finding out the optimal economic dispatch. Some
examples are summarized next. In [3], an optimization problem is formulated to achieve load sharing
minimizing fuel and operation costs. In [5], a multi–objective optimization function is utilized to
balance the tradeoff between maximizing the MG revenue and minimizing the MG operation cost,
including penalties for bid deviation, renewable energy curtailment, and involuntary load shedding.
In [6], a genetic algorithm solves an optimization problem to minimize the instantaneous (no forecasting
is considered) MG total operation cost, taking into account real-time pricing of electricity from the
utility grid. In [7], a genetic algorithm is implemented to minimize the daily net cost of the Battery
Energy Storage System (BESS) scheduling. In [8], a genetic algorithm schedule is used to minimize
economic operation cost, including demand response price policy in the model. In [9], a linear
optimization problem is solved to determine the day ahead and intraday markets bids that maximize
the overall profits of a photovoltaic plant with BESS, considering battery aging, incomes and penalties
due to provision of ancillary services and forecast uncertainty.

This paper presents a DC microgrid managed in a stable manner by an Events–Based Control
System, and proposes two strategies for efficiency optimization, rather than economic optimization,
which has been more frequently addressed. The two proposed strategies are:

• Bus Voltage Optimization Control (BVOC).
• Online Optimization of Switching Frequency (OOSF).

The objective of both strategies is to minimize the DC-DC converters’ losses. The proposed
optimization algorithms are compatible with economic optimization strategies.

To the best of the authors’ knowledge, online bus voltage optimization of a DC microgrid has
never been addressed. The most similar study to BVOC optimization found is [10], which determines
optimal bus voltages for residential and commercial DC MGs applications. In this case, though,
the optimal voltages are constant, so it provides a design criterion rather than an online optimization
algorithm. In [11,12], bus voltage control is addressed with different approaches, namely, double loop
PI control and droop coefficients optimization, but considering a fixed and predetermined bus voltage
level in both cases.

Switching frequency optimization of individual DC-DC converters has been previously modeled
in [13–16] and implemented online in [17–19].

After providing basic background on microgrids’ management and optimization in this
introduction, the sections below are organized as follows. In Section 2, a simulated variable bus
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voltage MG is described, as well as its existing control algorithm based on bus voltage and State of
Charge events. Afterwards, the efficiency curves of the MG’s converters are analyzed in detail in
Section 3. In sections four and five, the aforementioned efficiency optimization strategies, Bus Voltage
Optimization Control and Online Optimization of Switching Frequency, are explained thoroughly.
In Section 6, the MG is simulated implementing both BVOC and OOSF, and their performance and
dynamic evolution are evaluated. Section 7, finally, contains the summarization and discussion of
the results.

2. Description of the MG Studied

The MG studied is simulated in Simulink [20] and it is based on the MG described in [21].
The MG’s elements are listed in Table 1.

Table 1. MG’s elements.

Sources PV: Photovoltaic Field WT: Wind Turbine FC: Fuel Cell

Loads LOAD: Residential profile DC load EZ: Electrolyzer

Bidirectional Units BESS: Battery Energy Storage System INV: Bidirectional inverter

Figure 1 shows the MG’s elements interconnected in a variable voltage DC bus through DC-DC
converters and the topology chosen for each of them. All the MG’s converters are controlled as
power sources. Converters with nominal power over 3 kW have been designed with IGBTs while
those with lower nominal power have been designed with MOSFETs. It has been imposed an
inductor current ripple lower than 20% in the worst-case scenario: nominal operating conditions
and minimum switching frequency (3 kHz for IGBT converters and 20 kHz for MOSFET converters).
The transistors operate hard switching in continuous conduction mode. Averaged models of the
converters’ losses based on small-signal analysis have been employed. The converters are modeled
considering conduction and switching losses, following [22,23]. Average current values are used,
since the error is small thanks to the low current ripple.

The existing MG’s control system consists of a decentralized Voltage Event Control (VEC) in every
unit, supplemented with a State of Charge Event Control (SOCEC) in FC, EZ and INV. This initial
control system will be denominated Events-Based Control System (E-BCS = VEC + SOCEC). VEC is a
primary droop control using no secondary or tertiary droop control to stabilize bus voltage.

Each unit follows its correspondent linear control law based on the bus voltage (vbus). FC, EZ and
INV also follow their additional control laws based on the battery State of Charge (SOC).

The E-CBS determines a coefficient ci that multiplies the absolute value of the
available/demanded/nominal power of the source/load/bidirectional unit i. The coefficient ci value
is the saturated sum of VEC coefficient ci

VEC plus SOCEC coefficient ci
SOCEC, as shown in Equation

(1). The coefficients ci
VEC and ci

SOCEC are defined in Figure 2. The power reference Pi imposed in the
converter i is calculated as in Equation (2). The sign convention is: Pi is positive if the power is coming
into the DC bus and negative is power is coming out:

Pi =

⎧⎪⎨⎪⎩
min(1, max(0, (ci

VEC(vbus) + ci
SOCEC(SOC))) sources : i = PV, WT, FC

min(0, max(−1, (ci
VEC(vbus) + ci

SOCEC(SOC))) loads : i = LOAD, EZ
min(1, max(−1, (ci

VEC(vbus) + ci
SOCEC(SOC))) bidirectional units : i = BESS, INV

, (1)
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Pi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

PPV = cPV |PMPP PV |
PWT = cWT |PMPP WT |

PFC = cFC|Pnom FC|
PLOAD = cLOAD|Pdemand|

PEZ = cEZ|Pnom EZ|
PBESS = cBESS|Pnom BESS|
PINV = cINV |Pnom INV |

, (2)

PMPP i is the maximum power that a RES can generate at a given moment; Pnom i is the nominal power
of the source/load/bidirectional unit i; and Pdemand is the load’s electricity demand.

 
Figure 1. MG architecture. The MG is composed of a DC bus in which the following elements are
connected: two Renewable Energy Sources (RES) (PV and WT), a controllable source (FC), a capacitors
bank, a bidirectional grid-inverter (INV), a battery system (BESS), critical loads (LOAD), and a
controllable load (EZ).

 
Figure 2. E-BCS control laws: VEC in the graph above and SOCEC in the graph below.

Voltage limitations are established in 240 V ≤ vbus ≤ 380 V. The lower limit is chosen such that
vbus always remains above the maximum PV voltage (190 V approx.) and the maximum BESS voltage
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(220.5 V). This permits to discard the use of buck-boost and bidirectional buck-boost converters,
which are less efficient than the finally selected PV’s boost converter and BESS’ bidirectional converter
(see Figure 1). The higher voltage limit is the result of applying a safety margin with respect to the
maximum voltage of the capacitors bank (400 V). A 20 V safety margin is sufficient thanks to the
robustness of E-CBS maintaining voltage peaks lower than this value.

Voltage Event Control algorithm manages power balance, in order to keep the system stable.
Power from Renewable Energy Sources (RES) (i.e., PV and WT) is limited when vbus is too high
(over 370 V). LOAD power is limited when vbus is too low (under 250 V)—this can only happen if the
MG operates in islanded mode and with fully discharged battery. BESS power tends to equilibrate
the system at the medium voltage level (i.e., 310 V). FC and EZ are utilized as emergency support
source/load when vbus approaches the lower/higher voltage limit.

FC, EZ and INV also incorporate State of Charge Event Control: an independent power control
based on battery SOC that, on the one hand, avoids performing deep discharges and, on the other,
avoids missing RES generation when SOC ≈ 100%. Hydrogen production/consumption are activated
when the SOC reaches high (95%)/low (50%) values. The inverter will follow the BESS control law in
case of BESS failure or when SOC exceeds 98%; and will deliver full power to the DC bus when SOC
drops down to 40%. All the linear control laws apply simultaneously, except the INV VEC control law
(dashed line), which only applies in case of BESS failure.

MG’s operation controlled by E-BCS is taken as the reference to assess Bus Voltage Optimization
Control (BVOC) and Online Optimization of Switching Frequency (OOSF) performances. The power
that each source/load/bidirectional converter has to deliver is determined by E-BCS. When BVOC is
implemented, it substitutes the E-BCS control (only) in the BESS’ converter. The rest of the converters
maintain their VEC and SOCEC control laws, except for FC and EZ VEC control laws, which only
regulate FC and EZ powers in some specific cases. BVOC controller calculates BESS power as the
power that makes the bus voltage reach its optimal value. OOSF, in its turn, does not affect the power
reference of any of the MG’s converters—OOSF locally optimizes the switching frequency of the
converters in which it is applied, while their power references remain unaltered. Thus, the power
references in all the MG’s converters are imposed by E-BCS, except when BVOC is implemented, that it
modifies the BESS’ converter power reference.

3. Analysis of the Energy Efficiency Curves of the DC-DC Converters

Figure 3 shows the efficiency curves of two representative converters of the seven MG’s DC-DC
converters (LOAD’s and BESS’ converters) operating at different switching frequencies and bus voltage
values. In this section, these curves are analyzed to anticipate the order of magnitude of the efficiency
improvement that the two proposed optimization strategies BVOC and OOSF will produce.

The efficiency curves of the LOAD’s and BESS’ converters (which are quadratic buck and
bidirectional converters, respectively, as can be seen in Figure 1) have been chosen because they
serve to illustrate general issues that occur in all the MG’s converters, namely:

• First, there is little room for energy efficiency improvement for both optimization strategies.
The efficiency curves reveal small efficiency differences within the studied range of possible vbus
and fsw values. Efficiency increases are limited to a fraction of a percentage point.

• Second, the optimal bus voltage is different for individual converters. Thus, a change in vbus
leading to catch up with the overall optimal bus voltage voptim, causes some of the MG’s converters
to operate more efficiently but, also, it causes some other converters to operate less efficiently.
The overall effect is that BVOC achieves efficiency improvements, yet low ones for this reason.
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(aI) (aII) 

(bI) (bII) 

Figure 3. Efficiency curves of LOAD’s and BESS’ converters at different switching frequencies (I) and
bus voltages (II): (a) Quadratic buck converter interfacing with LOAD; (b) Bidirectional converter
interfacing with BESS.

Figure 3(aI) shows the efficiency curves of the LOAD’s quadratic buck converter for five values
of switching frequency, linearly distributed within the range 3–10 kHz, at a constant bus voltage
of 310 V. The Online Optimization of Switching Frequency algorithm applies to each converter
individually, so they all will operate at their optimal switching frequency (the highest curve in the
graph). OOSF controls the gate driver of the transistors to operate them at optimal switching frequency
(i.e., 3 kHz, blue curve, for most PLOAD values). The efficiency of the LOAD converter increases steeply
from PLOAD = 0 kW to 1 kW approx. In this first part of the curve, it is possible to obtain significant
efficiency improvements in relative terms, but with low impact in absolute terms. In the second part
of the curve, from PLOAD = 1 kW to 5 kW, the maximum possible efficiency improvement remains
constant with a value of 0.75%. Figure 3(bI) is essentially the same graph but with the efficiency curves
of the BESS’s bidirectional DC-DC converter. The left half of the graph (PBESS < 0 kW) represents
the buck operation mode; the right part represents the boost operation mode. The turning points
where the slope changes sharply occur at PBESS = ±2 kW approx. The maximum possible efficiency
improvement for high PBESS is as low as 0.12% in this case.

Figure 3(aII) shows the efficiency curves of the LOAD quadratic buck converter for five bus
voltage levels, linearly distributed within the range 250–370 V, at a constant switching frequency of
3 kHz. BVOC regulates the duty cycle of the transistors in order to operate the MG at optimal bus
voltage, which minimizes the losses of the set of DC-DC converters taken as a whole. This optimization
algorithm is applied globally, so, in general, global optimum will not coincide with local optimums.
In this curve, the efficiency of the LOAD converter increases steeply also from PLOAD = 0 kW to 1 kW
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approx. For power greater than 1 kW, the maximum possible efficiency improvement steadily increases
from 0.23% at 1 kW to 0.96% at 5 kW. Figure 3(bII) is again the same graph but representing the BESS’
bidirectional DC-DC converter. The maximum possible efficiency improvement for high values of
PBESS is as low as 0.06% in this case.

Figure 3(aII,bII) show that, in general, local optimums for different MG’s units occur at opposed
vbus increments: for example, if PLOAD > 1 kW, raising vbus makes the efficiency of LOAD’s converter
increase but, at the same time, it makes the efficiency of BESS’ converter decrease (and vice versa),
regardless of what the PBESS is. Optimum bus voltage voptim reference calculated by BVOC is the
trade-off that minimizes the sum of power losses in all the converters. Hence, not all of them will
operate simultaneously at their local optimum point in general.

4. Bus Voltage Optimization

This first optimization approach, Bus Voltage Optimization Control (BVOC), makes use of the
distinctive varying DC bus voltage characteristic of the MG to online improve the efficiency of the set
of MG’s converters taken as a whole, for all the possible power flows.

The power of the MG’s sources, loads and bidirectional units continuously varies so individual
optimization of the converters at their rated power is not an adequate approach in MG applications.
Global optimization, considering all the possible power flows (i.e., all the possible operation points of
the converters) is conducted next.

BVOC controls the BESS power substituting the VEC control law (shown in Figure 2) in the BESS’
converter. RES’s, LOAD’s and INV’s converters maintain their E-BCS control laws. FC’s and EZ’s
converters maintain their SOCEC control laws; but their VEC control laws only apply if one of the
following three conditions is met: BVOC controller failure, energy shortage or energy excess.

BVOC keeps the bus voltage at its optimal value in every moment. The calculation variable
VBUS is used in the system of equations of the BVOC optimization problem (in capital letters to
differentiate between VBUS, this calculation variable, and vbus, which represents the bus voltage not as
a calculation variable, but as the real, measurable, physical magnitude). The optimal bus voltage voptim
is defined here as the value of the calculation variable VBUS that minimizes the sum of the converters’
losses (PMG

loss (VBUS)) for the instantaneous power flows among the MG’s units. A centralized Energy
Management System (EMS) calculates voptim online every 100 ms, evaluating a VBUS–dependent
deterministic model of PMG

loss explained below. With the reference voptim, a PI controller determines the
power that the BESS must perform to make vbus catch up with voptim.

From now on, this optimization strategy will be denoted by BVOCBESS, to highlight that this
control algorithm applies only to the BESS converter, while the remaining converters maintain the
E-BCS presented in the previous section.

The EMS gathers sensor readings of switching frequencies, and input and output voltages and
currents from all the converters. With them, the EMS evaluates an online loss models of all the
converters. The Matlab [20] function fminbnd is used to solve the nonlinear optimization problem
formulated in Equations (3) and (4). It returns the value of the calculation variable VBUS that is a
minimizer of the sum of the converters’ losses (PMG

loss ), within the interval in which both load and RES
remain unconstrained, i.e., 250 V–370 V:

voptim = min
[

PMG
loss (VBUS)

]
f i
sw ,Pi ,vi=csts.

with 250 V ≤ VBUS ≤ 370 V, (3)

PMG
loss (VBUS) = ∑

i

[
Pi

loss(VBUS)
]

f i
sw ,Pi ,vi=csts.

with i = PV, WT, FC, LOAD, EZ, BESS, INV, (4)

where PMG
loss is the sum of the VBUS—dependent expressions of power loss (Pi

loss) in the converters of
each unit i, given their measured switching frequencies ( f i

sw), powers (Pi) and voltages (vi). Measured
values get updated every 100 ms. Notice that PMG

loss and Pi
loss are dependent on VBUS.
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In order to clarify how the EMS calculates voptim, an example is provided: the power loss equations
of one of the DC-DC converters, which is one of the seven addends in Equation (4). PV boost converter’s
power loss (PPV

loss(VBUS)) is calculated evaluating the Equations (5)–(7). Note that the remaining Pi
loss

expressions (see Appendix A) are analogous and must be added up to PMG
loss according to Equation (4),

to calculate the total power loss as a function of VBUS and obtain the voptim that minimizes it:

η =
voutiout

viniin
, (5)

D =
(VBUS − vin·η)

VBUS
, (6)

PPV
loss(VBUS) =

{
RLi2in + K(ΔB(VBUS , fsw)

2 )
β

f α
sw

}
inductor

+
{
(1 − D)(Rdi2in + Vf iin)

}
diode

+
{

D(R′
di2in + V′

f iin) + (0.5VBUSiintsw fsw)
}

IGBT
,

(7)

where η is the converter’s efficiency; vout, iout, vin and iin are the measured output and input voltages
and currents (note that vout is the measured value of vbus); D is the transistor’s duty cycle (the value of
η in Equation (6) is considered equal to that of Equation (5) during each time step; the value of η gets
corrected every time step as the measured vout gets updated, and so does the value of D); RL is the
inductor resistance; ΔB is the flux density ripple calculated using the Faraday’s Law, see [24]; K, α, β are
the characteristic parameters of the inductor’s magnetic core; fsw is the actual switching frequency;
Rd, Vf are the resistance and the forward voltage drop of the diode; R′

d, V′
f are the resistance and the

forward voltage drop of the IGBT; and tsw is the sum of transition turn–on and turn–off times of the
IGBT. Notice that PPV

loss, D, and ΔB are dependent on VBUS. The full system of equations and list of
parameters is provided in the Appendix A.

BVOCBESS achieves two main goals: first, it balances the power of sources, loads and inverter and,
second, it controls the bus voltage. For a better understanding of how MG powers are balanced and
bus voltage is controlled thanks to BVOCBESS, Equation (8) clarifies how the power balance is achieved
in the MG:

PBESS(t) + PC(t) = −∑
j

Pj(t), with j = PV, WT, FC, LOAD, EZ, INV, (8)

where t represents any time, PC is the capacitor’s bank power, PBESS is the BESS power, and ∑j Pj is
the resultant power of the rest of the MG’s units. Positive sign is assigned to the power flows coming
into the DC bus, and negative to the power coming out.

Equation (8) shows that the power of the two storage elements, BESS and capacitor’s bank,
always equal to the sum of the powers coming in the DC bus, but with opposite sign. If net power
from sources, loads and inverter is positive (power is being injected to the DC bus), then PBESS + PC
must be negative and, thus, behave as a load (withdrawing power from the DC bus) to balance the
system, and vice versa. BVOCBESS keeps PBESS very close (or equal) to (−∑j Pj) at every time, thus,
forcing PC to be very low (few or zero watts). This is how MG powers are balanced.

If vbus is already equal to voptim, PBESS will be exactly equal to (−∑j Pj) to maintain that voltage
level constant. Else, PBESS will differ from (−∑j Pj) in a very low power. This (very low) extra power
from the BESS is determined by BVOCBESS to make vbus catch up with voptim. The (very low) extra
BESS power is absorbed by the capacitor’s bank, which regulates the bus voltage. Agreeing to the
aforementioned sign criterion, positive PC discharges the capacitors bank (bus voltage decreases),
injecting power to the DC bus; negative PC takes power from the DC bus to charge the capacitors bank
(increasing the bus voltage). PC must be kept small to avoid too rapid vbus changes that could produce
an oscillating behavior. This is how bus voltage stabilization at optimal value is accomplished.

As previously mentioned, there are three abnormal operation conditions in which VEC would be
in charge of achieving power balance instead of BVOCBESS:
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• BVOCBESS controller failure
• Energy shortage: high LOAD + low RES + fully discharged battery + failure in

bidirectional inverter
• Energy excess: low LOAD + high RES + fully charged battery + failure in bidirectional inverter

In these three cases (and only in these three cases), VEC will trigger FC and EZ. If vbus eventually
surpasses 370 V or goes below 250 V, VEC will shed generation or loads, respectively, to help to achieve
power balance. The MG operation in such cases is as follows. When the bus voltage descends below
260 V (ascends over 360 V), E-BCS activates FC (EZ), providing (consuming) surplus power. If this
is not enough and bus voltage leaves the interval 250 V–370 V, then, then VEC would perform load
shedding or generation shedding, accomplishing power balance and limiting the bus voltage to a
minimum of 240 V and a maximum of 380 V.

5. Switching Frequency Optimization

An alternative and complementary approach to improve the converter’s efficiency is the Online
Optimization of Switching Frequencies (OOSF). The converters are allowed to vary the switching
frequency within a predefined interval: depending on whether the converter’s transistor is an IGBT
(3 kHz ≤ fsw ≤ 10 kHz) or if it is a MOSFET (20 kHz ≤ fsw ≤ 100 kHz).

The calculation variable FSW is used in the equations of the OOSF optimization problems (in capital
letters to differentiate between FSW , this calculation variable, and fsw, which represents the switching
frequency not as a calculation variable, but as the real, measurable, physical magnitude). The optimal
switching frequency value for converter i ( f i

optim) is calculated every 100 ms as the value of the

calculation variable FSW that minimizes its individual loss power expression (Pi
loss), given the i

converter’s measured power (Pi) and voltage (vi) (see Equation (9)):

f i
optim = min

[
Pi

loss(FSW)
]

vbus ,Pi ,vi=csts.
with

{
MOSFET : 20 kHz ≤ fsw ≤ 100 kHz

IGBT : 3 kHz ≤ fsw ≤ 10 kHz
. (9)

Notice that Pi
loss is dependent on FSW , and that in this case vbus is not a calculation variable but a

measured value.
The OOSF optimization is independent for each converter. Optimization function fminbnd is used

again to obtain the value f i
optim. Calculation of f PV

optim is shown in Equations (10) and (11) to provide an
example (again of PV converter) of optimal switching frequency calculation. Equations (10) and (11)
are the same as (6) and (7), but with FSW being the calculation variable instead of vbus because now
vbus is considered constant (vout):

D =
(vout − vin·η)

vout
, (10)

PPV
loss(FSW) =

{
RLi2IN + K

(
ΔB(vout ,FSW )

2

)β
Fα

SW

}
inductor

+
{
(1 − D)(Rdi2in + Vf iin)

}
diode

+
{

D(R′
di2in + V′

f iin) + (0.5voutiintswFSW)
}

IGBT
.

(11)

Notice that PPV
loss and ΔB are dependent on FSW .

Unlike in BVOCBESS, bus voltage is considered here as a constant, equal to its measured value
vout, which gets updated every time step. Thus, Equation (6) is different from (10) because, although
they both express the same relation between D, vbus, vin and η: bus voltage is a variable (VBUS) in
Equation (6), but it is a constant (vbus = vout) in Equation (10).

Figure 4 is a flow chart that shows how E-BCS, BVOCBESS and OOSF can be executed
simultaneously. BVOCBESS and OOSF do not directly interfere with each other because they are
independent. Nevertheless, they do interfere with each other indirectly. Indeed, BVOCBESS affects the
values of the BESS power (PBESS), the SOC and vbus, which will be measured in the next time step,
and will affect then to the OOSF algorithm (see Equations (10) and (11)). And the other way round,
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OOSF produces changes in f i
sw for every converter i which, in its turn, will affect BVOCBESS when their

measured values are fed to the EMS in the next time step (see Equation (7)).

t t+ t

Figure 4. MG management flow chart describing the process of simultaneous E-BCS (in blue),
BVOCBESS (in orange) and OOSF (in green). Each time step, say in time t, the E-BCS local controller
of each converter i receives the measured value of vbus and SOC and, from them, determines the
correspondent Pi. The BVOCBESS centralized controller (i.e., the BESS controller) receives all the
MG’s measured values and, from them, calculates voptim; a PI regulator determines then PBESS

from this reference. The OOSF local controller of each converter i receives the measured value of
vi

in, vi
out (note that one of these two is invariably equal to vbus. for all converters i), Pi, and f i

sw
and, from them, calculates the optimal f i

sw optim. The calculated values Pi and f i
sw optim by the three

algorithms are then imposed and, thus, they will coincide with the measured values in the next time
step t + Δt. Measured vbus and SOC appear in light orange in t + Δt. because, although they are not
directly determined by BVOCBESS, they are highly influenced by PBESS.

6. Simulation Results

The MG operation has been simulated over seven days, in ten different scenarios S0 to S9.
This section presents the results in three sub-sections. In the first sub-section, the quantitative results
of efficiency improvement are provided for the ten scenarios considered. In the second sub-section,
the dynamic response of the MG is graphically represented and explicated. Finally, in the third
sub-section, the control parameters of BVOCBESS and OOSF are changed to evaluate how they affect
the results.

6.1. Efficiency Increase

The global energy efficiency (ηglobal) is calculated to quantify the efficiency increase (Δηglobal)

achieved by each strategy with respect to the reference case (E-BCS). System MG (in green dotted
line in Figure 5) is defined as that composed of the DC bus, the capacitors bank, and all the
DC-DC converters.
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DC BUS

Figure 5. Possible power flows in the MG. The green rectangle defines the system MG .

This system MG is taken as a black box in which there are energy inputs and outputs.

Global efficiency ηglobal is defined in Equation (12) as the quotient of the energy coming out (E
MG

out )

divided by energy coming in (E
MG

in ):

SBESS := PBESS > 0 [BESS works as an energy source (logical variable)], (12)

SINV := PINV > 0 [INV works as an energy source (logical variable)], (13)

ηglobal(t) =
E

MG
out (t)

E
MG

in (t)

=

∫ tend
0 abs(PLOAD + PEZ + S∗

BESS·PBESS + S∗
INV ·PINV) dt∫ tend

0 (PPV + PWT + PFC + SBESS·PBESS + SINV ·PINV) dt
, (14)

where Pi represents the power injected/withdrawn to/from the MG system by the converter
i. The logical variables SBESS and SINV are defined to distinguish when the BESS and the INV
converters work as sources and when they work as loads (the superscript * indicates negation).
The integration limits are zero (the beginning of the simulation), and tend (the end of the simulation
tend = 7 × 24 = 168 h).

Ten simulations, corresponding to ten different scenarios, are performed. In the first simulation,
S0, several elements have been simulated to fail in order to verify the robustness of the control system.
The simulations S1 to S9, on the contrary, represent different scenarios of normal operation (i.e.,
no failures). In each simulation, different coefficients multiply the base RES generation and base LOAD
consumption profiles. Table 2 summarizes the differences between the nine simulations S1 to S9:

Table 2. Characteristics of the ten simulation scenarios.

RES & LOAD Energies
Failures Simulation Low Energy Intermediate Energy High Energy

S0 S1 S2 S3 S4 S5 S6 S7 S8 S9

ERES (kWh) 161.2 37.7 113.1 188.5
ELOAD
ERES

1.20 0.75 1.00 1.33 0.75 1.00 1.33 0.75 1.00 1.33

For these ten simulations, base RES generation profile has been estimated based on meteorological
data (solar irradiance, temperature and wind speed) from the Servei Meteorològic de Catalunya [25],
and base LOAD profile corresponds to a residential electricity consumption profile. A time step
of 100 ms is selected, coinciding with the refresh rate of both BVOCBESS and OOSF controllers.
The switching frequency ranges are 20–100 kHz for IGBTs and 3–10 kHz for MOSFETs, as indicated
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previously in Equation (9). In each of the ten scenarios, the MG is simulated with four different
control schemes:

• E-BCS
• E-BCS + BVOCBESS + OOSF
• E-BCS + BVOCBESS
• E-BCS + OOSF

BVOCBESS controls the BESS’ converter and OOSF is applied in all the MG’s converters.
Global efficiency results obtained in the simulations are shown in Table 3:

Table 3. MG global efficiency improvement under four different control strategies, in ten different
scenarios S0–S9, over seven days operation.

Control Strategy

Failures
Simulation

No Failures Simulation

Low Energy Intermediate Energy High Energy

S0
S1

ELOAD
< ERES

S2
ELOAD
= ERES

S3
ELOAD
> ERES

S4
ELOAD
< ERES

S5
ELOAD
= ERES

S6
ELOAD
> ERES

S7
ELOAD
< ERES

S8
ELOAD
= ERES

S9
ELOAD
> ERES

Control η: Efficiency
E-CBS (reference) 86.184% 77.948% 79.504% 80.841% 86.126% 86.990% 87.295% 87.250% 87.140% 87.339%

Optimization Δη: Efficiency improvement over reference E-CBS
BVOCBESS + OOSF 0.608% 1.006% 0.580% 0.441% 0.648% 0.343% 0.329% 0.571% 0.4776% 0.458%
BVOCBESS 0.146% 0.481% 0.359% 0.270% 0.164% 0.136% 0.131% 0.137% 0.1707% 0.255%
OOSF 0.444% 0.723% 0.360% 0.280% 0.559% 0.241% 0.205% 0.446% 0.3100% 0.190%

S0 represents the operation of the MG scheduling failures in RES, BESS and INV. This permits to verify that the
optimized control system responds correctly to failures and rapid changes. S0 is analyzed in the next sub-section. S1,
S2 and S3 represent the MG operation when the power of all the elements is low (compared to their nominal power).
These three simulations correspond to increasing ratios ELOAD/ERES: 0.75, 1.00 and 1.33. This ratios scheme is
repeated for intermediate (S4–S6) and high powers (S7–S9).

Each of the 40 simulations performed has taken an average of 15 min to complete,
using MatlabR2017a–Simulink in Intel® Core™ i7-6700 CPU @ 4.40 GHz, 16 GB RAM. Figure 6
represents graphically the results of Table 3:

 

Figure 6. Energy efficiency improvement achieved by simultaneous BVOCBESS + OOSF optimization
strategies, only BVOCBESS, and only OOSF in different scenarios.

The results of the simulations reveal that simultaneously applying both BVOCBESS and OOSF
strategies, result in a Δη

BVOCBESS+OOSF
global (blue in Figure 6) ranging from 0.329% in the worst scenario

(S6) to 1.006% in the best case scenario (S1). Applying only BVOCBESS (orange) while switching the
transistors at fixed frequencies (MOSFETs at 50 kHz and IGBTs at 4 kHz), the Δη

BVOCBESS
global ranges

from 0.131% (S6) to 0.481 (S1). And last, applying only OOSF (yellow), letting the bus voltage evolve
according to VEC and SOCEC, the achieved ΔηOOSF

global ranges from 0.190% (S9) to 0.723% (S1).
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These results are coherent with the efficiency curves information provided in Figure 3. There is a
general tendency towards higher Δηglobal for lower powers, and vice versa, due to the characteristic
shape of the efficiency curves. In the steep part of the curves (which corresponds to low power values),
higher efficiency improvements are achievable, while for powers greater than maximum–efficiency
power, efficiency optimization performance is limited due to the small differences existing in Δηglobal
for different values of fsw and vbus.

Efficiency improvements accomplished by OOSF strategy do consistently show this effect in all
the simulated scenarios: in all the cases, ΔηOOSF

global is higher for lower power flows. Hence, for a given

RES profile, ΔηOOSF
global is higher for lower LOAD profiles. Indeed, the optimization performance of

OOSF verifies ΔηOOSF
global (S1) > ΔηBOOSF

global (S2) > ΔηBOOSF
global (S3) (left graph of Figure 6). Similarly, for a

given ratio ERES MPP/EDemand, ΔηOOSF
global is higher for lower power flows: ΔηOOSF

global (S1) > ΔηOOSF
global (S4) >

ΔηOOSF
global (S7) (first scenario of each of the three graphs in Figure 6).

On the other hand, BVOCBESS performance does not show this regularity as it highly depends on
the specific combination of active converters performing the instantaneous power flows. For example,
Δη

BVOCBESS
global would be high in a moment when only WT and LOAD were active (WT directly feeding

the LOAD) because the individual optimal bus voltage is 370 V for both converters, but Δη
BVOCBESS
global

would be much lower if the same power came from BESS instead of WT because individual optimal
bus voltage is 250 V for the BESS converter and 370 V for the LOAD converter. The global optimal
bus voltage in this last case would be the trade-off which minimizes the sum of power losses in both
converters. This dependence on the particular MG’s power flows evolution is the cause for Δη

BVOCBESS
global

irregular results.
The efficiency improvements achieved with the two proposed optimization strategies, BVOSBESS

and OOSF, are small but still interesting. Even though the MG’s efficiency increases range only from
0.3 to 1.0% (approx.), they are achieved by introducing changes in the discrete control algorithms
of the DC-DC converters. Thus, they require (almost) no extra investment. Implementing both
optimization strategies produces net energy (and economic) savings in all possible operating conditions.
Nevertheless, BVOCBESS and OOSF optimization are best suited for microgrids applications which
require low power flows compared to the nominal power of the converters and/or microgrids in
which all the MG’s converters coincide in the same optimal bus voltage value voptim.

Some application examples that meet these requirements can be Uninterruptible Power Supply
(UPS) systems (in which the BESS operates at near zero power to maintain the battery floating),
and remote Base Transceiver Stations (RBT) and weather stations, because their BESS are normally
significantly oversized so that they can sustain the operation of the station for several days in case
of generation shortage. In both cases, the BESS converter normally operates well below its nominal
power and can benefit from OOSF high performance for low power. Furthermore, if the individual
optimal bus voltage values of the MG’s converters coincide, BVOCBESS performance can be more
significant than in the MG studied in this paper.

For other microgrids applications in which higher powers are involved and with a diversity
of individual voptim for different MG’s converters, BVOCBESS might be discarded in the sake of
simplicity and robustness, considering that it is difficult to implement (it performs complex calculations
and requires the utilization of an EMS that communicates with all the MG’s converters), and that
Δη

BVOCBESS
global is small for intermediate and high power flows.

6.2. Dynamic Response

The simulation S0 is represented in Figure 7 and analyzed in this sub-section. The MG has been
simulated implementing both BVOCBESS (in the BESS’ converter) and OOSF (in all the MG’s converters)
simultaneously. In order to test MG’s robustness and verify that operation is sustained even in very
adverse circumstances, several failures have been simulated:

• From t = 24 h to t = 48 h, all the renewable energy generation (PV and WT) is switched off.
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• From t = 96 h to t = 144 h, the BESS is disconnected.
• From t = 120 h to t = 144 h, the INV is disconnected.

 
(left) (right) 

Figure 7. MG simulation over 7 days with the optimized control system: E-BCS + BVOCBESS + OOSF.
From top to bottom, the graphs in the left column represent: (1) Sources power: available RES power,
actual RES power injected in the DC bus, and FC power injected in the DC bus; (2) BESS and INV
power; (3) Loads power: critical loads electricity demand, actual LOAD power consumed from the DC
bus, and EZ power consumed from the DC bus. The graphs in the right column represent: (1) Optimum
bus voltage reference and actual bus voltage evolution; (2) SOC and hydrogen tank level evolution;
(3) Optimized switching frequencies of three converters: PV, LOAD and BESS.

At the beginning of the first day, generation is higher than consumption and the surplus
energy is used to charge the BESS until it reaches 100% SOC. EZ and INV are then activated. EZ
leverages high generation to produce H2. INV injects the excess of RES generation power to the grid.
During the evening, RES generation decreases and LOAD increases, so the BESS begins to discharge to
provide power.

The second day, RES remain disconnected and the battery keeps feeding the LOAD. Battery SOC
descends to low values, triggering the activation of FC and INV. First, FC delivers emergency power to
the DC bus (consuming H2) and since SOC still keeps descending down to 40%, INV starts consuming
full power from the grid to feed the loads and charge the battery up to 85%.

The third and fourth days, the BESS gets charged when RES power is greater than LOAD, and gets
discharged when the opposite occurs. This is normal operation.

The fifth and sixth days, BESS remains disconnected. The control system permits to maintain
MG stability, making the INV assume the power profile that would otherwise correspond to the BESS.
The sixth day, INV (together with BESS) remains disconnected (this represents a BESS controller fault),
leaving the MG not only operating in islanded mode, but also with no possibility of utilizing any
bidirectional unit. Thus, generated power must constantly equal consumed power. VEC manages
unidirectional units to balance the power being injected to and being consumed from the DC bus.
The last day, the MG comes back to normal operation.

The system proves to be robust even in the face of severe failures. No undesired downtimes have
occurred. The top right graph shows bus voltage evolution under BVOCBESS: the optimal voltage
reference (voptim) is imposed, and BESS power is controlled such that bus voltage (vbus) follows that
reference—except when both BESS and INV are down. The bottom right graph shows the result of
OOSF: the switching frequencies constantly vary to match the optimal frequency of every converter.
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In all cases, the optimal switching frequency turns out to be high for low values of power, i.e., when core
losses prevail.

6.3. Influence of Control Parameters in Optimization Performance

In this last sub-section, the parameters of BVOCBESS and OOSF are modified to evaluate how they
affect the efficiency improvement achieved. The parameters studied are:

• ΔtBVOC: Refresh rate of BVOCBESS controller
• ΔtOOSF: Refresh rate of OOSF controllers
• Switching frequency optimization intervals

For this study, the operation of the MG has been simulated over a period of only 24 h because
the simulation time step has been reduced from previous 100 ms to 10 ms. Executing the simulations
over a seven days period would have required excessive computing resources and time. Each of the
executed simulations (of 24 h of MG’s operation) has taken an average of 15 minutes to complete.
The results are presented in Table 4:

Table 4. Influence of control parameters on optimization performance.

Control Strategy

Reference Case
Scenario S0

Modified Control Parameters

Faster BVOC Slower BVOC Wider FSW Range Faster OOSF Slower OOSF

ΔtBVOC = 100 ms
ΔtOOSF = 100 ms

FSW MOSFET ∈
20–100 kHz

FSW IGBT ∈ 3–10 kHz

ΔtBVOC
10 ms

ΔtBVOC
5 s

FSW MOSFET
10–200 kHz

FSW IGBT
0.5–50 kHz

ΔtOOSF
10 ms

ΔtOOSF
5 s

E-BCS η: Efficiency = 85.969%

Optimization
Δη: Efficiency

improvement over
E-BCS

Δη: Efficiency improvement over reference case

BVOCBESS + OOSF 1.029% 3.8 × 10−4% −0.009% 0.293% 1 × 10−6% −4 × 10−6%
BVOCBESS 0.216% 0.001% −0.014% - - -
OOSF 0.768% - - 0.265% 1 × 10−6% –3 × 10−6%

Table 4 results indicate that BVOCBESS and OOSF performance can be slightly improved to some
extent if the control parameters are chosen properly:

• ΔtBVOC: The refresh rate of BVOCBESS controller has very limited influence in overall BVOCBESS

performance for the studied values. The capacitor’s bank smooths the bus voltage dynamic
so it is slow compared to the evaluated ΔtBVOC. Calculating and updating the optimal bus
voltage reference, voptim, more frequently does not significantly improve the efficiency of
BVOCBESS algorithm.

• Switching frequency ranges: If the range of possible switching frequencies is widened, efficiency
improvements close to 0.3% can be obtained. However, it is important to mention that a new
optimization problem arises here to select the most appropriate frequency limits. The trade-off
between OOSF efficiency improvement, passive filters size and electromagnetic interferences
restriction must be established.

• ΔtOOSF: The variations in OOSF performance are insignificant. Again, the power in all the MG’s
units evolves very slowly compared to the evaluated ΔtOOSF.

Summarizing the results, the control parameters were already satisfactory. Changing the refresh
rate of BVOCBESS and OOSF controllers produce nearly zero improvements. Only by widening
the range of switching frequency window some appreciable efficiency increases might be obtained.
Nevertheless, this has important drawbacks (e.g., increased current ripple) that might require
re-designing the MG’s converters.
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7. Conclusions

A self–managed DC MG has been described. Events-Based Control System (E-BCS), which is
constituted of decentralized Voltage Event Control (VEC) and State of Charge Event Control (SOCEC),
has been the starting point to evaluate two strategies to optimize the efficiency of the MG’s converters.
E-BCS determines the power of each unit based on the bus voltage (vbus) and on the battery SOC.
These laws prevent that vbus and SOC reach extreme values by activating loads and deactivating
sources when vbus or SOC get too high, and deactivating loads and activating sources when vbus or
SOC get too low.

The two proposed optimization strategies have been explained and simulated. Both of them
increase the efficiency of the MG’s DC-DC converters online, in any possible operation point.
They utilize with two different approaches to minimize the power losses of the MG’s converters.
The nonlinear optimization problems that they solve are formulated based on small–signal averaged
deterministic loss models of the converters. The two strategies are independent from each other and
can be implemented simultaneously. They are also compatible with economic optimization strategies.

Representative efficiency curves of two of the MG’s DC-DC converters at different switching
frequencies and bus voltage values have been analyzed with the purpose of estimating the efficiency
improvement that the optimization strategies can produce.

• Bus Voltage Optimization Control (BVOCBESS): The BESS power is controlled such that it fulfills
two purposes: first, to balance the power of sources, loads and inverter and, second, to make the
system work at the (varying) optimal bus voltage voptim. The value of voptim is calculated online as
the minimizer of the sum of power losses in the MG’s DC-DC converters. Thus, this optimization
applies to the whole set of converters, not to any particular individual converter.

• Online Optimization of Switching Frequency (OOSF): The gate drivers’ switching frequency fsw

of each DC-DC converter is optimized online to improve its energy efficiency.

MG operation has been simulated over seven days in ten different scenarios representing different
electricity generation and consumption profiles. The resulting control system (E-BCS + BVOCBESS

+ OOSF) manages the MG in a stable manner and is capable of overcoming abnormal difficulties,
such as the simultaneous failure of all the bidirectional units. The two optimization strategies result in
low (yet interesting) efficiency improvements: Δη

BVOCBESS+OOSF
global = 0.329–1.006% (depending on the

scenario considered); Δη
BVOCBESS
global = 0.131–0.481%; ΔηOOSF

global = 0.190–0.723%.
Even though the efficiency improvements are low, they are based in discrete control algorithms

so they require (almost) no extra investment. Best results occur when the MG’s sources/loads
deliver/consume low powers.

Two main reasons explain the low results. First and foremost, the converter’s efficiency curves
reveal small variations within the range of variation of vbus and fsw. Second, the optimal bus voltage
is different for individual converters causing the BVOCBESS algorithm to calculate the voptim as the
trade–off that minimizes the overall power losses.

BVOCBESS and OOSF optimization strategies are appropriate for microgrids applications which
require low power flows compared to the nominal power of the converters and/or microgrids in which
all the MG’s converters coincide in a single optimal bus voltage value voptim. Possible application
examples that meet these requirements include Uninterruptible Power Supply (UPS) systems and
remote Base Transceiver Stations (RBT) and weather stations.
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Appendix A

This Appendix contains the complete system of equations describing the operation of the
converters and their energy efficiency. Equations (A1)–(A37) are utilized to model the DC-DC
converters in the simulation of the MG operation.

Equations (A1)–(A37) are also used to solve the BVOCBESS optimization problem considered in
Equation (3) (substituting the physical magnitude vbus by the calculation variable VBUS) and the OOSF
optimization problems considered in Equation (9) (substituting the physical magnitude fsw by the
calculation variable FSW).

Only the variables and parameters appearing here for the first time will be described.

Appendix A.1 General Equations

The following equations apply to all the DC-DC converters present in the MG:

voutiout = viniinη, (A1)

iout = iin· f (D), (A2)

vout =
ηvin
f (D)

, (A3)

ΔB =
vLD

NAC fsw
, (A4)

where vL is the voltage across the inductor during the ON time of the duty cycle, N is the number of
turns, AC is the cross-sectional area of the inductor’s core.

Appendix A.2 General Parameters

The following parameters apply to all the DC-DC converters present in the MG:

K =

⎧⎪⎨⎪⎩
170.17 f or fsw ≤ 5 kHz

170.17 − 124.69· fsw−5
10 f or 5 kHz ≤ fsw(kHz) ≤ 10 kHz

45.48 f or fsw > 15 kHz
, (A5)

α =

⎧⎪⎨⎪⎩
1.03 f or fsw ≤ 5 kHz

1.03 + 0.43· fsw−5
10 f or 5 kHz ≤ fsw(kHz) ≤ 10 kHz

1.46 f or fsw > 15 kHz
, (A6)

β = 1.774. (A7)

Appendix A.3 Converters Models: Parameters
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Appendix A.4 Converter Models: Equations

The following equations are employed in the simulation to model the DC-DC converters operation.
They are executed iteratively until the efficiency error is less than 0.1%. These equations are also utilized
to formulate the optimization problems of BVOCBESS (substituting the physical magnitude vbus by
the calculation variable VBUS) and OOSF (substituting the physical magnitude fsw by the calculation
variable FSW):

Table A2. Equations utilized to model the converters’ power losses.

PV converter
(Boost)
[IGBT]

D =
(vbus−vin ·η)

vbus
(A8)

vL = vin (A9)
PPV

loss = {RLi2in + K(ΔB/2)β f α
sw}inductor + {(1 − D)(Rdi2in + Vf iin)}diode (A10)

+{D(R′
di2in + V′

f iin) + (0.5vbusiintsw fsw)}IGBT
+ Pctrl

WT converter
(Boost)

[MOSFET]

D =
(vbus−vin ·η)

vbus
(A11)

vL = vin (A12)
PWT

loss = {RLi2in + K(ΔB/2)β f α
sw}inductor + {(1 − D)(Rdi2in + Vf iin)}diode (A13)

+ {DR′
di2in + (0.5vbusiintsw fsw)}MOSFET + Pctrl

FC converter
(Quad. boost)

[MOSFET]

D = 1 −
√

vin ·η
vbus

(A14)
vL1 = vin (A15)

vL2 = vin
1−D (A16)

PFC
loss =

{
RL1i2in + K(ΔBL1/2)β f α

sw

}
inductor1

+
{

RL2(1 − D)i2in + K(ΔBL2/2)β f α
sw

}
inductor2

(A17)+
{
(1 − D)

(
Rd1i2in + Vf 1iin

)}
diode1

+
{

D
(

Rd2i2in + Vf 2iin
)}

diode2
+
{
(1 − D)

(
Rd3i2out + Vf 3iout

)}
diode3

+
{

DR′
d(Diin)

2 + (0.5vbusDiintsw fsw)
}

MOSFET
+ Pctrl

LOAD converter
(Quad. buck)

[IGBT]

D =
√

vout
vbus ·η (A18)

vL1 = (1 − D)vin (A19)
vL2 = (1−D)vout

D (A20)

PLOAD
loss =

{
RL1(Diout)

2 + K(ΔBL1/2)β f α
sw

}
inductor1

+
{

RL2i2out + K(ΔBL2/2)β f α
sw

}
inductor2

(A21)
+
{

D
(

Rd1(Diout)
2 + Vf 1Diout

)}
diode1

+
{
(1 − D)

(
Rd2((1 − D)iout)

2 + Vf 2(1 − D)iout

)}
diode2

+
{

D
(

Rd3i2out + Vf 3iout

)}
diode3

+
{

D
(

R′
di2out + V ′

f iout

)
+ (0.5(1 + D)vbusiouttsw fsw)

}
IGBT

+ Pctrl

EZ converter
(Quad. buck)

[MOSFET]

D =
√

vout
vbus ·η (A22)

vL1 = (1 − D)vin (A23)
vL2 = (1−D)vout

D (A24)

PEZ
loss =

{
RL1(Diout)

2 + K(ΔBL1/2)β f α
sw

}
inductor1

+
{

RL2i2out + K(ΔBL2/2)β f α
sw

}
inductor2

(A25)
+
{

D
(

Rd1(Diout)
2 + Vf 1Diout

)}
diode1

+
{
(1 − D)

(
Rd2((1 − D)iout)

2 + Vf 2(1 − D)iout

)}
diode2

+
{

D
(

Rd3i2out + Vf 3iout

)}
diode3

+
{

DR′
di2out + (0.5(1 + D)vbusiouttsw fsw)

}
MOSFET + Pctrl

BESS converter
(Bidirec-tional)

[IGBT]

Boost mode.
in = battery

out = MG’s bus

D =
vbus−vin ·η

vbus
(A26)

vL = vin (A27)
PBESS

loss = {RLi2in + K(ΔB/2)β f α
sw}inductor

(A28)+ {D(R′
d1i2in + V′

f 1iin) + (0.5vbusiintsw1 fsw)}IGBT1
+ {(1 − D)(R′

d2i2in + V′
f 2iin) + (0.5vbusiintsw2 fsw)}IGBT2

+ Pctrl

Buck mode.
in = MG’s bus
out = battery

D = vout
vbusη (A29)

vL = vbus − vout (A30)
PBESS

loss =
{

RLi2out + K(ΔB/2)β f α
sw

}
inductor

(A31)
+
{
(1 − D)

(
R′

d1i2out + V ′
f 1iout

)
+(0.5vbusiouttsw1 fsw)}IGBT1

+
{

D
(

R′
d2i2out + V ′

f 2iout

)
+ (0.5vbusiouttsw2 fsw)

}
IGBT2

+ Pctrl

INV converter
(Bidirec-tional)

[IGBT]

Boost mode.
in = MG’s bus
out = inv DC

D =
vout−vbus ·η

vout
. (A32)

vL = vbus. (A33)
PINV

loss = {RLi2in + K(ΔB/2)β f α
sw}inductor

(A34)+ {D(R′
d1i2in + V′

f 1iin) + (0.5voutiintsw1 fsw)}IGBT1
+ {(1 − D)(R′

d2i2in + V′
f 2iin) + (0.5voutiintsw2 fsw)}IGBT2

+ Pctrl

Buck mode.
in = inv DC

out = MG’s bus

D = vbus
vinη (A35)

vL = vin − vbus (A36)
PINV

loss = {RLi2out + K(ΔB/2)β f α
sw}inductor

(A37)+ {(1 − D)(R′
d1i2out + V′

f 1iout) + (0.5viniouttsw1 fsw)}IGBT1
+ {D(R′

d2i2out + V′
f 2iout) + (0.5viniouttsw2 fsw)}IGBT2

+ Pctrl

Where VC is the volume of the inductor’s core.
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Abstract: This paper presents the dynamic analysis of a permanent magnet DC motor using a buck
converter controlled by zero average dynamics (ZADs) and fixed-point inducting control (FPIC).
Initially, the steady-state behavior of the closed-loop system was observed and then transient behavior
analyzed while maintaining a fixed ZAD control parameter and changing the FPIC parameter.
Other behaviors were studied when the value of the ZAD control parameter changed and the
FPIC parameter was maintained at the initial value. Besides, bifurcation diagrams were built with
one and two delay periods by changing the control parameter of the FPIC and maintaining fixed
ZAD parameters while some disturbances were carried out in the electric source. The results show
that the ZAD-FPIC controller allowed good regulation of the speed for different reference values.
The ZAD-FPIC control technique is effective for controlling the buck converter with the motor,
even with two delay periods. The robustness of the system was checked by changing the voltage of
the source. It was shown that the system used a fixed switching frequency because the duty cycle
was not saturated for certain ranges of the control parameters shown in the research. This technique
can be used for higher order systems with experimental phenomena such as quantization effects,
time delays, and variations in the input signal.

Keywords: buck converter; DC motor; bifurcations in control parameter; sliding control; zero average
dynamics; fixed-point inducting control

1. Introduction

Electric motors are designed to perform tasks with high accuracy when completing repetitive
tasks [1]. The speed control helps maintain the frequency close to the reference value and allows the
motor to offer continuous stability. Recent advances in materials for permanent magnets mean they
are now lighter, less expensive, and easier to control at low speed, thus expanding their domestic and
industrial applications [2]. Currently in the industry, digital signal processing (DSP) offers the following
characteristics: greater versatility compared with analog designs [3]; ease of implementation for
nonlinear controllers and advanced control techniques; low-power consumption; reduction of external
passive components; low sensitivity to parameter variation; applications of high-frequency switching
controllers; and others that have been described in References [4–8]. However, dynamic analyses must
be performed to understand the optimal functioning of the controller with loads and the different
actions to apply.
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The control of motors have been studied previously using zero average dynamics (ZADs)
and fixed-point induced control (FPIC) [8]. The FPIC control technique has been used to control
chaotic systems applied to DC–DC and DC–AC converters. The time-delay autosynchronization
(TDAS) control strategy has shown better convergence results and easy implementation of the digital
modulation of centered pulse width (DPWMC). As an alternative, a sliding surface has been used to
apply the ZAD control technique in a quasi-sliding manner [9]. Besides, ZAD was used to implement
a buck inverter in a field-programmable gate array (FPGA), verifying that the ZAD technique with
pulse next meets the requirements of a fixed switching frequency [10,11]. Other studies using the ZAD
control strategy have considered the transition from periodic bands to chaotic bands in a buck DC–DC
converter. This is useful to identify bifurcations by double period and by corner impact, known as
“corner collision bifurcations”, as well as chaotic phenomena, chaotic bands, and doubling of these
bands [12–14].

The existence of bifurcations and chaos bands for a buck converter operated with DPWMC with
and without a delay period controlled with ZAD was analyzed numerically [15]. The dynamic behavior
of these systems has been also extensively studied through mathematical, numerical, and experimental
analyses [16–18]. In Reference [19], the simulation of a buck converter configured as an inverter was
carried out by using the Powersim (PSIM) simulation software professional version 6.1.3 and applying
the ZAD technique with PWMC and FPIC. The reference signals to be followed were triangular
and sinusoidal, and it was tested for various types of load (i.e., resistive, time-variable, nonlinear,
and open-circuit operation).

In Reference [20], a quasi-sliding algorithm based on ZAD was proposed for the modular control
of the DC–AC conversion system by connecting m single-phase inverters in parallel to feed the
same load. In Reference [21], numerical and experimental results were obtained by applying digital
control implemented in a DSP using the ZAD-FPIC control technique to a DC–DC and a DC–AC
converter. It was shown that the bifurcation diagrams, calculated numerically in the design stage,
agree quantitatively with those obtained in the experimental stage.

The integration of ZAD with an FPIC controller has been shown to work well for the buck
converter, regulating resistive and motor loads [8]. However, the dynamics of the control connected
to the motors must be studied. Therefore, this paper focuses on the dynamic analysis of a buck
converter that uses the combined ZAD-FPIC control technique to control the speed of an electric
motor. The system involves a buck power converter, a permanent magnet DC motor, and a dSPACE
platform [22]. The load torque and the friction torque were considered as known. The ZAD-FPIC
scheme was formulated and experimentally tested. Bifurcation diagrams were developed for the
adaptive ZAD-FPIC control system for different values of the controller parameters. The tests
performed in the research show how the numerical and experimental diagrams match for the initial
conditions and the changes carried out in the study. The main differences of the present paper with
respect to closely related papers on ZAD-FPIC [23,24] are the following: the ZAD-FPIC technique
was proven for the first time in a higher order system (a permanent magnet DC motor). In previous
works, the ZAD-FPIC technique was only applied to second-order systems and no analysis related to
bifurcation for the FPIC technique has been performed [8]. In this work, some disturbance in the input
voltage and the control with one and two delay periods have been applied, achieving effectiveness in
speed control. It was proved that the FPIC technique is useful to control the chaos and to follow the
speed to a reference given by the user.

This paper is organized as follows. Section 2 presents the materials and methods used in the
research and the mathematics required to perform the simulation and experimental tests. Section 3
includes the results and analysis of the different simulation and experimental tests performed with
the proposed changes in the control parameters and the reference source. Section 4 presents the
conclusions of the work.
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2. Materials and Methods

Figure 1 shows the block diagram of the system under study that considers a motor connected
to a buck converter and controlled by the ZAD-FPIC technique, and referred to in this research as
the “buck-motor system”. Some sensors are used to measure the voltage, current, and speed of the
buck-motor system. The controller considers these signals, and with the reference speed, takes actions
on the buck converter to regulate the speed of the DC motor. In this research, the speed reference
and the control parameters are varied in order to identify how the controller regulates the speed of
the motor.

Figure 1. Buck converter connected to an electric DC motor and controlled by zero average
dynamics-fixed-point induced control (ZAD-FPIC).

The system presented in Figure 1 considers a permanent magnet motor with the following
characteristics as presented in Table 1.

Table 1. Rated values of the DC motor.

.

Parameter Description Value

Pr Rated power 250 W
Vr Rated voltage 42 VDC
Ir Rated current 6 A

Wr Rated speed 4000 RPM

The speed of the motor is measured by using an encoder of 1000 pulses per revolution. The state
variables, established as the output voltage υc, the inductor current iL, and armature current ia,
are measured with an accurate resistance. The digital communication was performed by using a board
with DS1104 of dSPACE, where the techniques of ZAD-FPIC are implemented. The output PWM is
calculated by a DS1104 that sends the digital signal. The connection of the control system with the
power system is performed with opto-couplers with fast response, such as HCPL-J312, which protect
and isolate the digital circuit from possible currents and voltages generated in the power circuit.
The state variables, υc, iL, and ia, reach the controller based on the input ADC of 12 bits. The controlled
variable Wm is measured by an encoder of 28 bits at sample frequencies of 6 kHz.

The parameters related to the DC electric motor parameters, buck converter, and law of ZAD-FPIC
control are defined in the control blocks. The last parameters are related to the time constants and the
dynamics of the error that is to be imposed in the control system, for example, KS1, KS2, and KS3. At each
sampling period, the microprocessor of the DS1104 calculates, with a resolution of 10 bits, the duty
cycle d and its equivalent to the PWMC to control the solid-state switch S (metal-oxide-semiconductor
field-effect transistor or MOSFET).
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2.1. Model of the Buck Motor System

Equations (1) and (2) represent the DC motor and the mechanical load. This model considers
a second order, where the state variables are the speed of the motor Wm (rad/s) and the armature
current ia (A). The term ke represents the constant of the output voltage in the motor (V/rad/s), La is
the armature inductance (mH), Ra is the armature resistance (Ω), Va = υc is the voltage in the motor
(V), B is the viscosity friction coefficient (N·m/rad/s), Jeq is the inertia moment (kg·m2), kt is the torque
constant of the motor (N·m/A), Tf ric is the friction torque (N·m), TL is the load torque (N·m), and JL is
the moment of inertia of the load (kg·m2):

dWm(t)
dt

=
−BWm(t)

Jeq
+

ktia(t)
Jeq

+
−Tf ric

Jeq
+

−TL
Jeq

, (1)

dia(t)
dt

=
−ke

La
Wm(t) +

−Ra

La
ia(t) +

υc

La
. (2)

To model the buck-motor system and obtain a representation in state variables, the system of
Figure 2 is analyzed. This figure shows that the equivalent diagram depends on the state of the switch
S. For this system, the speed of the motor can be changed by manipulating the switch ON and OFF by
changing the model as described next. The parameters of the buck-motor system are shown in Table 2.

Figure 2. Diagram of the buck converter connected to a DC motor.

Table 2. Parameters of the buck-motor system.

Parameter Description Value

rs Internal resistance of the source 0.84 Ω
Vin Input voltage 40.086 V
Vf d Diode forward voltage 1.1 V
L Inductance 2.473 mH
rL Internal resistance of the inductor 1.695 Ω
C Capacitance 46.27 μF
Ra Armature resistance 2.7289 Ω
La Armature inductance 1.17 mH
B Viscosity friction coefficient 0.000138 (N·m/rad/s)
Jeq Inertia moment 0.000115 (kg·m2)
kt Motor torque constant 0.0663 (N·m/A)
ke Voltage constant 0.0663 (V/rad/s)

Tf ric Friction torque 0.0284 (N·m)
TL Load torque Variable (N·m)

Wm Speed of the motor [rad/s] 28 bits
ia Armature current [A] 12 bits
υc Voltage of the motor [V] 12 bits
iL Current in the inductor [A] 12 bits
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Figure 3 illustrates the operation in continuous driving mode with the switch closed (S = ON) and
the diode in cut (inactive). This circuit considers the main source E, the parasite resistance rs = rs1 + rM
as the sum of the internal resistance of the source rs1 and the parasite resistance of the MOSFET rM,
the inductance L, and the capacitance C. The load is a DC motor that considers the armature resistance
Ra and armature inductance La.

Figure 3. Electromechanical system with the switch ON.

Applying the Kirchhoff laws to the circuit in Figure 3, the mathematical model of this new
equivalent circuit can be represented as in Equation (3). In a simple form, this expression can be
presented as

.
x = A1x + B1, where x1 = Wm, x2 = ia, x3 = υc, and x4 = iL:

⎡⎢⎢⎢⎣
.

Wm

ia
.

υc

iL

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
−B
Jeq

kt
Jeq

0 0
−ke
La

−Ra
La

1
La

0
0 −1

C 0 1
C

0 0 −1
L

−(rL+rs)
L

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣

Wm

ia

υc

iL

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎢⎣
−(Tf ric+TL

Jeq

0
0

Vin
L

⎤⎥⎥⎥⎥⎦. (3)

On the other hand, Figure 4 shows the diagram of the circuit with the diode in conduction mode
and the switch open (S = OFF). Thus, the initial circuit is reduced to an equivalent circuit as that
presented in Figure 4.

Figure 4. Electromechanical system with the switch OFF.

In this case, the mathematical model of this new equivalent circuit can be represented as
Equation (4), what in a simple form can be presented as

.
x = A2x + B2. The state variables are

Wm, ia, υc, and iL, and the parameters C and L are the capacitance and inductance of the converter,
respectively. The parasite resistance rs = rs1 + rM is equal to the sum of the internal resistance of the
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source and the parasite resistance of the MOSFET. The resistance rL = rL1 + rMed is equal to the sum
of the resistances of the winding and the current measurement, and Vf d is the voltage in the direct
conduction diode. The source that feeds the buck-motor system is represented by the input voltage Vin
and depends on the switch S controlled by the pulses of the PWMC; that is, the system feeds with Vin
when S is active, or with −Vf d when S is inactive:

⎡⎢⎢⎢⎣
.

Wm

ia
.

υc

iL

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
−B
Jeq

kt
Jeq

0 0
−ke
La

−Ra
La

1
La

0
0 −1

C 0 1
C

0 0 −1
L

−(rL)
L

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣

Wm

ia

υc

iL

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎢⎣
−(Tf ric+TL

Jeq

0
0

−Vf d
L

⎤⎥⎥⎥⎥⎦. (4)

The buck-motor system can present a discontinuous conduction mode (DCM) when the switch
is open and the currents in the inductor are zero. In this case, the diode stops conducting and the
circuit can be represented as shown in Figure 5, with the differential equations shown in Equation (5).
This last equation can be rewritten as

.
x = ADCMx + BDCM.

⎡⎢⎢⎢⎣
.

Wm

ia
.

υc

iL

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
−B
Jeq

kt
Jeq

0 0
−ke
La

−Ra
La

1
La

0
0 −1

C 0 0
0 0 0 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

Wm

ia

υc

iL

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎢⎣
−(Tf ric+TL)

Jeq

0
0
0

⎤⎥⎥⎥⎥⎦. (5)

Figure 5. Buck-motor system working in discontinuous conduction mode (DCM).

Assuming that the PWM signal is configured with the pulse to the center and the buck-motor
system works in continuous conduction mode (CCM), the dynamics of the system in a complete period
are described by Equation (1) and can be written as:

.
x =

⎧⎪⎨⎪⎩
A1x + B1 if kT ≤ t ≤ kT + dT/2
A2x + B2 if kT + dT/2 < t < kT + T − dT/2
A1x + B1 if kT + T − dT/2 < t < kT + T

. (6)

The term k represents the k-th iteration of the system with one sample period T or commutation
period. The derivate of the state is defined as

.
x and can be calculated as shown in Equation (7):

.
x =

[ .
x1,

.
x2,

.
x3,

.
x4
]T ≡

[
dx1

dt
,

dx2

dt
,

dx3

dt
,

dx4

dt

]T
≡
[

dWm

dt
,

dia

dt
,

dυc

dt
,

diL
dt

]T
. (7)
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2.2. Analytical Solution of the Buck-Motor System

In this work, the system is assumed to operate in the CCM. The solution of the system equations
presented in Equation (6) is obtained as shown in Equation (8):

x(t) =

⎧⎪⎨⎪⎩
eA1t M1 − V1 if kT ≤ t ≤ (k + d/2)T
eA2t M2 − V2 if (k + d/2)T < t < (k + 1 − d/2 )T
eA1t M3 − V1 if (k + 1 − d/2 )T ≤ t ≤ (k + 1)T

, (8)

where
M1 = x(0) + V1

M2 = Q12M1 − ΔVe−A2T d
2

M3 = Q21M2 + ΔVe−A1T(1− d
2 )

Q12 = e(A1−A2)T( d
2 )

Q21 = e(A2−A1)T(1− d
2 )

V1 = A−1
1 B1

V2 = A−1
2 B2

ΔV = V1 − V2

The solution when the system operates in DCM is given by Equation (9) and is presented when
the current in the inductor is zero:

x(t) = eADCMt
[

x(0) + A−1
DCMBDCM

]
− A−1

DCMBDCM. (9)

Starting from the solution in Equation (8) and discretizing the output signals for each sampling
period T, we have the expression in discrete time given by Equation (10), which is the solution in CCM
for the buck-motor system:

x((k + 1)T) = eA1TQx(kT) + eA1TQV1 − Q12eA2T(1− d
2 )ΔV + eA1T d

2 ΔV − V1. (10)

The term Q is obtained with Equation (11) and the expressions are defined in Equations (5) and (6):

Q = e(A2−A1)Te(A1−A2)Td. (11)

The solution of the system operating in DCM is given in Equation (12):

x((k + 1)T) = eADCMT
[

x(kT) + A−1
DCMBDCM

]
− A−1

DCMBDCM. (12)

2.3. Strategies to Control the Speed of the DC Motor

The speed Wm of the DC motor must follow a reference speed Wmre f . Thus, for the sampling
period kT, the tracking error is defined as presented in Equation (13):

e(kT) = Wm(kT)− Wmre f (kT). (13)

Besides, considering the system in fourth-order, the sliding surface is defined as s(kT) [20],
describing a third-order dynamic in the error variable (e(kT)), which is given by Equation (14):

s(kT) = e(kT) + ks1
de(kT)
d(kT)

+ ks2
d2e(kT)
d(kT)2 + ks3

d3e(kT)
d(kT)3 . (14)

The constants ks1 = KS1
√

LC, ks2 = KS2LC, and ks3 = KS3LC
√

LC are parameterized in function
of the constants applied (KS1, KS2, and KS3). The constants KS1, KS2, and KS3 are the parameters of
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the ZAD and can be calibrated to impose a dynamic behavior in the closed-loop system. In addition,
such parameters can be considered to construct dimensional bifurcation diagrams. When the reference
signal Wmre f is established as a constant value, Equation (14) can be written as in Equation (15) and the
first derivate as in Equation (16):

s(kT) = Wm(kT)− Wmre f (kT) + ks1
dWm(kT)

d(kT) + ks2
d2Wm(kT)

d(kT)2 + ks3
d3Wm(kT)

d(kT)3 , (15)

.
s(kT) =

dWm(kT)
d(kT)

+ ks1
d2Wm(kT)

d(kT)2 + ks2
d3Wm(kT)

d(kT)3 + ks3
d4Wm(kT)

d(kT)4 . (16)

The duty cycle can be calculated as shown in Equation (17):

dk(kT) =
2s(kT) + T

.
s−(kT)

T
( .
s−(kT)− .

s+(kT)
) , is (17)

where s(kT) is calculated as shown in Equation (15) at the beginning of each commutation period for
the system in Equation (3). Thus, s(kT) = s(kT)| S=ON ;

.
s+(kT) is calculated as in Equation (16) for the

system described in Equation (3) as
.
s+(kT) =

.
s(kT)| S=ON [8].

Next, the necessary steps to calculate the variables are: the first derivatives taken from the system
are obtained from Equation (3), which occurs when S = ON. To obtain

.
s−(kT), the first, second, third,

and fourth derivates are calculated for the system and
.
s−(kT) =

.
s(kT)| S=OFF . With the delay period

in the control action, the new duty cycle is calculated as in Equation (18):

dk(kT) =
2s((k − 1)T) + T

.
s−((k − 1)T)

T
( .
s−((k − 1)T)− .

s+((k − 1)T)
) . (18)

With the ZAD-FPIC strategy, the new duty cycle is calculated to ensure that the load and the
motor rotate at the desired speed Wmre f , leading to the expression shown in Equation (19):

dZAD−FPIC(kT) =
dk(kT) + Nd∗

N + 1
. (19)

Combining Equations (18) and (19), the control for the ZAD-FPIC is defined as in Equation (20):

dZAD−FPIC(kT) =

(
2s((k − 1)T) + T

.
s−((k − 1)T)

T
( .
s−((k − 1)T)− .

s+((k − 1)T)
) + Nd∗

)
(N + 1)−1. (20)

where d∗ is calculated at the beginning of the period with

d∗ = dk(kT)| stable state . (21)

Therefore, Equation (20) combines ZAD and FPIC techniques, and a saturation function must
be applied to consider the actual physical limits of the duty cycle between 0 and 1. Such a saturation
function is described in Equation (22):

d =

⎧⎪⎨⎪⎩
dZAD−FPIC(kT) if 0 < dZAD−FPIC(kT) < 1

1 if 1 ≤ dZAD−FPIC(kT)
0 if dZAD−FPIC(kT) ≤ 0

. (22)

3. Results and Analysis

This section presents the results obtained from the dynamic analysis of a DC motor using a buck
converter controlled by ZAD-FPIC. The quantization effects considered in the tests are: 28 bits of speed,
12 bits in the system variables (υc, ia, and iL), and 10 bits for the duty cycle. MATLAB®/Simulink
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software was used for the simulation, and the simulation blocks that represent the system with
ZAD-FPIC controller are shown in Figure 6. For the experimental test, the ZAD-FPIC technique
is implemented in the rapid control prototyping card dSPACE DS1104; in this case, the card is
programmed with MATLAB®/Simulink and then downloaded to the DSP. This platform has a
graphical display interface called ControlDesk. In order to overlap the numerical with the experimental
results, the experimental data were stored in matrices using the ControlDesk program and then read
to perform calculations in MATLAB. Finally, the simulation is run and both the numerical and
experimental results plotted.

Figure 6. ZAD-FPIC controller simulation blocks.

3.1. Parameters of the Controller

Table 3 shows the parameters of the ZAD-FPIC controller used in the simulation and
experimental tests.

Table 3. Parameters of the ZAD-FPIC controller.

Parameter Description Value

Vin Input voltage 40.086 V
Wmre f Reference speed Variable (rad/s)

N Control parameter of FPIC 1
Fc Commutation frequency 6 kHz
Fs Sample frequency 6 kHz

1T_p 1 delay period 166.6 μs
KS1, KS2, KS3 Bifurcation parameter Variables

d Duty cycle 10 bits

3.2. Behavior of the Buck-Motor System in Closed Loops

Figure 7 shows the dynamic behavior of the mechanical speed and the error of the signals when
the electric circuit works in closed loops. The speed is determined for both simulation and experimental
tests following a change in the reference signal Wmre f . Figure 7a,b show the mechanical speed and
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the error over time, respectively, when the circuit works in a closed loop. In this case, the system is
working in a closed loop when the reference signal is Wmre f = 400 rad/s at t = 1 s, KS1 = 2, KS2 = 2,
KS3 = 30, and N = 1 with one delay period.

(a) (b) 

Figure 7. Numerical and experimental results for the system in closed loops: (a) mechanical speed Wm

and Wmre f in closed loop and (b) error of Wm in closed loop.

Figure 7a shows that the impulse is very small for the simulation and experimental tests; the
settling time of Wm is ts = 0.1473 s in the simulation test and ts = 0.1859 s in the experimental test.
Finally, Figure 7b shows that the steady-state error in the simulation test is −0.1645% and for the
experimental test it is 0.4245%.

Table 4 summarizes the simulated and experimental results for the closed-loop systems shown
in Figure 7.

Table 4. Transient responses of the buck-motor system in closed-loop with ZAD-FPIC.

Controller Mp (%) ts (s) Error (%)

Closed-loop system in the simulation test 0.5715 0.1473 −0.1645
Closed-loop system in the experimental test Overdamped 0.1859 0.4245

Figure 8 shows the behavior of the system working closed loops for the simulation and
experimental test when the reference signal Wmre f changes from 100 to 400 rad/s in intervals of
4 s. In the experimental test, the closed-loop system did not present an impulse, whereas for the
simulation test, some small impulses are presented for the closed-loop system. The signals (Wm)
present a settling time of ts ∼= 0.15 s. The steady-state error for the closed-loop system is less than 2%.
There is a high coincidence between the numerical and experimental results. From the results shown
in Figure 8a,b, the ZAD-FPIC controller is robust to the variations created in the reference signal.
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(a) (b)

Figure 8. Numerical and experimental results in closed loops: (a) mechanical speed Wm and reference
speed Wmre f in a closed-loop system and (b) error of Wm in a closed-loop system.

3.3. Transient Response Changing the Control Parameter N with Parameter KS3 = 35

Figure 9 shows the behavior of the buck-motor system controlled by ZAD-FPIC. In this case, the
control parameter is fixed as KS3 = 35, the reference signal is defined as Wmre f = 400 rad/s, and some
variations are made through the control parameter N in values 1, 3, 5, 7, and 9.

(a) (b)

(c) (d)

Figure 9. Behavior of the buck-motor system in closed-loop while changing N with KS3 = 35: (a) output
Wm for the simulation; (b) d for the simulation; (c) output Wm for the experiment; and (d) d for
the experiment.

Tables 5 and 6 summarize the results shown in Figure 9. Both the simulation and experimental
test show that the steady-state error is less than 1% for the different values of the parameter N. If the
value of N is increased or decreased, then it does not greatly affect the dynamics in the transient
state. However, for small values of N, some small oscillations are presented and they will increase in
amplitude if N is reduced below 1.
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Table 5. Transient results obtained from the simulation in a closed loop with ZAD-FPIC.

Parameter Mp (%) ts (s) Error (%)

(N = 1) 0.5717 0.1701 −0.0173
(N = 3) Overdamped 0.1701 −0.0173
(N = 5) Overdamped 0.1711 −0.0173
(N = 7) Overdamped 0.1737 −0.1473
(N = 9) Overdamped 0.1802 −0.0173

Table 6. Transient results for the experimental test when the system works in closed loop
with ZAD-FPIC.

Parameter Mp (%) ts (s) Error (%)

(N = 1) Overdamped 0.2311 0.2775
(N = 3) Overdamped 0.2381 0.2772
(N = 5) Overdamped 0.2414 −0.3118
(N = 7) Overdamped 0.2455 −0.3118
(N = 9) Overdamped 0.2505 −0.4590

Because the model is not exact, for all values of N, the system responds faster in the simulation
than in the experimental test. Regarding the duty cycle, Figure 9b,d show the saturation at the
beginning; however, during the steady-state the duty cycle is not saturated for any value of N,
which leads to a fixed commutation frequency that reduces the electrical and audible noises in the
experimental test. Figure 9d shows electronic noise present in the measured signals. In general, for all
values of N, the simulation and experimental tests show similar results.

3.4. Variation of the Parameter KS3

Figures 10 and 11 show the bifurcation parameters of Wm and d for the experimental test when
the parameter KS3 is changed. Figures 10 and 11–d show the behavior of Wm and d over time for the
experimental test for KS3 = 40, KS3 = 20, and KS3 = 5, when the values of KS1 = KS2 = 2, and N = 1.
The results show that for the value of KS3 = 40, some 4T periodic orbits are presented, which is the
behavior clearly represented in Figure 10b. For the value of KS3 = 20, Figure 10a shows 6T periodic
orbits, which can be represented in Figure 10c. For the value of KS3 = 5, Figure 10a shows 8T periodic
orbits, which is easily represented as Figure 10d. For the duty cycle d in both diagrams, some chaotic
and quasi-periodic behaviors are presented for different values of KS3 as shown in Figure 11.
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(a) (b)

(c) (d)

Figure 10. Bifurcation diagram of the variable Wm when the parameter KS3 is changed (KS3 = 40,
KS3 = 20, and KS3 = 5) and the values of KS1 = KS2 = 2, and N = 1 are kept constant: (a) bifurcation
diagram Wm vs. KS3 for the experimental test; (b) Wm in the experimental test when KS3 = 40; (c) Wm

in the experimental test when KS3 = 20; and (d) Wm in the experimental test when KS3 = 5.

(a) (b)

(c) (d)

Figure 11. Bifurcation diagram of d vs. KS3 and behavior of KS3 = 40, KS3 = 20, and KS3 = 5 when
the values of KS1 = KS2 = 2 and N = 1: (a) bifurcation diagram of d vs. KS3 in the experimental
test; (b) behavior of d when KS3 = 40 in the experimental test; (c) behavior of d when KS3 = 20 in the
experimental test; and (d) behavior of d when KS3 = 5 in the experimental test.
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3.5. Behavior of the System When the Control Parameter N of the FPIC Is Changed

Figures 12 and 13 show the behavior of the buck-motor system controlled by ZAD when the
parameter KS3 = 35 and the parameters KS1 and KS2 are equal to two. In this case, some bifurcations
were created with the change of parameter N for the system with one delay period. The results show
that the critical N in the simulation test was presented when N ∼= 0.7875 and in the experimental
test when N ∼= 0.5. For values of N greater than the bifurcation point, the stability of the system was
presented and the regulated variable (Wm) tends to the fixed point. Therefore, with values of N = 1 and
KS3 = 35, there was good regulation as observed in Figure 12a,b. In the simulation test, with values of
N ≤ 0.7875, the system presents chaos and quasi-periodicity behaviors, whereas in the experimental
test they occur for N ≤ 0.5.

In the simulation test, stability was presented for values of N ≥ 0.7875, whereas in the
experimental test it was presented for values of N ≥ 0.5. For these same values of N, a quasi-periodicity
behavior occurs in the duty cycle, but a fixed switching frequency was achieved. Regarding the
steady-state error, a value lower than 1% in the entire range of N was presented. In general, both the
numerical and experimental diagrams were similar, thus validating the use of the model and the
implemented circuit. Therefore, the ZAD-FPIC technique presented good performance to control the
Wm and the FPIC technique demonstrated effectiveness to control chaos of the electric circuit.

(a) (b)

(c) (d) 

Figure 12. Bifurcation diagrams for the simulation and experimental test of the system with ZAD
(KS3 = 35) and FPIC, changing the parameter N and maintaining fixed values of KS1 = KS2 = 2:
(a) Wm vs. N for the simulation test; (b) Wm vs. N for the experimental test; (c) error vs. N for the
simulation test; and (d) error vs. N for the experimental test.

88



Energies 2018, 11, 3388

(a) (b)

(c) (d)

Figure 13. Bifurcation diagrams for the simulation and experimental test of the system with ZAD
(KS3 = 35) and FPIC, changing the parameter N and maintaining fixed values of KS1 = KS2 = 2: (a) d
vs. N for the simulation test; (b) d vs. N for the experimental test; (c) υc vs. N for the simulation test;
and (d) υc vs. N for the experimental test.

Figures 14 and 15 show the behavior of the buck-motor system controlled with ZAD-FPIC with
two delay periods. In this case, the equilibrium point has shifted slightly to the right when the
critical N is approximately N = 2.2 in the experimental test and N = 2.24 in the simulation. Figures 14
and 15 show that the signals in both the numerical and experimental tests have similar behavior,
validating that the circuits modeled and built for the tests are correct.

(a) (b)

(c) (d)

Figure 14. Bifurcation diagrams for the simulation and experimental test of the system with ZAD
(KS3 = 35) and FPIC, changing the parameter N with KS1 = KS2 = 2 and a 2T delay period: (a) Wm vs.
N for the simulation test; (b) Wm vs. N for the experimental test; (c) error vs. N for the simulation test;
and (d) error vs. N for the experimental test.
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(a) (b)

(c) (d)

Figure 15. Bifurcation diagrams for the simulation and experimental test of the system with ZAD
(KS3 = 35) and FPIC, changing the parameter N with KS1 = KS2 = 2 and a 2T delay period: (a) d vs.
N for the simulation test; (b) d vs. N for the experimental test; (c) υc vs. N for the simulation test;
and (d) υc vs. N for the experimental test.

3.6. Perturbation at the Input Voltage

This section shows the behavior of the system when Vin is changed. To carry out these experiments,
the signal Vin was measured and registered with the DS1104MUXADC block, which was configured by
the trigger signal at a frequency Fs. For these tests, the parameters of Table 3 were considered: N = 1,
KS1 = KS2 = 2, and KS3 = 35.

Figure 16 shows the behavior of the buck-motor system described in Figure 2 and with the
parameters of Table 3. Figure 16a shows the behavior of the system when instantaneous perturbations
are created in Vin as performed for the experimental test. Figure 16b shows the effect in the
regulated signal Wm by changing Vin and maintaining a value of Wm = 198 rad/s and reference
signal Wmre f = 200 rad/s. Figure 16c shows that the regulation error was maintained at the value of
−1%. Figure 16d shows a phase diagram between the regulation error and Vin in which it is observed
that the error was maintained at the value of −1%.
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(a) (b) 

  
(c) (d) 

Figure 16. Behavior of the buck-motor system when perturbations in Vin are presented for the
experimental test with KS3 = 40, KS1 = KS2 = 2, and N = 1: (a) variation of Vin over time; (b) regulated
signal Wm over time; (c) error in the controlled variable; and (d) phase diagram of the error vs. Vin.

Figures 17 and 18 show the behavior of the regulation error in the experimental test when Vin
was disturbed irregularly. In the first test, Vin was increased as shown in Figure 17a, and for this input,
Figure 17b presents the results of the error vs. Vin, where the ZAD-FPIC controls the output signal with
an error lower than −2%. For the second test, Vin was initially increased and then further decreased as
shown in Figure 18a, and the error of the control variable vs. Vin does not exceed −2% as shown in
Figure 18b.

(a) (b) 

Figure 17. Experimental behavior of the buck-motor system after perturbations in Vin when KS3 = 40,
KS1 = KS2 = 2, and N = 1: (a) variation in Vin over time and (b) phase diagram of error vs. Vin.
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(a) (b) 

Figure 18. Experimental behavior of the buck-motor system after perturbations in Vin when KS3 = 40,
KS1 = KS2 = 2, and N = 1: (a) variation of Vin over time and (b) phase diagram of the error vs. Vin.

4. Conclusions

This paper presented the dynamic behavior of a buck-motor system controlled with ZAD-FPIC.
The results show that the control regulates very well the speed at the output Wm for different values of
the reference signal (Wmre f ). When KS3 = 35 and increasing the value of N > 1, the dynamic response
of the system was very similar for different values of N. The ZAD-FPIC control technique was effective
to control the buck-motor system even for two delay periods and the robustness of the system was
checked by making variations in Vin. When the control parameter of the ZAD was a fixed value and
the FPIC control parameter changed, the transient behavior showed that neither the transient nor
stationary regime changed with the change of N. Numerically and experimentally, orbits of periods
6T, 8T, and chaos were shown, which were plotted in the bifurcation diagrams against time. For the
case where there were two periods of delay, the controller with ZAD-FPIC was able to regulate the
output speed with low steady-state error.

Previous works have shown that the duty cycle is normally saturated and the electrical and
audible noises increase. With the ZAD-FPIC control technique, greater stability and noise reduction
were obtained in the controlled variable and in the voltage feeding the motor due to the fixed frequency
switching implemented in the control technique. Some clear advantages of this controller were obtained
when the control parameters had higher values because the system was more stable and did not present
chaos; besides, the controller presented a low steady-state error in the controlled variable. However,
when using the ZAD-FPIC control technique, the system became less robust to real-time variations of
the system parameters because the duty cycle depended directly on these parameters. Furthermore,
the controller depended on all the variables of the system, increasing the time for digital processing
and real-time calculation of the duty cycle, requiring more powerful processors.
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Abstract: A new step-up converter with an ultrahigh voltage conversion ratio is proposed in this
paper. Two power switches of such a converter, which conduct synchronically, and its output voltage,
which has common ground and common polarity with its input voltage, lead to the simple control
circuit. No abrupt changes in the capacitor voltage and the inductor current of the proposed step-up
converter mean that it does not suffer from infinite capacitor current and inductor voltage. Two input
inductors with different values can still allow the proposed step-up converter to work appropriately.
An averaged model of the proposed step-up converter was built and one could see that it was still
fourth-order even with its five storage elements. Some theoretical derivations, theoretical analysis,
Saber simulations, and circuit experiments are provided to validate the effectiveness of the proposed
step-up converter.

Keywords: new step-up converter; ultrahigh voltage conversion ratio; small-signal model;
average-current mode control

1. Introduction

As part of a DC switching power supply, the step-up converter is important for transforming low
input voltage into the desired high output voltage to satisfy the requirements of practical applications,
such as photovoltaic (PV) systems, fuel-cell systems, etc. Step-up converters can be classified into two
types: non-isolated and isolated. An isolated step-up converter is generally constructed by inserting a
transformer into a non-isolated step-up converter to enlarge the voltage conversion ratio. However,
switch voltage overshoot and EMI problems caused by the transformer make the whole system suffer
from low efficiency and huge volume [1,2]. Therefore, the non-isolated step-up converter is the focus
of many researchers and engineers. It is well known that the traditional boost converter with a voltage
conversion ratio of 1/(1 − D), where D is the duty cycle, is a good topology to realize the boost
ability because it has a simple structure [3]. Nevertheless, under certain input voltages, if an extremely
high output voltage is required, the duty cycle must be close to 1.0, and this cannot generally be
achieved because of the limitations of real semiconductors. Accordingly, in the last few decades,
many researchers and engineers have made much effort to explore a novel step-up converter with
a high voltage conversion ratio, and many effective topologies have been proposed. For example,
for realizing a voltage conversion ratio of (1 + D)/(1 − D), which is higher than that of the traditional
boost converter, Yang et al. constructed a transformerless step-up converter [4], Gules et al. introduced
a modified single-ended primary-inductor converter (Sepic) [5], and Mummadi proposed a fifth-order
boost converter [6]. However, that voltage conversion ratio was limited to some extent.
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To achieve a voltage conversion ratio which is higher than (1 + D)/(1 − D) within a certain area
of D, several step-up converters have been proposed. For example, for obtaining a voltage conversion
ratio of (2 − D)/(1 − D), the following converters have been proposed: KY boost converter constructed
by combining a KY converter with a traditional synchronously rectified boost converter [7], a step-up
converter constructed by combining KY and buck-boost converters [8], and an elementary positive
output super-lift Luo converter [9]. For obtaining a voltage conversion ratio of 2/(1 − D), Hwu et al.
combined the charge pump concept with the traditional boost converter to construct a fourth-order
step-up converter [10], and Al-Saffar et al. integrated the traditional boost converter with a self-lift
Sepic converter to introduce a sixth-order step-up converter [11]. Also, Hwu et al. proposed two
voltage-boosting converters with a voltage conversion ratios of (3 − D)/(1 − D) and (3 + D)/(1 − D)
by using bootstrap capacitors and boost inductors [12]. Chen et al. proposed an interleaved step-up
converter with the voltage conversion ratio being 3/(1 − D) [13]. However, all of the above step-up
converters possess an abrupt change in voltage across the capacitor, which limits them in practical
applications to some extent. Moreover, like a boost converter, if an ultrahigh output voltage from those
converters is required, the duty cycle D must be close to 1.0, and this also cannot generally be achieved
because of the limitations of real semiconductors.

Therefore, for acquiring a higher output voltage with the same polarity as the input voltage
with the duty cycle D being close to 0.5, which is very easy to implement in practical situations,
some new DC-DC converters have been proposed. For example, in [14], based on a Sheppard- Taylor
converter whose voltage conversion ratio of −D/(1 − 2D) is negative, a modified Sheppard-Taylor
converter with a voltage conversion ratio of D/((1 − D)(1 − 2D)) was proposed. Also, by removing
some components of the Sheppard-Taylor converter, a simple modified Sheppard-Taylor converter
with a voltage conversion ratio of 1/(1 − 2D) was proposed in [15]. However, its voltage conversion
ratio of 1/(1 − 2D) was obtained under the unreasonable assumption that the voltages across its two
capacitors were equal. In fact, its voltage conversion ratio was related to not only the duty cycle D,
but also the load resistor and the switch frequency, so its load regulation is not good enough [16].
In addition, a fourth-order step-up converter with a voltage conversion ratio of (1 − D)/(1 − 2D) was
presented in [17] and a pulse-width modulation (PWM) Z-source DC-DC converter with the same
voltage conversion ratio was investigated in [18]. However, their voltage conversion ratios were also
limited to some extent. In particular, the output voltage of the PWM Z-source DC-DC converter was
floating. Hence, exploring new step-up converters with good performance is very important and
valuable. In this study, a new step-up converter with an ultrahigh voltage conversion ratio is proposed.
In this converter, the output voltage is common-grounded with the input voltage, and its two power
switches conduct synchronically. Even if the two input inductors have different values, the proposed
step-up converter can still work appropriately. Additionally, there is no abruptly changing on the
current through the inductors and the voltage across the capacitors.

This paper is organized as follows. In Section 2, the structure and basic principle of the
proposed step-up converter in continuous conduction mode (CCM) is presented in detail. In Section 3,
the averaged model and corresponding small-signal model are established and analyzed. Comparisons
among existing step-up converters and the proposed step-up converter are presented in Section 4.
Some Saber simulations and circuit experiments for confirmation are presented in Section 5. Finally,
some concluding remarks and comments are given in Section 6.

2. Novel Topology’s Structure and Its Basic Principle

A circuit schematic of the proposed step-up converter is shown in Figure 1. It consists of two
power switches (Q1 and Q2), five diodes (D1, D2, D3, D4, and D5), three inductors (L1, L2, and L3),
two capacitors (C1 and C2), and the resistive load R. Two power switches conduct synchronically and
are driven by the same PWM signal vd, with the period being T and duty cycle being d. The currents
through the three inductors are denoted by iL1, iL2 and iL3. The voltages across the two capacitors are
defined as vC1 and v0. Notably, the proposed step-up converter operating in the continuous conduction
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mode (CCM) is the only concern here, and its possible stages are shown in Figure 2. Based on the
relation between inductors L1 and L2, there are three cases for the proposed step-up converter, case 1:
L1 = L2, case 2: L1 < L2 and case 3: L1 > L2. The principle of the proposed step-up converter under the
three cases is discussed in detail in the following subsections.
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Figure 1. Circuit schematic of the proposed step-up converter.
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Figure 2. Equivalent circuits for possible stages of the proposed step-up converter in CCM. (a) Stage 1;
(b) Stage 2; (c) Stage 3; (d) Stage 4.

2.1. Case 1: L1 = L2

For this case, the proposed step-up converter has only two operation stages; their equivalent
circuits are shown in Figure 2a,b.

2.1.1. Stage 1

Figure 2a shows that two power switches (Q1 and Q2) are turned on for the high level of PWM
signal vd, and three of the diodes D2, D4 and D5 do not conduct for the inverse biased voltage, whereas
two of the diodes (D1 and D3) conduct for the forward biased voltage. That is, the state of power
switches and diodes is: (Q1, Q2, D1, D2, D3, D4, D5≡ON, ON, ON, OFF, ON, OFF, OFF) within
NT < t ≤ NT + dT where N is a natural number. Accordingly, the input voltage source supplies the
energy to two input inductors (L1 and L2) so that both of them are magnetized and their currents
increase. Because L1 = L2, the currents through these two inductors are equal, that is, iL1 = iL2. Capacitor
C1 is in parallel with inductor L3. Consequently, capacitor C1 is discharged so that its voltage decreases
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and inductor L3 is demagnetized so that its current also decreases. In addition, capacitor C2 delivers
energy to the resistive load R. The associated equations for stage 1 are:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

diL1
dt = vin+vC1

L1
diL2
dt = vin+vC1

L2
diL3
dt = − vC1

L3
dvC1

dt = iL3−iL1−iL2
C1

dv0
dt = − v0

RC2

(1)

2.1.2. Stage 2

Figure 2b shows that two power switches (Q1 and Q2) are turned off for the low level of PWM
signal vd. Three diodes (D2, D4, and D5) conduct, and the remaining diodes (D1 and D3) do not conduct.
That is, the state of power switches and diodes is: (Q1, Q2, D1, D2, D3, D4, D5≡OFF, OFF, OFF, ON,
OFF, ON, ON) within NT + dT < t ≤ NT + T. Hence, inductor L1 is in series with inductor L2, leading to
iL1 = iL2, and together with the input voltage vin, they supply the energy to inductor L3 and capacitor
C1. The corresponding equations for stage 2 are:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

diL1
dt = vin−v0

L1+L2
diL2
dt = vin−v0

L1+L2
diL3
dt = v0−vC1

L3
dvC1

dt = iL3
C1

dv0
dt = iL1

C2
− iL3

C2
− v0

RC2

(2)

2.2. Case 2: L1 < L2

For case 2, besides stage 1 and stage 2, it has stage 3, as shown in Figure 2c, corresponding to
(Q1, Q2, D1, D2, D3, D4, D5≡OFF, OFF, OFF, ON, ON, ON, ON) within NT + dT < t ≤ NT + dT + d11T
because diode D3 is still conducting for iL1 > iL2. Its mathematical model is:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

diL1
dt = vin−v0

L1
diL2
dt = 0

diL3
dt = v0−vC1

L3
dvC1

dt = iL3
C1

dv0
dt = iL1

C2
− iL3

C2
− v0

RC2

(3)

Notably, stage 3 will last until iL1 = iL2, leading to the diode D3 being off and the proposed step-up
converter immediately operating in stage 2. Therefore, the sequence of operations of the proposed
step-up converter in case 2 is: stage 1 (Figure 2a) during NT < t ≤ NT + dT, stage 3 (Figure 2c) during
NT + dT < t ≤ NT + dT + d11T, and stage 2 (Figure 2b) during NT + dT + d11T < t ≤ NT + T.

2.3. Case 3: L1 > L2

For case 3, besides stage 1 and stage 2, it has stage 4, as shown in Figure 2d, corresponding to
(Q1, Q2, D1, D2, D3, D4, D5≡OFF, OFF, ON, ON, OFF, ON, ON) during NT + dT < t ≤ NT + dT + d22T
because diode D1 is still conducting for iL1 < iL2. Its equations are:
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

diL1
dt = 0

diL2
dt = vin−v0

L2
diL3
dt = v0−vC1

L3
dvC1

dt = iL3
C1

dv0
dt = iL2

C2
− iL3

C2
− v0

RC2

(4)

Please note that stage 4 will end if iL1=iL2, which prevents diode D1 from conducting and the
proposed step-up converter will immediately operate in stage 2. Therefore, the sequence of operations
of the proposed step-up converter in case 3 is: stage 1 (Figure 2a) during NT < t ≤ NT + dT, stage 4
(Figure 2d) during NT + dT < t ≤ NT + dT + d22T, and stage 2 (Figure 2b) during NT + dT + d22T < t ≤
NT + T.

3. Modeling and Theoretical Analysis

Based on the averaging method in [19], the averaged model for the proposed step-up converter
under the three cases are established and analyzed. Firstly, some symbols are defined. x is defined as
the variables of the proposed step-up converter, such as iL1, iL2, iL3, vC1, v0, d, and vin. 〈x〉, X and x̂
are denoted by their averaged, DC and small AC values, respectively. Also, the following items are
assumed:

〈x〉 = X + x̂ with x̂ << X (5)

3.1. Averaged Model

3.1.1. Case 1: L1 = L2

For this case, L1 = L2 so that iL1 = iL2. From (1) and (2), and using the averaging method in [19],
the averaged model of the proposed step-up converter in case 1 can be directly derived as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

d〈iL1〉
dt = 〈vin〉+〈vC1〉

L1
d + 〈vin〉−〈v0〉

2L1
(1 − d)

d〈iL3〉
dt = −〈vC1〉

L3
+ 〈v0〉(1−d)

L3
d〈vC1〉

dt = − 2〈iL1〉
C1

d + 〈iL3〉
C1

d〈v0〉
dt = 〈iL1〉

C2
(1 − d)− 〈iL3〉

C2
(1 − d)− 〈v0〉

RC2

(6)

3.1.2. Case 2: L1 < L2

As described in Section 2, there are three stages of the proposed step-up converter in case 2.
The typical time-domain waveforms for the inductor currents iL1 and iL2 and the PWM signal vd are
plotted in Figure 3, where ILN, ILM, and ILN1 are the values of iL1 and iL2 at t = NT, t = (N + d + d11)T,
and t = (N + 1)T, respectively, and IL1P is the value of iL1 at t = (N + d + d11)T.

Based on (1), (2), (3), and Figure 3 and using the geometrical technique, the following equations
can be derived: 〈vin〉+ 〈vC1〉

L1
dT +

〈vin〉 − 〈v0〉
L1

d11T =
〈vin〉+ 〈vC1〉

L2
dT (7)

〈iL1〉 = ILN + IL1P
2

d +
IL1P + ILM

2
d11 +

ILM + ILN1

2
(1 − d − d11) (8)

〈iL2〉 = ILN + ILM
2

d + ILMd11 +
ILM + ILN1

2
(1 − d − d11) (9)
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Figure 3. Typical time-domain waveforms about iL1, iL2 and vd for the proposed step-up converter
under L1 < L2.

Hence, the expressions for d11 and 〈iL2〉 can be derived as follows:

d11 =
(〈vin〉+ 〈vC1〉)L1Kd

〈v0〉 − 〈vin〉 (10)

〈iL2〉 = 〈iL1〉 − (〈vin〉+ 〈vC1〉+ (〈vin〉+ 〈vC1〉)2L1K
〈v0〉 − 〈vin〉 )

Kd2

2 f
(11)

where K = 1/L1 − 1/L2. Thereby, the completed averaged model of the proposed step-up converter in
case 2 can be obtained by using the averaging method in (1)–(3), and then combining (10) and (11).
The result is: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

d〈iL1〉
dt = 〈vin〉+〈vC1〉

L1+L2
2d + 〈vin〉−〈v0〉

L1+L2
(1 − d)

d〈iL3〉
dt = −〈vC1〉

L3
d + 〈v0〉−〈vC1〉

L3
(1 − d)

d〈vC1〉
dt = 〈iL3〉

C1
− 2 〈iL1〉

C1
d + Kd3

2 f C1
(〈vin〉+ 〈vC1〉 − (〈vin〉+〈vC1〉)2L1K

〈vin〉−〈v0〉 )
d〈v0〉

dt = −〈v0〉
RC2

+ ( 〈iL1〉
C2

− 〈iL3〉
C2

)(1 − d)

(12)

3.1.3. Case 3: L1 > L2

As indicated in Section 2, for case 3, the proposed step-up converter also has three stages, and its
typical domain waveforms are shown in Figure 4, where ILN, ILM, and ILN1 are the values of iL1

and iL2 at t = NT, t = (N + d + d22)T and t = (N + 1)T, respectively, and IL2P is the value of iL2 at
t = (N + d + d22)T. Because case 3 is similar to case 2, the completed averaged model of the proposed
step-up converter for case 3 is directly derived as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

d〈iL2〉
dt = 〈vin〉+〈vC1〉

L2+L1
2d + 〈vin〉−〈v0〉

L2+L1
(1 − d)

d〈iL3〉
dt = −〈vC1〉

L3
d + 〈v0〉−〈vC1〉

L3
(1 − d)

d〈vC1〉
dt = 〈iL3〉

C1
− 2 〈iL2〉

C1
d − Kd3

2 f C1
(〈vin〉+ 〈vC1〉+ (〈vin〉+〈vC1〉)2L2K

〈vin〉−〈v0〉 )
d〈v0〉

dt = −〈v0〉
RC2

+ ( 〈iL2〉
C2

− 〈iL3〉
C2

)(1 − d)

(13)
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Figure 4. Typical time-domain waveforms about iL1, iL2 and vd for the proposed step-up converter
under L1 > L2.

3.2. DC Equilibrium Point

By substituting (5) into (6), (12), and (13), and then separating DC items, the DC equilibrium
points of the proposed step-up converter under three cases can be derived; they are shown in Table 1.

Table 1. DC equilibrium points of proposed step-up converter.

Items Case 1: L1 = L2 Case 2: L1 < L2 Case 3: L1 > L2

IL1
M2Vin

R(1+D)
M2Vin

R(1+D)
+ K1 IL0

M2Vin
R(1+D)

− K4 IL0

IL2
M2Vin

R(1+D)
M2Vin

R(1+D)
+ K2 IL0

M2Vin
R(1+D)

− K3 IL0

IL3
2M2DVin
R(1+D)

2M2DVin
R(1+D)

+ K1 IL0
2M2DVin
R(1+D)

− K3 IL0

VC1
1+D
1−2D Vin

1+D
1−2D Vin

1+D
1−2D Vin

V0 MVin MVin MVin

where IL0 = KD2Vin/(4f (1 − 2D)2), K1 = (D − 2)((D − 1)L1/L2 + 1 + D), K2 = K1 − (2D + L1K(1 − D))(2 − D)
(1 − 2D)/D, K3 = (D − 2) ((D − 1) L2/L1 + 1 + D), K4 = K3 − (2D − L2K(1 − D))(2 − D)(1 − 2D)/D.

From Table 1, it can be seen that the expressions for the DC voltage V0 under the three cases are
equal. In other words, no matter what the relation between L1 and L2 is, the voltage conversion ratio
M of the proposed step-up converter can be described as follows:

M =
1 + D

(1 − D)(1 − 2D)
(14)

Also, the expressions for the DC voltage VC1 under three cases are also equal. In conclusion,
the relation between L1 and L2 does not influence V0 and VC1.

3.3. Voltage Stress of Power Switches and Diodes under Three Cases

Based on the definition of the voltage stress on the power switch and diode, the corresponding
results for the proposed step-up converter under the three cases can be derived; they are shown in
Table 2. One can see that the voltage stresses on the power switches (Q1 and Q2) and diodes (D2,
D4 and D5) under the three cases are equal except for the diodes D1 and D3.
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Table 2. Voltage stress on power switches and diodes.

Items Case 1: L1 = L2 Case 2: L1 < L2 Case 3: L1 > L2

Q1 MVin MVin MVin
Q2

1+D
1−2D Vin

1+D
1−2D Vin

1+D
1−2D Vin

D1
M−1

2 Vin (M − 1)Vin
(M−1)L1Vin

L1+L2

D2
2−D

1−2D Vin
2−D
1−2D Vin

2−D
1−2D Vin

D3
M−1

2 Vin
(M−1)L2Vin

L1+L2
(M − 1)Vin

D4
1+D

1−2D Vin
1+D
1−2D Vin

1+D
1−2D Vin

D5 (2 − D)MVin (2 − D)MVin (2 − D)MVin

3.4. Ripples for Inductor Currents and Capacitor Voltages

The ripples for the inductor currents and the capacitor voltages can be obtained by using (1) and
Table 1. The results are shown in Table 3.

Table 3. Ripples for inductor currents and capacitor voltages.

Items Case 1: L1 = L2 Case 2: L1 < L2 Case 3: L1 > L2

ΔiL1
D(2−D)TVin
(1−2D)L1

D(2−D)TVin
(1−2D)L1

D(2−D)TVin
(1−2D)L1

ΔiL2
D(2−D)TVin
(1−2D)L2

D(2−D)TVin
(1−2D)L2

D(2−D)TVin
(1−2D)L2

ΔiL3
D(1+D)TVin
(1−2D)L3

D(1+D)TVin
(1−2D)L3

D(1+D)TVin
(1−2D)L3

ΔvC1
2(1−D)M2Vin

R(1+D)C1
DT ( 2(1−D)M2Vin

R(1+D)
+ K2 IL0)

DT
C1

( 2(1−D)M2Vin
R(1+D)

− K4 IL0)
DT
C1

Δv0
MVin DT

RC2

MVin DT
RC2

MVin DT
RC2

Hence, unlike the voltage ripple for capacitor C1, the current ripples for inductors (L1, L2 and L3)
and the voltage ripples for capacitor C2 under the three cases are equal. Generally, the ripple ratio,
which is defined by the ripple over the corresponding DC value, can be used to select the values of the
inductors and capacitors.

3.5. Transfer Functions

The transfer function is fundamental for the consequent controller design for DC-DC converters.
By substituting (5) into (6), (12), and (13), and then separating AC items and ignoring the second- and
higher-order AC terms because their values are very small, the corresponding transfer functions for the
proposed step-up converter under the three cases can be derived by using their respective definitions.

The control-to-output voltage transfer function Gvd(s), the input voltage-to-output voltage
transfer function Gvv(s), the control-to-inductor current iL1 transfer function Gi1d(s), and the input
voltage-to-inductor current iL1 transfer function Gi1v(s) of the proposed step-up converter can be
obtained as follows:

Gvd(s) =
v̂0(s)
d̂(s)

∣∣∣∣
v̂in(s)=0

= [0, 0, 0, 1](sI − A)−1Bd (15)

Gvv(s) =
v̂0(s)
v̂in(s)

∣∣∣∣
d̂(s)=0

= [0, 0, 0, 1](sI − A)−1Bv (16)

Gi1d(s) =
îL1(s)
d̂(s)

∣∣∣∣∣
v̂in(s)=0

= [1, 0, 0, 0](sI − A)−1Bd (17)

Gi1v(s) =
îL1(s)
v̂in(s)

∣∣∣∣∣
d̂(s)=0

= [1, 0, 0, 0](sI − A)−1Bv (18)

where the expressions for A, Bd and Bv under the three cases are presented in Table 4.
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Table 4. Expressions for A, Bd and Bv for the proposed step-up converter.

Case A Bd Bv

Case 1: L1 = L2= L

⎡⎢⎢⎢⎣
0 0 D

L
D−1
2L

0 0 − 1
L3

1−D
L3

− 2D
C1

1
C1

0 0
1−D

C2

D−1
C2

0 − 1
RC2

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1+3M−2MD
2L Vin
− M

L3
Vin

− 2M2Vin
RC1(1+D)

− (1−2D)M2Vin
RC2(1+D)

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎣

1+D
2L
0
0
0

⎤⎥⎥⎦

Case 2: L1 < L2

⎡⎢⎢⎢⎣
0 0 2D

L1+L2

D−1
L1+L2

0 0 − 1
L3

1−D
L3

− 2D
C1

1
C1

α2
C1

α2
C1

1−D
C2

D−1
C2

0 − 1
RC2

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1+3M−2MD
L1+L2

Vin
− M

L3
Vin

β2
C1

− (1−2D)M2Vin
RC2(1+D)

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣

1+D
L1+L2

0
KD3(L1Kβ4−1)

2 f C1

0

⎤⎥⎥⎥⎦

Case 3: L1 > L2

⎡⎢⎢⎢⎣
0 0 2D

L1+L2

D−1
L1+L2

0 0 − 1
L3

1−D
L3

− 2D
C1

1
C1

α3
C1

α3
C1

1−D
C2

D−1
C2

0 − 1
RC2

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

1+3M−2MD
L1+L2

Vin
− M

L3
Vin

β3
C1

− (1−2D)M2Vin
RC2(1+D)

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎣

1+D
L1+L2

0

0

⎤⎥⎥⎦
where α2 = KD3(1 − M − 2L1K(1 + M − MD))/(2f (1 − M)), α3 = − KD3 (1 − M + 2L2K(1 + M − MD))/(2f (1 − M)),
β2 = − 2M2Vin/ (R(1 + D)) − 2K1IL0 + 3D2KVin(1 + M(1 − D))(1 − L1K (1 + M(1 − D))/(1 − M))/(2f ),
β3 = − 2M2Vin/(R (1 + D)) + 2K3IL0 − 3D2KVin (1 + M(1 − D))(1 + L2K(1 + M(1 − D))/ (1 − M))/(2f ),
β4 = (2(1 + M(1 − D))(1 − M) − (1 + M)2)/(1 − M)2.

4. Comparisons among Different Topologies

Table 5 shows the comparisons among the modified Sheppard-Taylor converter (MSTC) in [14],
the PWM Z-source DC-DC converter (ZSC) in [18], the simple modified Sheppard-Taylor converter
(SMSTC) in [15], and the proposed step-up converter (PSUC).

Table 5. Comparisons among the converters.

Topology MSTC in [14] ZSC in [18] SMSTC in [15] PSUC

M D
(1−D)(1−2D)

1−D
1−2D

1
1−2D

1+D
(1−D)(1−2D)

Switches 2 1 2 2
Diodes 4 1 3 5

Inductors 2 3 1 3
Capacitors 2 3 2 2

Output floating No Yes No No

Although the proposed step-up converter has five diodes, while others have less, from Figure 5,
which shows the comparisons of the voltage conversion ratio M among these converters under different
duty cycle D, it can be seen that the proposed step-up converter possesses the highest voltage conversion
ratio. For example, the voltage conversion ratio M of the proposed step-up converter is up to 46.224 at
D = 0.47. Additionally, the ZSC’s output voltage is floating, whereas those of the others are not.

 
(a) 

 
(b) 

D

M

D

M

Figure 5. Comparisons about the voltage conversion ratio M among MSTC, ZSC, SMSTC and PSUC.
(a) D is within 0.1–0.35; (b) D is within 0.35–0.47.
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5. Saber Simulations and Circuit Experiments

For validation purposes, the circuit for the proposed step-up converter is designed. The given
specifications are described as Vin = 12 V, V0 = 90 V, f = 32 kHz, R = 300 Ω. Thus, from (14), the duty
cycle D should be equal to 0.358742. Based on the voltage stresses of the power switches and diodes in
Table 2, the HEXFET Power MOSFET IRFP4668 whose VDSS = 200 V was selected for power switches
Q1 and Q2, and the Switchmode Schotty Power Rectifier MBR40250 rated for 250 V was selected
for diodes D1, D2, D3, D4, and D5. Inductors (L1, L2 and L3) can be designed by using their current
ripple ratios εL = ΔiL/IL whose values should generally be less than 45%. Capacitors C1 and C2 can
be designed by using their voltage ripple ratios εC = ΔvC/VC whose values should be less than 20%
and 0.5%, respectively. Thereby, from Tables 1 and 3, the current ripple ratio for each inductor and
the voltage ripple ratio for each capacitor under each case can be calculated, and accordingly the
selected inductors and capacitors in each case should satisfy conditions: L1 > 1048 μH, L2 > 1048 μH,
L3 > 1210 μH, C1 > 2.06 μF and C2 > 7.47 μF. Here, C1 = 4.7 μF with rC1 = 10 mΩ, C2 = 40 μF with
rC2 = 6 mΩ, and L3 = 2.76 mH with rL3 = 164 mΩ were selected for the proposed step-up converter.
Additionally, L1 = L2 = 1.2 mH with rL1 = rL2 = 70 mΩ were selected for case 1, L1 = 1.2 mH with
rL1 = 70 mΩ and L2 = 2.27 mH with rL2 = 156 mΩ were selected for case 2, and L1 = 2.27 mH with
rL1 = 156 mΩ and L2 = 1.2 mH with rL2 = 70 mΩ were selected for case 3.

From the above-designed circuit parameters, the simulated model in Saber software, which is
widely used in the field of power electronics [20], for the proposed step-up converter is constructed,
and some measured results on the output voltage V0 from the saber simulations were presented in
Table 6. One can see that the output voltages V0 for the proposed step-up converter in the three cases
were close, and their values were smaller than the required 90 V because the parasitic parameters were
considered in the Saber simulations.

Table 6. Comparisons of the output voltage V0 between the calculations and the saber simulations.

Cases L1 = L2 L1 < L2 L1 > L2

Calculations for V0 90.000 V 90.000 V 90.000 V
Simulations for V0 84.217 V 83.362 V 83.363 V

Moreover, a hardware circuit for the proposed step-up converter with the same circuit parameters
and selected power switches and diodes was also constructed. Notably, in the experiments,
the photocoupler TLP250H was applied to drive the power switches. The averaged values of the
input voltage Vin, the input current Iin and the output voltage V0 with different duty cycle D for the
proposed step-up converter under case 1 were measured. In addition, then, the voltage conversion
ratio M = V0/Vin and the efficiency η = V0

2/(RVinIin) with different duty cycle D for the proposed
step-up converter in case 1 were calculated and plotted in Figure 6a,b, respectively. Simultaneously,
the corresponding Saber simulations were also detected, calculated, and plotted in Figure 6a,b. It can
be seen that the experimental results were in basic agreement with the Saber simulations.

As shown in Table 6, it is necessary to design an appropriate controller for this proposed step-up
converter. Based on the circuit parameters, the zeros of Gvd(s) (shown in (15)) can be calculated.
The results showed that Gvd(s) was a fourth-order and non-minimum phase since it had right-half side
zeros, so that it was difficult to select only the single voltage loop to obtain good performance [21].
Alternatively, an average current mode controller shown in Figure 7 was selected and designed for
the proposed step-up converter. This controller had an outer voltage loop and an inner current loop.
For the outer voltage loop, it was necessary to detect the output voltage v0 and design a voltage
compensator. For the inner current loop, it was necessary to select one of the inductor currents in
the proposed step-up converter and design a current compensator. Due to all the Gi1d(s)’s poles
and zeros being in the left-half side of the s-plane, that is, Gi1d(s) is stable and minimum phase,
the inductor current iL1 was selected and measured for the average current mode controller. Notably,
the inductor current iL1 here was transformed into a voltage with the same value through the current
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transducer LA55-A. The current compensator’s output voltage is denoted by vvi. AM1 and AM2 were
realized by the operational amplifiers LF356 and COM was realized by the voltage comparator LM311.
The corresponding parameters were: Rvi = 1000 kΩ, Rvd =20 kΩ, Rvf = 200 kΩ, Cvf = 10 nF, Ri = 20 kΩ,
Rp = 180 kΩ, Cp = 10 nF, Ci = 100 pF, Vref = 1.76 V. The PWM signal vd was generated by comparing the
voltage vvi with the ramp signal Vramp, whose expression was given as follows:

Vramp = VL + (VU − VL)(
t
T

mod 1) (19)

where VL = 0 V, VU = 10 V and T = 1/f.
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Figure 6. The Saber simulations and the experiments about the voltage conversion ratio M and
the efficiency for the proposed step-up converter under case 1. (a) The voltage conversion ratio M;
(b) The efficiency.
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Figure 7. Circuit schematic for the average current mode controller.

The experimental results for the output voltage v0, the inductor currents iL1 and iL2, and the PWM
signal vd for the average-current mode controlled proposed step-up converter under the three cases
are presented in Figure 8a–c, respectively. One can see that the output voltages v0 for the systems
under the three cases are really the same, despite different relations between the inductors L1 and L2.
Moreover, the response of the output voltage v0, the inductor current iL1, and the PWM signal vd for
the average-current mode controlled proposed step-up converter with the step changing of the load R
being 300 Ω–600 Ω–300 Ω is shown in Figure 9. One can see that the closed-loop controlled proposed
step-up converter had good performance.
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(a) 

 
(b) 

(c) 

Figure 8. Experimental results for v0 (Top: 50 V/div, Pink), iL1 (Middle: 1 A/div, Yellow), iL2 (Middle:
1 A/div, Blue) and vd (Bottom: 10 V/div, Green) for the average current mode controlled proposed
step-up converter under three cases. (a) Case 1: L1 = 1.2 mH and L2 = 1.2 mH; (b) Case 2: L1 = 1.2 mH
and L2 = 2.27 mH; (c) Case 3: L1 = 2.27 mH and L2 = 1.2 mH.
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(a) 

(b) 

(c) 

Figure 9. Response of v0 (Top: 50 V/div, Pink), iL1 (Middle: 1 A/div, Yellow) and vd (Bottom: 10 V/div,
Green) with the step change of the resistive load R being 300 Ω–600 Ω–300 Ω. (a) Time: 5 ms/div;
(b) Close-up view of response for the step changing of the resistive load R being 300 Ω–600 Ω, Time:
200 μs/div; (c) Close-up view of response for the step changing of the load R being 600 Ω–300 Ω, Time:
200 μs/div.
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6. Conclusions

This paper introduces a new step-up converter. The results from theoretical analysis, the Saber
simulations, and the circuit experiments show that, even if it has five diodes and five storage elements,
it still has the following five good features:

(1) Although this new step-up converter has five storage elements, that is, three inductors and two
capacitors, its averaged model is still fourth-order, because one of the input inductor currents can
be expressed by another input inductor current.

(2) The relation between the inductor L1 and L2 has three cases: L1 = L2, L1 < L2, and L1 > L2. However,
these relations do not influence its output voltage V0, i.e., the output voltage V0 are the same in
the three cases.

(3) Compared to MSTC, ZSC, and SMSTC, the proposed step-up converter has ultrahigh voltage
conversion ratio.

(4) The output voltage of the proposed step-up converter is common-ground and common-polarity
with its input voltage, so its value is easy to detect.

(5) The proposed step-up converter has no abrupt changes in capacitor voltage and inductor current,
so it does not suffer from infinite capacitor current and inductor voltage.

Thus, the proposed step-up converter with ultrahigh voltage conversion ratio is a good candidate
topology for applications of photovoltaic systems and fuel cell systems, and these applications will be
investigated in future work.
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Nomenclature of Main Symbols and Variables

Q1, Q2 Power mosfets
D1, D2, D3, D4, D5 Power Diodes
L1, L2, L3 (mH) Inductors of power stage
C1, C2 (μF) Capacitors of power stage
R (Ω) Resistive load
Vramp Ramp signal
vd (V) PWM signal
f (kHz) Switching frequency
d, D, d̂ Instantaneous, DC and small signal of duty cycle
vin, Vin, v̂in (V) Instantaneous, DC and small signal of input voltage
T (μs) Switching period
iL1, iL2, iL3 (A) Instantaneous values of inductor currents
IL1, IL2, IL3 (A) DC values of inductor currents
〈iL1〉, 〈iL2〉, 〈iL3〉 (A) Averaged values of inductor currents
îL1, îL2, îL3 (A) Small signal of inductor currents
ΔiL1, ΔiL2, ΔiL3 (A) Ripples of inductor currents
vC1, v0 (V) Instantaneous values of capacitor voltage of C1, C2

〈vC1〉, 〈v0 〉 (V) Averaged values of capacitor voltage of C1, C2

VC1, V0 (V) DC values of capacitor voltage of C1, C2

v̂C1, v̂0 (V) Small signal of capacitor voltage of C1, C2

ΔvC1, Δv0 (V) Ripples of capacitor voltage of C1, C2
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Gvd(s) Control-to-output voltage transfer function
Gvv(s) Input voltage-to-output voltage transfer function
Gi1d(s) Control-to-inductor current iL1 transfer function
Gi1v(s) Input voltage-to-inductor current iL1 transfer function
Rvi, Rvd, Rvf, Ri, Rp (kΩ) Resistors of average current mode controller
Cvf, Cp, Ci (μF) Capacitors of average current mode controller
Vref (V) Reference voltage
VL, VU (V) Lower and upper threshold of ramp signal
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Abstract: Peak current-mode control is widely used in power converters and involves the use of an
external compensation ramp to suppress undesired behaviors and to enhance the stability range of
the Period-1 orbit. A boost converter uses an analytical expression to find a compensation ramp;
however, other more complex converters do not use such an expression, and the corresponding
compensation ramp must be computed using complex mechanisms. A boost-flyback converter is a
power converter with coupled inductors. In addition to its high efficiency and high voltage gains,
this converter reduces voltage stress acting on semiconductor devices and thus offers many benefits as
a converter. This paper presents an analytical expression for computing the value of a compensation
ramp for a peak current-mode controlled boost-flyback converter using its simplified model. Formula
results are compared to analytical results based on a monodromy matrix with numerical results using
bifurcations diagrams and with experimental results using a lab prototype of 100 W.

Keywords: slope compensation; monodromy matrix; current mode control; boost-flyback converter

1. Introduction

The main purpose of power converters is to change the level voltage. Currently, this task is
achieved by controlling a converter through pulse width modulation (PWM) such that the system
is described by a set of dynamic equations. Power converters can be modeled as a piecewise
linear dynamic system [1–3], and all exhibit a plethora of nonlinear phenomena depending on the
parameter values used. Such behaviors, which are currently being examined at length [4–7], include
period-doubling bifurcations, subharmonics and chaos [2,8,9].

The main goal of a converter is usually to contribute a load with a desired voltage; in this sense,
it is important to compute and analyze the stability of the Period-1 orbit and to study its complex
dynamics (a complete revision of stability analysis methods applied to power converters can be
found in [10]). The behaviors of a power converter are often determined by plotting bifurcation
diagrams [4,5,11,12] using the Poincaré map [3]. In these diagrams, as a parameter value changes,
the Poincaré map of the steady state is plotted. The stability of the Period-1 orbit is also analyzed
by presenting the Poincaré map as a monodromy matrix such that by analyzing eigenvalues of the
monodromy matrix (Floquet multipliers), it is possible to determine the stability of a Period-1 orbit [13].
Several studies also combine bifurcations and monodromy matrix analyses [6,14].

High step-up power converters are some of the main devices used in photovoltaic applications [15–19]
due to the low output voltage of solar panels. With such applications, efficiency is a key issue, so single-stage

Energies 2018, 11, 3000; doi:10.3390/en11113000 www.mdpi.com/journal/energies111



Energies 2018, 11, 3000

converters are preferred over more complex converters [17,18]. Strong gains can be achieved through
single-stage conversion by using coupled inductors where basic converters can be coupled, improving
the advantages of every configuration to extend the voltage conversion ratio, suppress the switch voltage
spike, recycle leakage energy and increase efficiency levels [17,18,20].

A converter that couples buck, boost and flyback topologies is presented in [17]. The converter
consists of one MOSFET (metal-oxide-semiconductor field-effect transistor), four diodes, three
inductors and three capacitors, rendering the system and controller difficult to model, analyze and
design. This is the case due to the high-order dynamic equations used in the uncontrolled system (sixth
order) and due to the number of electronic devices (five) used, which renders 32 topologies possible.
A structure based on SEPIC (single-ended primary-inductor converter) and boost-flyback converters
was proposed in [18]. This converter was composed of four semiconductors and eight energy storage
elements. The system is difficult to use for analyses (eight differential equations and 16 topologies)
and is less efficient than the converter presented in [17]. In a similar vein, a converter coupling several
cells of flyback converters with switched capacitors was proposed in [16,21] Although this application
considerably increases the voltage, the model is complex for the same reasons noted above, and its
analysis and control design are difficult to use.

Because of the aforementioned drawbacks, researchers have returned to a more basic and efficient
structure: the boost-flyback (BF) converter [22,23]. In a BF, boost and flyback converters are integrated
via magnetic coupling between two inductors to form a BF converter to achieve a good trade-off
between voltage gains, efficiency and complexity. Due to its high voltage gains, high efficiency and
limited complexity relative to similar models, the boost-flyback converter is widely used in various
applications such as in hybrid electric vehicles [24,25], for voltage balancing [26], in low-scale arrays of
photovoltaic panels [27], in LED lighting [28,29] and for power factor correction [29]. A boost-flyback
converter includes two capacitors, two coupled inductors, two diodes and one MOSFET such that
the designer may use four differential equations and eight potential topologies. The efficiency and
voltage gain were improved in [30,31], by adding other primary and secondary coils, leading to the
same problems described above. In a similar way, the efficenciy was improved for gains greater than
eight by adding switched coupled inductors, rendering the system more complex [32].

One of the most popular control techniques used in power converters is that of so-called
peak current-mode control [33–36]. When the value of the slope is low, the system remains stable.
As the duty cycle progresses, the system turns unstable, and when the slope value is very high,
subharmonics are present [37,38], limiting the time response of the controlled system [39] and
compromising performance [40]. In this way, it is necessary to find the correct compensation ramp
value to avoid a fast scale related to the inner control loop [41,42] or a slow scale due to the outer
control loop [43,44]. Both dynamic behaviors have been widely studied in reference to several
converters [45–48]. Once slope compensation is designed, system behaviors can be improved by
changing, retuning or controlling slope compensation. To improve the behavior of the controlled
system, a polynomial curve slope compensation scheme was proposed [14]. This slope secures better
results than a traditional linear ramp slope compensation scheme, though its practical implementation
is less straightforward. The performance of current-mode control was optimized by means of an
autotuning technique of the ramp slope, allowing for a broader control bandwidth than the traditional
technique [49]. On the other hand, some peak current-mode control techniques avoid the use of an
external signal generator alleviating the deviation of the inductor current peak value from its desired
reference [10] and improving the range of the current reference [50].

In this paper, an analytical expression for determining the initial value of the slope compensation
of a BF converter via peak current-mode control is determined. Unlike modern means of improving
the range of stability of the compensation ramp [10,14,49,50], the proposed technique is less complex
and therefore easier to implement and allows the precise calculation of the compensation ramp, which
guarantees correct operation and prevents unwanted behaviors from manifesting. A complete analysis
of stability and transitions to chaos for a peak-current mode-controlled BF converter is reported in [51],
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and the coexistence of Period-1, Period-2 and chaotic orbits with varying coupling coefficients has
been proven via bifurcation analysis [52]. However, neither analytical expressions for computing the
value of the compensation ramp of a peak-current controlled BF converter, nor experimental data that
confirm the corresponding analytical expression have been even published.

An analytical expression is first obtained by simplifying the problem. Corresponding results
are compared to those derived from three sources. (a) Results can first be derived from analytical
expressions computed with a complete model and using the monodromy matrix [13]. In this case,
the monodromy matrix is computed analytically, and its eigenvalues are calculated as the parameter
varies. The largest absolute value of its eigenvalues is called the LAVE. (b) Numerical results can also
be obtained from bifurcation diagrams computed by brute force and (c) from experiments carried out
in a lab prototype of 100 W. All results show good agreement.

The rest of this paper is organized as follows. In Section 2, the operation mode of the boost-flyback
converter is described, as well as that of peak-current mode control. In Section 3, computations for
obtaining the mathematical expression for slope compensation are presented. In Section 4, numerical
and experimental results are shown and compared. Numerical results are obtained using the derived
formula for a particular converter using parameters similar to those used in the experimental setup,
including the nonideal model (internal resistance for certain components). The experimental results
are obtained from a 100-watt lab prototype and they are presented and compared to numerical ones.
Finally, Section 5 concludes.

2. Boost-Flyback Converter: Modeling and Control

A peak-current controlled boost-flyback converter is depicted in Figure 1. The boost-flyback
components are denoted with black lines while the controller is denoted with gray lines.
The boost-flyback consists of two coupled inductors (Lp, Ls), two capacitors (C1, C2), one MOSFET (S)
and two diodes (D1, D2). The MOSFET is controlled while the diodes commutate depending on their
degree of polarization. As the name implies, the union of a boost and flyback converter achieves high
gains and high levels of efficiency, while the stress voltage of semiconductor devices decreases relative
to that of a standard flyback [23,53].
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Figure 1. Boost-flyback converter with peak current-mode control.

113



Energies 2018, 11, 3000

As three semiconductor devices are used, there are eight possible switch configurations or states:
E1 ... E8. However, it has been shown that only six states have physical meaning [54], and it has
been also proven that the controlled system exhibits a Period-1 orbit switching between four states,
as described in Table 1 [51]. A schematic diagram of the steady state current behavior of a Period-1
solution is presented in Figure 2. States E1 and E2 are present when the MOSFET is turned on,
and states E3 and E4 are present when the MOSFET is turned off.

Table 1. States of the Period-1 orbit.

State S D2 D1

E1 ON ON OFF
E2 ON OFF OFF
E3 OFF ON ON
E4 OFF ON OFF

t1 DT t2 T 2T

is

ip

t

t

Figure 2. Typical behavior of the currents flowing by the coils in the steady state of a Period-1 orbit.

From E1, the system evolves as follows: E1 �→ E2 �→ E3 �→ E4. A change from E1 to E2 occurs
when is = 0 at t = t1; the system switches from E2 to E3 when the switching condition is satisfied
at t = DT, which is referred to as the duty cycle and which corresponds to the ratio between the
time at which the MOSFET is turned on and the period T, i.e.,: D = tu=1/T; E3 changes to E4 when
ip = 0 (at t = t2), and finally, when t = T, the system returns to E1. The set of differential equations
describing the Period-1 orbit is shown below:

State 1: E1, t ∈ [kT kT + t1]:

dip

dt
=

(LsVin + MVC2)

n
dis
dt

=
(−MVin − LpVC2)

n
(1)

dVC1

dt
= − (VC1 + VC2)

RC1

dVC2

dt
=

is
C2

− (VC1 + VC2)

RC2
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State 2: E2, t ∈ (kT + t1 kT + DT]:

dip

dt
=

Vin
Lp

dis

dt
= 0 (2)

dVC1

dt
= − (VC1 + VC2)

RC1

dVC2

dt
= − (VC1 + VC2)

RC2

State 3: E3, t ∈ (kT + DT kT + t2]:

dip

dt
=

(Ls(Vin − VC1) + MVC2)

n
dis
dt

=
(−M(Vin − VC1)− LpVC2)

n
(3)

dVC1

dt
=

ip

C1
− (VC1 + VC2)

RC1

dVC2

dt
=

is
C2

− (VC1 + VC2)

RC2

State 4: E4, t ∈ (kT + t2 kT + T):

dip

dt
= 0

dis

dt
= −VC2

Ls
(4)

dVC1

dt
= − (VC1 + VC2)

RC1

dVC2

dt
=

is
C2

− (VC1 + VC2)

RC2

where Vin is the input voltage, ip and is are the primary and secondary currents, respectively, VC1 and
VC2 are the voltages across capacitors C1 and C2 and M = k̄

√
LpLs is the mutual inductance, with k̄ as

the coupling coefficient and n = LpLs − M2. The output voltage is Vout = VC1 + VC2 .
Peak current-mode control is widely used for the control of power converters [41,47,51]. A general

schematic diagram of the boost-flyback converter with the proposed controller is depicted in Figure 1.
When peak current-mode control is used, a fixed switching frequency is obtained, and current behaviors
are very similar to those shown in Figure 2. At the start of the period, the MOSFET is active, the current
ip increases and the current is declines to is = 0; at time t1, dynamic equations describing the system
change while the MOSFET continues on until ip is equal to the reference current I∗c at t = DT.
At t = DT, switches stop until the next cycle begins. Signal I∗c is composed of two parts: the first
(denoted as Ic) is provided by a PI controller applied to the output voltage error e = Vre f − Vout.
The second part corresponds to the signal supplied by the compensation ramp Vr = Ar

T mod(t/T).
Thus, the reference current can be expressed as:

I∗c = kpe + ki

∫
e dt − Ar

T
mod(t/T) (5)

where kp and ki [A/(V.t)] are parameters associated with the PI controller and Ar [A]corresponds to
the amplitude of the compensation ramp. As a result of the controller, there is only one switching cycle
per period. At the start of the period, the switch turns on, and it remains on until switching condition
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ip = I∗c is achieved (the corresponding duty cycle). When ip = I∗c , the switch opens and remains open
until the next period starts. As sliding is not possible (i.e., there is only one round of commutation per
cycle), the switching condition can be expressed as:

u =

{
1 if 0 ≤ t < DT,
0 if DT ≤ t < T.

(6)

where D ∈ [0, 1] is the duty cycle.

3. Slope Compensation Design

To our knowledge, the related literature has not reported on a means of determining the slope
of the compensation ramp of a boost-flyback converter, which can be used to stabilize the Period-1
orbit. The objective of this section is to analyze the slopes of currents flowing through inductors to
find an analytical expression to determine the slope of a compensation ramp and thus to guarantee the
stability of the Period-1 orbit. Figure 3 presents the behavior of currents flowing through primary and
secondary coils when the system operates within the Period-1 orbit described by states E1, E2, E3 and
E4. Slopes are clearly marked in the figure.

Ic

I∗c

t1 DT t2 T
t1 − t̃1 (D + d̃)T t2 + t̃2

m̂1

m̂3

m̂4

m1

m2

m3

msc

is(0)

is(0)− ĩs(0) is(T)
is(T) + ĩs(T)

t

t

is

ip

Figure 3. Primary- and secondary-coil currents for the Period-1 orbit and a perturbed solution.

3.1. Assumptions

In the analysis, the following approximations are considered. (i) For all elements and devices,
the internal resistances are zero. (ii) The steady-state output of the PI-controller (Ic) is constant,
and hence, its derivative is zero. However, as can be seen in the procedure, the constant value is not
needed to compute the final expression. (iii) Voltages VC1 and VC2 are constant and can be computed
as a function of the duty cycle D; VC1 is the output of the boost component, and VC2 is the output of
the flyback component, taking into account the coupling factor k < 1 (see Appendix A for a complete
derivation of the formula.

VC1 =
1

(1 − D)
Vin

VC2 =
(1 − M

Lp )

(M
Ls

− 1)
D

(1 − D)
Vin (7)

Vout =
1 +

(1− M
Lp )

( M
Ls −1)

D

1 − D
Vin.
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(iv) Finally, all currents can be mathematically expressed as straight lines such that slopes associated
with ip include m1, m2 and m3, while slopes associated with is include m̂1, m̂3 and m̂4 (see Figure 3).
These slopes can be computed from Equations (2)–(5) as follows:

m1 =
LsVin + MVC2

n

m̂1 =
−MVin − LpVC2

n

m2 =
Vin
Lp

(8)

m3 =
Ls(Vin − VC1) + MVC2

n

m̂3 =
−M(Vin − VC1)− LpVC2

n

m̂4 = −VC2

Ls

In a similar way as the slope compensation in a boost power converter is designed considering the
stability of the Period-1 orbit [33], in this paper, we present an analysis of the stability of the Period-1
orbit based on information on current slopes and on conditions that should be met to guarantee the
stability of the controlled system. To analyze the stability of the Period-1 orbit, small perturbations are
applied at the beginning of the cycle, and its corresponding value is measured at the end of period T.
When the magnitude of perturbation increases, the Period-1 orbit is unstable; by contrast, when the
magnitude of perturbation decreases, the orbit is stable.

3.2. Mathematical Procedure

3.2.1. Analysis of Currents in the Primary Coil

At switching time t = DT, a pair of equations is fulfilled in Figure 3: one to its left and the other
to its right. When defining the slope of the compensation ramp as msc = Ar

T , at the switching time,
the following equation is satisfied:

Ic − mscDT = m1t1 + m2(DT − t1) (9)

Based on perturbation observed in the initial condition, the last equation can be expressed
as follows:

Ic − msc(D + d̃)T = m1(t1 − t̃1) + m2((D + d̃)T − (t1 − t̃1)) (10)

By subtracting Equation (10) from (9), we obtain the following:

mscd̃T = m1 t̃1 − m2(d̃T + t̃1) (11)

From (11),

t̃1 =
(msc + m2)

(m1 − m2)
d̃T (12)

In a similar way, the analysis illustrated to the right of the switching time leads to the
following equation.

Ic − mscDT − m3(t2 − DT) = 0 (13)

Taking into account the perturbation, this equation is given by:

Ic − msc(D + d̃)T − m3((t2 + t̃2)− (D + d̃)T) = 0 (14)
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Subtracting (14) from (13),
mscd̃T + m3(t̃2 − d̃T) = 0 (15)

From (15),

t̃2 =
(m3 − msc)

m3
d̃T (16)

3.2.2. Analysis of Currents in the Secondary Coil

Now, the expressions for the current is and its perturbation ĩs(0) are computed. At t = t1, they are
as follows:

is(0)− m̂1t1 = 0 (17)

and:
is(0)− ĩs(0)− m̂1(t1 − t̃1) = 0 (18)

Subtracting (18) from (17), it is obtained:

ĩs(0) = m̂1 t̃1 (19)

Replacing (12) in (19), we have:

ĩs(0) = m̂1
(msc + m2)

(m1 − m2)
d̃T (20)

From this equation, d̃T can be expressed as:

d̃T =
ĩs(0)

m̂1
(msc+m2)
(m1−m2)

(21)

Now, at t = t2, the following equation is fulfilled,

m̂3(t2 − DT)− m̂4(T − t2) = is(T) (22)

At the same time t = t2, the perturbed equation is:

m̂3((t2 + t̃2)− (D + d̃)T)− m̂4(T − (t2 + t̃2)) = is(T) + ĩs(T) (23)

Now, subtracting (22) from (23), we have:

ĩs(T) = (m̂3 + m̂4)t̃2 − m̂3d̃T (24)

Replacing (16) in (24), we obtain:

ĩs(T) =
(

m̂4 − msc
(m̂3 + m̂4)

m3

)
d̃T (25)

Finally, by replacing Equation (21) in (25), we find an expression that relates to the secondary coil
current at the beginning of the cycle with its value shown at the end. This expression is given by:

ĩs(T) = αĩs(0) (26)

where:

α =

⎡⎣ (m̂4 − msc
(m̂3+m̂4)

m3
)

m̂1
(msc+m2)
(m1−m2)

⎤⎦ (27)
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3.2.3. Stability Condition

Then, the stability of the Period-1 orbit is given by the absolute value of α. When |α| > 1,
the periodic orbit is unstable; when |α| < 1, it is asymptotically stable; and when |α| = 1, it corresponds
to the limit of stability. To guarantee that the system operates within a Period-1 orbit, the slope of the
compensation ramp must satisfy the following expression:

msc =
Ar

T
>

m3(m̂4(m1 − m2)− m̂1m2)

m̂1m3 + (m̂3 + m̂4)(m1 − m2)
(28)

4. Results

Parameters associated with the converter and experiment are presented in Table 2. The first two
columns are needed to simulate the system, and the other parameters describe the electronic circuit.

Table 2. Converter and experimental setup parameters.

Converter’s Parameters Experiment’s Parameters

Element Value Element Value Electronic Device Reference

Vin 18 V Ra 1 MΩ IC1 INA128p
Lp 129.2 μH Rb 20 kΩ IC2 TL084
Ls 484.9 μH R1 100 kΩ IC3 LM311
rp 0.0268 Ω R2 5.7 kΩ IC4 555
rs 0.1307 Ω R3 10 kΩ IC5 74XX02
k 0.995 R4 200 kΩ IC6 IRF2110

C1 220 μF Rt 2.2 kΩ IC7 74XX08
C2 220 μF C3 0.1 μF QT 2N3906
R 200 Ω C4 10 nF D 1N4148
kp 2 A/V rshunt 0.01 Ω
ki 350 A/(V.s)
T 50 μs

4.1. Numerical Results

To compare the results obtained using Equation (28) with the analytical results, we determined
the stability of the Period-1 orbit from the saltation matrix associated with switching times [13,55,56].
A complete analysis of the stability and computation of the saltation matrix for this system can be found
in [51]. Parameter values used for the simulations and experiments are given in Table 2. Voltages VC1

and VC2 are computed from Equation (7); the slopes of straight lines are calculated from Equation (8);
and the output voltage Vout corresponds to the desired output voltage Vre f and |α| = 1. With these
data, the desired output voltage varies, and the limit value of slope compensation msc is obtained.

Figure 4a shows results obtained from the proposed approach (see (28)) and Vre f ∈ (90, 130) V.
Figure 4b presents the exact computation using the saltation matrix. Values of Ar exceeding the
stability limit guarantee the stability of a Period-1 orbit. In addition, for Vre f = 100 V, the limit value
of the compensation ramp is close to Ar = 1.94 A, and for Vre f = 120 V, it is close to Ar = 3.25 A
(see Figure 4). Figure 4c compares the analytical approach proposed in this paper with the exact value
obtained from the saltation matrix; the result is expressed as a percentage. As is shown, the lower the
reference voltage, the higher the error value is. In fact, for gain factors greater than six, the approach
generates better results. This is due to the assumptions in (7): as the gain factor decreases, the gains
of boost and flyback parts cannot be separated. Even more, for gains close to two, only the boost
converter works, and the flyback part is voided.
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Figure 4. Value of the slope compensation. (a) Approach proposed in this paper. (b) Exact value
obtained with the saltation matrix and (c) percentage error.

To verify these results, we consider a more complete model of the converter that uses internal
resistances of the primary inductor, secondary inductor and MOSFET, as well as the shunt resistance
to measure the current (see Table 2). In Figure 5a,c, bifurcation diagrams varying the slope of the ramp
are computed while the desired output voltage remains fixed (see Figure 5a for Vre f = 100 V and
Figure 5c for Vre f = 120 V). In Figure 5b,d, the behavior of the largest absolute value of eigenvalues
(LAVE) is shown for the same reference voltage values. In these cases, limit values of the compensation
ramp are Ar = 2.035 A and Ar = 3.21 A. These results complement those computed from Equation (27)
and Figure 4. Slight displacement is observed between numerical values obtained from equations and
from the LAVE due to the assumptions applied.

1 2 3 4
99.85

99.9

99.95

100

100.05

100.1

A
r

V
o

(a) Bif.diagram for Vre f = 100 V.

1 2 3 4

1

1.1

1.2

1.3

m
ax

|λ
i|

A
r

(b) LAVE for Vre f = 100 V.
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(c) Bif. diagram for Vre f = 120 V.
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(d) LAVE for Vre f = 120 V.

Figure 5. Bifurcation diagrams and largest absolute value of eigenvalues (LAVE) evolution for Ar variations.
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Using the previous limit values, we can find the ramp slopes to stabilize the Period-1 orbit.
To prove the robustness of the controller and to compare the system’s behaviors for two values of
Ar, changes in the load are induced first by applying Vre f = 100 V and Ar = 1.8 A. When the load
is changed, it can be observed that for the full range of load resistance values, the Period-1 orbit
is unstable (see Figure 6a). However, when we fix the slope of the ramp at Ar = 2.2 A (the limit
of stability is close to two), the Period-1 orbit is stable for the full range of load resistance values
(see Figure 6b). In the second case, we establish Vre f = 120 V and Ar = 3 A. When the load is changed,
it can be observed that for the full range of load resistance values, the Period-1 orbit is unstable
(see Figure 6c). However, when we fix the slope of the ramp at Ar = 3.4 A (the limit of stability is close
to 3.2), the Period-1 orbit is stable for the full load range, as is shown in Figure 6d.
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(a) Vre f = 100 V and Ar = 1.8
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(c) Vre f = 120 V and Ar = 3
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(d) Vre f = 120 V and Ar = 3.4

Figure 6. Bifurcation diagrams varying the load resistance R.

4.2. Experimental Results

To validate the numerical results, an experimental lab prototype that can deliver 100 watts to
the load was designed and implemented.The complete design of the circuit is shown in Figure 7.
A ferrite core type E is used to design coupled inductors, and the number of turns is calculated using
the approach proposed in [57]. Values of the different circuit elements are given in Table 2. The current
in the primary coil is measured with non-inductive shunt-resistance rshunt (LTO050FR0100FTE3)
and then with an instrumentation amplifier IC1; the output voltage is measured through a voltage
divider consisting of Ra and Rb. The signal generated from the voltage divider feeds amplifier IC1.
The MOSFET is an IRFP260N with low internal resistance. Finally, two ultrafast diodes RHRP30120
(D1 and D2) are used.

The controller is applied using operational amplifiers (IC2). The compensation ramp and clock
signals are generated using an LM555(IC4). The amplitude of the compensation ramp is adjusted with
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a span resistor Rspan, and VB compensates for the offset. Constants kp and ki are associated with the
PI controller and are obtained from R2, R3, R4 and C3. The measured signals are scaled to 0.196 from
voltage gains (Ag1 and Ag2 ). Constant Gv is given by voltage divider Rb/(Ra + Rb).

Four experiments employed to validate the results shown in the previous section were carried out.
All figures of the experimental results show reference current I∗c , primary coil current ip, secondary
coil current is and output voltage Vout. Therefore, the output voltage and current in the secondary coil
are scaled by a factor of 10. The reference current and the current in the primary coil are scaled by a
factor of 0.196, as mentioned above.
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Figure 7. Experimental circuit.

For Vre f = 100 V (the load resistance is fixed at R = 200 Ω; see Table 2), two values of slope
compensation are tuned: Ar = 1.8 A and Ar = 2.2 A. When Ar = 1.8 A, the limit set is a Period-2 orbit,
as is shown in Figure 8a, but when the ramp compensation increases to Ar = 2.2 A, it converts to a
Period-1 orbit (Figure 8b).
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(a) Behavior of ip when Ar = 1.8 A (b) Behavior of ip when Ar = 2.2 A

Figure 8. Experimental results with two different values of the compensation ramp for Vre f = 100 V.

For the second experiment, Vre f = 120 V. In a similar way, two values of slope compensation
are tuned: Ar = 3 A and Ar = 3.4 A. The behaviors of I∗c , ip, is and Vout are shown in Figure 9a,b.
For Ar = 3 A, a high-period orbit appears, and for Ar = 3.4 A, the Period-1 orbit is stable. These results
complement information provided by Equation (28), and the formula can be used to tune the slope of
the compensation ramp.

(a) Behavior of ip when Ar = 3 A. (b) Behavior of ip when Ar = 3.4 A

Figure 9. Experimental results with two different values of the compensation ramp for Vre f = 120 V.

5. Conclusions

This paper enhances the knowledge of the controller design for a boost-flyback converter, which
is currently a topic of study.

To achieve high gains with a stable Period-1 orbit when a boost-flyback converter is used,
it is necessary to add a compensation ramp to the design. In this work, an analytical expression
for computing the value of the compensation ramp slope is presented and mathematically proven.
For gains of greater than six, the approach given in this paper has an error of less than 5%.

In general, the results of the equation derived from our computations agree with those of
experiments, with minor discrepancies in exact solutions observed for gains of less than six, mainly
because certain assumptions are too strong to apply to the real system, and these are not included in
the model for the sake of simplicity. This difference is negligible for high step-up gains, for which
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our approach offers the major benefit of using a formula that guarantees stability while preventing
overcompensation and the use of very complex computations.
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Appendix A

In this Appendix, the procedure to find the ratio between input and output voltages for a flyback
converter when coupling factor k̄ is different from zero is presented:

VC2 =
n2

n1

D
1 − D

(A1)

The flyback converter operates in two topologies named State 1 and State 2, which are depicted in
Figure A1. Voltage equations in primary and secondary coils are given in the general form as:

vLp = Lp
dip

dt
+ M

dis
dt

vLs = Ls
dis

dt
+ M

dip

dt
. (A2)

Lp

Ls

D2

C2 R

Vin

uS
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u
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Figure A1. Flyback converter topologies.

Depending on the state, voltages and currents can be approximated as:
State 1:

vLp 1
≈ Vin

vLs 1 ≈ M
Lp

Vin

iC1 ≈ −VC2 /R (A3)
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State 2:

vLp 2
≈ −M

Ls
VC2

vLs 2 ≈ −VC2

iC2 ≈ iLs − VC2 /R, (A4)

such that the average values can be calculated as:

< vLp > = DVin − (1 − D)
M
Ls

VC2 = 0

< vLs > = D
M
Lp

Vin − (1 − D)VC2 = 0

< iC > = −DVC2 /R + (1 − D)(iLs − VC2 /R) = 0. (A5)

Taking into account k < 1, i.e., M
Lp �= Ls

M , we have:

DVin − (1 − D)
M
Ls

VC2 = D
M
Lp

Vin − (1 − D)VC2 , (A6)

to finally find
VC2

Vin
=

(1 − M
Lp )

(M
Ls

− 1)
D

(1 − D)
(A7)

Doing k = 1, it is easy to prove that this ratio is the same as that reported for a non-magnetically
coupled flyback converter.
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Abstract: This paper exhibits a passivity-based robust output voltage controller for DC/DC boost
converters for wind power system applications. The proposed technique has two features. The first
one is to introduce a nonlinear disturbance observer for estimating the disturbances arising from the
load and parameter variations. The second one is to derive a proportional-type passivity-based output
voltage tracking controller incorporating the disturbance observer output, which simplifies the control
algorithm by removing the use of tracking error integrators and an anti-windup algorithm. These two
features constitute the useful closed-loop properties called the performance recovery and offset-free
properties. Numerical simulation results confirm the efficacy of the proposed scheme, where a wind
power system including the proposed controller is emulated using the PowerSIM software.

Keywords: power conversion; model–plant mismatches; disturbance observer; performance recovery;
offset-free

1. Introduction

A DC/DC boost converter driven by pulse-width modulation (PWM) provides an acceptable
output voltage and current regulation performance with a power factor correction property. Because of
these two beneficial properties, the DC/DC boost converter has wide industrial applications, including
variable home appliances, electrical vehicles, and solar/wind power systems [1–6].

Conventionally, the cascade-type output voltage regulator has primarily been adopted for DC/DC
boost converter control systems where the outer-loop voltage control output is used as the reference
signal for the inner-loop current controller [7]. These inner- and outer-loops can be implemented
using a simple proportional-integral (PI) controller with two degree of freedom for each loop, and the
resulting closed-loop performance can be adjusted through the frequency domain using the Bode
and Nyquist techniques [7,8]. The feedback-linearization technique was applied by combining
the classical PI scheme and the converter parameter dependent feed-forward compensation terms,
in which the PI gains are tuned for the cut-off frequency of the closed-loop transfer function using the
converter parameters [7]. Thus, the parameter identification accuracy critically affects the closed-loop
performance. The parameter dependency can be reduced by also incorporating the gain-scheduling
techniques in the control algorithms, as in [9,10].

It was reported that closed-loop performance improvement could be achieved by applying several
advanced techniques, such as deadbeat [11], predictive [12], sliding mode [13], adaptive [14,15], model
predictive [16–19], and robust controllers [20]. However, these advanced techniques still have the
parameter dependency problem, and, even in the case of an adaptive controller, knowledge of the
true inductance value is required. Recently, a sliding mode technique [21] was devised through a
multi-variable approach and efficiently alleviated the chattering effect. The upper and lower bounds of
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the disturbances should be found using a trial-and-error procedure, which determines the feed-forward
compensation terms dominating the disturbances coming from the load and parameter variations.

This paper presents a robust output voltage tracking controller for DC/DC boost converters,
which considers the nonlinear dynamic behavior and model–plant mismatches arising from load
and parameter variations. The proposed technique is devised through a multi-variable approach
in the port-controlled Hamiltonian (PCH) framework introduced in [22]. This study made three
contributions. First, a nonlinear disturbance observer (DOB) was constructed to exponentially estimate
the disturbances given in the perturbed converter dynamical equations. Second, a proportional-type
output voltage controller was devised by solving a partial differential equation (PDE) for the desired
closed-loop energy function, including the DOB state variables. Third, it is rigorously proven that
the closed-loop system driven by the proposed technique ensures two beneficial properties called
the performance recovery and offset-free properties without the use of the tracking error integrators.
These three contributions could simplify the control algorithms by: (1) reducing the dependency on
converter information, such as the parameters and load current; and (2) removing the tracking error
integral actions with anti-windup algorithms, which is a stark contrast to previous studies. Realistic
simulations verify the effectiveness of the proposed technique by implementing a wind power system
comprised of a wind turbine, permanent magnet synchronous generator (PMSG), and three-phase
diode rectifier.

2. DC/DC Boost Converter Nonlinear Dynamics

The application of the averaging technique to the DC/DC boost converter depicted in Figure 1
leads to the nonlinear differential equations as [7]

Li̇L(t) = −(1 − u(t))vdc(t) + vin(t), (1)

Cv̇dc(t) = (1 − u(t))iL(t)− iLoad(t), ∀t ≥ 0, (2)

where the averaged inductor current of iL(t) and output voltage of vdc(t) are treated as the state
variables, and the duty ratio of u(t) acts as the control input constrained in the closed-interval of [0, 1].
The inductance and capacitance values are denoted as L and C, respectively. The input DC source
voltage of vin(t) comes from a wind power system comprised of a wind turbine, PMSG, and rectifier,
and the load current of iL(t) acts as the external disturbance.

Figure 1. DC/DC boost converter topology.

Considering the wind power system implementations, the following assumptions are made:

• The true inductance and capacitance values are unknown but their nominal values, denoted as
L0 and C0, are known.

• The input DC source voltage of vin(t) is time-varying but unknown except for its initial value,
i.e., vin,0 = vin(0) is known.

• The load current of iLoad(t) is unknown and time-varying.

130



Energies 2018, 11, 1469

• The inductor current of iL(t) and output voltage of vdc(t) are available for feedback.

The converter dynamics of Equations (1) and (2) show that the output voltage tracking control
problem is not trivial because of the nonlinear terms presented in the inductor and output voltage
dynamics and the unstable zero-dynamics. This paper tackles this difficulty by combining the passivity
approach introduced in [22] and DOB techniques. For details, see the following section.

3. Output Voltage Tracking Controller Design

This section develops an output voltage tracking algorithm that allows the closed-loop output
voltage behavior to be convergent to the low-pass filter (LPF) dynamics as

Vdc(s)
Vdc,re f (s)

=
ωvc

s + ωvc
, ∀s ∈ C, (3)

with a desired cut-off frequency of ωvc > 0, where Vdc(s) and Vdc,re f (s) stand for the Laplace transforms
of vdc(t) and vdc,re f (t), respectively. For this purpose, Section 3.1 analyzes the open-loop stability
using a positive-definite energy function, which is used to constitute a PDE. Section 3.2 designs the
PDE using the open-loop and closed-loop energy functions and proposes an output voltage tracking
controller for solving the resulting PDE. Finally, Section 3.3 presents two useful closed-loop properties,
called the performance recovery and offset-free properties, by analyzing the closed-loop dynamics.

3.1. Open-Loop Stability Analysis

First, to remove the true parameter dependency, rewrite the nonlinear dynamics of Equations (1)
and (2) using the nominal converter parameters of L0 and C0 with the initial input DC source voltage
of vin,0 as:

L0 i̇L(t) = −(1 − u(t))vdc(t) + vin,0 + dL,o(t), (4)

C0v̇dc(t) = (1 − u(t))iL(t) + dv,o(t), ∀t ≥ 0, (5)

with dL,o(t) and dv,o(t) being unknown lumped disturbances caused by the model–plant mismatches,
which can be written in a vector form:

Mẋ(t) = J(u(t))M−1∇H(x(t)) + g + do(t), ∀t ≥ 0, (6)

where the state vector of x(t) is defined as x(t) :=
[

iL(t) vdc(t)
]T

, ∇H(x(t)) denotes the gradient

of the open-loop energy function of H(x(t)) given by H(x(t)) := 1
2 xT(t)Mx(t), ∀t ≥ 0 with the positive

definite matrix of M :=diag
{

L0, C0

}
, and the rest of the system matrices are defined as

J(u(t)) :=

[
0 −(1 − u(t))

(1 − u(t)) 0

]
, g :=

[
vin,0

0

]
, do(t) :=

[
dL,o(t)
dv,o(t)

]
, ∀t ≥ 0.

The open-loop stability can easily be seen using the open-loop energy function of H(x(t)) and the
state equation of Equation (6) as

Ḣ(x(t)) = ∇HT(x(t))ẋ(t) = xT(t)M
(

M−1
[

J(u(t))M−1∇H(x(t)) + g + do(t)
])

= xT(t)
(

J(u(t))x(t) + g + do(t)
)
= xT(t)(g + do(t)), ∀t ≥ 0,

which shows the passivity for the input-output mapping of (g + do(t)) �→ x(t).
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3.2. Controller Design

The control problem for the target dynamics of Equation (3) can be solved by deriving a control
law that forces the closed-loop output voltage trajectory of vdc(t) to exponentially converge to the
desired trajectory of v∗dc(t) governed by

v̇∗dc(t) = ωvc

(
vdc,re f (t)− v∗dc(t)

)
, ∀t ≥ 0, (7)

because the dynamical Equation (7) is the inverse Laplace transform of Equation (3). To this end,

define the tracking error vector as x̃(t) := xre f (t)− x(t) =
[

ĩL(t) ṽ∗dc(t)
]T

with the reference vector

of xre f (t) :=
[

iL,re f (t) v∗dc(t)
]T

, where iL,re f (t) refers to the inductor current reference determined
later. Then, the tracking error dynamics are obtained as

M ˙̃x(t) = M(ẋre f (t)− ẋ(t))

= −J(u(t))M−1∇H(x(t))− g + d(t), ∀t ≥ 0, (8)

where the disturbance vector of d(t) is defined as d(t) := Mẋre f (t)− do(t), ∀t ≥ 0. Now, consider the
closed-loop positive definite energy function given by

Hcl(x̃(t)) :=
1
2

x̃T(t)Mx̃(t), ∀t ≥ 0, (9)

which gives its time-derivative along the trajectory of Equation (8):

Ḣcl(x̃(t)) = ∇HT
cl(x̃(t)) ˙̃x(t)

= ∇HT
cl(x̃(t))M

−1
(
− J(u(t))M−1∇H(x(t))− g + d(t)

)
, ∀t ≥ 0. (10)

Through a further analysis using Lemma 1, it can be proven that a useful inequality of

Ḣcl(x̃(t)) ≤ −αcl Hcl(x̃(t)) + d̃
T
(t)x̃(t), ∀t ≥ 0, (11)

holds for some αcl > 0 where d̃(t) := d(t)− d̂(t) with d̂(t) =
[

d̂L(t) d̂v(t)
]T

being the estimated
disturbance vector, ∀t ≥ 0, if the PDE of

−J(u(t))M−1∇H(x(t))− g =

(
Jcl(u(t))− Rcl

)
M−1∇Hcl(x̃(t))− d̂(t), ∀t ≥ 0, (12)

is solvable for some skew-symmetric matrix of Jcl(u(t)) and positive definite matrix of Rcl .
The PDE of Equation (12) can be solved using the proposed control law u(t), with the inductor

current reference iL,re f (t) given by

u(t) =
1

v∗dc(t)

(
L0kccĩL(t) + v∗dc(t)− vin,0 + d̂L(t)

)
, (13)

iL,re f (t) =
1

1 − u(t)

(
C0kvcṽ∗dc(t) + d̂v(t)

)
, ∀t ≥ 0, (14)

with Jcl(u(t)) = J(u(t)) and Rcl =diag
{

L0kcc, C0kvc

}
for any given tuning parameters of kcc > 0 and

kvc > 0. Meanwhile, the estimated disturbance vector of d̂(t) is given by

d̂(t) = z(t) + LMx̃(t), ∀t ≥ 0, (15)
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with the diagonal DOB gain matrix of L =diag{lcc, lvc} > 0. The DOB state vector of z(t) is updated as

ż(t) = −Lz(t)− L2Mx̃(t) + L

(
J(u(t))x(t) + g

)
, ∀t ≥ 0, (16)

Lemma 1 presents a beneficial inequality of Equation (11) to derive a closed-loop property
through investigating the closed-loop energy function behavior driven by the proposed controller
of Equation (13) with the inductor current reference of Equation (14). The proof is given in the
Appendix A.

Lemma 1. For any given kx > 0, x = cc, vc, the proposed controller of Equation (13) with the inductor current
reference of Equation (14) solves the PDE of Equation (12) such that the inequality of Equation (11) holds true.

3.3. Closed-Loop Property Analysis

This subsection rigorously analyzes the closed-loop properties. First, Theorem 1 derives a
closed-loop property, called the performance recovery property, which includes the DOB output
of Equation (15) and the DOB state equation of Equation (16) based on the inequality of Equation (11)
derived by Lemma 1. The Appendix A presents the proof of Theorem 1.

Theorem 1. Under the assumption of Lemma 1, for any kx > 0 and lx, x = cc, vc, the proposed controller of
Equation (13) with the inductor current reference of Equation (14) and DOB of Equations (15) and (16) ensures
strict passivity for the input–output mapping:

w(t) �→ y(t), (17)

where w(t) :=
[

0 0 (Γḋ(t))T
]T

and y(t) :=
[

x̃T(t) d̃T
(t)
]T

for some Γ = ΓT > 0, ∀t ≥ 0.

The proof of Theorem 1 can be accomplished by showing that the composite-type positive-definite
function of V(t) defined as

V(x̃(t), d̃(t)) := Hcl(x̃(t)) +
1
2

d̃
T
(t)Γd̃(t), ∀t ≥ 0, (18)

with a positive definite weighting matrix of Γ gives

V̇(x̃(t), d̃(t)) ≤ −βV(x̃(t), d̃(t)) + wT(t)y(t), ∀t ≥ 0, (19)

for some β > 0. For details, see the Appendix A. The resulting inequality of Equation (19) implies that
the closed-loop system driven by the proposed control algorithm exponentially recovers the target
output voltage tracking performance of Equation (7) as the disturbance vector of d(t) exponentially
reaches its steady state, i.e., vdc(t) → v∗dc(t) as ḋ(t) → 0, exponentially.

Theorem 2 shows that the closed-loop system does not suffer from an offset error despite the
absence of the tracking error integrators in the proposed controller, thanks to the DOB dynamics of
Equations (15) and (16). This property is called the offset-free property to simplify the controller by
removing the additional anti-windup algorithms. The proof is given in the Appendix A.

Theorem 2. The closed-loop system controlled by the proposed control algorithm of Equations (13)–(16) always
removes the output voltage steady state error, i.e, vdc(∞) = vdc,re f (∞) where vdc(∞) and vdc,re f (∞) denote
the steady states of vdc(t) and vdc,re f (t), respectively.
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4. Simulation Results

This section describes the simulation results of a wind power system that includes the DC/DC
boost converter to numerically demonstrate the effectiveness of the proposed technique. Section 4.1
gives the simulation setup. The numerical verification results are presented in Section 4.2. Section 4.3
concludes this section by discussing the numerical verification results.

4.1. Simulation Setup

The wind power system was emulated by the powerSIM (PSIM) software using its wind turbine
and permanent magnet synchronous machine (PMSM) model. The following values were selected
for the nominal output power, inertia, base wind and rotational speed, and initial rotational speed
of the wind turbine: 10-kW, 0.1 kg·m2, 20 m/s, 50 rpm, and 10 rpm, respectively. The PMSM
parameters were chosen as Rs = 0.099 Ω (stator resistance), Ld = Lq = 4.07 mH (d-q inductances),
λPM = 0.3166 Wb (flux), P = 40 (number of poles), J = 0.12 kg·m2 (inertia), B = 0.000425 Nm/rad/s
(viscous damping). The Weibull distribution-based wind model [23] was used to randomly determine
the wind speed for the wind turbine, which is shown in Figure 2. As components of the DC/DC boost
converter, the inductance of L and the capacitance of C were selected as

L = 460 μH, C = 470 μF, (20)

and their nominal values were determined to be

L0 = 0.5L, C0 = 1.5C, (21)

to take the model–plant mismatches into account, where the input DC source voltage was supplied
by the PMSM with a three-phase diode rectifier. Figure 3 shows the emulated wind power system
configuration, whose output DC-link voltage of vdc(t) was controlled by the DC/DC boost converter.
The control algorithms were implemented using the dynamic link library (DLL) block written in
the C language, where the pulse-width modulation (PWM) and control periods were chosen to be
synchronized to 0.1 ms.

Figure 2. Wind speed pattern from Weibull distribution-based wind model.
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Figure 3. Wind power system configuration.

For comparison, the feedback linearization (FL) technique was considered [7], which is given as

u(t) = 2L0ωccĩL(t) + L0ω2
cc

∫ t

0
ĩL(τ)dτ, ∀t ≥ 0, (22)

with the inductor current tracking error of ĩL(t) := iL,re f (t)− iL(t), ∀t ≥ 0, where the inductor current
reference of iL,re f (t) is updated by the outer-loop voltage regulator as

iL,re f (t) = 2C0ωvcṽdc(t) + C0ω2
vc

∫ t

0
ṽdc(τ)dτ, ∀t ≥ 0, , (23)

with the output voltage tracking error of ṽdc(t) := vdc,re f (t)− vdc(t), ∀t ≥ 0. The resulting closed-loop
system controlled by the FL technique gives the closed-loop transfer function

IL(s)
IL,re f (s)

≈ ωcc

s + ωcc
,

Vdc(s)
Vdc,re f (s)

≈ ωvc

s + ωvc
, ∀s ∈ C, (24)

as long as the nominal parameters of L0 and C0 exactly match their true values of L and C for all
operating points, where IL(s), IL,re f (s), Vdc(s), and Vdc,re f (s) represent the Laplace transforms of
iL(t), iL,re f (t), vdc(t), and vdc,re f (t), respectively. It is easy to see that the control objective of the FL
technique is the same as that of the proposed technique. The FL controller of Equations (22) and
(23) was implemented using the nominal parameters of L0 and C0 with the cut-off frequencies of
ωcc = 2π fcc = 600π rad/s and ωvc = 2π fvc = 2π rad/s, i.e., fcc = 300 Hz and fvc = 4 Hz.

The proposed algorithm was also constructed using the nominal parameters of L0 and C0,
where the cut-off frequency of ωvc was set the same as the FL controller. The design parameters
of kcc and kvc and DOB gains of lcc and lvc were tuned as kcc = ωcc, kvc = 95, lcc = 62.8, and lvc = 62.8,
respectively, which are summarized in Figure 4.

Figure 4. Simulation parameter summary table.

4.2. Simulation Results

The first simulation evaluates the output voltage tracking performance for a time-varying
output voltage reference that was increased from vdc,re f (t) = 250 V to vdc,re f (t) = 350 V and
afterwards was restored to vdc,re f (t) = 250 V. This simulation was performed for three-types of

135



Energies 2018, 11, 1469

resistive loads (RL = 30, 60, 100 Ω) to evaluate the closed-loop robustness against load variations.
The resulting closed-loop output voltage behaviors are shown in Figure 5, and the trajectories of the
estimated disturbances from the DOBs are depicted in Figure 6. Figure 7 shows the corresponding
input DC voltage and PMSM speed responses that originated from the wind turbine and velocity.
These results indicate that the proposed technique precisely assigned the desired output voltage
tracking performance to the closed-loop system in the presence of model–plant mismatches and load
variations, thanks to the DOBs.

Figure 5. Output voltage tracking performance change behaviors for RL = 30, 60, 100 Ω.

Figure 6. Estimated disturbance behaviors.

Figure 7. Permanent magnet synchronous machine (PMSM) speed and input voltage behaviors.
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The second simulation investigates the output voltage regulation performance under a sudden
load variation, where the resistive load of RL was changed from RL = 60 Ω to RL = 30 Ω, and it
was restored to RL = 60 Ω in a sequential manner. The resulting closed-loop responses are depicted
in Figure 8, which observes that the proposed technique considerably enhanced the output voltage
regulation performance by speeding up the output voltage restoring rate with a rapid inductor current
response. This feature was also obtained because the DOB exponentially estimated the disturbances
coming from load current variations and model–plant mismatches.

Figure 8. Output voltage regulation performance comparison for sudden load change from RL = 60 Ω
to RL = 30 Ω.

The last simulation examines the output voltage tracking performance change behaviors as
increasing the cut-off frequency of fvc to fvc = 0.7, 2, 4 Hz. In this simulation, the output voltage
reference was increased from vdc,re f (t) = 250 V to vdc,re f (t) = 350 V under a resistive load of RL = 30 Ω.
The comparison results are presented in Figure 9, which indicates that the closed-loop output voltage
tracking performance was precisely adjusted by the proposed technique using a fixed control parameter
set in the presence of model–plant mismatches.

Figure 9. Output voltage tracking performances for several cut-off frequencies, fvc = 0.7, 2, 4 Hz.
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4.3. Discussion

These numerical verifications confirmed the beneficial closed-loop properties proven in
Theorems 1 and 2, and this section clearly shows that a considerable output voltage tracking and
regulation performance improvement can be obtained using the proposed technique in the presence
of input voltage variations caused by wind speed changes. Therefore, it can be concluded that the
proposed technique is qualified as a promising solution for wind power system applications.

5. Conclusions

For DC/DC boost converter applications, this paper suggests a passivity-based proportional-type
output voltage tracking control algorithm incorporating the DOB under the PCH framework,
which results in a classical cascade structure. The proposed control algorithm was derived by solving
a PDE so that the closed-loop system had the desired positive-definite energy function. Moreover, it is
shown that the proposed controller guarantees the performance recovery property by rendering the
closed-loop energy function to be decreased exponentially, and it also ensures the offset-free property
in the absence of tracking error integrators by analyzing the closed-loop steady-state equations.
The beneficial closed-loop properties were numerically verified by emulating a wind power system
equipped with a wind turbine, PMSM, three-phase diode rectifier, and DC/DC boost converter. In this
study, the closed-loop cut-off frequency was manually found through a trial and error process, and it
was fixed for all time. An auto-tuning mechanism for the closed-loop cut-off frequency will be devised
and experimentally verified in a future study.
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Appendix A

Proofs for Lemma 1, Theorem 1, and Theorem 2 are presented in this section, sequentially. First,
Lemma 1 is proven as:

Proof. Letting Jcl =

[
0 Jcl,1

Jcl,2 0

]
and Rcl =diag{Rcl,1, Rcl,2} > 0, the PDE of (12) can be written as

[
0 (1 − u)

−(1 − u) 0

] [
iL
vdc

]
−
[

vin,0
0

]

=

([
0 Jcl,1

Jcl,2 0

]
−
[

Rcl,1 0
0 Rcl,2

]) [
ĩL
ṽ∗dc

]
−
[

d̂L(t)
d̂v(t)

]
,

∀t ≥ 0, which gives the two equations of

(1 − u)vdc − vin,0 = Jcl,1ṽ∗dc − Rcl,1 ĩL − d̂L, (A1)

−(1 − u)iL = Jcl,2 ĩL − Rcl,2ṽ∗dc − d̂v, ∀t ≥ 0. (A2)

Then, together with Jcl,2 := (1 − u) and Rcl,2 := C0kvc, Equation (A2) yields the inductor
current reference of Equation (14), and the control law of Equation (13) is obtained by setting
Jcl,1 and Rcl,1 as Jcl,1 := −(1 − u) and Rcl,1 := L0kcc for Equation (A1). Therefore, the proposed
controller of Equation (13) with the inductor current reference of Equation (14) is a solution to the
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PDE of Equation (12). It is easy to see that the time-derivative of Hcl can be obtained by combining
Equations (10) and (12) as

Ḣcl = ∇HT
clM

−1
(

Jcl − Rcl

)
M−1∇Hcl + d̃

)
= −x̃TRcl x̃ + d̃

T
x̃

≤ −αcl Hcl + d̃
T

x̃, ∀t ≥ 0, (A3)

with αcl := 2λmin(Rcl)
λmax(M)

where λmin((·)) and λmax((·)) represent the minimum and maximum eigenvalues

of the square matrix of (·) which satisfies that λmin((·))‖x‖2 ≤ xT(·)x ≤ λmax((·))‖x‖2 for any vector
of x ∈ Rn. Therefore, the inequality of Equation (11) holds true.

Second, Theorem 1 is proven as:

Proof. The substitution of the DOB output in Equation (15) to the DOB state equation of
Equation (16) yields

˙̂d − LM ˙̃x = −L(d̂ − LMx̃)− L2Mx̃ + L(Jx + g), ∀t ≥ 0,

which is equivalent to

˙̃d = −Ld̃ + ḋ, ∀t ≥ 0, (A4)

since it holds that d = M ˙̃x + JM−1∇H + g = M ˙̃x + Jx + g (See Equation (8)). Consider the positive
definite function of Equation (A5) as

V = Hcl +
1
2

d̃
TΓd̃, ∀t ≥ 0, (A5)

with a positive definite weighting matrix of Γ :=diag{γcc, γvc} > 0 determined later, which gives

V̇ = Ḣcl + d̃
TΓ ˙̃d

= −αcl Hcl + d̃
T

x̃ − d̃
TΓLd̃ + d̃

TΓḋ

≤ −αcl
2

Hcl − d̃
T
(ΓL − 1

2αclλmin(M)
)d̃ + ḋ

TΓd̃, ∀t ≥ 0, (A6)

where the inequality of Equation (A3) and the DOB dynamics of Equation (A4) are used for the
second equality, and the last inequality is obtained by the Young’s inequality of xTy ≤ ε

2‖x‖2 + 1
2ε‖y‖2,

∀x, y ∈ Rn, ∀ε > 0. Then, the weighting matrix of Γ := L−1( 1
2 + 1

2αcl λmin(M)
) renders for V̇ to be

V̇ ≤ −αcl
2

Hcl − 1
2
‖d̃‖2 + ḋ

TΓd̃

≤ −βV + wTy, ∀t ≥ 0, (A7)

which indicates the strict passivity of the input-output mapping of Equation (17), where β :=
min{ αcl

2 , 1
λmax(Γ)

}.

Finally, Theorem 2 is proven as:

Proof. The closed-loop tracking error dynamics can be obtained by combining the tracking error
dynamics of Equation (8) and the PDE of Equation (12) as

M ˙̃x = (Jcl − Rcl)x̃ + d̃, ∀t ≥ 0, (A8)
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which gives the simplified steady-state equation

0 = (Jcl − Rcl)x̃(∞) (A9)

since it always holds that d̃(∞) = 0 in the steady-state (see Equation (A4)), where x̃(∞) and
d̃(∞) denote the steady states of x̃(t) and d̃(t), respectively. Furthermore, it follows from the
skew-symmetricity of the matrix Jcl , i.e., Jcl = −JT

cl , that

0 = x̃T(∞)(Jcl − Rcl)x̃(∞)

= −x̃T(∞)Rcl x̃(∞),

which shows that x̃(∞) = 0 because the matrix Rcl is positive definite. Therefore, it concludes that
ṽdc(∞) = v∗dc(∞) = vdc,re f (∞).
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Abstract: The Switched Reluctance Generator (SRG) is suitable for wind power generation due to
its good reliability and robustness. However, The SRG system adopting the conventional control
algorithm with Pulse Width Modulation (PWM) method has a drawback, low response speed.
The pulse train (PT) control has been widely used in dc/dc power converters operating in the
discontinuous conduction mode due to its advantages of simple implementation and fast response.
In this paper, for the first time, the PT control method is modified and adopted for controlling the
output voltage of SRG system in order to achieve fast response. The capacitor current on the output
side is sampled and combined with the output voltage to select the pulse trains and the low frequency
oscillation cased by PT can be suppressed by tuning the feedback coefficient of the capacitor current.
Also, good performance can be guaranteed with a wide range of voltage regulations, fast response,
and no overshoot. The experimental platform of an 8/6 SRG system is built, and the experimental
results show that the PT control can be used for SRG system with good practicability.

Keywords: switched reluctance generator; capacitance current pulse train control; voltage ripple;
capacitance current; feedback coefficient

1. Introduction

With the rapid development of the economy energy shortages have become an inevitable problem.
As a clean and abundant energy source, wind energy has been widely used. Wind power has the good
features of wide distribution, large reserves, cleanness, security, etc. Therefore, wind power generation
has attracted general attention from countries all over the world. Following this trend, there is a rapid
development in wind power generation technologies and the wind power industry [1–3].

Switched reluctance generators (SRG) have advantages such as simple structure, high fault-tolerant
ability, high operating efficiency, and hard mechanical properties, which make them widely used
in aerospace, mining, textile, papermaking, and other industries [4–6]. The rotor of the SRG has no
winding, no brush, and no permanent magnet so that the manufacturing cost is low and no copper loss
is encountered. Since the SRG power generation system can be operated synchronously with a wind
turbine, it is not restricted by stability issues when the frequency is low. Therefore, even if the wind
speed is low, it can also ensure that the system runs with a high efficiency of power generation through
reasonable design and control. At the same time, the application of current direct drives has become
the developing trend of wind power generation systems, the advantages of SRG are attracting more
and more attention than those of other generators. In particular, the magnetic and electric circuits are
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independent of each other, and hence when a fault occurs in a phase, the system can still function by
isolating the faulty phase. Therefore, it has high operational reliability and fault tolerance [7].

The traditional PID control strategy is the classical method of power generation control for
switched reluctance generators (SRGs) [8]. However, under PID control, the output overshoot of SRG
could be large under the speed regulation, and the transient response could be quite slow due to the
error compensation network [9]. In addition, PID controller parameters are normally preset and fixed,
so the control performance will deteriorate when the working conditions are changed. It has been
pointed out that the Fuzzy control strategy is suitable for SRG systems [10]. The fuzzy control theory
refers to a bionic controller based on fuzzy knowledge and rule inference [11]. According to certain
rules of inference, it can achieve the control goal in a simple way [12]. However, the independent
use of a fuzzy controller may lead to an unavoidable overshoot and larger steady-state error.
The sliding-mode variable structure control could also be a competitor for the control of SRGs.
As compared with other control strategies, sliding-mode variable structure control has the invariance
of perturbation and external disturbances to the system, making it more widely used in cases with
high requirements of reliability and robustness [13]. However, the phenomenon of inherent buffeting
and the inevitable steady-state error result in poor steady-state performance.

The large fluctuation of electricity loads and the regular capacitor charging and discharging
processes lead to high difficulty of control for the irregular excitation current. In addition, an output
voltage fluctuation can occur, and the original characteristics of power generation are affected. Besides,
more harmonic contents could be injected into the grid by the grid-connected inverter. Until now,
there has been some research progress of reducing the output voltage ripple and enhancing the voltage
stability of SRG power systems. Aiming at reducing the output voltage ripple of SRG, a capacitor
filter, as designed in a previous paper [14], is used to effectively reduce the voltage harmonics, but the
parameters of the filter are difficult to determine. The switched reluctance generation system can
achieve better control of the output voltage by introducing the double-closed-loop PID control with
variable parameters [15]. However, the controller only considers the output voltage and phase current
as the control targets, and hence ignores the impacts of other states of the system, which compromises
the dynamic performance of SRG [16]. In a previous paper [17], a sliding mode controller of variable
structure based on a genetic algorithm was designed to eliminate the voltage ripple caused by factors
such as speed and load which change during the operation. However, the introduced genetic algorithm
optimization module makes the system complicated.

Recently, pulse train (PT) control has been proposed for switching dc–dc converters [18,19]
operated in the discontinuous conduction mode (DCM). The PT control method can adjust the system
output voltage by using two or more sets of combination of control pulses. Without the requirement
of an error amplifier and corresponding compensation network, the PT controller has excellent
control performance of a fast response and simple circuit structure [20–22]. PT control methods
are also attempted to be used in converters operated under the continuous conduction mode (CCM).
In a previous paper [23], a buck converter operated in CCM is carried out with PT control for the
first time, the research results point out that when the equivalent series resistance (ESR) of output
capacitance is small, the circuit gives the phenomenon of low frequency oscillation. Though increasing
the output capacitance ESR can suppress the low frequency oscillation of the converter, the ripple of
output voltage is increased. To broaden the application scope of PT control, a peak capacitance current
pulse train (PCC-PT) control method is described [24]. For the application of PCC-PT in converters,
both excellent steady-state and transient response characteristics are revealed.

As a new contribution, a modified CC-PT control method is put forward based on the analysis of
the conventional pulse train (PT) control, which is then applied in an SRG power generator system for
the first time. The proposed CC-PT controlled method could adjust the output voltage by combining
two or more groups of preset control pulses without the need of the error compensation network,
which has the advantage of quick response compared with the PWM method.
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2. SRG Power Generation System

2.1. Principle of SRG

The SRG is a doubly salient varied reluctant motor, and the salient poles of stators and rotors
are superposed by the common silicon steel sheet [25]. Figure 1a shows the structure of a SRG, of
which phase A is taken as an example to illustrate the principle of its power generation. The SRG
rotates clockwise to the position as shown in Figure 1a under the external force (wind power), and the
switches S1, S2 are closed, then excite phase A and form the circuit S1→A→A’→S2. Figure 1b shows
the excitation and freewheeling phases: First, the winding of phase A absorbs electrical energy from
the source. Then, S1 and S2 are switched off and the winding of phase A is subjected to freewheeling
through the freewheeling diodes, thus feeding back the energy stored by the winding to the DC
power supply.

Because both the excitation and armature windings of the SRG are stator windings, the process of
excitation and power generation must be controlled periodically. Its excitation process is controllable,
while the generation process is not controllable, so the power generation is commonly controlled by
adjusting the excitation current.

Figure 1. Principles of SRG. (a) Profile of 8/6 SRG; (b) two phases of SRG.

2.2. Control Methods of SRG

A SRG power generation system has two main excitation modes, which includes self-excitation
and separate excitation. This paper chooses the separate excitation mode shown in Figure 2, which can
separate the power generated by the winding from the excitation power completely and ensure high
stability [26].

 

Figure 2. The main circuit structure diagram of separate excitation.

The control methods have been proposed for regulating the output power of SRG, such as angle
position control (APC), current chopping control (CCC), and pulse width modulation (PWM).

144



Energies 2018, 11, 2049

The APC control mode regulates the current waveforms by changing the turn-on angle (θon) and
turn off angle (θoff). The output current can be changed by tuning the turn-on angle (θon) and turn off
angle (θoff), as shown in Figure 3a. It can be seen that, higher conduction angles could lead to a larger
output current. APC control can also be divided into the modes of changing θon, θoff and both θon and
θoff together [27].

CCC is a method that directly chops the phase currents during the specific position of each phase.
In CCC, the current i is compared with the chopper current (ichop). When the rotor position angle is
between θon and θoff, where θon < θ < θoff, if I ≤ ichop, the switches are turned on, then the current i
rises and gradually reaches the chopper; or else, the switches are turned off and the current i declines,
as shown in Figure 3b. As compared with the APC control, where the current is not controllable,
CCC directly controls the phase current and can get more accurate control performance [28].

The PWM control applies the PWM modulation signals on the main switches and adjusts the
excitation voltage by changing the duty cycle to realize the control of excitation current. The PWM
control of SRG can also be divided into two methods: one uses the PWM cut double tubes, and the
other uses the PWM cut single tube. These two methods adjust the size of the excitation current and
ultimately realize the control of output voltage. The waveforms of phase current by using PWM control
is shown in Figure 3.

Figure 3. The waveforms of the phase current using three control methods. (a) APC control method;
(b) CCC control method; (c) PWM control method.
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2.3. Analysis of Output Voltage Ripple of SRG

At the stage of building up the voltage field in the self-excited mode of SRG, the excited voltage
source US provides an initial excitation voltage to the system. The self-excited mode generator system
has heavy weight and high efficiency. However, when the loads fluctuate seriously and the capacitor
charges or discharges, control difficulty of the irregular excitation current is encountered. The irregular
excitation will finally result in the output voltage ripple, having an impact on the power generation
performance and causing certain damage to the SRG’s body that shortens the lifetime of SRG.

The voltage balancing equation of the kth phase winding is given by

Uk= Rkik +
dψk
dt

(1)

The phase inductance Lk(ik, θ) is a function of the phase current ik and the rotor position angle θ.
Therefore, (1) can be converted to;

Uk= Rkik+Lk
dik
dt

+ikω
dL
dθ

(2)

where Uk is kth phase output voltage, Lk is the phase inductance, ω is the generator angular speed,
Rk is the resistance of the phase winding, and ik is the phase current.

In the nonlinear model, the voltage at generator windings in excitation and power generation are
given by;

Uk =

⎧⎨⎩ ikRk +
dψk(ik ,θ)

dt

−ikRk − dψk(ik ,θ)
dt

(3)

It is supposed that the load in the power generation state is R, and the voltage on capacitor is Uc.
In the process of excitation, the capacitor supplies power to both the winding excitation and the load,
which is expressed by the following equation;

C
(

dUc

dt

)
ω = −iR − ic (4)

During the freewheeling process, the capacitor is charged by the winding and the capacitor
supplies power to the load, which is expressed as;

C
(

dUc

dt

)
ω = −iR − iz (5)

with iz is the armature current.
From (3), the capacitance voltage Uc can be obtained, then the variation of the capacitance voltage

ΔU = ΔUc can be derived. Afterwards, the variation of the output voltage in the nonlinear model can
be expressed by;

ΔU = ΔUc(θon)
{

exp(−θoff /(τω))− exp(−θon/(τω))} − Q/(Cω) (6)

where ω is the angular velocity of SRG, Uc is the capacitor voltage, R is the load resistance, and Q is
the energy storage during the excitation phase, τ = RC.

From (6), it can be seen that the parameters that affect the output voltage ripple include the
capacitor voltage Uc, rpm of SRG n, load R, and capacitance C.
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3. Capacitance Current Pulse Train Control

3.1. The Principle of Pulse Train Control

The pulse train (PT) controlled method is put forward based on the linear control theory of the
pulse width modulation (PWM) method [29]. The PT controlled method can adjust the output voltage
by using two or more sets of a combination of preset control pulses, which has the advantages of
simple circuit structure, no compensation network, and fast response. There is a wide application of the
PT controlled method in systems with a switching power supply that need high performance [30,31].
Figure 4a shows the schematic diagram of the PT controlled buck converter.

A PT controller consists of a voltage comparator, clock signal, flip-flop delay, and logic gate
circuit. The control circuit is simple and easy to implement [32]. The main work process is as follows.
In the case that the nth clock trigger signal comes, the comparator transfers the comparison V0 of the
output voltage value and the reference value Vref to delay the flip-flop. When V0(n) < Vref, the Q of
delay flip-flop outputs 1, Q outputs 0, and the pulse control chooses PH as the effective control signal,
which causes the converter to absorb more energy from the input US, forcing the output voltage to
rise; similarly, when the (n + 2)th clock trigger signal comes, the sampling of the output voltage value
is V0(n + 2). Because V0(n + 2) > Vref, the Q of delay flip-flop outputs 0, Q outputs 1, and the pulse
control chooses PL as the effective control signal, where the converter absorbs less energy from the
input US, forcing the output voltage to decline. The waveforms of the output voltage, inductance
current, and control pulse are as shown in Figure 4b.

Figure 4. The principle of PT and CC-PT control. (a)VM-PT controlled Buck converter schematic;
(b) schematic of working principle.

3.2. The Principle of Capacitor Current Train Pulse

As the full flow of current ripple flows into the output filter capacitance, the phase position of the
inductance current ripple can be reflected through the capacitive current. By sampling the capacitive
current of converter load side and adding the capacitive current to the output voltage as the condition
of pulse choice, one can adjust the hysteresis of output voltage and realize the suppression of low
frequency oscillation behavior [33,34].

The accurate circuit model of SRG does not calculate the electromagnetic torque, therefore the
model is worthless. Here, the linear model of SRG is applied, since it excludes the influence of magnetic
saturation, and the inductance of phase winding is irrelevant to the current. Therefore, the output
voltage ripple can be decreased by controlling CC-PT.
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In a duty cycle, the inductance of phase is a function of rotor angle. The corresponding phase
inductance of SRG in the linear model is expressed as:

L(θ) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Lmin θ1 ≤ θ < θ2

δ(θ − θ2)+Lmin θ2 ≤ θ < θ3

Lmax θ3 ≤ θ < θ4

Lmax − δ(θ − θ4) θ4 ≤ θ < θ5

(7)

where δ = (Lmax−Lmin)/βS, βS is the arc angle of the stator.
Under the control of CC-PT, the structure of the phase of a SRG power generation system is shown

in Figure 5.
The difference between the CC-PT controlled method and the traditional PT controlled method is

in the matter of the sampling information. When the clock signal comes, the sampling circuit samples
the output voltage V0 and the capacitor current ic of the circuit, and the sampling results are compared
with the reference voltage Vref. When V0 + αic ≤ Vref, the pulse control chooses DH as the effective
control signal, which causes the winding of phase A to absorb more energy from the input US, forcing
the output voltage to rise; when V0 + αic > Vref, the pulse control chooses DL as the effective control
signal, where the converter absorbs less energy from the input US, forcing the output voltage to decline.
The selection of pulse control is expressed as:

D =

{
DH , V0+αic ≤ Vref
DL, V0+αic > Vref

(8)

Figure 5. The structure of SRG power system under the control of CC-PT.

In the circuit shown in Figure 6, the conduction of switches is controlled by cutting the single
pipe. Figure 6 shows the waveforms of winding current and output voltage when switch Q2 is
conducted (θ2 ≤ θ < θ5). When switch Q2 is conducted, the inductance of winding changes with θ,
and the winding current is nonlinearly increased; when switch Q2 is turned off, the winding current
is nonlinearly declined. When Q1 is on and θ2 ≤ θ < θ4, the winding of phase A absorbs energy and
is excited by US. When θ4 ≤ θ < θ5, the winding of phase A converts the mechanical energy of the
rotor to magnetic energy. When Q1 and Q2 are off, the magnetic energy stored in the magnetic field
is released from phase A. Thus, the conversion between mechanical energy and electrical energy is
completed in the form of magnetic energy.

The winding current iL(θ) satisfies the relationship with the current of the load i0, which is
given by;

iL(θ) =

⎧⎪⎨⎪⎩
∫ toff

ton
US

L(θ)dt ton ≤ t < toff

i0 + C dUc
dt others

(9)
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where Uc is the instantaneous value of the output filter capacitor voltage.
The change of the output voltage (capacitance voltage) in a switching cycle can be determined by:

Δv0(nT) =
1
C

∫ (n+1)

nT
(iL − i0)dt (10)

According to Figure 6, the value of the integral item in the right-hand side of (10) equals the
difference between the area of trapezium ABCD and that of the rectangle ADFE. The area of rectangle
ADFE is given as:

SADFE = |ΔiL(nT)|T (11)

The area of trapezium ABCD equals the sum of the areas of A1, A2, and A3. The area of A3 can be
regarded as L, which equals the constant value L0. The area of trapezium ABCD is expressed as

SABCD = SABG + SBCDG + A1 + A2

= 1
2 DT US−V0

L0
DT + 1

2 (
US−V0

L0
DT + USD−V0

L0
T)(1 − D)T + A1 + A2

= T2

2L0
[(USD − V0) + USD(1 − D)] + A1 + A2

(12)

From (10) to (12), the change in the output voltage can be derived as

Δv0(nT) = T2

2L0C [(USD − V0) + USD(1 − D)] + ΔiL(nT)T
C + Z1

= Z1 + Z2 +
ic(nT)T

C

(13)

with Z2 = T2

2L0C [(USD − V0) + USD(1 − D)], Z1 = S1+S2
C .

Since T2 << LC, from (13), the change in the output voltage can be approximately expressed as

Δv0(nT) ≈ ic(nT)T
C

(14)

The PT controlled method adjusts the output voltage through adjusting the current of winding
indirectly. When the output voltage is larger than the reference voltage, the PT controller chooses DH
as the control signal, and the output voltage may vary. Similarly, when the output voltage is lower
than the reference voltage, the PT controller selects DL as the control signal, and the output voltage
may vary as well. The phenomenon of voltage hysteresis leads to the occurrence of low frequency
fluctuations in PT control. It can be seen from (14) that the change of output voltage in a switching
cycle is mainly determined by ic(nT). The output voltage increases when ic(nT) > 0, otherwise the
output voltage declines.

The above analysis shows that the phenomenon of low frequency fluctuations is caused by not
adjusting the output voltage in a timely fashion. If the output voltage rises when the system chooses
DH, or it declines when the system chooses DL, the low frequency fluctuations can be suppressed.
As the full flow of the current ripple of the winding flows into the output filter capacitance, the phase
position of the inductance current ripple can be reflected in the capacitive current. In addition, as can
be seen from (14), the value of output filter capacitance only affects the output voltage.

From (14), it can be seen that;

Δv0(nT) =
T2

2L0C
[(USD − V0)+USD(1 − D)] +

ΔiL(nT)T
C

(15)

where iL(n) is the inductance current at the beginning of the nth switching cycle.
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From (15) and the working principle of PT controlled method, the synchronous switching mapping
equation of the output voltage and inductance current under the control of CC-PT is shown as:

Yn+1 =

{
AYn+BH , CYn ≤ VREF
AYn+BL, CYn > VREF

(16)

where:

A =

[
1 − T2

2LC − T
RC

T
C

− T
L 1

]
, Yn+1 =

[
v0(n + 1)
iL(n + 1)

]
, Yn =

[
v0(n)
iL(n)

]
,

BH =

[
USDH T2(2−DH)

2LC
USDH T

L

]
, BL =

[
USDLT2(2−DL)

2LC
USDLT

L

]
, C =

[
1 − α

R α
]

According to (16), when the system parameters are determined, the combination of high and
low pulse signals in a pulse cycle is determined as well. The inductance currents of windings and
the output voltage change as the feedback coefficient of the capacitor and the value of load resistance
change in each switching cycle, which results in the change of the combination of high and low pulses
in the pulse cycle. The Lyapunov exponent function of the CC-PT control system is obtained as:

λ(α, R) = ln
∣∣∣∣1 − T2

2LC
− T

RC

∣∣∣∣ (17)

λ is always less than 0, which indicates that the CC-PT controlled system is in the steady working
state when the capacitance current regulation coefficient α and load resistance R change. The output
voltage of the system is oscillating at the base level and is measured by defining the standard deviation,
which is expressed as:

σ(α, R) =

√√√√ 1
N

N

∑
i=1

[
voi(α, R)− V0ref

]
(18)

Figure 6. The waveforms of winding current and output voltage during a switching cycle.

4. Optimization of Power Generation Efficiency of SRG

As shown in Figure 7, the ratio of the total instantaneous current value during the phase of electric
power generation and excitation is calculated to measure the efficiency of power generation, which is
named as ε, and it is obtained by;

ε =
B1

B2
=

∫ θend
θon

ikdθ∫ θoff
θon

ikdθ
(19)
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where ik is the current of phase k.
Therefore, ε can be obtained simply by calculating the integration of the phase generation current

and the excitation current. In practical applications, θon, θoff, and θend are needed, and the total
instantaneous current value during the phase of electric power generation and excitation is calculated,
which can be used to determine the efficiency of power generation.

Figure 7. The schematic diagram of ε.

5. Experiment Model and Verification

In order to verify the validity of theoretical analysis, this paper has constructed a platform of 8/6
SRG power generation shown in Figure 8a,b which is based on the analysis of SRG and CC-PT control.

Figure 8. The photograph of the experimental platform of SRG power generation. (a) Experiment
platform of SRG; (b) control circuits and the power converter.

Figure 9 shows the control scheme of the 8/6 SRG system. It consists of a SRG, a servo motor,
a drive board, controller (STM32), and so on. The main parts of the circuit are the encoder and sensors,
which detect the location of the rotors, the values of current iA, iB, iC, iD, V0, and ic, where ic is the
current though the filter capacitor.

The detail control of PI and CC-PT are shown in Figure 10. It can be easily seen when Q2 is open,
which is controlled by the APC controller, and determined by the value of ε (the efficiency of power
generation). The PI control uses the difference of V0* and V0(t) to form a voltage loop and the PT
control leads ic into the control. By limiting the overshoot of ic, the ripple of UC0 is reduced. Figure 11
shows the working principle flowchart of the STM32 controller.
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Figure 9. The control scheme of the 8/6 SRG system.

Figure 10. SRG controller.

 

Figure 11. Flowchart of the STM32 controller.
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Figure 12a shows the trend of generation power at different speeds and different θoff when
θon = 20◦. From Figure 12a, it can be seen that at a certain speed, the generation power of SRG
gradually increases with the increase of θoff.

Figure 12b shows the trend of ε with the change of θoff and speed. It can be seen that ε increases as
θoff increases at different speeds. However, when θoff reaches a certain value, the value of ε decreases,
according to which, the optimal θoff can be determined, as well as the optimal net generation power.
The optimal θoff at different speeds with the condition of constant θon are shown in Table 1. In the same
way, the optimal θon can be obtained at different speeds with the condition of constant θoff, which is
also shown in Table 1.
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Figure 12. Optimize the θoff. (a) The trend of generation power; (b) the trend of ε.

Table 1. The optimal θon and θoff.

n, r/min θon, deg θoff, deg

500 25 47
900 23 47

1200 25 45
1500 25 45

From (18), the feedback coefficient of capacitor α with i ranging from 0 to 1, and the value of the
load resistance R with i ranging from 0 to 10, are combined as parameters. With the change of feedback
coefficient, the output voltage error approximation is small when the feedback coefficient is larger
than 0.2, and the low frequency oscillation can be suppressed by the CC-PT controlled method. In this
paper, the PI parameters of traditional PWM control is determined by the critical ratio method (P = 0.5,
I = 0.032). In order to compare the ripple of the output voltage with that under PI control, a small
capacitor is used in the experiment, the capacitance of which is 680 uF.

In summary, the parameters used in the experiment are shown in Table 2.

Table 2. Parameters of experiment model.

Parameters Value Parameters Value

m 4 R, Ω 8
Ns 8 C, uF 680
Nr 6 P 0.5

Us, V 80 I 0.032
n,r/min 1200 DH 0.6
θon, deg 25 DL 0.4
θoff, deg 45 f, Hz 6000
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When the desired output voltage V0 = 15 V and the load R = 8 Ω, the experiment waveforms of
V0 under PWM control are shown in Figure 13a. It can be seen from Figure 13a, when the SRG runs at
a stable state with a constant speed n = 1200 r/min, the ripple of V0 is large, which is up to 5 V.

Figure 13. The experiment waveforms of SRG. (a) Experiment waveforms of output voltage V0 under
PWM control; (b) experiment waveforms of output voltage V0 under PT control; (c) the details of
experiment waveforms under PT control.

The parameters of the SRG power generator system under the PT controlled method are: DH = 0.6,
DL = 0.4, and f = 6 kHz. Figure 13b shows the experiment waveforms of V0 under the PT controlled
method. The ripple of V0 is smaller than that obtained by applying the PI controlled method, but the
ripple is still up to 2 V.

Figure 13c shows the details of the PT controlled method. It can be seen that when V0 is smaller
than the target value of 15 V, the controller chooses the PWM scheme with DH = 0.6, and the output
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voltage increases. On the other hand, when the value of V0 is larger than 15 V, the controller chooses
the PWM scheme with DL = 0.4 to decrease the output voltage value.

Figure 14 shows the experiment waveforms of V0 under the CC-PT controlled method.
The coefficient of ratio α is 1. From (14), the ripple of output voltage Δv0(nT) can be calculated.
The largest Δv0(nT) is about ±0.49 V. It can be seen from Figure 14 that the ripple of V0 is the smallest
among these three controlled methods. The value of the output voltage ripple is about 1 V, which is
consistent with the calculation results of (14).

In order to investigate the response of the SRG system starting process, a larger filter capacitance
is used in the experiment and the value of it is 0.27 F. Figure 15 shows the starting processes under the
control of PI and CC-PT.

It can be easily seen that the output voltage derived by applying the PI controlled method
takes about 1.4 s to achieve a stable state. However, the output voltage obtained by using the CC-PT
controlled method only takes about 0.7 s to achieve a stable state. Therefore, the system under the
CC-PT controlled method responds more quickly than that under the PI controlled method. Meanwhile,
from Figure 15, it also can be seen that V0 has a bigger overshoot under the control of PI control,
but there is nearly no overshoot of V0 under the control of the CC-PT control. The ripple of V0 derived
by the CC-PT controlled method is smaller than that obtained by the PI controlled method.

Figure 14. The experiment waveforms of output voltage under CC-PT control.

Figure 15. The starting process under the control of PI and CC-PT.

6. Conclusions

Based on the traditional PT control, a CC-PT controlled method is proposed in this paper to
improve the performance of an SRG power system. Through experiment verification, as compared
with the traditional SRG power generation system under PWM control, the CC-PT controlled SRG has
the following advantages:
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(a) The CC-PT controlled method can adjust the output voltage by using two or more sets of
combinations of preset control pulses, which has the advantages of simple circuit structure and
no compensation network.

(b) The SRG power generation system under the CC-PT controlled method can realize a fast response
during start-up. By reasonably configuring the value of DH, the output voltage overshoot can
be eliminated.

(c) The start-up phase current is reduced, which makes the system more secure and cost saving.
The output voltage ripple is smaller than 5% of the rated value.
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Abstract: In Photovoltaic (PV) systems with Distributed Maximum Power Point Tracking (DMPPT)
architecture each panel is connected to a DC/DC converter, whose outputs are connected in series to
feed a grid-connected inverter. The series-connection forces the output voltage of those converters to
be proportional to the converter’ output power; therefore, under mismatched conditions, the output
voltage of a highly-irradiated converter may exceed the rating (safe) value, causing an overvoltage
condition that could damage the converter. This paper proposes a sliding-mode controller (SMC)
acting on each converter to regulate both the input and output voltages, hence avoiding the
overvoltage condition under partial shading. The proposed control strategy has two operation
modes: maximum power point tracking (MPPT) and Protection. In MPPT mode the SMC imposes to
the PV panel the voltage reference defined by an MPPT technique. The Protection mode is activated
when the output voltage reaches the safety limit, and the SMC regulates the converter’ output voltage
to avoid overvoltage condition. The SMC has a bilinear sliding surface designed to provide a soft
transition between both MPPT and Protection modes. The SMC analysis, parameters design and
implementation are presented in detail. Moreover, simulation and experimental results illustrate the
performance and applicability of the proposed solution.

Keywords: distributed architecture; maximum power point tracking; sliding mode control; overvoltage

1. Introduction

The continuous growing of Photovoltaic (PV) systems in the last years has consolidated PV
technology as one of the most important renewable energy sources. Only in 2017 approximately 96 GW

were installed, i.e., 29% more with respect to 2016, reaching a global installed PV capacity of 402.5 GW,
approximately [1].

Most of the PV installed capacity corresponds to grid-connected PV systems (GCPVS) aimed at
supplying electricity demand in different applications. In general, a GCPVS is composed by a PV
generator, one or more DC/DC power converters, an inverter and a control system [2]. The PV
generator transforms the sunlight into electric power, which depend on the environmental conditions
(irradiance and temperature) and the operation point. The DC/DC converters allows the modification
of the PV generator operation point and the DC/AC converter delivers the electrical power to the
grid. The control system can be divided into two main parts: maximum power point tracking (MPPT)
and inverter control. On the one hand, the MPPT uses the DC/DC power converters to find and track
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the PV generator operation point where it delivers the maximum power (MPP). On the other hand,
the inverter control has two main tasks, the first one is to synchronize the AC voltage with the grid,
and the second one is to inject the AC current to the grid, which is proportional to the power delivered
by the PV generator and the DC/DC converters [3,4].

The inverter control is particularly important in a GCPVS because the stability and the power
quality injected to the grid depend on it [2–4]. For this controller, the PV generator, the DC/DC
converters and the MPPT are represented by a voltage [2] or a current [3,4] source, which feeds a link
capacitor to form a DC bus. The DC voltage is converted to AC with a set of switches, and a filter
eliminates the high frequency components [2]. The voltage-source two-level inverters with L, LC or
LCL filters are widely used in commercially available inverters [2,5] and the inverter controller
is usually a cascaded control where inner loop regulates voltage and the outer loop controls the
current injected to the grid and keeps the DC bus voltage around its reference value [2]. Nonetheless,
other authors propose cascaded controller where the inner loop regulates the current injected to the
grid [3,4,6,7] and the current references are generated from a Droop controller [7], active and reactive
power references [6] or form the maximum power provided by the PV source and the reactive power
demanded by the load [3,4]. Moreover, some papers propose linear current controllers [6], while other
papers combine linear regulators with state feedback [3,7] or Lyapunov-based [4] controllers to regulate
the current injected to the grid.

Notwithstanding the important role of the inverter controller in a GCPVS, the maximum power
delivered by the PV generator does not depend on this controller, since the MPPT is in charge of
finding and tracking the MPP of the PV generator for different irradiance and temperature conditions.
When all the the PV panels in a generator are operating under the same irradiance and temperature
conditions (i.e., homogeneous conditions), there is a single MPP in the power vs. voltage (P-V) curve
of the generator. However, GCPVS in urban environments (i.e., homes, buildings, companies, etc.)
are surrounded by different objects, which may produce partial shadings over the PV array, which
forces the PV panels of the array to operate under different (mismatched) irradiance and temperature
conditions. Moreover, mismatching conditions may also be produced by the aging, soiling, early
degradation and manufacturing tolerances in the PV panels [8].

When a PV generator is operating under mismatching conditions, the power produced is
significantly reduced [9,10]; therefore, it is important to mitigate their effects. In general, it is possible
to find three different architectures to mitigate the adverse effects of the mismatching conditions in
PV installations: centralized systems (CMPPT), distributed systems (DMPPT), and reconfiguration
systems [11]. However, CMPPT and DMPPT architectures are the most widely used architectures in
urban applications; hence they are briefly discussed below.

In CMPPT systems, depicted in Figure 1, the complete PV array is connected to a single DC/DC
power converter, whose output is connected to the grid through an inverter. The DC/DC converter
modifies the operation voltage of the PV array, in order to track the MPP through the MPPT. Under
mismatching conditions, the maximum current (i.e., the short-circuit current) produced by a shaded
PV panel is less than the short-circuit current of the unshaded panels; hence, when the array current
is greater than the short-circuit current of the shaded panel, the excess of current flows through the
bypass diode (BD) connected in antiparallel to the panel (see Figure 1). As consequence, for a particular
shading profile over the PV panels and a particular array current, some BDs are active and the rest are
inactive. This activation and deactivation of the bypass diode produce multiple MPPs in the array P-V
curve, which means that there are local MPPs and one global MPP (GMPP) [12].

In general, MPPT techniques for CMPPT architectures are complex [11,12] because they should
be able to track the global MPP of the PV array in any condition. Moreover, mismatching conditions
continuously change along the day and year due to the sun trajectories in the sky, and also due to
the changes in the surrounding objects. As consequence, the number of MPPs and the location of the
global MPP continuously change in the P-V curve of a PV array. CMPPT techniques can be classified
into three main groups [13]: conventional techniques, soft computing techniques and other techniques.
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The first group includes techniques based on Perturb & Observe (P&O), incremental conductance
and hill climbing, as well as other GMPP search techniques and adaptive MPPTs. Soft computing
techniques uses artificial intelligence methods to find the GMPP, like evolutionary algorithm, genetic
programming, fuzzy system, among others. The last group includes methods like Fibonacci search,
direct search, segmentation search, and others to locate the GMPP.

Figure 1. Centralized MPPT system based on a double-stage structure.

In DMPPT architectures the PV array is divided into smaller arrays, or sub-arrays, to reduce the
number of MPPs in each sub-array. Then, each sub-array is connected to a DC/DC power converter,
which has an MPPT technique much more simple than the ones used in CMPPT systems [11,14,15].
The double stage DMPPT system, presented in Figure 2, is one of the most widely adopted architectures
in literature [11,14,15], where each panel is connected to a DC/DC converter to form a DMPPT unit
(DMPPT-U) and all DMPPT-Us are connected in series to feed an inverter. Boost converters are
widely used as DC/DC converter in double stage DMPPT system, while other approaches uses buck,
buck-boost or more complex converters to improve the voltage gain or the efficiency [13,15].

Figure 2. Distributed MPPT system based on a double-stage structure.

The main advantage of the double stage DMPPT systems is that each PV panel can operate at its
MPP even under mismatching conditions [15]. Moreover, no communication is required among the
DMPPT-Us or with the inverter, and the the dynamics of the DMPPT-Us are decoupled from the dynamics
of the GCPVS inverter, due to the high capacitance in the DC link that forms the DC bus [15]. However,
one of the main limitations of double stage DMPPT systems is that the output voltage of each DMPPT-U
is proportional to its output power; therefore, under mismatching conditions, the output voltage of
a DMPPT-U with a highly irradiated PV panel may exceed the maximum voltage of the DMPPT-U
output capacitor and the maximum open-circuit voltage of the switching devices. Such a condition
is denominated overvoltage and must be avoided to protect the DC/DC converter [16–18]. Although
overvoltage condition is important to assure a secure operation of the DMPPT-Us, it is not discussed in
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some papers devoted to analyzing double stage DMPPT systems, like [19,20], nor in review papers about
MPPTs for PV generators under mismatching conditions [13,15,21,22].

In general, overvoltage can be faced by two main approaches. The first one is to design the
DMPPT-U with an output capacitor and switching devices able to endure voltages that may be close
to the DC bus voltage in the link with the inverter [18]. Nevertheless, this solution increases the size
and cost of each DMPPT-U, hence, this effect is multiplied by the number of DMPPT-Us in the PV
system. The second approach is to monitor the DMPPT-U output voltage and if it is greater than
a reference value, the control objective must be changed to regulate the DMPPT-U output voltage
under its maximum value. This operating mode is denominated Protection mode.

Therefore, the DMPPT-U control strategy must consider two basic operation modes: MPPT
and Protection. In MPPT mode the control objective is to extract the maximum power from the PV
generator, while monitors the output voltage of the DMPPT-U. If such a voltage surpasses a reference
value, then MPPT mode is disabled and Protection mode is activated to keep the DMPPT-U output
voltage below its maximum value. Although in literature there is a significant number of control
systems for double stage DMPPTs, as shown in different review papers [13–15], after an exhaustive
review the authors have found just a few control systems that consider the overvoltage problem and
implement MPPT and Protection modes [16,23–30]. That is why, the literature review in this paper is
focused on these references.

In [23–25] the authors propose centralized strategies to perform the MPPT and to avoid the
condition vb > Vmax on DMPPT-Us implemented with Boost converters, where vb and Vmax are the
output voltage of the DC/DC converter and its maximum value, respectively. In [23,24] the authors
propose to monitor vb of each DMPPT-U, if there is at least one DMPPT-U with vb > Vmax, then the
input voltage of the inverter (vdc) is reduced. Moreover, when vdc is reduced below 80% of its nominal
value, the DMPPT-Us with vb > Vmax change their operating mode from MPPT to vb regulation.
Nevertheless, the authors use linear controllers for vpv and vb, which no not guarantee the DMPPT-U
stability in the full operation range. Additionally, the paper does not provide information about the
implementation of the vb controller and it does not discuss how to perform the transition between
MPPT and Protection mode (and viceversa) or the stability issues of those transitions. Finally, the paper
does not provide guidelines or a design procedure of the proposed control system.

Another centralized control strategy for a DMPPT system, based on Particle-Swarm Optimization
(PSO), is proposed in [25]. The objective of the control strategy is to find the values of vpv of each
DMPPT-U that maximizes the output power of the whole system. However, the constraints of the
PSO algorithm include the condition vb < Vmax for each DMPPT-U. Therefore, the proposed control
system is able to track the MPPT in each DMPPT-U avoiding the overvoltage condition. Although the
authors provide some considerations to set the PSO parameters, they not explain how regulate the
PV panel voltage with the power converters and they do not analyze the stability of the DMPPT-Us.
Moreover, the authors do not provide information for the implementation of the proposed control
system because they implemented it on a dSpace control board. It is worth noting that the centralized
strategies proposed in [23–25] require additional hardware to implement the centralized controllers
and monitoring systems, hence these solutions require high calculation burden compared with other
DMPPT-U control approaches like [16,26–29].

The authors in [16,26] consider DMPPT-Us implemented with Boost converters and propose to
limit the duty-cycle (d) of each DMPPT-U to avoid the condition vb > Vmax. The limit of d is defined
as d < 1 − vpv/vb, where, vpv is the PV panel voltage [16,26]. Nevertheless, the DMPPT-U control
operates in open-loop during the saturation of d, which may lead to the instability of the DMPPT-U
controller. Additionally, the papers do not provide a clear explanation about how to define the duty
cycle limit, since the voltage vpv of a DMPPT-U varies with the irradiance and temperature conditions
as well as the mismatching profile over the PV panels. Finally, the authors in [16] focus on the analysis
of double stage DMPPT systems implemented with boost converters, but they do not provide a design
procedure for the DMPPT-U control in MPPT mode.
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In [27–29] the authors propose two different control strategies for each DMPPT-U, one for MPPT
mode and another for Protection mode, where the trigger for the Protection mode is the condition
vb > Vmax. On the one hand, the strategy presented in [27] for Protection mode is to adopt a P&O
strategy, i.e., perturb vpv and observe vb in order to fulfill the condition vb < Vmax. On the other
hand, in [28,29] two PI-type regulators are proposed for each DMPPT-U: one for vpv in MPPT mode
and another for vb in Protection mode. The reference of vb and vpv regulators are Vmax and the
MPPT reference, respectively. The voltage regulators presented in [27–29] are linear-based, with fixed
parameters, and designed with a linearized model in a single operation point of the DMPP-U; therefore,
they cannot guarantee a consistent dynamic performance and stability of the DMPPT-U in the entire
operation range. Moreover, the authors in [27–29] do not provide a design procedure of the proposed
controllers and only [28] provide relevant information for the controller implementation.

A Sliding-Mode Controller (SMC) designed to regulate vpv and vb on a Boost-based DMPPT-U is
proposed in [30]. The sliding surface (Ψ) has three terms: Ψ = iL − kpv ·

(
vpv − vmppt

) · (1 − OV)−
kb (vb − Vmax) · (OV), where iL is the inductor current of the Boost converter, vmppt is the vpv reference
provided by the MPPT algorithm, OV is a binary value assuming OV = 1 when vb > Vmax and
OV = 0 when vb < Vmax, and the constants kpv and kb are SMC parameters. During MPPT mode the
first and second terms of Ψ are active to regulate vpv according to the MPPT algorithm; while during
Protection mode the first and third terms of Ψ are active to regulate vb = Vmax. The main advantage
of the SMC proposed in [30] is the capability to guarantee the global stability of the DMPPT-U in
the entire operation range. Nonetheless, that paper does not analyze the dynamic restrictions of the
SMC reference in MPPT to guarantee the DMPPT-U stability; additionally, the paper does not provide
a design procedure for the SMC parameters (kpv and kb) and the sliding surface does not include
integral terms, which introduces steady-state error in the regulation of vpv and vb. Finally, the authors
do not provide information for the real implementation and the proposed control system is validated
by simulation results only.

This paper introduces a control strategy with MPPT and Protection modes for DMPPT-Us
implemented with boos converters, where the regulation of vpv, in MPPT mode, and vb, in Protection
mode, is performed by a single SMC. In MPPT mode vpv reference is provided by a P&O algorithm
and vb is monitored to verify if its value is less than a safe limit named Vmax. If vb ≥ Vmax, Protection
mode is activated and vb is regulated to Vmax by the SMC. During Protection mode vb is monitored
to verify the condition vb < Vmax, if so, MPPT mode is activated. The proposed SMC has the same
structure of the SMC introduced in [30] to adapt the SMC switching function with the operation mode.
However, the proposed SMC introduces two integral terms to guarantee null steady-state error in the
regulation of vpv and vb; moreover, the paper analyzes the dynamic restrictions in the P&O references
to ensure the stability of the DMPPT-U in the entire operation range. The design procedure of the
proposed SMC parameters is analyzed in detail as well as its implementation using embedded systems
and analog circuits.

There are three main contributions of this paper. The first one is a single SMC that guarantees
global stability and null steady-state error of the DMPPT-Us in the entire operation range of MPPT
and Protection modes. The second contribution is a detailed design procedure of the proposed SMC
parameters and the definition of the dynamic limits of P&O references that guarantee the global
stability. Finally, the last contribution is the detailed description of the SMC implementation that helps
the reader to reproduce the results.

The rest of the paper is organized as follows: Section 2 explains the effects of the mismatching
conditions on a DMPPT system; Section 3 introduces the model of the DMPPT-U and the structure of
the proposed SMC. Sections 4 and 5 provide the analysis and parameters design of the proposed SMC
in both MPPT and Protection modes. Then, Section 6 describes the implementation of the proposed
SMC, and Sections 7 and 8 present both the simulation and experimental results, respectively. Finally,
the conclusions given in Section 9 close the paper.
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2. Mismatched Conditions and DMPPT

In a CMPPT system operating under mismatching conditions, there are some panels subjected to
a reduced irradiance due to, for example, the shadows produced by surrounding objects (see Figure 1);
hence, the maximum current (short-circuit current) of those panels is lower than the short-circuit
current of the non-shaded panels. Moreover, when the string current is lower than the short-circuit
current of the shaded PV panel, the protection diode connected in antiparallel, i.e., bypass diode (BD),
is reverse biased (inactive) and both panels contribute to the string voltage. However, when the string
current is higher than the short-circuit current of the shaded panel, the BD of such panel is forward
biased (active) to allow the flow of the difference between the string current and the short-circuit
current of the shaded panel.

The Current vs. Voltage (I-V) and P-V curves of a PV array, composed by two PV panels,
is simulated to illustrate the mismatching effects on the CMPPT system presented in Figure 1. For the
simulation, the non-shaded (PV1) and shaded (PV2) panels irradiances are S1 = 1000 W/m2 and
S2 = 500 W/m2, respectively. The panels are represented by using the single-diode model expression
given in Equation (1) [31], where vpv and ipv are the current and voltage of the panel, iph is the
photovoltaic current, A is the inverse saturation current, Rs is the series resistance and Rh is the parallel
resistance. B is defined as B = Ns · η · k · T/q where Ns is the number of cells in the panel, η is the
ideality factor, k is the Boltzmann constant, q is the electron charge, and T is panel temperature in
K. The parameters used for the simulations are calculated using the equations presented in [32]:
A = 154.15 μA, B = 1.1088 V−1, Rs = 0.0045 Ω and Rh = 109.405 Ω.

ipv = iph − A ·
[

exp
(

vpv + Rs · ipv

B

)
− 1
]
− vpv + Rs · ipv

Rh
(1)

The BD activation of the shaded PV panel in Figure 1 produces an inflection point in the I-V
curve, which in turns produces two MPPs in the P-V curve as it is shown in Figure 3. Therefore,
the maximum power produced by the CMPPT system (86.52 W) is less than 123.28 W, which is the
sum of the maximum power that can be produced by both PV1 (84.25 W) and PV2 (39.03 W).
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Figure 3. Electrical behavior of a mismatched PV string with two PV panels.
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In a double stage DMPPT system, each panel is connected to a DC/DC converter to form a
DMPPT unit (DMPPT-U), and the converters’ outputs are connected in series to obtain the input
voltage of an inverter, as reported in Figure 2. The boost converter is a widely used topology to
implement the DMMPT-Us [11,14,16,23–27,29,30], since it is necessary to step-up the PV panel voltage
to match the inverter input voltage. Moreover, the boost structure is simple and the stress voltages
of both output capacitor and switch are smaller in comparison with other step-up topologies [33].
Furthermore, the series connection of the DMPPT-U outputs impose low boosting factors to the boost
converters, which enables those topologies to operate in a high efficiency condition.

To illustrate the theoretical power extraction provided by a double stage DMPPT solution,
the system of Figure 2 is simulated considering the same mismatching conditions adopted for the
CMPPT solution: S1 = 1000 W/m2 and S2 = 500 W/m2. The simulation results are presented
in Figure 4. In this case, both PV panels are able to operate at any voltage, hence the maximum
power achievable in each panel is extracted. Therefore, the theoretical optimal operation conditions(

vpv,1 = 18.43 V, vpv,2 = 17.64 V
)

correspond to the MPP conditions in each panel as reported in
Figure 4, in which PV1 has a maximum power of 84.25 W and PV2 has a maximum power of
39.03 W, hence the maximum power provided by the DMMPT system is 123.28 W; this is considering
loss-less converters.

Figure 4. Theoretical power production of the DMPPT system in Figure 2.

However, from Figure 2 it is observed that the DC-link is formed by the output capacitors of the
DMPPT converters, which are connected in series. Therefore, the DC-link voltage vdc is equal to the
sum of the output capacitors voltages vb,1 and vb,2. For a general system, with N DMPPT converters
associated to N PV panels, such a voltage condition is expressed in Equation (2):

vb,1 + vb,2 + · · ·+ vb,i + · · ·+ vb,N =
N

∑
j=1

vb,j = vdc (2)

Moreover, the series connection of the output capacitors imposes the same current at the output
of the DMPPT converters. Therefore, the power delivered to the DC-link pdc, which is transferred to
the grid-connected inverter, is equal to the sum of the power delivered by each converter, pb,1 and pb,2.
In the general system formed by N converters, the following expression holds:

pb,1 + pb,2 + · · ·+ pb,i + · · ·+ pb,N =
N

∑
j=1

pb,j = pdc (3)
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Finally, the voltage imposed to the i-th output capacitor is obtained from Equations (2) and (3)
as follows:

vb,i = vdc ·
pb,i

N

∑
j=1

pb,j

(4)

That expression put into evidence that the voltage imposed to any of the output capacitors
depends on the power delivered by all the DMPPT converters. Moreover, grid-connected inverters,
like the one described in Figure 2, regulate the DC-link voltage at its input terminals to ensure a correct
and safe operation [34]. In light of the previous operation conditions, Equations (2) and (4) reveal that
the DC-link voltage vdc, imposed by the inverter, is distributed into the output capacitor voltages vb,i
proportionally to the power delivered by the associated PV panel ppv,i with respect to the total power
delivered by all the PV sources. Hence, the converter providing the higher power will exhibit the
higher output voltage, which could lead to over-voltage conditions.

Considering the DMPPT system of Figure 2 with a DC-link voltage imposed by the inverter equal
to vdc = 80 V, and output capacitors with maximum voltage rating equal to Vmax = 50 V, the DMPPT
system operates safely if both PV panels produce the same power since vb,1 = vb,2 = 40 V. However,
in the mismatched conditions considered (S1 = 1000 W/m2 and S2 = 500 W/m2), the DMPPT
system is subjected to overvoltage conditions as it is reported in Figure 5: at the theoretical optimal
operation conditions

(
vpv,1 = 18.43 V, vpv,2 = 17.64 V

)
the output voltage of the first converter is

54.67 V, which is higher than the rating voltage Vmax producing an overvoltage condition that could
damage the converter. Figure 5 shows the conditions for safe operation, overvoltage in the first
converter (vb,1 > Vmax) and overvoltage in the second converter (vb,2 > Vmax).

Figure 5. Safe power production of the DMPPT system in Figure 2.

The simulation puts into evidence that new optimal operation condition appear due to the
overvoltage conditions. In this example, the first optimal operation points of the PV panels are
vpv,2 = 17.64 V (MPP voltage) and vpv,1 = 13.33 V (no MPP voltage), while the second optimal
operation point is vpv,2 = 17.64 V (MPP voltage) and vpv,1 = 20.39 V (no MPP voltage). This result
is analyzed as follows: the first PV panel must be driven far enough from the MPP condition so that
the power provided to the DC-link by the associated converter is, at most, 62.5% of the total power.
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That percentage is calculated from Equation (4) replacing the output voltage by the rating voltage Vmax

and using the values of the DC-link voltage vdc and the total power delivered to the DC-link as follows:

max (pb,i) = Vmax ·

N

∑
j=1

pb,j

vdc
(5)

Equation (5) shows that, in the cases when the theoretical optimal operation conditions are out of
the safe voltages, the new optimal operation voltages are located at the frontier of the safe conditions,
which ensures the maximum power extraction from the PV panel associated to the converter near the
overvoltage condition. This analysis is confirmed by the simulation results presented in Figure 5.

Therefore, to ensure the maximum power extraction for any irradiance and mismatching profile,
the DMPPT converters must be operated in two different modes:

• MPPT mode: when the output capacitor voltage vb,i is under the safe (rating) limit, the converter
must be controlled to track the MPP condition.

• Protection mode: when the output capacitor voltage vb,i reaches the safe limit, the converter must
be controlled to set vb,i at the maximum safe value Vmax.

The following sections propose a control system, based on the sliding-mode theory, to impose the
previous behavior to the DMPPT converters.

3. Converter Model and Structure of the Control System

As discussed before, boost converters are widely used in DMPPT systems; hence, this paper
considers a DMPPT-U system implemented with a boost converter. The electrical model of the adopted
DMPPT converter is presented in Figure 6, which includes the MPPT algorithm that provides the
reference for the SMC. Moreover, a current source is used to model the current idc imposed by the
inverter to regulate the DC-link voltage.

Figure 6. Electrical model of a DMPPT boost converter.

The differential equations describing the dynamic behavior of the DMMPT converter are given in
Equations (6)–(8), in which u represents the binary signal that defines the MOSFET and diode states:
u = 1 for MOSFET on and diode off; u = 0 for MOSFET off and diode on.

dvpv

dt
=

ipv − iL

Cpv
(6)

dvb
dt

=
iL · (1 − u)− idc

Cb
(7)

diL
dt

=
vpv − vb · (1 − u)

L
(8)
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Sliding-mode controllers are widely used to regulate DC/DC converters because they provide
stability and satisfactory dynamic performance in the entire current and voltage operation
ranges [35,36]. Furthermore, SMCs also provide robustness against parametric and non-parametric
uncertainties [37]. In particular, in PV systems implemented with boost converters, SMCs have been
adopted to improve the dynamic performance of the DC/DC converter in CMPPT systems [37,38]
and to regulate the input and output voltages of a DMPPT-U operating in both MPPT and Protection
modes [30]. Therefore, this paper adopts that type of controllers.

The proposed control system uses one switching function for each operation mode: Ψpv for MPPT
mode and Ψb for protection mode, which leads to the unified sliding surface (Φ) given in Equation (9).
Therefore, the system operating at Ψ = 0 is in the sliding-mode with null error, while Ψ �= 0
corresponds to a system operating far from the reference, hence with an error. The surface includes a
binary parameter Pr to switch between the two operation modes, depending on the voltage value vb
exhibited by the output capacitor, as it is reported in expression (10).

Φ =
{

Ψpv · (1 − Pr) + Ψb · (Pr) = 0
}

(9)

if vb < Vmax → Pr = 0 , Φ =
{

Ψpv = 0
}

if vb ≥ Vmax → Pr = 1 , Φ = {Ψb = 0} (10)

The switching functions Ψpv and Ψb, designed for each mode, are given in Equations (11) and (12),
respectively, in which kpv, λpv, kb and λb are parameters, iL corresponds to the inductor current of the
boost converter, vpv corresponds to the voltage at the PV panel terminals, vmppt corresponds to the
reference provided by the MPPT algorithm, vb corresponds to the output voltage of the DMPPT converter
and Vmax is the maximum safe voltage at the converter output terminals.

Ψpv = iL − kpv ·
(
vpv − vmppt

)− λpv ·
∫ (

vpv − vmppt
)

dt (11)

Ψb = iL + kb · (vb − Vmax) + λb ·
∫

(vb − Vmax) dt (12)

Both switching functions were designed to share the inductor current, so that the transition
between such sliding-mode controllers is not abrupt since the inductor current keeps the same value
when Pr changes the active sliding function. Figure 7 illustrates the concept of the two operation
modes in the proposed control system.

Figure 7. Concept of the proposed operation modes and sliding surfaces.

The following section analyzes the stability conditions of the proposed SMC, the equivalent
dynamics of the closed loop system, the SMC parameters design, and the implementation of the
proposed control system, in both MPPT (Φ =

{
Ψpv = 0

}
) and Protection (Φ = {Ψb = 0}) modes.
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4. Analysis of the Proposed SMC

The design process of the sliding-mode control is performed by means of equivalent control
method [35]. This technique was used to develop a method for testing convergence, global stability
and performance of sliding-mode controllers acting on DC/DC converters, which is based on three
considerations: transversality, reachability and equivalent control. Nevertheless, the authors in [35]
demonstrated that sliding-mode controllers for DC/DC converters fulfilling the reachability conditions
also fulfill the equivalent control condition. Transversality and reachability conditions of the proposed
SMC in MPPT and Protection modes are analyzed in Sections 4.1 and 4.2, respectively. Moreover,
the equivalent dynamic model of the DC/DC converter with the SMC is analyzed in Section 4.3 for
MPPT and Protection modes.

4.1. Transversality Condition

The transversality condition analyses the ability of the controller to modify the sliding function
trajectory. This condition is formalized in Equation (13), which evaluates that the MOSFET control
signal u is present into the sliding function derivative [35,36] for MPPT and Protection modes. If the
transversality conditions, given in Equation (13), are not fulfilled, the SMC has no effect on the sliding
function trajectory and the system is not controllable. The left and right parts of the transversality
condition must be fulfilled in MPPT and Protection modes, respectively; therefore, the following
subsections analyze the transversality condition in each operation mode.

d
du

(
dΨpv

dt

)∣∣∣∣
Pr=0

�= 0 ∧ d
du

(
dΨb
dt

)∣∣∣∣
Pr=1

�= 0 (13)

4.1.1. Transversality Condition in MPPT Mode

In this mode the SMC follows a voltage reference vmppt provided by an external MPPT algorithm
as depicted in Figure 6. In this work it is considered a Perturb and Observe (P&O) MPPT algorithm
due to its positive compromise between efficiency and simplicity [39]. In MPPT mode the derivative of
the switching function is obtained from Equation (11) as:

dΨpv

dt
=

diL
dt

− kpv ·
(

dvpv

dt
− dvmppt

dt

)
− λpv ·

(
vpv − vmppt

)
(14)

Replacing the PV voltage and inductor current derivatives, given in Equations (6)–(8),
into Equation (14):

dΨpv

dt
=

vpv − vb · (1 − u)
L

− kpv ·
(

ipv − iL

Cpv

)
+ kpv

dvmppt

dt
− λpv ·

(
vpv − vmppt

)
(15)

Finally, the transversality condition is evaluated by replacing Equation (15) into Equation (13),
which leads to Equation (16).

d
du

(
dΨpv

dt

)
=

vb
L

> 0 (16)

Since the output voltage is always positive, the transversality value (16) is also positive, which
ensures that the transversality condition (13) is fulfilled in any operation condition of MPPT mode.
Therefore, the switching function Ψpv designed for the MPPT mode is suitable to implement a SMC.

Moreover, the positive sign of the transversality value provides information concerning the
behavior of a SMC implemented with Ψpv: d

du

(
dΨpv

dt

)
> 0 implies that a positive values of u (u = 1)

causes a positive change in dΨpv
dt [35]. In contrast, negative values of u (u = 0) causes a negative change

in dΨpv
dt ; those considerations are used in Section 4.2 to analyze the reachability conditions.
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4.1.2. Transversality Condition in Protection Mode

In this mode, the SMC limits the output voltage vb to the maximum acceptable voltage Vmax using
the switching function Ψb introduced in Equation (12). In this mode the derivative of the switching
function is obtained from Equation (12) as:

dΨb
dt

=
diL
dt

+ kb ·
(

dvb
dt

− dVmax

dt

)
+ λb · (vb − Vmax) (17)

In this mode, the reference Vmax is constant, hence, dVmax
dt = 0. Replacing that value and the output

voltage and inductor current derivatives, in Equations (7) and (8), into Equation (17):

dΨb
dt

=
vpv − vb · (1 − u)

L
+ kb ·

(
iL · (1 − u)− idc

Cb

)
+ λb · (vb − Vmax) (18)

The transversality condition is evaluated by replacing Equation (18) into Equation (13), which
leads to expression (19).

d
du

(
dΨb
dt

)
=

vb
L

− kb · iL
Cb

> 0 (19)

In expression (19), the transversality condition is defined positive to simplify the circuital
implementation of the proposed SMC, as will be shown in Section 6.1. Therefore, the following
restriction must be fulfilled by kb:

kb <
vb · Cb
L · iL

(20)

Since the design of kb, presented afterwards, takes into account the restriction imposed by
expression (20), the transversality condition in expression (13) is fulfilled in any operation condition of
the Protection mode. Therefore, the switching function Ψb designed for the Protection mode is suitable
to implement a SMC.

Similar to the MPPT mode, the positive sign of the transversality value in Equation (19)
imposes the switching conditions for Ψb, which are used in the next subsection to analyze the
reachability conditions.

4.2. Reachability Conditions and Equivalent Control

The reachability conditions enables the analysis of the conditions in which the SMC successfully
tracks the desired surface Φ =

{
Ψpv = 0

}
in MPPT mode and Φ = {Ψb = 0} in Protection

mode. Considering that the transversality condition is positive for MPPT and Protection modes,
the reachability analysis is based on the following conditions [35]: when the switching function of
the system is under the surface, the derivative of the switching function must be positive to reach
the surface; on the contrary, when the switching function is above the surface, the derivative of the
switching function must be negative. Those conditions are formalized in Equations (21) and (22) for
MPPT and Protection modes, respectively, which take into account the effect of the transversality value
on the switching function derivative explained at the end of Section 4.1.2.

lim
Ψpv→0−

dΨpv

dt

∣∣∣∣
u=1

> 0 ∧ lim
Ψpv→0+

dΨpv

dt

∣∣∣∣
u=0

< 0 (21)

lim
Ψb→0−

dΨb
dt

∣∣∣∣
u=1

> 0 ∧ lim
Ψb→0+

dΨb
dt

∣∣∣∣
u=0

< 0 (22)
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It is worth noting that the equivalent control condition is not included in the stability analysis
of the proposed SMC, because Sira-Ramirez demonstrated in [35] that sliding-mode controllers for
DC/DC converters fulfilling the reachability conditions also fulfill the equivalent control condition.

4.2.1. Reachability in MPPT Mode

Replacing the explicit expression of the switching function derivative, shown in Equation (15),
into expression (21) becomes:

kpv · dvmppt

dt
> −vpv

L
+ kpv ·

(
ipv − iL

Cpv

)
+ λpv ·

(
vpv − vmppt

)
(23)

kpv · dvmppt

dt
< −vpv − vb

L
+ kpv ·

(
ipv − iL

Cpv

)
+ λpv ·

(
vpv − vmppt

)
(24)

From the electrical model in Figure 6 it can be observed that the current of the input capacitor can
be defined as iCpv =

(
ipv − iL

)
. According to the charge balance principle [40],

〈
iCpv
〉
= 0 A, which

implies that iL and PV current ipv exhibit the same average value, i.e.,
〈
ipv
〉
= 〈iL〉, otherwise the PV

voltage will not be stable. Hence, the only difference between iL and ipv is the high-frequency current
ripple present in the inductor, which produces ripples around zero in

(
ipv − iL

)
. Therefore, assuming

that both inductor and PV currents are approximately equal (ipv ≈ iL) does not introduce a significant
error in the analysis of expressions (23) and (24). This assumption will be validated in simulation
results shown in Section 7, where the switching function remains within the hysteresis band in MPPT
mode for different operation conditions.

Moreover, the maximum and minimum values of the term
(
vpv − vmppt

)
, assuming a correct

operation of the SMC, are Δvmppt and −Δvmppt, respectively, where Δvmppt is the size of the
voltage perturbation introduced by the P&O algorithm, i.e., max

(
vpv − vmppt

)
= Δvmppt and

min
(
vpv − vmppt

)
= −Δvmppt. Finally, the most restrictive case for expression (23) occurs at the

minimum values of vpv and
(
vpv − vmppt

)
, while the most restrictive case for expression (24) occurs

for the maximum values of vpv and
(
vpv − vmppt

)
, and the minimum value of vb, in which vpv < vb is

ensured by boost topology.
In light of the previous considerations, expressions (23) and (24) are rewritten as follows:

dvmppt

dt
> − 1

kpv

[
min

(
vpv
)

L
− λpv · Δvmppt

]
(25)

dvmppt

dt
< − 1

kpv

[
max

(
vpv
)− min (vb)

L
+ λpv · Δvmppt

]
(26)

Inequalities (25) and (26) impose a dynamic restriction to the reference provided by the MPPT
algorithm to guarantee the reachability of the sliding-surface. The main effect of these restrictions is that
changes in vmppt cannot be performed in steps, but in ramps that fulfill expressions (25) and (26) [38].
Therefore, if the output of the P&O algorithm fulfills those restrictions the SMC will be able to track
the reference in any operation condition. However, those limits depend on the SMC parameters, hence,
inequalities (25) and (26) must be evaluated after the design of kpv and λpv. It is important to note
that kpv and λpv need to be designed in order to provide the highest possible values of dvmppt/dt limit,
in this way, the dynamic restriction of the MPPT algorithm will be reduced. Section 5.3 shows an
analysis of dvmppt/dt limits as well as a numerical example, which illustrates that dvmppt/dt limit may
be in the order of tens of mV/μs (kV/s); hence, the voltage variations can be performed in a small time
compared with the perturbation period of the P&O algorithm, which means that restrictions imposed
by expressions (25) and (26) do not affect considerably the dynamic performance of the DMPPTU.
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In conclusion, the SMC in MPPT mode, i.e., operating with Ψpv given in Equation (11), is stable if
restrictions (25) and (26) are fulfilled.

4.2.2. Reachability in Protection Mode

Replacing the explicit expression of the switching function derivative, Equation (18), into the
inequalities introduced in expression (22) leads to:

vpv

L
− kb · idc

Cb
+ λb · (vb − Vmax) > 0 (27)

vpv − vb

L
+ kb · (iL − idc)

Cb
+ λb · (vb − Vmax) < 0 (28)

From the electrical model reported in Figure 6, and the power balance principle [40], the loss-less
relation between input and output currents and voltages gives idc ≈ iL · vpv/vb, which is
used to simplify the reachability analysis. Moreover, fulfilling the reachability conditions ensures
a correct operation of the SMC, hence inside the sliding-mode vb = Vmax. Finally, reorganizing
expressions (27) and (28) it can be demonstrated that the most restrictive case occurs at the maximum
value of iL, which corresponds to the maximum PV current max (iL) = iph due to the charge balance
condition. The values of vpv and vb are not considered in the worst case, since vb is constant (vb = Vmax)
and vpv do not influence in the inequalities that define the worst case.

Under the light of the previous considerations, expressions (27) and (28) lead to the same
restriction for kb given in expression (20). Therefore, the SMC in Protection mode, i.e., operating
with Ψb given in Equation (12), is stable if the inequality (20) is fulfilled.

4.3. Equivalent Dynamics

The equivalent dynamics correspond to the closed-loop behavior of the system under the action
of the SMC. In this case, the equivalent dynamics are calculated by replacing the open-loop differential
equation describing the inductor current, Equation (8), with the sliding-surface imposed by the SMC:{

Ψpv = 0
}

in MPPT mode (i.e., Equation (11)), and the sliding-surface imposed by
{

Ψpv = 0
}

in
Protection mode (i.e., Equation (12)).

4.3.1. Equivalent Dynamics in MPPT Mode

Expressions given in (29) describe the dynamic behavior of the system in MPPT mode, which
are obtained replacing Equation (11) in Equation (8). In expression (29), the differential equation
describing vpv (Equation (6)) is the same, but the differential equation describing vb (Equation (7))
has been modified to depend on the converter duty cycle d. The converter duty cycle d is
defined as the the average value of the signal u within the switching period Tsw, as shown in
Equation (30). This modification is performed because the MOSFET signal u is imposed by the
SMC; hence, the equivalent dynamics disregards the switching ripple in u and it only depends on the
average value of the control signal u within the switching period Tsw (i.e., d).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

dvpv

dt
=

ipv − iL

Cpv
dvb
dt

=
iL · (1 − d)− idc

Cb

iL = kpv ·
(
vpv − vmppt

)
+ λpv ·

∫ (
vpv − vmppt

)
dt

(29)

d =
1

Tsw
·
∫ Tsw

0
u dt (30)
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The main challenge to analyze the dynamic behavior of Equation (29) corresponds to the non-linear
relation between ipv and vpv shown in Equation (1). To overcome this problem, it is necessary to
linearize the relation between ipv and vpv around a given operation point. Then, it is possible to obtain
the transfer function between the PV panel voltage (controlled variable) and the voltage reference
provided by the P&O algorithm. However, it is worth noting that the locations of the poles and zeros
of the transfer function vary depending on the operation point where the relation between ipv and vpv

is linearized. Hence, the transfer function must be analyzed in different operation points to analyze
the dynamic behavior of the system under the action of the proposed SMC.

The small signal relationship between ipv and vpv in a given operation point is reported in
Equation (31), where iPV and vPV (uppercase subscripts) are the panel small signal current and voltage,
respectively, and Ypv is the PV panel admittance evaluated in a given operation point. Ypv is defined in
Equation (32), which is obtained by deriving ipv in Equation (1) with respect to vpv.

iPV = Ypv · vPV (31)

Ypv =
∂ipv

∂vpv
= −

A
B exp

(
vpv+Rs ·ipv

B

)
+ 1

Rh

1 + A·Rs
B exp

(
vpv+Rs ·ipv

B

)
+ Rs

Rh

(32)

Replacing Equation (31) into Equation (29), and applying the Laplace transformation, leads to the
transfer function between the PV voltage and the reference voltage provided by the P&O algorithm
shown in Equation (33), in which Vpv(s) and Vmppt(s) are the Laplace transformations of vPV and
vmppt, respectively.

Vpv(s)
Vmppt(s)

=

kpv
Cpv

· s + λpv
Cpv

s2 +
kpv−Ypv

Cpv
· s + λpv

Cpv

(33)

Equations (29) and (33) put into evidence that vpv is decoupled from vb due to the action of the
SMC, hence, the variations in vb caused by mismatched conditions will not disturb the MPPT action.

However, the transfer function in Equation (33) depends on Ypv, which in turn depends on the
operation point of the PV panel; therefore, the variation range of Ypv must be analyzed to perform
a correct design of the SMC parameters kpv and λpv. Considering the same BP585 PV panel used
in the previous examples, the current and power curves of such a PV panel are given in Figure 8
for multiple photo-induced currents (i.e., different irradiance conditions) at the expected PV panel
temperature (298 K). The data show that the MPP conditions are constrained within the voltage range
16 V < vpv < 19 V, and taking into account that the SMC reference is provided by an MPPT algorithm,
then the analysis of Ypv must be performed within the same voltage range.

Figure 9 shows the admittance of the BP585 PV panel, calculated using Equation (32), for the
interest voltage range 16 V < vpv < 19 V. The figure put into evidence that Ypv is almost independent
from the photo-induced current, which is also observed in Equation (32) because ∂ipv/∂vpv does not
depend directly on iph. Finally, the admittance range used to design the parameters kpv and λpv is
−0.40 Ω−1 ≤ Ypv ≤ −0.03 Ω−1. It must be noted that the analysis of Ypv must be performed for the
particular PV panels to be used in the photovoltaic installation.
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Figure 8. Current and power curves of the BP585 PV panel for 1 A < iph < 5 A.
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Figure 9. Admittance of the BP585 PV panel for 16 V < vpv < 19 V and 1 A < iph < 5 A.

4.3.2. Equivalent Dynamics in Protection Mode

As in the previous case, the equivalent dynamics are calculated by replacing the open-loop
differential equation describing the inductor current, Equation (8), with the sliding-surface imposed
by {Ψb = 0} in Equation (12). This procedure is reported in expression (34), in which the differential
equation describing vb, Equation (7), has been modified to depend on the converter duty cycle d.
Hence the equivalent dynamics disregard the switching ripple.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

dvpv

dt
=

ipv − iL

Cpv
dvb
dt

=
iL · (1 − d)− idc

Cb

iL = −kb · (vb − Vmax)− λb ·
∫

(vb − Vmax) dt

(34)
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The dynamic system in Equation (34) is used to analyze the deviation of vb from Vmax caused by
perturbations in the other DMPPT converters connected in series. Applying the Laplace transformation
to the previous expression leads to the following transfer function between the output Vb(s) and
reference Vmax(s) voltages:

Vb(s)
Vmax(s)

=

(1−d)·kb
Cb

· s + (1−d)·λb
Cb

s2 + (1−d)·kb
Cb

· s + (1−d)·λb
Cb

(35)

The dynamic behavior of Equation (35) changes with the duty cycle d, which must be analyzed
to design kb and λb. For the example developed in this paper, the range of the PV voltage is
16 V < vpv < 19 V, which leads to 0.37 < d < 0.68 because vb = Vmax = 50 V. As in the MPPT
mode, this analysis of d must be performed for the particular PV panel and dc-link voltage to be used
in the photovoltaic installation.

5. Parameters Design of the Proposed SMC

Equivalent dynamic models, introduced in Section 4.3, are used in Sections 5.1 and 5.2 for the
design of the surface parameters kpv, λpv, kb and λb to impose a desired close loop dynamics of vpv

and vb. Such dynamic behavior is defined as a maximum settling time and a maximum overshoot
for all the operation conditions of the DMPPT-U. Furthermore, dynamic restrictions of the proposed
SMC are discussed in Section 5.3, while the switching frequencies and hysteresis bands are analyzed
in Section 5.4.

5.1. Parameters Design in MPPT Mode

The proposed procedure starts by defining a maximum settling-time (t∗s ) and a maximum
overshoot (MO∗) for vpv considering the restrictions imposed by the MPPT technique. The next
step is to identify the feasible couples of parameters

(
kpv, λpv

)
. A couple

(
kpv, λpv

)
is feasible if

the small signal voltage (vPV) settling time (ts) and maximum overshoot (MO) fulfill ts ≤ t∗s and
MO ≤ MO∗, for all the possible operation points defined by min

(
Ypv
) ≤ Ypv ≤ max

(
Ypv
)
; where

ts and MO, for a given value of Ypv, are calculated from Equation (33). Finally, the feasible couples(
kpv, λpv

)
are compared using a proposed indicator and the exact values are selected close to the

indicator’s maximum value.
The definition of t∗s and MO∗ is based on the MPPT parameters and power efficiency to provide

the following time response criteria:

• Settling-time ts, which must be shorter than the perturbation period Ta of the P&O algorithm to
ensure the MPPT stability [41].

• Maximum Overshoot MO, which must be limited to avoid large deviations from the MPP voltage
that produces high power losses.

The evaluation of those criteria requires the calculation of the time response of the PV voltage.
Taking into account that the P&O produce step perturbations of Δvmppt volts each Ta seconds, the PV
voltage response is given by Equation (36).

Vpv(s) =

kpv
Cpv

· s + λpv
Cpv

s2 +
kpv−Ypv

Cpv
· s + λpv

Cpv

· Δvmppt

s
(36)

The time-domain expression of the small signal PV voltage for a particular Ypv (vPV(t))
is calculated by applying the inverse Laplace transformation to Equation (36), i.e., vPV(t) =

L−1 {Vpv(s)
}

, which corresponds to the step-response of a second-order system with a real zero.
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Appendix A reports the time-domain expressions for the step-response of a canonical second-order
system with a real zero for the three possible types of poles: real and different, real and equal,
and conjugated complex values. Therefore, Vpv(s) is rewritten as given in Equation (37) to take profit
of the Appendix A expressions.

Vpv(s) =
a · s + b

(s + p) · (s + q)
· 1

s
with

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

a =
kpv
Cpv

· Δvmppt

b =
λpv
Cpv

· Δvmppt

p + q =
kpv−Ypv

Cpv

p · q =
λpv
Cpv

(37)

Appendix A also reports the expressions for the voltage derivative dvPV (t)
dt and for the time tMO at

which the maximum overshoot MO occurs, i.e., the earliest time for dvPV (t)
dt = 0.

Then, the maximum overshoot MO is calculated as shown in Equation (38).

MO = vPV(tMO) (38)

Similarly, the settling time ts is calculated from Equation (39), which corresponds to the instant
in which vPV(t) enters into a band of ±ε % around the final value Δvmppt and keeps trapped inside.
Commonly accepted values for the band are ε = 2%, ε = 5% and ε = 10% [42].⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣∣∣∣vPV(ts)

Δvmppt
− 1
∣∣∣∣ = ε

∣∣∣∣ vPV(t)
Δvmppt

− 1
∣∣∣∣ < ε ∀ t > ts

(39)

Equations (38) and (39) can be solved using different tools: processing the time-domain
expressions for vpv(t), given in Appendix A, to calculate both MO and ts as reported in [43];
transforming Equation (36) into differential equations, which must be simulated using numerical
methods [44] to find the solutions of Equations (38) and (39); or using specialized functions like
stepinfo() from the Control systems toolbox of Matlab [45], which calculates both MO and ts values.

To ensure a correct behavior of the PV voltage, within the MPP range defined in Section 4.3.1,
by using the small signal approximation, the SMC parameters kpv and λpv must ensure that the small
signal PV voltage exhibits settling times and maximum overshoots lower than the desired limits t∗s
and MO∗, respectively, for all the admittance values within the interesting range:⎧⎪⎨⎪⎩

MO ≤ MO∗

ts ≤ t∗s
∀ min

(
Ypv
) ≤ Ypv ≤ max

(
Ypv
)

(40)

Therefore, a feasible couple
(
kpv, λpv

)
must fulfill expression (40), where ts and MO are evaluated

by using expressions (38) and (39) for each value of Ypv. In this paper, feasible couples
(
kpv, λpv

)
are

identified by using a Monte Carlo analysis [46] to evaluate a wide range of kpv and λpv values.
An example of the obtained results, for {t∗s = 0.5 ms , ε = 5% , MO∗ = 10%, Cpv = 22 μF,
Δvmppt = 0.5 V

}
, is shown in Figure 10, which reports the valid kpv and λpv values that fulfill

restrictions (40) at the minimum and maximum values of Ypv considering a DMPPT-U formed by a
BP585 PV panel, a boost converter constructed with an input capacitor Cpv = 22 μF, and governed by
a P&O algorithm with a perturbation magnitude Δvmppt = 0.5 V.
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Figure 10. kpv and λpv values that fulfill restrictions in expression (40) for min
(
Ypv
)

and
max

(
Ypv
)

conditions.

The results reported in Figure 10 are useful to analyze the influence of kpv and λpv into the
performance criteria: increasing kpv and λpv reduce both the settling time and maximum overshoot.
However, increasing the values of kpv and λpv also increases the magnitude of the switching noise
transferred into the control system [47]. Therefore, this paper proposes to select kpv and λpv near the
lowest values fulfilling restrictions (40). The selection is performed using the Balance Ratio BR defined
in Equation (41), which enables to compare the kpv and λpv values fulfilling (40) in the entire interest
range of the PV admittance.

BR = max

([
1
2
· ts

t∗s
+

1
2
· MO

MO∗

]∣∣∣∣
Ypv∈[min(Ypv),max(Ypv)]

)
∀ {ts ≤ t∗s ∧ MO ≤ MO∗} (41)

The Balance Ratio for a couple
(
kpv, λpv

)
is not valid if MO > MO∗ or ts > t∗s in at least one

admittance condition. Moreover, the Balance Ratio is equal to one if MO = MO∗ and ts = t∗s in at
least one admittance condition. Hence, kpv and λpv must be selected near the highest Balance Ratio
calculated for the DMPPT converter, since a low value of BR implies an increment in kpv and λpv

and, as consequence, an unnecessary increment in both the control effort and the switching noise
transferred to the control system [47]. Figure 11 shows the BR values for the example developed in
this subsection, where it is observed that the higher values of BR are obtained for the lower feasible
values of kpv and λpv. These results help to select the values kpv = 0.6878 and λpv = 4347. Those
values provide a BR = 0.8678, which is close to the maximum condition max (BR) = 0.9618, but it is
not at the validity frontier. This selection provides a safety margin against tolerances in the elements of
the PV system and small differences between the PV voltage and its small signal approximation used
to calculate ts and MO for min

(
Ypv
) ≤ Ypv ≤ max

(
Ypv
)
.

Figure 12 shows the simulation of equivalent dynamics in the PV voltage, given in Equation (36),
considering the designed kpv and λpv values for the admittance values obtained in the previous
subsection. The simulation confirms that both settling time and maximum overshoot of the PV voltage
are below the imposed limits in all the admittance conditions. Therefore, the SMC based on Ψpv (11),
and implemented with the selected designed parameters, always fulfills the performance criteria
imposed by the expression (40).
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Figure 11. Balance Ratio for kpv and λpv values that fulfill restrictions in expression (40).

In conclusion, this section presented a design process to calculate the parameters of Ψpv to fulfill
both ts ≤ t∗s and MO ≤ MO∗, which ensures a correct operation of the associated P&O algorithm and
avoids excessive power losses due to transient voltage deviations from the MPP.
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Figure 12. Simulation of the equivalent dynamics in the PV voltage for kpv = 0.6878 and λpv = 4347.

5.2. Parameters Design in Protection Mode

The proposed procedure is similar to the one in MPPT mode. The first step is to define the
maximum settling-time (t∗s ) and the maximum overshoot (MO∗) for vb. The second step is to identify
the feasible couples of parameters (kb, λb). Finally, the feasible couples (kb, λb) are compared by using
the Balance Ratio (BR) and the exact values are defined close to the maximum value of BR. A couple
(kb, λb) is feasible if the output voltage (vb) ts and MO fulfill ts ≤ t∗s and MO ≤ MO∗, for all the
possible operation points defined by min (d) ≤ d ≤ max (d); where ts and MO, for a given value of d,
are calculated from Equation (35).

The evaluation of ts and MO requires to calculate the time response of the output voltage for a
perturbation. In this case, it is considered the fastest perturbation possible, which corresponds to a
deviation step of magnitude ΔVmax in vb.
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The time-domain expression of the output voltage vb(t), in response to the step perturbation
ΔVmax, corresponds to the step-response of a second-order system with a real zero. Appendix A reports
the time-domain expressions for this type of system in canonical form. The Laplace representation of
Vb(s) is rewritten as given in (42) to take profit from the Appendix A expressions.

Vb(s) =
a · s + b

(s + p) · (s + q)
· 1

s
with

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
a = (1−d)·kb

Cb
· ΔVmax

b = (1−d)·λb
Cb

· ΔVmax

p + q = (1−d)·kb
Cb

p · q = (1−d)·λb
Cb

(42)

From the expressions of the voltage derivate and the time tMO, at which the maximum overshoot
MO occurs, the following conditions are formulated:

MO = vb(tMO) (43)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣∣∣∣vb(ts)

ΔVb
− 1
∣∣∣∣ = ε

∣∣∣∣vb(t)
ΔVb

− 1
∣∣∣∣ < ε ∀ t > ts

(44)

As discussed in the MPPT mode, Equations (43) and (44) can be solved using different tools.
To ensure a correct behavior of the output voltage within the range defined in the previous subsection,
the SMC parameters kb and λb must be analyzed in all the operation range of the Protection mode
(min (d) ≤ d ≤ max (d)) as given in expression (45), in which t∗s and MO∗ are the desired maximum
settling time and maximum overshoot, respectively.⎧⎪⎨⎪⎩

MO ≤ MO∗

ts ≤ t∗s
∀ min (d) ≤ d ≤ max (d) (45)

A feasible couple (kb, λb) fulfills expression (45), where MO and ts are calculated by using
expressions (43) and (44) for each value of d. As in MPPT mode, feasible (kb, λb) are identified using a
Monte Carlo analysis for different values of kb and λb. An example of the obtained results for max (d)
and min (d) is shown in Figure 13 for {t∗s = 0.5 ms , ε = 2% , MO∗ = 5%, Cb = 44 μF}. Such a figure
reports the valid kb and λb values at the minimum and maximum values of d.
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Figure 13. kb and λb values that fulfill restrictions in expression (45) for min (d) and max (d) conditions.
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The results reported in Figure 13 help to analyze the influence of the parameters into the
performance criteria. Moreover, Figure 14 shows the Balance Ratio (BR) values for the example
developed in this paper, which helps to select the values kb = 1.303 and λb = 221. Those values
provide a tradeoff between settling-time and overshoot; furthermore, the selected BR = 0.76 provides a
safety margin between ts and MO of vb and the limits t∗s and MO∗ for the different operating conditions
of the Protection mode.
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Figure 14. Balance Ratio for kb and λb values that fulfill restrictions in expression (45).

5.3. Dynamic Restrictions

Dynamic restrictions are only present in MPPT mode, since in Protection mode the reference Vmax

is a constant value. Moreover, the reachability analysis in Protection mode (Section 4.2.2) showed
that the proposed SMC is stable if expression (20) is fulfilled. Nevertheless, in the analysis of the
reachability conditions in MPPT mode (Section 4.2.1) it was demonstrated that dynamic restrictions
reported in expressions (25) and (26) must be fulfilled to ensure a stable operation. Those restrictions
impose limits to the slew-rate of the voltage reference vmppt provided by the P&O algorithm.

The example developed up to now is used to illustrate the evaluation of expressions (25) and (26),
adopting an inductor L = 330 μH for the construction of the DMPPT converter. Moreover, the same
DC-link voltage levels analyzed in Section 2 are considered, i.e., vdc = 80 V and Vmax = 50 V, and the
interesting range of the PV voltage defined in Section 4.3 is also needed, i.e., 16 V < vpv < 19 V.
From that information the voltage parameters needed to compute expressions (25) and (26) are
calculated: min

(
vpv
)
= 16 V, max

(
vpv
)
= 19 V, min (vb) = vdc − Vmax = 30 V.

Figure 15 reports the limit values for dvmppt
dt to fulfill the dynamic restrictions imposed by

expressions (25) and (26). Moreover, the figure also puts into evidence that high values of kpv and λpv

reduce significantly the maximum slew-rate allowed for vmppt, which could constraint the speed of the
P&O algorithm. Therefore, as proposed in the previous subsection, kpv and λpv must be selected near
to the smallest valid values. For example, the adopted values kpv = 0.6878 and λpv = 4347 impose

a dvmppt
dt = 0.0453 V/μs, which is near to the maximum limit 0.0532 V/μs achieved at the left-side

frontier in Figure 15. In contrast, the highest values for kpv and λpv reported in Figure 15 will impose
a maximum slew-rate equal to 0.0083 V/μs, which is 5.5 times smaller than the adopted one, hence
slowing-down the system response.

This slew-rate limitation for the P&O output signal could be done inside the micro-processor
running the MPPT algorithm or using an analog circuit based on operational amplifiers.
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Figure 15. Limit values for dvmppt
dt to fulfill the dynamic restrictions imposed by expressions (25) and (26).

5.4. Switching Frequency and Hysteresis Band

Practical implementations of sliding-mode controllers require to add an hysteresis band H around
the sliding-surface to constrain the switching frequency to the limits supported by commercial
MOSFETs [38]. This section shows the procedure to define H in MPPT and Protection modes to
warrant a switching frequency less than a maximum value.

5.4.1. Switching Frequency and Hysteresis Band in MPPT Mode

The practical implementation of Ψpv requires the transformation of the sliding-surface from{
Ψpv = 0

}
to:

∣∣Ψpv(t)
∣∣ < H

2
(46)

Due to the SMC operation, in steady state vpv = vmppt, which imposes an almost constant
PV voltage, hence the integral term of

(
vpv − vmppt

)
in Ψpv is constant in steady-state. In addition,

due to the flux balance principle [40], the steady-state inductor current is formed by two components,
a constant average value IL and a triangular current ripple δiL(t) with peak amplitude ΔiL. Those
conditions impose the following steady-state behavior:

In steady− state :

{
kpv ·

(
vpv − vmppt

) ≈ 0
λpv ·

∫ (
vpv − vmppt

)
dt ≈ IL

(47)

Therefore, the steady-state expression for the modified switching function Ψpv(t) is equal to the
waveform of the inductor current ripple:

−H
2

< Ψpv(t) = δiL(t) <
H
2

(48)

The peak value ΔiL of δiL(t) is calculated from the differential equation of the inductor current,
Equation (8), as given in Equation (49), in which Fsw represents the switching frequency and d =

vb−vpv
vb
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is the duty cycle. Since Ψpv(t) has peak values ±H
2 imposed by the hysteresis band in Equation (48),

the value of H that ensures the desired steady-state switching frequency is given by Equation (50).

ΔiL =
vpv · d

2 · L · Fsw
(49)

H =
vpv ·

(
vb − vpv

)
vb · L · Fsw

(50)

The value of H must be designed for the worst-case scenario of Equation (50) to limit the switching
frequency to the MOSFET’s admissible conditions; such a worst-case scenario is obtained by analyzing
the minimum values of H. The worst-case value of vb is analyzed using the partial derivative of H,
with respect to vb, given in Equation (51): increments in vb produce reductions in ∂H/∂vb, hence the
worst-case corresponds to the maximum value of vb, i.e., Vmax.

∂H
∂vb

=
v2

pv

L · Fsw · v2
b
> 0 (51)

Similarly, the worst-case value of vpv is analyzed using the partial derivative given in Equation (52):
if vb > 2 · vpv then the worst-case corresponds to the maximum value of vpv; if vb < 2 · vpv then the
worst-case corresponds to the minimum value of vpv.

∂H
∂vpv

=
vb − 2 · vpv

L · Fsw · vb
⇒

⎧⎪⎨⎪⎩
∂H

∂vpv
> 0 if vb > 2 · vpv

∂H
∂vpv

< 0 if vb < 2 · vpv

(52)

The conditions of the example developed up to now impose vb > 2 · vpv: Vmax = 50 V,
min

(
vpv
)

= 16 V and max
(
vpv
)

= 19 V. Hence, to ensure a maximum switching frequency
Fsw = 40 kHz, the hysteresis band must be set to H = 0.8924 A.

5.4.2. Switching Frequency and Hysteresis Band in Protection Mode

The practical implementation of Ψb requires to transform the sliding-surface from {Ψb = 0} to:

|Ψb(t)| < H
2

(53)

For the steady-state operation of the SMC it is possible to assume vb = Vmax, hence the integral
of (vb − Vmax) in Ψb is constant. Moreover, as in the MPPT mode, the steady-state inductor current is
formed by a constant average value IL and a triangular current ripple δiL(t) with peak amplitude ΔiL.
Those conditions impose the following steady-state behavior:

In steady− state :

{
kb · (vb − Vmax) ≈ 0
λb ·
∫
(vb − Vmax) dt ≈ −IL

(54)

Therefore, the steady-state expression of Ψb(t) is given in Equation (55). This expression is
analogous to the modified switching function Ψpv(t) of the MPPT mode given in Equation (48), hence
the value of H that ensures the desired steady-state switching frequency is the same one obtained for
the MPPT mode, i.e., expression (50).

−H
2

< Ψb(t) = δiL(t) <
H
2

(55)
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Moreover, the analysis of H developed for the MPPT mode also holds for the Protection mode.
Therefore, H = 0.8924 A is calculated for the example developed in the paper, which is the same value
obtained for the MPPT mode.

6. Implementation of the Proposed SMC

The explanation of the proposed SMC implementation is divided into two main parts. The first
one is introduced in Section 6.1, which focuses on the explanation of the block diagrams to calculate
the switching functions Ψpv and Ψb, as well as the block diagram of the switching circuit to generate u
from Ψpv, Ψb and H. The second part is presented in Section 6.2 and it explains the proposed approach
to implement the SMC by using a combination of a microprocessor and an analog circuit.

6.1. Implementation Structure

The implementation of the proposed SMC based on Ψpv and Ψb includes three main block
diagrams: the synthesis of the sliding function Ψpv, synthesis of the sliding function Ψb and the
switching circuit. It is worth noting that only one switching circuit is required because the transversality
sign and value of H are the same in MPPT and Protection modes.

6.1.1. Implementation Structure in MPPT Mode

The on-line calculation of Ψpv, shown in Equation (11), requires the measurement of the inductor
current iL, the PV voltage vpv and the reference provided by the MPPT algorithm with the dynamic
restriction analyzed in Section 5.3. Figure 16 presents the block diagram proposed to synthesize Ψpv,
which could be implemented using analog circuits, i.e., Operational Amplifiers (OPAM), or using a
digital microprocessor with Analog-to-Digital Converters (ADC) and Digital-to-Analog Converters
(DAC). In the digital case, both the calculation of Ψpv and the limitation of the slew-rate of vmppt can
be implemented in the same microprocessor in charge of processing the P&O algorithm to reduce the
complexity, size and cost of the implementation.

Figure 16. Block diagram implementation of the SMC for the MPPT mode.

The switching law, shown in expression (21), is in charge of producing the MOSFET control signal
u. However, due to the introduction of the hysteresis band (see Equation (48)), the modified switching
law that must be implemented is introduced in Equation (56).⎧⎪⎨⎪⎩

Ψpv ≤ −H
2 → set u = 1 (MOSFET on)

Ψpv ≥ +H
2 → set u = 0 (MOSFET off)

(56)

The switching circuit implementing this law is constructed using two analog comparators and a
Flip-Flop S-R. The comparators, Comp1 and Comp2, detect the switching conditions to trigger the
change of u in the Flip-Flop. Figure 16 presents the proposed switching circuit.
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6.1.2. Implementation Structure in Protection Mode

The implementation of the SMC based on Ψb requires the synthesis of the sliding function and
the switching circuit. However, since the transversality sign and value of H are the same ones required
to implement Ψpv, the switching circuit is the same one described in Figure 16.

The block diagram to calculate on-line Ψb, Equation (12), is presented in Figure 17. This circuit
measures the inductor current iL, the output voltage vb and the reference. As in the MPPT mode,
the proposed structure could be implemented using analog circuits or a digital microprocessor.
The advantage of using a digital implementation concerns the integration of the sliding function
calculation for both MPPT and Protection modes into a single device.

Figure 17. Block diagram to synthesize Ψb in Protection mode.

6.2. Control System Implementation and Modes Transition

Both SMC components based on Ψpv and Ψb are implemented into a single circuit to provide
a simple and low cost solution. This is possible, in part, due to the fact that both SMC components
exhibit a positive transversality value, Equations (16) and (19), which enable the adoption of the same
switching circuit for both modes. Moreover, the structure of the switching functions makes it simple
to unify the online calculation of Ψ into a single device. For that purpose, this paper proposes to
divide the calculation process of Ψ into two steps: a digital step to process the calculations based
on the voltages, and an analog step to process the calculations based on the faster changes present
in the inductor current. This approach has been successfully used to implement other SMC for PV
systems [38] and to implement SMC with variable switching functions [48], which is the type of
solution proposed in this paper.

Then, the calculation of Ψpv and Ψb is performed as follows:

• Digital step: it is executed inside a microprocessor, which measures vpv, ipv and vb, to calculate
the intermediate variables i∗L,pv and i∗L,b reported in Equations (57)–(60), respectively, where the
terms intpv and intb are the discrete integral terms of Ψpv and Ψb, respectively, processed with the
forward Euler method, while δt corresponds to the time between two measurements performed
by the ADC of the microprocessor. Intermediate variables i∗L,pv and i∗L,b correspond to the algebraic
sum of second and third terms of Ψpv (Equation (11)) and Ψb (Equation (12)), respectively.

i∗L,pv = −kpv ·
(
vpv − vmppt

)−λpv · intpv (57)

intpv = intpv + δt · (vpv − vmppt
)

(58)

i∗L,b = kb · (vb − Vmax) +λb · intb (59)

intb = intb + δt · (vb − Vmax) (60)

• Analog step: it adds the measurement of iL with i∗L,pv or i∗L,b, provided by DAC of the
microprocessor, to complete the calculation of Ψ = Ψpv or Ψ = Ψb depending on the active
mode as reported in Equation (61), where Pr was already defined in Equation (10). This process is
performed using OPAMs to provide a negligible delay between iL and Ψ; this is needed to detect
the instants in which u must be changed following Equation (48).
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Ψ = iL + i∗L with i∗L =

⎧⎪⎨⎪⎩
i∗L,pv for Pr = 0

i∗L,b for Pr = 1
(61)

Finally, the analog value of Ψ is delivered to the switching circuit, which produces the control
signal u driving the MOSFET of the DMPPT converter in both modes.
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vpv, ipv, vb

vb ≥ Vmax?

Pr  = 0
Intpv = Intpv,0 
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Figure 18. Implementation of the control system.
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Figure 18 summarizes the hybrid analog-digital implementation of the proposed solution.
The figure also shows the digital implementation of the P&O algorithm and the slew-rate limitation,
both operating only in MPPT mode. This avoids the divergence of the P&O algorithm from the MPP
zone when the DMPPT converter is operating in Protection mode. In the slew-rate limitation block
the term δVmppt(t) describes the variation of the MPPT reference (vmppt) for each time step (δt), which

must fulfill the dynamic restriction in dvmppt
dt imposed by expressions (25) and (26).

Figure 18 also describes the transitions between MPPT and Protection modes:

• MPPT to Protection: this transition occurs when the output voltage vb reaches the maximum safe
value Vmax, which activates the routine for Protection mode (Pr is set to 1). This routine starts by
initializing the integral term of Ψb as given in Equation (62), which forces the inductor current
to be close to the value previously defined by the MPPT mode; without this initialization the
inductor current will be reset to zero, or to any other value far from its previous condition, which
could produce strong perturbations on the DMPPT voltages.

intb = intb,0 =
i∗L
λb

(62)

• Protection to MPPT: this transition occurs when the PV voltage vpv enters the MPPT range, which
in the example is 16.5 V < vpv < 18.5 V for the adopted BP585 panel. In such a condition the
algorithm sets the variable Pr equal to 0, which activates the MPPT mode routine. This routine
starts by initializing the integral term of Ψpv as given in Equation (63) to ensure a stable inductor
current in the transition. Entering the MPPT mode enables the operation of the P&O algorithm,
which delivers the reference value calculated at the end of the last MPPT mode activation.

intpv = intpv,0 =
i∗L

λpv
(63)

7. Simulation Results

The DMPPT system formed by two DMPPT converters connected in series, previously presented
in Figure 2, was implemented in the power electronics simulator PSIM to validate the previous analyses.
Each DMPPT converter drives a BP585 PV panel with the same circuital implementation presented in
Figure 6. The SMC in each DMPPT converter corresponds to the hybrid analog-digital implementation
described in Figure 18. Finally, the BP585, boost converter and controller parameters were the same
ones defined in the previous sections of the paper: Cpv = 22 μF, L = 330 μH and Cb = 44 μF for the
boost converters, A = 154.15 μA, B = 1.1088 V−1, Rs = 0.0045 Ω and Rh = 109.405 Ω for the BP585
panels and kpv = 0.6878, λpv = 4347, kb = 1.303, λb = 221, Δvmppt = 0.5 V, Ta = 1 ms, H = 0.8924,

Vmax = 50 V, and dvmppt
dt = 0.0453 V/μs for the controller.

The simulation starts considering the two PV panels operating at 1000 W/m2, i.e., in uniform
conditions, which forces the output voltages of the DMPPT converters to be equal to 40 V. Figure 19
presents the simulation results, which depicts the operation in MPPT mode of both converters.
Then, at 10 ms the irradiance of the second panel drops to 500 W/m2, producing a mismatched
condition that forces the output voltage of the first DMPPT converter to grow. After 1.1 ms vb,1 reaches
the maximum safe voltage Vmax = 50 V, which triggers the Protection mode. From that moment the
PV voltage vpv,1 of the first panel diverges from the MPP value to reduce the power production, so that
the output voltage is limited.
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Figure 19. Simulation of the DMPPT system with the proposed control structure.

At 20 ms the irradiance of the first PV panel drops to 800 W/m2, which requires the system to
remain in Protection mode to avoid an overvoltage in Cb,1. Finally, at 30 ms the irradiance of the first
panel drops to 500 W/m2, leaving both panels in uniform conditions. Hence, 2.5 μs latter, the system
enters in MPPT mode to start again the tracking of the MPP under safe conditions. The simulation
also puts into evidence that the SMC is always stable: the switching function Ψ1, corresponding to the
DMPPT converter entering in both MPPT and Protection modes, operates inside the hysteresis band
−H

2 < Ψ1 < H
2 in both modes under the presence of perturbations in the irradiance, output voltage

and P&O reference. However, at the instants in which the modes transition occur (11.1060 ms and
30.0025 ms) the SMC leaves the hysteresis band, but the fulfillment of the reachability conditions forces
the SMC to enter again in the band.

Figure 20 shows a zoom of the circuital simulation to verify the design requirements. The figure
at the top shows the waveforms of the PV voltage and P&O reference for the first DMPPT-U operating
in MPPT mode, which occurs between 6 ms and 8 ms. During that time the PV panel of the first
DMPPT-U operates under an irradiance equal to 1000 W/m2, and the SMC successfully fulfills the
desired settling time ts ≤ 0.5 ms. Similarly, the overshoot is under the 10%. The figure at the middle
also shows the waveforms of the PV voltage and P&O reference for the first DMPPT-U operating
in MPPT mode, but this time under at irradiance equal to 500 W/m2, which occurs between 36 ms
and 38 ms. Again, the SMC successfully fulfills the desired settling time ts ≤ 0.5 ms and overshoot
(MO ≤ 10%). The waveforms described in both MPPT conditions are in agreement with the equivalent
dynamics analyses: at 1000 W/m2 the MPP voltage is near 19 V, which corresponds to a PV module
admittance near −0.4 Ω−1 according to the data reported in Figure 9. Then, from Figure 12 it is
noted that such an admittance describes a PV voltage waveform without any overshoot and with
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a settling time equal to 0.5 ms, which corresponds to the waveform described by vpv,1 at the top of
Figure 20. Similarly, at 500 W/m2 the MPP voltage is near 18 V, which corresponds to a PV module
admittance near −0.16 Ω−1; and Figure 12 reports that such an admittance describes a PV voltage
waveform without any overshoot and with a settling time much shorter than 0.5 ms, which is equal to
the waveform described by vpv,1 in the middle of Figure 20.
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Figure 20. Zoom of the simulations in both MPPT and Protection modes.

Finally, the bottom of Figure 20 shows the waveform of the output voltage vb,1 for the first
DMPPT-U operating in Protection mode, which occurs between 26 ms and 28 ms. During that time the
SMC regulates vb,1 to avoid an overvoltage condition. The perturbations in vb,1 are caused by the MPPT
action of the second DMPPT-U, which perturbs the overall output power, thus changing the relation
between the output voltages of both DMPPT-Us. For example, at 25.9 ms the first DMPPT converter
provides 65 W while the second one provides 39 W, which imposes vb,1 = 50 V and vb,2 = 30 V;
at 26 ms the SMC of the second DMPPT converter receives a perturbation command from the P&O
algorithm, forcing that converter to provide 38.64 W, which in turns changes the output voltages
to vb,1 = 49.72 V and vb,2 = 30.28 V. However, the simulation confirms that the SMC imposes the
desired settling time ts = 0.5 ms to the first DMPPT-U in the regulation of the output voltage vb,1
under Protection mode. In this case no overshoot is observed.

In contrast, Figure 21 shows the simulation of the DMPPT system without activating both the
Protection mode and slew-rate limitation. This simulation shows the overvoltage condition that occurs
due to the operation in MPPT mode under the mismatching condition, which could destroy Cb,1 and
subsequently the DMPPT converters. Moreover, the SMC exhibits loss of the sliding-mode since the
switching function Ψ1 operates outside the hysteresis band due to the lack of dynamic constraints in
the P&O reference.
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Figure 21. Simulation of the DMPPT system without activating both the Protection mode and
slew-rate limitation.

Three DMPPT solutions were implemented to compare their performance with the proposed
control strategy, where two of them are some of the most cited papers in double stage DMPPT
systems, [16,23,24], and the other is based on SMC [30]. Simulation results introduced in
Figure 22 show the comparison of the proposed control strategy with the solutions proposed
in [16,23,24,30] respectively.

In [16] the authors use P&O in MPPT mode and fix the duty cycle to keep vb below its maximum
value in Protection mode. Results in Figure 22a shows an overshoot in vb,1 in the transition of the
DMPPT-U from MPPT to Protection mode. Such an overshoot surpasses Vmax, which may damage the
output capacitor or the switching devices of the DMPPT-U. Moreover, the solution proposed in [16]
operates in open-loop during Protection mode and it cannot guarantee the regulation of vb if there are
perturbations like variations in the operation points of the other DMPPT-Us or oscillations introduced
by the inverter. It is worth noting that the oscillations of vpv obtained with linear regulator are greater
than the ones of the proposed SMC. Those oscillations are smaller for high values of vpv and larger for
low values of vpv. Additionally, the amplitude of the oscillations increments when one DMPPT-U is in
Protection mode.

Solution proposed in [23,24] uses a proportional controller to regulate vb when the DMPPT-U
operates in Protection mode. The effect of the proportional controller produces an overshoot in vb,1
(see Figure 22b) that may damage the output capacitor and switching devices of the boost converter.
Additionally, the proportional controller may introduce steady-state errors in and it is not able to reject
perturbations produced by the inverter or changes in the operation condition. Even though solution
in [23,24] uses Extremum Seeking Control in MPPT mode, the same P&O used in the other solutions
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were implemented in order to perform a fair comparison in the performance of the DMPPT-U during
the transition and regulation in Protection mode.
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Figure 22. Comparison of the proposed solution with other DMPPT control strategies with Protection
mode. (a) Comparison with DMPPT control proposed in [16]. (b) Comparison with DMPPT control
proposed in [23,24]. (c) Comparison with DMPPT control proposed in [30].

In [30] the DMPPT-U control is implemented with a SMC in MPPT and Protection modes,
however, the SMC does not include integral terms to regulate vpv and vb in the proposed switching
function. There is no overshoot in the transition between MPPT and Protection modes (see Figure 22c).
Nevertheless, there is a steady-state error in vb,1, which forces the DMPPT system to operate in a
non-optimal condition, because the optimal condition of a DMPPT in Protection mode is vb = Vmax,
as demonstrated in Section 2 and Figure 5. Moreover, the steady-state error in vb is proportional to the
current of the DMPPT-U to the DC link, therefore, it is difficult to predict. Solution introduced in [30]
also exhibits a steady-state error in vpv and small overshoots, with respect to the proposed solution.
That steady-state error is partially compensated by the P&O vpv but deviates the MPPT technique from
the MPP.

In conclusion, the simulation results put into evidence the correctness of the design equations and
considerations developed in this paper. Moreover, the proposed solution guarantees zero steady-state
error in MPPT and Protection modes, no overshoots in vb, and predictable dynamic behaviors in vpv

and vb in the entire operation range of the DMPPT-Us.

189



Energies 2018, 11, 2220

8. Experimental Implementation and Validation

An experimental prototype was developed to validate the proposed solution. The prototype
follows the structure adopted in the simulations: it is formed by two DMPPT converters connected in
series, each one of them interacting with a BP585 PV panel. The circuital scheme of the prototype is
depicted in Figure 23, which reports the implementation of the proposed SMC. The digital steps of the
SMC are processed using a DSP F28335 controlCARDs, which have ADC to acquire the current and
voltage measurements needed. Both PV and inductor currents are measured using AD8210 circuits
and shunt resistors to provide a high-bandwidth, and a MCP4822 DAC (labeled DAC in Figure 23)
was used to produce the signals i∗L,1 and i∗L,2 needed to generate the switching functions Ψ. The DSP
executes the designed sliding function presented in the structure defined in Figure 18, the result of
this operation is converted to an analog value and injected to a circuit based on operational amplifiers,
which performs the control action u by means of the TS555 device, based on the implementation
presented in [49]. This implementation gives the advantage of computing the high frequency signal
(iL) by means of analog circuits and the low frequency signal (i∗L) in a digital form.

Figure 23. Circuital scheme of the experimental prototype.

The grid-connected inverter reported in Figure 2 was emulated using a BK8601 DC electronic
load. Such an electronic load, configured in constant voltage mode, emulates the input voltage
control imposed by a traditional grid-connected inverter. Figure 24 shows the experimental setup,
which depicts the two DMPPT converters in series connection. Moreover, the figure also shows the
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controlCARDs, the TS555 switching circuits, and the connections to both the PV panels and electronic
load. Finally, the experimental setup includes a voltage supply used to power the DSP, DAC and
switching circuits.

Figure 24. Experimental setup.

The electrical elements used in the platform are: 2218-H-RC inductors from from Bourns Inc. with
L = 330 μH, MKT1813622016 capacitors from Vishay BC with Cpv = 22 μF and Cb = 44 μF, IRF540N
MOSFETs from International Rectifier and MOSFET drivers A3120 from Vishay Semiconductors.
The shunt-resistors used to measure the currents were WSL12065L000FEA18 from Vishay Dale with
Rs = 5 mΩ. Finally, the SMC parameters were the same ones adopted for the simulations. However,
the MPPT parameters were changed to Δvmppt = 1 V and Ta = 1 s due to dynamic limitations of the
BK8601 DC electronic load.

Figure 25 reports the experimental measurements of the prototype. The experiment starts with
both BP585 PV panels under uniform conditions, which makes both DMPPT-U operate at the same
MPP voltage and power. Therefore, the output voltages of both series-connected DMPPT converters
are equal to 40 V, which is under the overvoltage limit Vmax = 50 V. Such conditions force the
proposed SMC to operate in MPPT mode, which is evident from the three-point behavior described by
both PV voltage profiles vpv,1 and vpv,2. This is also confirmed by signal Pr, which is equal to 0 at the
start of the experiment.

To emulate a mismatched condition, the first PV panel is partially shaded using an obstacle as
it is shown at the top of Figure 25. Therefore, from 4.8 s the first PV panel produces less power
than the second PV panel, which forces the output voltage of the second DMPPT converter to
grow. Subsequently, the SMC of the second DMPPT-U enters in Protection mode to prevent an
overvoltage condition, i.e., Pr = 1, while the SMC of the first DMPPT-U keeps working in MPPT
mode. The experiments confirm the correct protection of the second DMPPT converter provided by
the proposed SMC.

The obstacle is removed at 14.2 s, which imposes uniform conditions again. Therefore, the SMC
of the second DMPPT-U tracks the MPP voltage of the second PV panel by returning to MPPT mode.

In conclusion, the experiment reports a correct operation of the proposed SMC, in both Protection
and MPPT modes, under the series-connection.
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Figure 25. Experimental measurements.

9. Conclusions

A control strategy based on sliding-mode theory, for DMPPT-Us in double-stage DMPPT
architectures, has been presented. The proposed controller is able to perform the MPPT on each
PV panel when vb < Vmax (MPPT mode), and to avoid the DMPPT-Us overvoltage under mismatching
conditions (Protection mode). The SMC has a single sliding surface able to regulate vpv and vb in MPPT
and Protection modes, respectively, including iL into the switching function to provide a soft transition
between the two operation modes. Moreover, a detailed design procedure for the SMC parameters
and hardware implementation have been provided.

Simulations demonstrate the stability of the DMPPT-Us operating in both MPPT and Protection
modes, and also during the transitions between both modes. Moreover, the dynamic performance
reported by the simulations fulfills the design restrictions in terms of maximum setting time and
overshoot. Furthermore, an experimental platform was developed to show a practical implementation
of this new solution. The experimental measurements put into evidence the correct behavior of the
practical SMC under real operation conditions.

The proposed control strategy ensures the stability and the dynamic performance of the
DMPPT-Us in the entire operation range without a centralized controller or a communication
link. Moreover, the control strategy can be implemented using low-cost hardware, which is an
important characteristic for commercial DMPPT architectures. This solution can be further improved
by implementing observes for both the PV and inductor currents, which will reduce the number of
current sensors. Such an approach will reduce both the implementation costs and conduction losses,
and it is currently under investigation.
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Appendix A. Step Response of the Second Order System with a Zero

This appendix reports the time-domain expressions for the step response and performance criteria
for a canonical second-order system with a zero:

v(t) = L−1
{

a · s + b
(s + p) · (s + q)

· 1
s

}
(A1)

Appendix A.1. Overdamped System (p and q Are Real and Different)

Time response expression:

v(t) =
b

p q
+

e−p t (b − a p)
p (p − q)

− e−q t (b − a q)
q (p − q)

(A2)

Derivative of the time response expression:

dv(t)
dt

=
e−q t (b − a q)

p − q
− e−p t (b − a p)

p − q
(A3)

Time value at which the MO occurs
(

dv(t)
dt = 0

)
:

tMO =
ln
(

b−a p
b−a q

)
p − q

(A4)

Appendix A.2. Critically Damped System (p = q Are Real)

Time response expression:

v(t) =
b
p2 − b e−p t

p2 − t e−p t (b − a p)
p

(A5)

Derivative of the time response expression:

dv(t)
dt

=
b e−p t

p
+ t e−p t (b − a p)− e−p t (b − a p)

p
(A6)

Time value at which the MO occurs
(

dv(t)
dt = 0

)
:

tMO = − a
b − a p

(A7)
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Appendix A.3. Under Damped System (p and q Are Complex)

Time response expression:

v(t) =
b

p q
−

b e−
(p+q) t

2

(
cosh

(
t
√

(p+q)2

4 − p q
)
− χ

)
p q

(A8)

where

χ =

sinh
(

t
√

(p+q)2

4 − p q
) (

(p+q)
2 + a p q−b (p+q)

b

)
√

(p+q)2

4 − p q

Derivative of the time response expression:

dv(t)
dt

=
b (p + q) e−

(p+q) t
2

(
cosh (χ t)− γ sinh(χ t)

χ

)
2 p q

−

b e−
(p+q) t

2 (χ sinh (χ t)− γ sinh (χ t))
p q

(A9)

where

χ =

√
(p + q)2

4
− p q

γ =
(p + q)

2
+

a p q − b (p + q)
b

Time value at which the MO occurs
(

dv(t)
dt = 0

)
:

tMO =
ln (abs (χ))√
(p+q)2

4 − p q
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2
√

p q a2 − (p + q) a b + b2
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Abstract: Among the issues of accurate power distribution, stability improvement, and harmonic
suppression in micro-grid, each has been well studied as an individual, and most of the strategies
about these issues aim at one inverter-based micro-grid, hence there is a need to establish a model to
achieve these functions as a whole, aiming at a multi-inverter-based micro-grid. This paper proposes a
comprehensive strategy which achieves this goal successfully; since the output voltage and frequency
of micro-grid all consist of fundamental and harmonic components, the strategy contains two parts
accordingly. On one hand, a fundamental control strategy is proposed upon the conventional droop
control. The virtual impedance is introduced to solve the problem of accurate allocation of reactive
power between inverters. Meanwhile, a secondary power balance controller is added to improve the
stability of voltage and frequency while considering the aggravating problem of stability because of
introducing virtual impedance. On the other hand, the fractional frequency harmonic control strategy
is proposed. It can solve the influence of nonlinear loads, micro-grid inverters, and the distribution
network on output voltage of inverters, which is focused on eliminating specific harmonics caused by
the nonlinear loads, micro-grid converters, and the distribution network so that the power quality of
micro-grid can be improved effectively. Finally, small signal analysis is used to analyze the stability
of the multi-converter parallel system after introducing the whole control strategy. The simulation
results show that the strategy proposed in this paper has a great performance on distributing reactive
power, regulating and stabilizing output voltage of inverters and frequency, eliminating harmonic
components, and improving the power quality of multi-inverter-based micro-grid.

Keywords: micro-grid; droop control; virtual impedance; harmonic suppression; power quality

1. Introduction

In recent years, distributed generations, e.g., wind and solar power, have been developing rapidly.
Comparing with traditional power generation forms, distributed generations are environment-friendly
technologies, and they often form micro-grids via inverters, which is an important complementary
of bulk power network. However, since there are so many distributed generations in the micro-grid
system, power electronic inverters are also widely used. In addition, various kinds of nonlinear loads
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such as electric vehicles are increasingly integrated into the micro-grid, thus a power quality problem
inside micro-grid occurs and increases problems of heating, incremental losses, voltage and current
distortion, which threaten our daily life. It is not only the micro grid itself that can be broken down by
such problems, but the voltage and frequency of the distributed power system can also be influenced
through the point of common coupling (PCC) [1–3]. Meanwhile, power management strategies play
an increasingly important role in power quality regulation for micro-grids [4–6].

As distributed generations are connected to the micro-grid via inverter, hence the control strategy
of inverters influence system stability and power quality. Among all the inverter control strategies,
droop control is considered as the best strategy at present, which can distribute the output power of
inverters properly under the island mode of the micro-grid, even if there is no common communication
line among distributed generations (DGs); meanwhile, the voltage and frequency can be controlled
within related national standards by this strategy [7–9]. However, there are some shortcomings in the
traditional droop control strategy. Firstly, system reactive power cannot be distributed accurately while
the equivalent impedance of micro sources is different [10]. Secondly, system voltage and frequency will
not maintain their stability under abrupt load variation [11,12]. In addition, the magnitude of harmonic
power varies with the amount of non-linear loads integrated into the micro-grid. The existence of
harmonic power will have an effect on system devices, including transformers, capacitors, and electric
rotating machines. It is also shown that harmonic power will influence the voltage amplitude and
waveform of PCC [13], which may cause resonance and eventually lead to the loss of system stability.

At present, there are less researches on multi-inverter-based micro-grid power quality. Traditional
methods for limiting waveforms distortion are to make direct compensation by installing passive or
centralized active power filters, but the high cost of these kinds of devices should not be ignored,
and these methods can only improve harmonic components, while, as to fundamental component
power quality and accurate reactive power distribution, they neither make tense research nor give
an integral solution [14–17]. Reference [18] proposed a compensation method based on a unified
power quality conditioner (UPQC) to improve the power quality index of PCC, but though this
device is widely used in large capacity and high voltage power grids, it is difficult to generalize
the use of this device in low voltage distributed grids and micro-grids. Many experts considered
designing an inverter control strategy to improve accurate reactive power distribution and govern
harmonic components [19–28]. Reference [19] proposed a method to govern harmonic components in
the micro-grid that combines the technology of active filter and inverter controller, so the utilization of
inverter is obviously improved and the cost of active filter is effectively decreased; however, the design
of that controller is too complex to popularize. The general method to distribute reactive power
accurately is to add virtual impedances into inverters [20–22]. By measuring the output voltage and
current of inverters and adjusting their output impedances, i.e., introducing virtual impedances to
the multi-inverter system, the reactive power of system can be distributed accurately, although this
method needs to know the parameters of lines in advance and is short of consideration about load
variation [23]. Reference [24] concluded that harmonic droop control can be used for distributing
harmonic power among inverters and decreasing voltage waveform distortion of PCC, whereas the
calculation of non-linear loads is too complex and this method does not make an obvious function
on distributing active power. Reference [25] proposed a control strategy to suppress harmonic and
negative sequence current in island mode. The strategy mentioned is composed of two controllers:
one is a multi-proportional resonance controller which is used to regulate load voltage, and the other
is a harmonic impedance controller which is used to distribute harmonic current among micro sources.
These two controllers are so intricate that they may lead to high-order feedforward transfer function.
In references [26–28], experts considered reactive power distribution, voltage, and frequency stability
under load abrupt variation respectively, but the influence from non-linear loads was not taken into
integral consideration and given focus in the research.

Above all, this paper proposes a comprehensive strategy for accurate power distribution, stability
improvement and harmonic suppression of a multi-inverter-based micro-grid, which aims at further
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improving the power quality of the micro-grid. Based on previous research, it mainly introduces
the improved fundamental control strategy and the fractional frequency harmonic control strategy
into a multi-inverter-based micro-grid, which are two components of the comprehensive strategy.
The key point is to add the fractional frequency harmonic control strategy to improve the power quality
of the multi-inverter-based micro-grid under the premise of ensuring the stability of the improved
fundamental control strategy. In addition, the stability of this micro-grid control system is analyzed
by the small signal analysis method. Following this, a micro-gird system simulation model is built in
MATLAB to verify the effectiveness of the proposed strategy.

The main contributions of this work are described as follows: Section 2 proposes the comprehensive
strategy for accurate power distribution, stability improvement, and harmonic suppression of the
multi-inverter-based micro-grid. Section 3 analyzes the stability of the multi-converter parallel system
after introducing the comprehensive control strategy. Simulation and experimental results to prove the
effectiveness of the strategy are demonstrated in Section 4. Section 5 concludes the paper.

2. Comprehensive Strategy for Accurate Reactive Power Distribution, Stability Improvement,
and Harmonic Suppression of a Multi-Inverter-Based Micro-Grid

It is difficult to accurately distribute reactive power and effectively improve the stability of
voltage and frequency under abrupt load variation depending on conventional droop controllers,
let alone suppress harmonic components in a micro-grid which are caused by many reasons.
Therefore, a comprehensive strategy for accurately distributing reactive power, improving stability,
and suppressing harmonics of a multi-inverter-based micro-grid is proposed in this paper. Upon the
conventional droop control, an adaptive virtual impedance control loop is introduced to achieve the
accurate distribution of reactive power of inverters in fundamental frequency. Considering this process
may add the problem of voltage stability, so a secondary power balance controller is added to improve
the stability of voltage and frequency, and the fundamental problems are settled completely so far.
Next, the control strategy this paper proposed is further refined by introducing a fractional frequency
harmonic suppression strategy, which can solve the harmonic problem perfectly, therefore, the power
quality of the micro-grid is improved eventually.

The main circuit is mainly composed of the following parts: inverter, LC filter, line impedance,
linear load, nonlinear load, and so on. The inverter is controlled by a control strategy to adjust the
output voltage and frequency. The comprehensive control strategy is composed of the improved
fundamental control strategy and fractional frequency harmonic control strategy.

The improved fundamental control strategy is proposed upon the conventional droop control,
and the problem of accurate reactive power distribution is solved by introducing virtual impedance to
inverters. The secondary power balance controller is added to improve the stability of voltage and
frequency. The reference value of the frequency is 50 Hz and the reference value of the output voltage
is 311 V in secondary power balance controller. The voltage value and frequency of the PCC follow a
given value through the closed loop control strategy.

The fractional frequency harmonic control strategy is proposed to solve the influence of nonlinear
loads, micro-grid inverters, and the distribution network on output voltage of inverters, which is
focused on eliminating specific harmonics caused by the nonlinear loads, micro-grid converters,
and the distribution network, so the power quality of micro-grid can be improved effectively. The 5th
harmonic suppression is taken as an example. Firstly, the 5th harmonic voltage and 5th harmonic
current of the PCC are detected, and the harmonic power is calculated. The reference value of the
output voltage of the inverter and frequency are generated according to the droop curve of the
harmonic. The closed loop control strategy is adopted in the reference value and the detection value
of PCC, so that the output value of the harmonic is followed by a given value, which is 0, and the
5th harmonic is eliminated. The way to suppress other harmonics is the same as the 5th harmonic.
The main control block diagram is shown in Figure 1.
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In Figure 1, Lf is the filter inductance; Rf is the filter resistance; Cf is the filter capacitance; Rline
is the line resistance; Lline is the line inductance; Rref is the reference resistance; Xref is the reference
reactance; Ri is the calculated value of line resistance, Xi is the calculated value of line inductance;
Pline is the line active power; Qline is the line reactive power; Pi_LPF is the active power that passes
through the low pass filter; Qi_LPF is the reactive power that passes through the low pass filter; E* is an
reference voltage; f* is an reference frequency; Enh is the nth harmonic voltage; Pnh is the active power
of the nth harmonic; and Qnh is the reactive power of the nth harmonic.
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Figure 1. Block diagram of comprehensive control strategy.

2.1. Combination of Adaptive Virtual Impedance Drooping Control and Secondary Power Balance
Control Strategy

In order to achieve an accurate distribution of reactive power of inverters, an adaptive virtual
impedance control loop is introduced upon conventional droop control. The control block diagram is
shown in Figure 2.

The output voltage function of the inverter with virtual impedance is:

U0(s) = G(s)Ure f (s)−
[
G(s)Zv(s) + Zeq(s)

]
I0(s). (1)

The output power values of the inverter can be calculated by

Pi =
Ui

R2
i + X2

i
[Ri(Ui − Ecosδi) + XiEsinδi] (2)
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Qi =
Ui

R2
i + X2

i
[−RiEsinδi + Xi(Ui − Ecosδi)] (3)

where: Ri and Xi are the power equivalent output resistance and reactance, respectively, which is
defined by inverter output power and the power injected to the PCC. Zv is virtual impedance.

Based on the above circuit, the transmission line parameters and loads fluctuation will affect the
value of power equivalent impedance, then influence the reactive power distribution. The power
equivalent impedance can be calculated through line power.

Ui(Ui − Ucosδi) = PlineiRlinei + QlineiXlinei = Ai (4)

UiUsinδi = PlineiXlinei − QlineiRlinei = Bi (5)

and the inverter equivalent output impedance can be obtained by

Ri =
Pi Ai + QiBi

P2
i + Q2

i
(6)

Xi =
PiBi − Qi Ai

P2
i + Q2

i
(7)

then the virtual impedance of each micro source is calculated by

Rvi = Rre f − Ri (8)

Xvi = Xre f − Xi. (9)

The adaptive virtual impedance control strategy can accurately distribute reactive power, meeting
the requirement of the power decoupling and stability margin. The meaning of adaptive is that the
virtual impedance varies along with the power equivalent output impedance when the loads change,
and it can also be changed if the micro-grid central controller changes reference impedance.

The traditional droop control can realize automatic regulation of P/f and Q/V, the essence of
which, however, is a kind of deviating regulation. Considering the addition of the virtual impedance
will increase the degree of deviation, which is harmful to the voltage stability. Therefore, a secondary
power balance control strategy is added to stabilize the output voltage of converters, as well as improve
the stability of frequency. The compensation frequency and voltage of this strategy can be derived by
Equations (10) and (11):

δ f = kpω( f ∗ − f ) + kiω

∫
( f ∗ − f )dt (10)

δU = kpE(U∗ − U) + kiE

∫
(U∗ − U)dt (11)

where: f* and f are rated frequency and operational frequency of the microgrid, respectively; U* and
U are rated voltage and operational voltage, respectively. The frequency compensation signal δf and
voltage compensation signal δU obtained from the secondary power balance controller are sent to each
micro source, then the droop curves of micro sources will turn to be appropriate translations, then the
voltage and frequency can be stabilized by adding this strategy, which is similar to the secondary
frequency modulation of thermal power unit. Until now, not only can the reactive power be distributed
accurately, but also the stability of voltage and frequency can be improved effectively, hence the
combination of adaptive virtual impedance drooping control and secondary power balance control
strategy in fundamental frequency is achieved completely.
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Figure 2. Inverter control block diagram with virtual impedance.

2.2. Fractional Frequency Harmonic Drooping Control Strategy

According to the circuit superposition theorem, a linear circuit with different frequencies can
be analyzed separately at each frequency. Reference [29] confirmed that any harmonic, e.g., the hth
harmonic can be extracted for separate analysis and control when the whole system enters steady state,
so the harmonic droop control strategy is proposed to eliminate the 5th, 7th, 11th, and 13th harmonics
generated by nonlinear loads. In order to reduce the harmonic voltage of the system, the harmonic
voltage compensation value is calculated by the harmonic droop control strategy. The system equivalent
schematic is shown in Figure 3.

 

Figure 3. System equivalent circuit containing different frequencies.

In order to make the harmonic voltage of the inverter reach or close to zero, the Voh should be
zero, and the load part of the harmonic equivalent circuit can be equivalent to a current source [30],
then the output voltage of inverter can be obtained:

−
Vo = E∠δ − Zo I∠θ = E cos δ − Zo I cos θ + j(E sin δ − Zo I sin θ). (12)

The phase angle difference δ is the phase angle difference between the voltage source and the
current source. When it is very small, Equations (13) and (14) can be obtained:

P ≈ EI − Zo I2 cos θ (13)

Q ≈ EIδ − Zo I2 sin θ. (14)

From Equations (13) and (14), it can be found that whether the impedance of the line is inductive,
resistive, or capacitive, the correlation between P and E, and Q and δ, can be concluded. Thus the hth
harmonic droop controller can be shown as:

Eh = E∗ − nhPh (15)

ωh = ω∗ − mhQh (16)
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where: Ph and Qh are the calculated values of active power and reactive power under the hth harmonic
frequency; nh and mh are the corresponding hth harmonic droop coefficients; Eh is the RMS of the hth
harmonic voltage; and ωh is the hth harmonic voltage angle frequency. The amplitude and angular
frequency of specific harmonic voltage can be eliminated by this control strategy, and the reference
value of harmonic voltage on the dq axis can be obtained through voltage synthesis and coordinate
transformation. The modulated wave is used to turn on and turn off the inverter switch tube so as to
produce the appropriate output voltage, so the PCC harmonic voltage can be suppressed effectively.
The structure diagram of the harmonic drooping control is shown in Figure 4.
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Figure 4. Harmonic drooping control structure.

3. Stability Analysis of the Multi-Converter Parallel System after Introducing the Comprehensive
Control Strategy

In this section, a small signal analysis method is used to verify the effectiveness of the control
strategy. The small signal analysis model of the single inverter is shown as follows (17):

•
[Δxinvi] = Ainvi[Δxinvi] + Binvi

[
ΔvbDQi

]
+ Biwcom[Δωcom][

Δωi
Δiodqi

]
=

[
CINVωi
CINVci

]
[Δxinvi]

(17)

where:

Ainvi =

⎡⎢⎢⎢⎢⎢⎣
Api 0 0 0 Bpi
0 Avi 0 0 Bvi

Bu1iDviCpui Bu1iCvi 0 0 Bu2i
Bc1iDu1iDviCpui Bc1iDu1iCvi Bc1iCui 0 Bc1iDu2i + Bc2i

BLC1iDC1iDu1iDviCpui + BLC2iTu + BLC3iCpωi BLC1iDc1iDu1iCui BLC1iDc1iDu1iCui BLC1i + Cci ALCi + BLC1iDc1iDu2i

⎤⎥⎥⎥⎥⎥⎦
Binvi =

[
0 0 0 BLC3iT−1

s

]T

15×2

Biwcom =
[

Bpωcom 0 0 0
]T

15×1

Cinvωi =

⎧⎨⎩
[

Cpω 0 0 0
]

1×15
i = 1[

0 0 0 0
]

1×15
i �= 1

Cinvci =
[

Ti 0 0 Ts

]

(18)

A single inverter model is augmented in i = 2. The first inverter is used as the angle reference,
so that the small signal model of two inverters can be obtained:

•
[Δxinv] = Ainv[Δxinv] + Binv

[
Δvbdq

][
Δiodq

]
= Cinvci[Δxinv]

(19)
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where:

Ainv =

[
Ainv1 + B1ωcomCinvω1 0

0 Ainv2 + B2ωcomCinvω1

]

Binv =

[
Binv1
Binv2

]
; Cinvc =

[
Cinvc1 0

0 Cinvc2

]
; Cinvω =

[
Cinvω1 Cinvω2

] (20)

where: Δxinv is the state variable of the inverter; Ainv is the state matrix of the inverter; Δvbdq is the
outlet voltage of the inverter; Δωcom is a common angular frequency; Binv and Bωcom are the input
matrix of the inverter; Δω is the angle frequency of the inverter; Δiodq is the output current of the
inverter; and Cinvω and Cinvc are the output matrices of the inverter.

The load is equivalent to the form of RL series for the micro-grid model, and its equivalent model is:

•[
Δiloaddq

]
= Aload

[
Δiloaddq

]
+ B1load

[
Δubdq

]
+ B2loadΔω (21)

in which:

Aload =

⎡⎣ − Rload
Lload

ω0

−ω0 − Rload
Lload

⎤⎦
B1load =

⎡⎣ 1
Lload

0

0 1
Lload

⎤⎦; B2load =

[
Iloadq

Iloadd

] (22)

where: Rload is load equivalent resistance, Lload is load equivalent reactance, and Iloaddq is load current.
In order to express the load-containing microgrid system in the form of state matrix, the virtual

parameter rn is introduced to replace the input of the original state space expression.{
ubd = rn(iod − iloadd)

ubq = rn(ioq − iloadq)
(23)

Therefore, the small signal model of the fundamental wave of the inverter model is as follows:

•
Δxmg = AmgΔxmg (24)

in which:

Amg =

[
Ainv + BinvRnCinvc −BinvRn

B1loadRnCinvc + B2loadCinvω Aload − B1loadRn

]
(25)

Δxmg =
[

Δδ1 ΔP1 ΔQ1 ΔX1dq Δφ1dq Δγ1dq Δil1dq Δvo1dq Δio1dq Δδ2

ΔP2 ΔQ2 ΔX2dq Δφ2dq Δγ2dq Δil2dq Δvo2dq Δio2dq Δiloaddq

] (26)

where: Δxmg is the state variable of the inverter, and ΔAmg is the state matrix of the inverter.
The block diagram of the harmonic droop control is shown in Figure 5.
The harmonic droop control structure contains the harmonic power calculation module, the low

pass filter module, and the harmonic droop module, which is similar to the fundamental droop control
structure. The small signal model of harmonic power droop controller can be written as the form of
state space function, and the expression of state space expression are:
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*
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Figure 5. Harmonic droop control block diagram.

•⎡⎢⎣ Δδh
ΔPh
ΔQh

⎤⎥⎦ = Amgh

⎡⎢⎣ Δδh
ΔPh
ΔQh

⎤⎥⎦+ Bmgh

⎡⎢⎣ Δildqh
Δvodqh
Δiodqh

⎤⎥⎦+ BmgωhΔωcomh (27)

[
Δωh

Δv∗odqh

]
=

[
Cmgωh
Cmgvh

]⎡⎢⎣ Δδh
ΔPh
ΔQh

⎤⎥⎦ (28)

in which:

Amgh =

⎡⎢⎣ 0 0 −mh
0 −ωc 0
0 0 −ωc

⎤⎥⎦ Bmgωh =

⎡⎢⎣ −1
0
0

⎤⎥⎦

Bmgh =

⎡⎢⎣ 0 0 0 0 0 0
0 0 ωc Iodh ωc Ioqh ωcVodh ωcVoqh
0 0 ωc Ioqh −ωc Iodh −ωcVoqh ωcVodh

⎤⎥⎦
Cmgω =

[
0 0 −mh

]
Cmgvh =

[
0 −nh 0
0 0 0

]
(29)

where vodh and voqh represent the output harmonic voltages of inverter under dq coordinate system;
iodh and ioqh represent the output harmonic currents of inverter under dq coordinate system; Ph is the
hth harmonic active power; Qh is the hth harmonic reactive power; ωc represents the cut-off frequency
of the low pass filter; mh and nh represent the reactive and active power drooping coefficients; ωh is
the hth harmonic angular frequency; ωcomh is the common angular frequency under the hth harmonic
coordinate system; and δh is the hth harmonic angle.

The linearization of harmonic drooping voltage loop is the same as fundamental linearization.
The state space model of the harmonic droop control strategy in the multi-inverter-based

micro-grid is:
•

Δxmgh = AmghΔxmgh (30)

Δxmgh =
[

Δδh ΔPh ΔQh Δφdq Δildqh Δvodqh Δiodqh Δiloaddqh

]
. (31)

The state space model of the comprehensive control strategy in the multi-inverter-based micro-grid is:

•
Δxmga = AmgaΔxmga (32)

•
Δxmga =

•[
Δxmg

Δxmgh

]
Δxmga =

[
Δxmg

Δxmgh

]
Amga =

[
Amg 0

0 Amgh

]
(33)
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where: xmg is the state variable under fundamental frequency; iloaddq is a load fundamental current;
Amg is a fundamental state matrix; xmgh is the state variable under the hth harmonic frequency; iloaddqh
is the hth harmonic load current; Amgh is the hth harmonic state matrix; xmga is the comprehensive state
variable under all frequencies; and Amga is the comprehensive state matrix.

The stability simulation of the control strategy is carried out, in which the line resistance is
0.0428 Ω and the line inductance is 2.8 mH. The active droop coefficient mp = 1 × 10−5 and the reactive
droop coefficient nq = 3 × 10−5. In the improved fundamental control strategy, the filter inductance is
0.6 mH, the filter capacitor is 1.5 mF, P = 1, I = 2 in PI parameters of voltage, P = 5 in PI parameters of
current. In the fractional frequency harmonic control strategy, the active droop coefficient is −0.01361,
the reactive power droop coefficient is −02609, KI = 10, PI = 50 in the voltage closed loop.

The stability analysis of the proposed comprehensive strategy is shown in Figures 6–9.
From Figure 6a, when the active power drooping coefficient mp varies from 0 to 1, the overall

trend of the system root locus moves towards the right side with the increase of mp, and reaches the
right half plane eventually, and the system gradually loses its stability. Namely, the system becomes
unstable if the mp is too large. From Figure 6b, when the reactive power drooping coefficient nq varies
from 0 to 1, the overall trend of the system root locus moves towards the right side with the increase of
nq, and reaches the right half plane eventually, and the system gradually loses its stability. Namely,
the system also becomes unstable if nq is too large.

From Figure 7a, when mph varies from 0 to 1, the overall trend of the system root locus moves
towards the right side with the increase of mph, and the system stability is weakened gradually.
From Figure 7b, when nqh varies from 0 to 1, the overall trend of the system root locus moves towards
the right side with the increase of nqh, and reaches the right half plane eventually, and the system
stability is also weakened gradually.

Figure 8 shows the root locus of the proposed multi-inverter-based micro-grid system with
comprehensive control strategy, which proves that all eigenvalues are located in the left half plane,
meaning that the system controlled by the comprehensive strategy is stable.

In Figure 9, the root locus of the proposed comprehensive control strategy is represented by the
red “•”, and the root locus of the conventional droop control strategy is represented by the blue “×”.
The number of poles in the low frequency area of the proposed comprehensive control strategy is
13, and the conventional droop control strategy is 6 under the same parameters. The overall trend
of the characteristic root of the proposed comprehensive control strategy is on the left side of the
conventional droop control strategy, and the addition of three pairs of conjugate poles can enhance the
rapidity of the system. The characteristic root of the proposed comprehensive control strategy and the
conventional droop control strategy are all negative real roots, so the system is stable.

 
(a) (b) 

Figure 6. (a) The system root locus varies along with active power drooping coefficient mp variation
under fundamental frequency; (b) The system root locus varies along with reactive power drooping
coefficient nq variation under fundamental frequency.
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(a) (b) 

Figure 7. (a) The system root locus varies along with active power drooping coefficient mph variation
under the hth harmonic frequency; (b) The system root locus varies along with reactive power drooping
coefficient nqh variation under the hth harmonic frequency.

Figure 8. The root locus of the proposed multi-inverter-based micro-grid system.

v
(a) (b) 

Figure 9. (a) The characteristic root contrast diagram of the proposed comprehensive control strategy
and the conventional droop control strategy; (b) Part of the A graph is magnified.

4. Simulation Results

Simulations are built in MATLAB2014B, and the 5th, 7th, 11th, and 13th harmonics components
are injected in the model. The simulation model is shown in Figure 10. The inverter output phase
voltage amplitude is 311 V, and the frequency is 50 Hz. During simulations, the load fluctuates abruptly
at 3 s, whose active power changes from 20 kW to 40 kW, and reactive power 0 kW to 20 kW. In order to
verify the effectiveness of the proposed control strategy, the simulation analysis is carried out according
to the following steps:

Step 1: the conventional droop control strategy of the micro-grid is simulated. The load is changed
with different line impedances while the capacities of the inverters are the same, then the simulation
results can be used as a reference for the following simulation.
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Step 2: the comprehensive control strategy proposed in this paper is simulated and analyzed.
The load is changed with different line impedances while the capacities of the inverters are the same.

Step 3: the proposed comprehensive control strategy is also proved with different inverters
capacities, the load is changed in next simulations with different line impedances, while the capacity
proportion of two inverters are 2:1.

Figure 10. The simulation model in MATLAB2014B.

The simulation parameters used in this article are shown in Table 1.

Table 1. Information of simulation parameters.

Name Parameter Value Parameter Value Parameter Value

Main circuit
Lf 0.6 × 10−3 H Rf 1 × 10−2 Ω Uab 700 V

Lline 2.8 × 10−3 H Rline 4.28 × 10−2 Ω

Virtual
impedance

Rref1 2.14 × 10−3 Ω Rref 2.14 × 10−3 Ω Xref1 1.284 × 10−1
Xref2 1.284 × 10 −1

Fundamental
wave droop

control strategy

f* 50 Hz U* 311 V m1:m2 1:1
m1 1 × 10−5 m2 1 × 10−5 n1:n2 1:1
n1 3 × 10−5 n2 3 × 10−5 kup 10
kui 100 kip 5

Harmonic wave
droop control

strategy

f* 0 Hz U* 0 V m1:m2 1:1
m1 −1.361 × 10−2 m2 −1.361 × 10−2 n1:n2 1:1
n1 2.609 × 10−2 n2 −2.609 × 10−2 kup 10
kui 50

The results of the Step 1 simulations are shown in Figure 11.
From Figure 11a,b, the active powers of two inverters can be accurately distributed while

the reactive powers cannot. The difference of reactive power between DG1 and DG2 is 7000 Var.
In Figure 11c,d, the voltage and frequency fluctuate when the load changes. The values of voltage
and frequency cannot be stabilized at 311 V and 50 Hz. The phase voltage reduction is 215 V, and the
frequency reduction is 49.82 Hz. Meanwhile, the voltage waveform distortion in the 5th, 7th, 11th,
and 13th harmonics are obvious. The 5th harmonic is 1.8%, 7th harmonic is 1.7%, 11th harmonic is
1.2%, and 13th harmonic is 0.7%.

The results of the Step 2 simulations are shown in Figure 12.
With the comprehensive strategy, the improvement of reactive power distribution is obvious in

Figure 12b. In Figure 12c,d, the voltage and frequency can be stabilized at 311 V and 50 Hz while the
load changes. The waveform has been significantly improved in Figure 12e, and the 5th, 7th, 11th,
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and 13th harmonic components are suppressed in Figure 12f. The 5th harmonic is 0.02%, 7th harmonic
is 0.02%, 11th harmonic is 0.01%, and 13th harmonic is 0.02%.

The results of the Step 3 simulations are shown in Figure 13.
The experimental results of simulation 3 are similar to those of simulation 2. The 5th, 7th, 11th,

and 13th harmonics are almost completely eliminated by simulation 2 and simulation 3. The effect is
shown in Table 2. There is no doubt that the proposed strategy is also effective for the system with
different micro sources capacity proportions.

According to these three simulations, it can be seen that the comprehensive strategy this paper
proposed can guarantee the accurate distribution of active power and reactive power between
micro sources. The voltage and frequency can be stabilized at 311 V and 50 Hz while the load
changes. Meanwhile, the 5th, 7th, 11th, and 13th harmonics components can be effectively suppressed.
The effects of these three simulations are shown in Table 3.

Table 2. The 5th, 7th, 11th, and 13th harmonic variation test data.

Simulation Conditions 5th 7th 11th 13th THD

Simulation 1 1.74% 1.61% 1.23% 0.74% 2.84%
Simulation 2 0.08% 0.13% 0.09% 0.02% 0.24%
Simulation 3 0.36% 0.24% 0.23% 0.02% 0.44%

Table 3. The contrast effects of different control strategy simulations.

Simulation Conditions Simulation 1 Simulation 2 Simulation 3

Active power accurate distribution No Yes Yes
Reactive power accurate distribution No Yes Yes

Voltage and frequency stability of PCC while load changes No Yes Yes
The 5th, 7th, 11th, and 13th harmonic suppression No Yes Yes
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Figure 11. (a) Active power of DG1 and DG2 Inverters; (b) Reactive power of DG1 and DG2 Inverters;
(c) The voltage value of PCC; (d) The frequency value of PCC; (e) Voltage waveform of PCC; (f) Voltage
FFT analysis of PCC.
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Figure 12. (a) Active power of DG1 and DG2 Inverters; (b) Reactive power of DG1 and DG2 Inverters;
(c) The voltage value of PCC; (d) The frequency value of PCC; (e) Voltage waveform of PCC; (f) Voltage
FFT analysis of PCC.
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Figure 13. (a) Active power of DG1 and DG2 Inverters; (b) Reactive power of DG1 and DG2 Inverters;
(c) The voltage value of PCC; (d) The frequency value of PCC; (e) Voltage waveform of PCC; (f) Voltage
FFT analysis of PCC.
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5. Conclusions

This paper proposes a comprehensive strategy for accurate reactive power distribution, stability
improvement, and harmonic suppression of a multi-inverter-based micro-grid. With the combination
of virtual impedance droop control and secondary power balance control, the active and reactive can
be distributed accurately, meanwhile the stability of voltage and frequency are obviously improved.
Next, a harmonic suppression control strategy is introduced to suppress harmonic components in
the micro-grid. Furthermore, small signal analysis is used to analyze the stability of the proposed
multi-converter parallel system after introducing the comprehensive theory. The results of MATLAB
simulations certify that proposed the strategy has great performance on accurate reactive power
distribution, stability improvement, and harmonic suppression.

More and more experts and scholars pay attention to the problems related to the power quality of
the micro-grid. We will research on more projects related to the power quality of the micro-grid in
the future, such as the power quality problems of the micro-grid with mixed loads and the transient
problems of power quality in different operation modes.
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Abstract: The purpose of this study was to develop a data-driven predictive model that can predict
the supply air temperature (SAT) in an air-handling unit (AHU) by using a neural network. A case
study was selected, and AHU operational data from December 2015 to November 2016 was collected.
A data-driven predictive model was generated through an evolving process that consisted of an
initial model, an optimal model, and an adaptive model. In order to develop the optimal model,
input variables, the number of neurons and hidden layers, and the period of the training data set
were considered. Since AHU data changes over time, an adaptive model, which has the ability to
actively cope with constantly changing data, was developed. This adaptive model determined the
model with the lowest mean square error (MSE) of the 91 models, which had two hidden layers and
sets up a 12-hour test set at every prediction. The adaptive model used recently collected data as
training data and utilized the sliding window technique rather than the accumulative data method.
Furthermore, additional testing was performed to validate the adaptive model using AHU data from
another building. The final adaptive model predicts SAT to a root mean square error (RMSE) of less
than 0.6 ◦C.

Keywords: data-driven; prediction; neural network; air-handling unit (AHU); supply air temperature

1. Introduction

The prediction of energy use and indoor environmental quality, such as temperature and relative
humidity in buildings, is important for achieving energy conservation and is also employed in heating,
ventilating, and air-conditioning (HVAC) applications [1].

The energy consumption and indoor air temperature of buildings can be estimated using one of
two models: (1) physical or white-box models; and (2) empirical or black-box models. Both models
use weather parameters and actuators’ manipulated variables as inputs, with the predicted energy or
temperature as their output [2,3]. The heating and cooling demand can be estimated by means of an
energy simulation program, which can calculate the system capacity and zone temperature; this is what
is referred to as physical modelling or white-box modelling. It is necessary to be aware of a building’s
physical properties in order to create accurate models of the type mentioned above [4]. Physical models
can be used to provide forecasts of indoor climate variables before an actual building is constructed.
However, black-box modeling is a data mining technique used to extract information from models.
Black-box models, such as neural networks, need experimental data, which can be obtained after the
actual building is constructed and measurements are made available. Some combination models which
use energy simulation and genetic algorithms can also be utilized to select optimal design parameters
and conserve energy [5].
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Several articles have been published on the incorporation of black-box artificial neural networks
to predict room temperature and relative humidity. This data can then be used to design and operate
HVAC control systems [6–8]. Mustafaraj et al. used autoregressive linear and nonlinear neural network
models to predict the room temperature and relative humidity of an open office. External and internal
climate data from over three months were used to validate the models, and results showed that
both models provided reasonable predictions; however, the nonlinear neural network model was
superior in predicting the two variables. These predictions can be used in control strategies to save
energy where air-conditioning systems operate [4]. Indoor temperature data, predicted using neural
networks by the application of the Levenberg-Marquardt algorithm, was used for the control of an
air-conditioned system [2]. Additionally, Kim et al. were able to make quite accurate predictions for
each zone's temperature using accumulated building operational data [9]. Zhao et al. reviewed many
of the techniques used to predict building energy consumption. Of the many techniques used, the ones
relevant to this study are: the engineering method, which uses computer simulations; neural networks,
which use artificial intelligence concepts; Support Vector Machine (SVM), which produces relatively
accurate results despite small quantities of training data; and grey models, which are used when there
is incomplete or uncertain data [1].

Neto et al. compared building energy consumption predicted by using an artificial neural
network (ANN) and a physical model for a simulation program. Their results are suitable for energy
consumption prediction with error ranges for ANNs and simulation at 10% and 13%, respectively [10].
Kreider et al. concluded that, using a neural network, operation data alone can estimate electrical
demand for assessing HVAC systems [11]. Miller et al. used ANNs to predict the optimum start
time for a heating plant during a setback and compared the results of ANN prediction with the
conventional recursive least-squares method [12,13]. Nakahar used three different load prediction
models (Kalman filter, group method of data handling (GMDH), and neural network) to estimate
load for the following day and hours, to install optimal thermal storage [14]. Using general regression
neural networks, Ben-Nakhi successfully predicted the time of the end of a thermostat setback to
restore the designated temperature inside a building, in time for the start of business hours [6].
According to Yang et al., when the ANN prediction model is used to research optimal start and stop
operation methods for cooling systems, energy consumption can be successfully reduced by 3% and
18%, respectively. Based on past building operational data, learning concepts have been introduced
with optimal start and stop points discovered through analysis [15]. Nabil developed self-tuning
HVAC component models based on ANNs and validated against data collected from an existing
HVAC system. Errors of these models are within 2–8% in terms of coefficient variance (CV). It has
been shown that the optimization process can provide total energy savings of 11% [16]. Kuisak et al.
developed a data-driven approach for a daily steam load model. They used a neural network and
researched 10 different data-mining algorithms to develop a predictive model [17]. Predictive neural
network models have also been developed for a chiller and ice thermal storage tank of a central plant
HVAC system [18]. The machine learning algorithm of an ANN is often adapted to complicated and
nonlinear systems such as HVAC systems [19]. The popularity of ANNs for various applications
related to online control of HVAC systems and energy management in buildings, has been increasing
in the past few years [2].

The purpose of the present study was to develop a model to predict supply air temperature (SAT)
of an air-handling unit (AHU) by applying AHU-historical data to a neural network, one of the black
box approaches.

This current study details the process of finding various methods for improving prediction
performances. Therefore, the model developed in this study was considered an adaptive model using
recent hourly-operational data. When the SAT of an AHU can be estimated, it is possible to calculate the
accurate amount of energy either to be eliminated or to be supplied into a building. In addition, this model
can be used to calculate the heating and cooling coil load. Results of this study can be applied to control
strategies and operational management of AHUs in order to reduce energy consumption.
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2. Development of Models

2.1. Neural Network

The present study used a typical neural network as shown in Figure 1. Since an ANN has the
ability to learn and analyze mapping relations, including nonlinear ones, its application to resolve
various difficult problems has been increasing rapidly [14].

There are three layers of neurons: an input, a hidden, and an output layer. In Figure 1, neurons are
placed in multiple layers. The first layer (input layer) receives inputs from the outside. The third layer
(output layer) supplies the result assessed by the network and organizes the responses obtained [10].
One or more layers, called hidden layers are positioned between the first layer and the third layer.
The ANN has the ability to produce output which goes through a neuron’s network function. It can
also match the produced output value to target value by modifying weights of interconnections.
An ANN involves interconnected neurons. Each neuron or node is an independent computational unit.
The current study used resilient backpropagation with weight backtracking for supervised learning in
feedforward ANNs. Training a neural network is a process of setting the most suitable weights on
the input of each unit. Backpropagation is the most used method for calculating error gradient for
a feedforward network [20]. Connection weights and bias values initially selected as random numbers
can be fixed as a result of the training process.

Figure 1. Typical feed-forward network (OA: Outdoor air, RA: Return air, and SA: Supply air).

2.2. Data

The case study is a fifteen-story hospital with six basement floors. The building is about 8600 m2

and approximately 80 m high. Figure 2 shows the typical organization of AHUs in patient rooms.
An AHU consists of a chilled water cooling coil, steam heating coil, two fans, filters, dampers,
and sensors. Hospital AHUs require more components than AHUs serving other types of buildings [21].
Table 1 shows the specification of the sensors for temperature and relative humidity. By using sensors
mounted onto the AHU and ducts, the variables listed below were monitored (as shown in Figure 3)
and the data was recorded by an interval period specified by the user.

The variables that were monitored include:

• Temperature (indoor air, outdoor air, supply air, return air, mixed air)
• Relative humidity (indoor air, outdoor air, supply air, return air)
• Air flow rate (supply air, return air)
• Pressure difference
• Coil valve opening ratio (heating, cooling)
• Indoor carbon dioxide
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Figure 2. Schematic of case study air-handling unit (AHU) (EA: Exhaust air).

 

Figure 3. Monitoring of the case study AHU.

Table 1. Specification of Temperature and Humidity Sensors in the AHU.

Feature Temperature Sensor Humidity Sensor

Model HTE200B12E1 HRH200A02
Range −40 ◦C–70 ◦C 0–100% RH

Accuracy ±0.2 ◦C at 25 ◦C ±2% RH

The data collection period was one year (from December 2015 to November 2016),
with a measurement interval of an hour. In order to develop a suitable predictive model, it is important
to select appropriate input data. A variety of input variables such as outdoor air temperature (OAT),
mixed air temperature (MAT), return air temperature (RAT), and others which were monitored in
the AHU, were used to develop a predictive model for SAT output. The data set was normalized by
scaling data between 0 and 1.

Input variables, output variables, statistical indices, and data sets used in the existing literature
were scrutinized and are summarized in Table 2. As shown in Table 2, data collected from
measurements or from simulation programs were used to develop the predictive model. Mostly,
input variables were outdoor air, supply air, indoor temperature, and humidity, all of which are
measurable. Using this data, energy demand, room temperature, and relative humidity can be derived
as outputs. This current study examined various methods to generate proper input variables.
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Table 2. Input and output variables from the literature survey.

Authors Input Variables Output Statistical Indices Data Set

Jin Yang
et al. [22]

Outdoor dry-bulb Temperature
Outdoor wet-bulb Temperature
Temperature of water leaving

the chiller

Chiller electric
demand CV, RMSE

Synthetic data
(DOE 2.1E
software)

Mustafaraj
et al. [4]

Outside temperature
Outside relative humidity

Supply air temperature
Supply air relative humidity

Supply air flow rate
Chilled water temperature

Hot water temperature
Room Carbon dioxide

concentration

Room
temperature

Room relative
humidity

MSE, MAE, G
(goodness of fit)

r2

Measurement
data

(summer season)

Ruano
et al. [2]

Outside solar radiation
Outside air temperature

Outside relative humidity

Room
temperature RMSE Measurement

data

Yang
et al. [9]

Room air temperature
Variation rate of room air

temperature
Outdoor air temperature
Variation rate outdoor air

temperature

The decent time
of room air

temperature
r2 Simulation data

Krider
et al. [18]

Outdoor Temperature
Evaporator Inlet temperature
Evaporator Exit temperature

Ice Valve

Chiller thermal
load & power

usage
RMSE, CV(RMSE)

By operating a
full-scale HVAC

laboratory

Jeannette
et al. [23]

Hot water supply temperature
Boiler outlet temperature

Boiler stage controller output
Three-way valve controller

output

Hot water supply
temperature,
Boiler outlet
temperature

Coefficient of
variation (CV)

Measurement
data

As displayed in Table 2, statistical indicators were used to compare predicted values and actual
values. The following statistical indicators were used: CV (coefficient of variation), mean square error
(MSE), mean absolute error (MAE), root mean square error (RMSE), and coefficient of determination
(r2). The present study used MSE, RMSE, and CVRMSE in order to assess and verify the results of the
predictive model.

MSE means the standard error value and uses the measure of fitness for predictive values.
The neural network algorithm seeks to minimize this MSE [6].

MSE =
1
n

n

∑
i=1

(
Ypred,i − Ydata,i

)2
(1)

where, Ypred is the predicted value, Ydata is the actual value, n is the number of data.
The prediction accuracy was also measured by the root mean square error (RMSE). RMSE is a

frequently used measure of the differences between a model’s predicted values and the actual values.
It follows Equation (2):

RMSE =
√

MSE (2)

The CV (Coefficient of Variation) of the RMSE is a non-dimensional measure calculated by
dividing the RMSE by the mean value of the actual temperature. Using CVRMSE makes it easier to
determine the error range. The closer its value gets to 0%, the higher the accuracy.

The R program was used to predict the SAT of AHUs in this current study. R is a statistical tool that
has a programming language built in. It can be used for a wide range of statistical analyses [22–24]. R offers
many linear and nonlinear statistical models, classical statistical tests, time series analysis, classification,
clustering, and graphical techniques. Therefore, it is very extensible. In addition, R is an analytical
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tool that supplies statistics and visualizations for language and the development environment. It can
also provide statistical techniques, modeling, new data mining approaches, simulations, and numerical
analysis methods [25].

2.3. Initial Model

The process of finding an optimal predictive model is shown in Figure 4. The figure on the left
shows the initial model. To predict the SAT of the AHU, operation data such as OAT, SAT, RAT,
and MAT were selected as input variables for the initial model.

Data from the monitored AHU systems were collected only up to the present time. To predict the
SAT for the future 24 h, input variables for the future 24 h are needed. However, there was no future
input data. Therefore, time-lagged 24 h SAT (lag 24 SAT) should be considered as output in order to
estimate SAT for the future 24 h. The lag 24 SAT was included as output and trained itself to estimate.
Therefore, 24 h data collected from existing SAT data was used as lag 24 SAT data. The lag 24 SAT
were collections of previous 24 h data.

Predicting results should be SAT(t + 1), SAT(t + 2), . . . , SAT(t + 24). However, at the present
time (t), known data is input variables such as (t), (t − 1), (t − 2), . . . , (t − n). By adding
lag 24 SAT as output variables for 24 h, it is possible to predict SAT. In other words, input
variables are: OAT (t = training period), SAT (t = training period), RAT (t = training period),
and MAT (t = training period). All input values up to the present time (t) exist except for the lag 24 SAT
for the recent 24 h. This makes the prediction possible. The current study used time-lagged output
variables to develop a step-ahead prediction model [4,11,22].

Initial models consist of one hidden layer with nine neurons, where the number of neurons was
2n + 1 (n = the number of input variables). The number of neurons was inferred from the survey of
exiting literature [26–28]. To validate the initial model, data from December 2015 to January 2016 was
used as training data.

Figure 4. Evolving model process and artificial neural network (ANN) architecture.
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2.4. Optimal Model

The model in the middle of Figure 4 is the optimal model. The diagram explains the ANN
architecture. Different configurations of the input variables, number of hidden layers, number of
neurons, and training periods were tested in order to derive the optimal model.

Since the initial model’s results were not perfect, additional input variables were considered.
In order to take SAT changes occurring in previous days into consideration, a model with five more
input variables was created. The five extra variables were collections of previous SAT from day 1 to
day 5. Moreover, four additional input variables (dawn, morning, afternoon, and evening) were
included. These four variables were used to divide 24 h. These variables were referred to the time
series analysis method. The performance of the prediction was analyzed by adding the input variables
mentioned above.

The optimal model positioned a different number of hidden layers and neurons in order to check
the accuracy of the prediction. The number of hidden layers was one or two. The number of neurons
was increased from one to the number of input variables. Training times were: day 3, day 7, day 10, day
20, day 30, and day 60 because the amount of training data could affect the accuracy of the model [29].

An ANN can periodically be retrained using an augmented data set filled with new measurements.
This method is also referred to as accumulative training. It can help an ANN to recognize daily and
seasonal trends in predicted values. However, one drawback is that a large amount of data continuously
accumulating, may become too difficult to control. Larger amounts of data mean longer training times
for the ANN. Data volume can be set so that the oldest data is removed as new measurements are
added. This can be achieved using a graph and periodically sliding a time window across a time series
of measurements when choosing training data. In comparison with accumulative training, the sliding
window technique can provide better results for real measurements [22]. The current study used the
sliding window training technique.

The present study identified the optimal model by allocating the same number of neurons to the
number of hidden layers. In this case, input variables were 13 and hidden layers were 2. Therefore,
neuron values (number of neurons in the first hidden layer, number of neurons in the second hidden
layer) were (1,1), (2,1), (2,2), (3,1), . . . , (13,13), resulting in a total of 91 models.

2.5. Adaptive Model

Basic ANN architecture was created through the process of finding the optimal model.
More efficient models such as an adaptive model had to be considered. Configuration of the adaptive
model is shown on the right of Figure 4.

In order to find the adaptive model, a test data set was set up to examine the accuracy of the
prediction. However, when actually conducting predictions, there were no test data set. It was unclear
how well the prediction matched the actual value. Learning period data changed continuously because
hourly data was stored. The optimal model as described in Section 2.4 might lower the prediction
accuracy. To overcome this issue, data from the previous 12 h of predicted values for 24 h was used as
test data and models with various number of neurons were tested again to achieve better prediction
performance. A total of 91 models with neuron numbers of (1,1), (2,1), (2,2), (3,1), . . . , and (13,13)
were analyzed to find the most appropriate model. Outputs of these models were compared with the
12-hour test data and the model with the lowest MSE value was selected as an adaptive model.

As training data changed, an adaptive model was developed to improve the prediction
performance by selecting the best model among 91 models using various neuron numbers.

For validation of the final adaptive model, AHU data from another building was used. The data
measuring period was from 6 March 2017 to 23 April 2017 for each hour.
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3. Results

3.1. Initial Model

Results of the comparison between predicted temperature and actual temperature derived from
the initial model are shown in Figure 5. The predicted temperature followed a pattern similar to the
actual temperature, with an MSE of 1.54, RMSE of 1.2 ◦C, and CVRMSE of 5%. Although the accuracy
error was large, the initial model showed great potential in predicting SAT.

Figure 5. Comparison of actual temperature and predicted temperature using the initial model
(24 February 2016).

3.2. Optimal Model

3.2.1. Kinds of Input Variables

The basic model had two hidden layers with the same input variables as the initial model. In order
to develop an optimal model, the prediction performance of models with added input variables
was evaluated. The before model included five added variables—from before 1 day to before 5 days.
The other model was called the hour model. It had four added input variables derived by dividing a
24 h period into dawn, morning, afternoon, and night.

The composition and results of each model are summarized in Table 3. Since the basic model
had four inputs, according to the number of neurons with two hidden layers at (1,1), (2,1), (2,2),
(3,1), . . . , (4,4), there were a total of 10 models. Among these 10 models, the basic model with neuron
number (4,3) showed an MSE of 1.02, RMSE of 1.01 ◦C, and CVRMSE of 4.0%. The hour model with
13 input variables and two hidden layers had an MSE of 0.61, RMSE of 0.78 ◦C, and CVRMSE of 3.1%.
These results indicate that the predictive performance is better when more input variables are involved
in the model.

Results of comparison between actual temperature and predicted temperature among the basic
model, before model, and hour model are shown in Figure 6. These are images that were expressed in
program R. The predicted temperature showed a distribution pattern similar to the actual temperature.
The difference between predicted temperature and the actual temperature ranged from 0.8 ◦C to 1.0 ◦C.

Table 3. Models by kinds of input variables and performance results.

Parameter Basic Model Before Model Hour Model

Number of inputs 4 9 13

Hidden
layer/Neurons

2/(1,1), (2,1), (2,2),
(3,1), . . . , (4,4)

2/(1,1), (2,1), (2,2),
(3,1), . . . , (9,9)

2/(1,1), (2,1), (2,2),
(3,1), . . . , (13,13)
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Table 3. Cont.

Parameter Basic Model Before Model Hour Model

MSE 1.02 0.87 0.61

RMSE 1.01 ◦C 0.93 ◦C 0.78 ◦C

CVRMSE 4.0% 3.7% 3.1%

(a) basic model 

(b) before model 

(c) hour model 

Figure 6. Comparison of actual and predicted temperature by kinds of input variables (20 February
2016).
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3.2.2. Number of Hidden Layers

As described in Section 3.2.1, the number of input variables was determined to be 13. Since the
hour model had two hidden layers, 13 neurons were considered in one hidden layer. Results of the
prediction performance of 13 models are summarized in Table 4. RMSE values ranged from 1.0 ◦C to
2.1 ◦C. CVRMSE values ranged from 3.9% to 8.3%. The model with nine neurons showed an MSE of
1.0, RMSE of 1.0 ◦C, and CVRMSE of 3.9%. It had the highest prediction performance among these
13 single hidden layer models.

Table 4. Model performance according to the number of neurons with one hidden layer.

Neuron MSE RMSE CVRMSE

1 1.0 1.0 4.0%
2 1.9 1.4 5.5%
3 1.4 1.2 4.7%
4 1.3 1.2 4.5%
5 1.8 1.3 5.2%
6 1.3 1.1 4.4%
7 4.4 2.1 8.3%
8 1.5 1.2 4.8%
9 1.0 1.0 3.9%
10 1.1 1.0 4.1%
11 3.4 1.8 7.3%
12 2.2 1.5 5.8%
13 1.5 1.2 4.8%

When there were two hidden layers, the number of neurons was 13 for each hidden layer. A total
of 91 models were obtained. RMSE values ranged from 0.8 ◦C to 22.7 ◦C. The model with the number
of neurons of (5,2) showed an MSE of 0.6, RMSE of 0.8 ◦C, and CVRMSE of 3.1%. Therefore, the model
with two hidden layers has a better prediction performance than the model with one hidden layer.

3.2.3. Period of Training Data Set

Based on the results shown above, the number of hidden layers and neurons of the optimal model
were determined to be 2 and (5,2), respectively. Results for the predictive performance of models with
various time periods of data training are shown in Table 5. The optimal duration was 10 days. It had an
MSE of 0.59, RMSE of 0.77 ◦C, and CVRMSE of 3.0%. On the other hand, the MSE showed an increase
when the learning period was much longer (20 days and 30 days). The learning period of 60 days also
had a low MSE value at 0.77. However, data for the learning period of 60 days took much longer to
obtain results. The longer the time period used for training data, the longer the processing time to
obtain result. In the present study, the data training period was set to 10 days for the optimal model.

Table 5. Prediction performance according to time period used for data training.

Indicators 3 Days 7 Days 10 Days 20 Days 30 Days 60 Days

MSE 0.95 1.03 0.59 1.16 1.12 0.77
RMSE
(◦C) 0.97 1.01 0.77 1.08 1.06 0.88

CVRMSE 3.8% 4.0% 3.0% 4.2% 4.2% 3.5%

Graphs of actual temperature and predicted temperature by each time period of data training are
shown in Figure 7.
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(a) 3 days (b) 7 days 

 
(c) 10 days (d) 20 days 

 
(e) 30 days (f) 60 days 

Figure 7. Comparison of actual temperature and predicted temperature by time period of data training
(20 February 2016).

3.3. Fixed Optimal Model

The optimal model consisted of 13 input variables, neuron numbers of (5,2), two hidden layers,
and a learning period of 10 days. It had an MSE of 0.59, RMSE of 0.77 ◦C, and CVRMSE of 3.0%.
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Results from the comparison between actual temperature and predicted temperature using the optimal
model are shown in Figure 8. The structure of the model expressed in the R program is shown in
Figure 9. The weight of each connection in the optimal model is also shown in Figure 9. Black lines
represent the connection between each layer and weights of each connection. Blue lines represent the
bias term added in each step.

Figure 8. Comparison of actual and predicted temperatures using the optimal model (20 February
2016).

Figure 9. Structure of optimal model using R.
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3.4. Final Adaptive Model

Results of the comparison between actual temperature and predicted temperature using the
developed adaptive model are shown in Figure 10. The predicted temperature was learned at different
time periods by using the adaptive model. Model (a) had (13,9) neurons. Training data used for model
(a) was obtained from April 1 to April 10. It had an MSE of 0.66, RMSE of 0.81 ◦C, and CVRMSE of
3.3%. Model (b) had (5,5) neurons. Its training data was obtained from July 17 to July 26. It had an
MSE of 0.52, RMSE of 0.72 ◦C, and CVRMSE of 3.5%.

(a) Training data: 1–10 April (11 April 2016) 

(b) Training data: 17–26 July (27 July 2016) 

Figure 10. Comparison between actual and predicted temperature using developed adaptive model.

It could be seen that the model changed instantaneously depending on the training data. Therefore,
it was an adaptive model through learning and seeking a model with the lowest MSE.

3.5. Validation of the Adaptive Model

By using another building’s AHU data, the predictive performance of the adaptive model was
verified. The actual temperature and predicted temperature are shown in Figure 11. In Figure 11,
(a) predicts the SAT on 24 March. The difference between the predicted value and the actual value is
MSE = 0.26, RMSE = 0.51 ◦C, and CV = 2.2%; (b,c) with a RMSE of 0.63◦C and 0.55 ◦C, respectively,
also show a better prediction performance than the original case study. Predicted temperature
distribution is similar to actual temperature.
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(a) 24 March 2017 (RMSE = 0.51 °C) (b) 8 April 2017 (RMSE = 0.63 °C) 

 
(c) 22 April 2017 (RMSE = 0.55 °C) 

Figure 11. Comparison between actual and predicted temperature for validation.

4. Discussion and Conclusions

This study predicted the SAT of an AHU using an ANN. In addition, a model with good predictive
performance was developed using an initial model, an optimal model, and an adaptive model.

The potential of SAT prediction was found through the initial model. Parameters and number
of input variables are important in the process of finding an optimal model. The hour model with
various input variables showed a 25% improvement in prediction performance than the basic model
which used temperature measured within the AHU.

A total of 91 models with two hidden layers were tested. The prediction performance was
improved 20% (RMSE-based) when the number of hidden layers was two instead of one.

Two hidden layers and (5,2) neurons were selected for the optimal model. It is difficult to
determine the number of hidden layers and the number of neurons [9]. The number of neurons should
be made to correspond to the number of input and output variables and should also follow some
simple rules [30]. Unfortunately, few studies have provided guidelines for selecting the best layer
or neuron numbers. Therefore, factors such as the number of hidden layers and neurons should be
determined based on the characteristics of the application and data [31].

Based on the results of performance using various periods for data learning, 10 days was
determined to be the best for the optimal model developed in the present study. When the learning
period was increased to 20 or 30 days, the MSE value increased. Therefore, it is important to review
the length of the data learning period according to data characteristics. When the learning period
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was increased to 60 days, the prediction performance was better than that with learning period of
20 or 30 days. However, such a long learning period was ultimately inefficient because its execution
took a much longer time [32]. Even though a learning period of 3 days also showed good results,
such a short time period might not completely capture the trends for the predicted values [22].

The optimal model developed in this current study is a model that can use recently collected data.
It was developed by using a data training approach with a sliding window method rather than using
an accumulative data method. Applying the sliding window technique makes it possible to maintain
a training data set of a relatively small and constant size and retrain it quickly. However, annual and
seasonal changes may not be accurately reflected in the prediction results.

Although the optimal model was developed, learning data changes over time. A fixed
optimal model dependent on changing training data does not show uniformly good prediction
performance results.

In conclusion, an adaptive model was developed by selecting a model with the lowest MSE. A total
of 91 models were evaluated after setting up a 12-h test set at every prediction. The adaptive model
can learn from training data that changes in real time. It seeks the model that has the best prediction
performance. The prediction performance of the adaptive model is similar to that of the optimal model.
However, it has the advantage of being able to actively cope with changing training data.
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Abstract: Fuel preparation is the control bottleneck in coal-fired power plants due to the unmeasurable
nature or inaccurate measurement of key controlled variables. This paper proposes an inferential
multi-model predictive control scheme based on moving horizon estimation for the fuel preparation
system in coal-fired power plants, i.e., the pulverizing system, aimed at improving control precision
of key operating variables that are unmeasurable or inaccurately measured, and improving system
tracking performance across a wide operating range. We develop a first principle model of the
pulverizing system considering the nonlinear dynamics of primary air, and then employ the genetic
algorithm to identify the unknown model parameters. The outputs of the identified first principle
model agree well with measured data from a real pulverizing system. Thereafter we derive a
moving horizon estimation approach to estimate the desired, but unmeasurable or inaccurately
measured, controlled variables. Estimation constraints are explicitly considered to reduce the
influence of measurement uncertainty. Finally, nonlinearity of the pulverizing system is analyzed
and a multi-model inferential predictive controller is developed using the extended input-output
state space model to achieve offset-free performance. Simulation results show that the proposed soft
sensor can provide improved estimates than conventional extended Kalman filter, and the proposed
inferential control scheme can significantly improve performance of the pulverizing system.

Keywords: pulverizing system; soft sensor; inferential control; moving horizon estimation; multi-
model predictive control

1. Introduction

The pulverizing system is one of the most important auxiliary parts in coal-fired power plants,
and has two main functions: to grind crushed coal lumps of several cm in diameter to very fine powder
(~50–100 μm in diameter), and sending the pulverized coal into the furnace and provide oxygen
for its combustion [1]. The operation performance of the pulverizing system can strongly affect the
fuel combustion in the furnace, and thus improving its control performance is of great significance
to achieve flexible power plant operation. There are three fundamental control requirements in the
pulverizing system.

(1) Pulverized coal flow into the furnace should rapidly track the power plant fuel demand, allowing
power generation to be adjusted in a timely way, as required by power grids.

(2) The air to coal ratio (the ratio of primary air mass flow to raw coal mass flow) should be kept
close to optimal to maintain coal combustion efficiency and reduce generation of nitrogen oxide
pollutants [2].
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(3) The coal mill outlet temperature must be controlled within the safe operation region to avoid wet
coal conditions and coal firing [3].

However, most power plants are unable to measure pulverized coal flow into the furnace in
real-time, which can significantly reduce control precision of the pulverizing system and power plant
load [4]. Although hardware sensors, such as digital holography techniques [5], provide some options
to solve this problem, they requires very high equipment investment, retrofitting, and maintenance
costs, which make their widespread use difficult. The raw coal feed rate and primary air mass flow are
also only measured approximately due to measurement technology limitations [6], which introduces
many disturbances to the control system and causes fluctuation of the controlled variables.

A practical way to control unmeasurable or inaccurately measured process variables is to apply
inferential control schemes, where the desired controlled variables are first estimated by a soft sensor,
and subsequently employed as the feedback signal for the controller [7]. Modeling the pulverizing
system provides a theoretical foundation to develop soft sensors. Agrawal et al. developed a unified
thermal-mechanical model of the pulverizing system that divided coal mill internal regions into four
zones and coal particles into ten size groups to consider the fineness of the pulverized coal flow
into the furnace [4]; however the model is quite complex and unsuitable for control system design.
Niemczyk et al. constructed and validated a dynamic pulverizing system model for different coal
mill types under various operating conditions [8], and discussed the influence of classifier speed on
pulverized coal flow into the furnace; however many plant details are required in their model, such as
the roller breakage rate and flow parameters of the pulverized coal flow. Jin et al. established the
dynamic relation between coal mill differential pressure and pulverized coal stored in the mill [9],
and Zeng et al. modeled moisture content in pulverized coal by energy balance [10]; however their
models ignored the nonlinear dynamics of primary air. Wei et al. developed a multi-segment model
that considers coal mill dynamics from startup to shutdown separately [11], however they did not
consider the moisture content and grindability of raw coal. In summary, current pulverizing system
models are either too simple, too complex, or require many internal plant details, which limit their
application for designing soft sensors or control systems. Most previous research has focused on
simulation or fault detection of the grinding process, with primary air system dynamics simplified to
linear steady-state. In practice, the primary air system is controlled via two air baffles, which have
typically nonlinear dynamics. Ignoring these effects will significantly reduce accuracy when the model
is used for control system or soft sensor design.

The pulverizing system is a nonlinear multi-variable system with large process inertia and
measurement uncertainty, which is difficult for conventional proportional-integral-derivative (PID)
controllers to control. Hence, various advanced control techniques have been proposed to improve
operational performance. Lu et al. designed a fuzzy PID controller to control outlet temperature [12],
however the fuzzy PID cannot handle the large process inertia well. Internal stability and tracking
performance of the pulverizing system can be guaranteed with a Lyapunov function, and Fei et al.
developed a robust fuzzy tracking control method [13]; however their control scheme cannot achieve
the decoupling control of pulverizing system. Cortinovis et al. designed a nonlinear model predictive
controller (NMPC) based on a nonlinear pulverizing system model, and updated the model parameters
online with an extended Kalman Filter [14]. Although the simulation results show their control strategy
is effective, NMPC is generally unable to be solved in real-time. Gao et al. designed a multi-model
predictive controller for different operating points, explicitly considering the moisture content of raw
coal [6], and developed an optimization control scheme for pulverized coal flow into the furnace;
however they did not consider the inaccurate measurements of the key controlled variables. Zeng et al.
proposed an economic control method to improve coal combustion efficiency by controlling the
moisture content in the pulverized coal to an optimized set point [10]; however they did not discuss
the control of pulverized coal flow into the furnace.

Although control problems associated with nonlinearities, coupling effects, and large process
inertia have been widely studied for the pulverization system in previous research, few have focused
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on development of a soft sensor to address issues caused by the fact key controlled variables, i.e.,
pulverized coal flow into the furnace and primary air mass flowrate, are either unmeasurable or
inaccurately measured. The most direct method to estimate desired controlled variables is to solve the
model differential equations given measured inputs [4,6,10]. However, this can produce unreliable
results. As discussed earlier, raw coal feed rate and primary air mass flow are only measured
approximately, and using them directly to estimate pulverized coal flow into the furnace will lead
to large errors. Other process measurements, such as mill electric current and outlet temperature,
which could reflect the operating status of the grinding process, have not been considered for estimating
pulverized coal flow into the furnace.

Considering these issues, this study develops an inferential multi-model predictive control
scheme for pulverizing systems. A first principle model of the pulverizing system considering
primary air nonlinear dynamics was developed, with model complexity and accuracy balanced
by combining physical and empirical relationships. Based on the established model, a soft sensor
was derived to estimate desired controlled variables using a moving horizon estimation (MHE)
approach, where estimation constraints were explicitly considered to reduce the influence of
measurement uncertainty. Finally, the pulverizing system nonlinearity was analyzed, and an inferential
multi-model predictive controller designed using the extended input-output state space model to
achieve offset-free performance.

The current study has two major contributions:

(1) A first principle model of the pulverizing system was developed that explicitly considered the
nonlinear dynamics of primary air, which is suitable for designing a system controller and
soft sensor.

(2) An inferential multi-model predictive control scheme was established based on MHE that
provided improved pulverizing system control precision and tracking performance.

The main content of this paper is organized as follows: Section 2 presents the first principle model
of the pulverizing system. Section 3 derives the soft sensor using MHE, and Section 4 discusses the
formulation of the inferential multi-model predictive controller. Section 5 presents simulation results,
including accuracy validation of the soft sensor and performance validation of the proposed inferential
control scheme. Finally, Section 6 concludes the paper.

2. Dynamic Model of the Pulverizing System

2.1. Pulverizing System Description

Figure 1 shows a typical pulverizing system consisting of coal mill and the primary air systems.
In the coal mill, raw coal enters the grinding region from the coal chute and is crushed. Primary air
then enters the coal mill through the air ring, drying the pulverized coal and transporting it to the
coarse classifier in the upper grinding zone for separation. Suitably pulverized coal is transported by
the primary air to the furnace for combustion, whereas unsuitable coal falls back into the coal chute for
grinding. The air pre-heater is deployed at the rear of the flue gas tunnel of the boiler, and can heat
cold air to ~220 ◦C. Primary air is generated by mixing cold and hot air, controlled by two air baffles.
The primary air fan maintains constant pressure at the entrance of the air baffles. Since the pressure
has very fast dynamics, and generally can be well controlled by the primary air fan, the primary air
fan has little influence on the pulverizing system operation.
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Figure 1. Simplified diagram of a typical pulverizing system.

2.2. First Principle Model of the Pulverizing System

The pulverizing system parameter model was established with the following assumptions:

(1) Raw coal grinding and pulverized coal delivery are separate processes;
(2) Pulverized coal fineness is neglected, and the coal is categorized into raw and pulverized

coal only;
(3) The classifier operates at its designed rotating speed;
(4) Primary air is regarded as an ideal gas.

The pulverizing system has 24 unknown parameters to be identified: 8 in the primary air system
(Si, i = 1, 2, . . . , 8), and 16 in the coal mill system (Ki, i = 1, 2, . . . , 16).

The dynamics of the primary air system can be described as:

qair,cold = S1(μcold)
S2 , (1)

qair,hot = S3(μhot)
S4 , (2)

S5
dtair
dt

=
qair,cold

qair,hot + qair,cold
· tcold +

qair,hot

qair,hot + qair,cold
· thot − S6tair, (3)

and:
S7

dqair
dt

= qair,cold + qair,hot − S8qair, (4)

where tair is the primary air temperature, qair is the primary air mass flow, μcold is the cold air
baffle opening, μhot is the hot air baffle opening, tcold is the cold air temperature, and thot is the hot
air temperature.

Remark 1. The air baffle has similar characteristics to valves [15]. Figure 2 shows typical valve inherent flow
characteristics, and all of the curves can be well approximated by power functions with different exponents. Thus,
we used (1) and (2) to identify air baffle flow characteristics.
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Figure 2. Typical inherent valve characteristics [16].

The mass balance of raw and pulverized coal is:

dmraw

dt
= qraw − K1 · mraw (5)

and:
dmpul

dt
= K1 · mraw − qpul , (6)

where qraw is the mass of raw coal provided by the coal feeder per unit time, qpul is mass flowrate
of pulverized coal into the furnace, mraw is the mass of raw coal stored in the mill, and mpul is the
pulverized coal stored in the mill.

The primary air blows part of the pulverized coal to the furnace, which is proportional to the
differential pressure of primary air (Δpair) and pulverized coal stored in the mill [6]:

qpul ∝ Δpair · mpul , (7)

and from Bernoulli’s equation:

Δpair = λ · ρair ·
v2

air
2g

, (8)

where ρair and νair are the primary air density and flow speed, and λ is the flow resistance. Since the
primary air is assumed to be an ideal gas, ρair is proportional to the air temperature air, hence:

qpul = K2(273.15 + tair) · q2
airmpul . (9)

Using conservation laws, the total energy balance in the mill is:

ΔEmill = Qin − Qout, (10)

Qin = Qair,in + Qcoal,in + QI , (11)

and:
Qout = Qair,out + Qcoal,out + Qvapor + Qloss, (12)

where ΔEmill is the increment of inner energy; Qair,in and Qcoal,in are the energy brought to the mill
by the primary air and raw coal, respectively; QI is the heat generated by the mill electric current;
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Qair,out and Qcoal,out are the energy removed by primary air and pulverized coal flow to the furnace,
respectively; Qvapor is the heat loss from evaporation; and Qloss is the heat loss to the environment.

Various terms in (10), (11) and (12) can be expressed as follows:

ΔEmill = Cmill
d(Mmill tm)

dt = Cmill tm
dMmill

dt + Cmill Mmill
dtm
dt

= K3tm(
dmraw

dt +
dmpul

dt ) + K3(K4 + mraw + mpul)
dtm
dt

, (13)

Qair,in = Caqairtair, (14)

Qcoal,in = K5qrawtenvi, (15)

QI = K6 I, (16)

Qair,out = Caqairtm, (17)

Qcoal,out = K7qpultm, (18)

Qvapor = K8qwater, (19)

and:
Qloss = K9(tm − tenvi), (20)

where tenvi is the environment temperature, I is the coal mill electric current, tm is the outlet
temperature, qwater is the mass flow rate of evaporated water, Ca is the heat capacity of air, Cmill is the
heat capacity of the pulverizing system, and Mmill is the total mass of pulverizing system.

Evaporation mainly occurs inside the coal mill, hence moisture evaporation speed depends on
the raw and pulverized coal stored in the coal mill, and is also exponentially related to the air mass
flow [10]. Thus:

qwater = θ(mraw + mpul)tm(1 − exp(− qair
K10

)), (21)

where θ is the moisture content in raw coal.
Mill differential pressure, Δpmill , depends on the amount of pulverized coal carried by the

primary air and flow resistance, which is assumed to be linearly related to the raw coal stored in the
mill [4]. Thus:

Δpmill = (K11 + K12mc)q2
air + K13qpul . (22)

The pulverizing system electric current is determined by the raw and pulverized coal stored in
the mill, and the no-load current, K16:

I = K14 · η · mraw + K15mpul + K16, (23)

where η is the grindability of raw coal.
Thus, the model has six measurable inputs, qraw, μcold, μhot, tenvi, tcold, thot; two unmeasurable

inputs, θ, η; five model states, tair, qair, mraw, mpul , tm; and five measurable outputs, tair, qair, I, Δpmill ,
tm. The desired controlled variables are qpul , qair, and tm and the manipulated variables are qraw, μcold,
and μhot, i.e., a three input, three output control system.

2.3. Parameter Identification

The data set to identify the unknown parameters was collected from a historical database
of a 660 MW power plant in China. The output prediction error was employed to evaluate the
model accuracy:

E({Si}i=1,2,...,8,
{

Kj
}

j=1,2,...,17) =
N

∑
t=1

⎧⎨⎩ w1‖ q̂air(t)−qair(t)
qair(t)

‖+ w2‖ t̂air(t)−tair(t)
tair(t)

‖+ w3‖ Î(t)−I(t)
I(t) ‖

+w4‖Δ p̂mill(t)−Δpmill(t)
Δpmill(t)

‖+ w5‖ t̂m(t)−tm(t)
tm(t) ‖

⎫⎬⎭, (24)
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where N is number of data points; qair(i), tair(i), I(i), Δpmill(i), and tm(i) are the ith measured outputs;
q̂air(i), t̂air(i), Î(i), Δ p̂mill(i), and t̂m(i) are the ith model outputs; and w1, w2, w3, w4 and w5 are the
output weights. A genetic algorithm (GA) was used to minimize (24) and obtain optimal unknown
parameters. Compared with more recently developed particle swarm optimization (PSO), GA has
a better chance of finding a more qualified solution, since the mutation operation can make the
population cluster around several “good” solutions instead of one “good” solution [17]. Moreover
it has been demonstrated that GA is robust in the parameter identification problem and can achieve
good results [18,19]. GA processes are well explained elsewhere [20], and we present the identification
process of GA in Figure 3. Tables 1 and 2 show the GA tuning parameters and final optimal parameters,
respectively. The tuning parameters are set based on the simulation parameters proposed in [21].

On-Site Data Pulverizing System 
Models

Actual Inputs

Prediction 
Error

Model Outputs

Actual Outputs

Evaluate the 
Models

Initial Populations
(50 individuals)Start

Selection Crossover Mutation

Genetic Algorithm

End

Iterations > 200

YesNo

Figure 3. Identification process of GA.

Table 1. Genetic algorithm tuning parameters.

Population
Size

Probability of
Mutation

Probability of
Crossover

Termination
Iterations

Generation
Gap

w1 w2 w3 w4 w5

50 0.3 0.9 200 0.8 2 1 1 1.5 1

Table 2. Final optimal model parameters.

Parameter S1 S2 S3 S4 S5 S6 S7 S8

Value 0.70 0.66 0.75 0.77 150.1 1.06 22.5 1.08
Parameter K1 K2 K3 K4 K5 K6 K7 K8

Value 0.053 1.47 × 10−6 1423 10,530 1309 2398 1306 5893
Parameter K9 K10 K11 K12 K13 K14 K15 K16

Value 7037 95 5.29 0.0095 10.26 0.114 0.0292 19.11
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2.4. Model Validation

The proposed model derived in Section 2.3 was validated using a different historical data set
where the pulverizing system had a wide operating range (47.03–90.97% load rate), as shown in
Figure 4. The real process trends and time constant were well captured by the proposed model. Thus,
the model can be employed as the simulation platform for design of the soft sensor and control system.
Table 3 shows the cumulative relative fitting error for the five outputs, defined as:

N

∑
i=1

∣∣∣∣∣yi
model − yi

real

yi
real

∣∣∣∣∣, (25)

where N is the number of data samples, and yi
model and yi

real are the model output and process
measurement, respectively. The primary air temperature is accurately predicted, whereas the primary
air mass flowrate has significantly higher fitting error than other outputs due to the primary air mass
flowrate being inaccurately measured in the real plant, as discussed above, and we cannot improve
this prediction accuracy by adjusting the model parameters. However, the primary air temperature is
accurately measured and the model shows high prediction accuracy.

Table 3. Cumulative relative fitting error.

Primary Air
Temperature

Primary Air Mass
Flowrate

Electric Current
Outlet

Temperature
Differential

Pressure

664 1806 852 799 995

 

(a) 

Figure 4. Cont.
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(d) 

Figure 4. Cont.
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(e) 

Figure 4. Validation of the proposed pulverizing system model. (a) Primary air temperature;
(b) Primary air mass flow; (c) Electric current; (d) Outlet temperature; (e) Differential pressure.

3. Formulation of the Soft Sensor

The soft sensor to estimating the desired controlled variables was developed using MHE.
We first derived the general MHE problem for the pulverizing system, and then discuss updating the
arrival cost.

Artificial neural networks have been employed to develop soft sensors for many industrial
processes to control unmeasurable variables [22–26]. Although such soft sensors can exhibit high
fitting precision on the test data sets, they cannot explain process mechanisms, and hence can lack of
robustness in the presence of process uncertainty.

Therefore, we developed the soft sensor using MHE. Moving horizon estimation is a model based
optimization method to estimate the states and unknown parameters online and was originally derived
as an approximation for the full-information maximum likelihood estimator (FIE) to avoid issues with
FIE dimensionality [27]. Similar to model predictive control, MHE solves a finite horizon optimization
problem dynamically at each sample time. Hence, the latest measurements available are employed
to calculate current estimates. An important advantage of MHE over other soft sensor types is that
the estimate constraints can be explicitly considered. Therefore, we can set the operating variable
constraints based on prior knowledge of the pulverizing system to improve estimation accuracy.

The pulverizing system model can be expressed as:{
dx
dt = f (x, u, p)
y = h(x, u, p)

, (26)

where:
x =

[
tair qair mraw mpul tm

]T
, (27)

p =
[

θ η
]T

, (28)

u =
[

μhot μcold qraw tenvi tcold thot

]T
, (29)

y =
[

tair qair I Δpmill tm

]T
, (30)
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f (x, u, p) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

( S1(μcold)
S2

S3(μhot)
S4+S1(μcold)

S2
· tcold +

S3(μhot)
S4

S3(μhot)
S4+S1(μcold)

S2
· thot − S6tair)/S5

(S1(μcold)
S2 + S3(μhot)

S4 − S8qair)/S7

qraw − K1 · mraw

K1 · mraw − K2(273.15 + tair) · q2
airmpul

(Qin−Qout)−K3tm(qraw−K2(273.15+tair)·q2
airmpul)

K3(K4+mraw+mpul)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (31)

Qin = Caqairtair + K5qrawtenvi + K6 I, (32)

Qout = Caqairtm + K7K2(273.15 + tair) · q2
airmpultm + K8θ(mraw + mpul)tm(1 − e−

qair
K10 ) + K9(tm − tenvi), (33)

and:

h(x, u, p) =

⎡⎢⎢⎢⎢⎢⎣
tair
qair

K14 · η · mraw + K15mpul + K16

(K11 + K12mc)q2
air + K13qpul

tm

⎤⎥⎥⎥⎥⎥⎦. (34)

Then the MHE soft sensor is formulated as a nonlinear least squares optimization problem:

min
x̂k−N+1, . . . , x̂k
p̂k−N+1, . . . , p̂k

(‖ x̂k−N+1 − xL
p̂k−N+1 − pL

‖
2

PL

+
k−1
∑

i=k−N+1
‖ x̂i+1 − φ(x̂i, p̂i, ui)

p̂i+1 − p̂i
‖

2

W
+

k
∑

i=k−N+1
‖yi − h(x̂i, p̂i, ui)‖2

V), (35)

where:

φ(x̂i, p̂i, ui) =
∫ T

0
f (x̂i, p̂i, ui)dt; (36)

k represents the present time instance; N is the estimation horizon; T is the sampling time;
x̂k−N+1, . . . , x̂k are the state estimates from time k − N+1 to k; p̂k−N+1, . . . , p̂k are the parameter
estimates from time k − N+1 to k; yi is the measured outputs at time i; PL, V, and W are constant
positive definite weighting matrixes; and xL and pL are constant scalars representing the influence from
past measurements. The first term in the cost function (35) is typically called the arrival cost, and is
important for MHE stability [28]. xL, pL, and PL are updated when the MHE calculates a new estimate.

The analytical solution for φ(x̂i, p̂i, ui) is difficult to find, and we approximate it using
forward difference:

φ(x̂i, p̂i, ui) ≈ x̂i + T · f (x̂i, p̂i, ui), (37)

where T should be as small as possible to avoid large approximation error, or it may reduce estimation
precision and possibly make the soft sensor unstable. However, since the pulverizing system has
large inertia, f (x̂i, p̂i, ui) cannot change sharply during the sampling interval, hence (37) will not cause
significant approximation error.

Conventionally, xL, pL and PL are updated using the Kalman filter. However, this introduces large
errors for nonlinear systems in the approximation of the full information estimator, which necessitates
a large estimation horizon, and increases the online computational burden [29]. Considering this
problem, we propose an efficient arrival cost update, based on Kuhl et al. [30]. Arrival cost updating
was derived for the discretized pulverizing system model as follows.

The ideal arrival cost can be expressed as:

C(xL, pL) = min
xL−1,pL−1

(‖ xL−1 − xL−1

pL−1 − pL−1
‖

2

PL−1

+ ‖y − h(xL−1, pL−1)‖2
V + ‖ xL − φ(xL−1, pL−1)

pL − pL−1
‖

2

W
), (38)

where xL−1 and pL−1 are the states and parameters in the arrival cost term at the previous sampling
time. To approximate C(xL, pL) using a linear quadratic expression, nonlinear mappings f (xL−1, pL−1)

and h(xL−1, pL−1) are approximated using Taylor expansion:
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f (xL−1, pL−1) ≈ f (x∗, p∗) + fx · (xL−1 − x∗) + fp · (pL−1 − p∗), (39)

and:
h(xL−1, pL−1) ≈ h(x∗, p∗) + hx · (xL−1 − x∗) + hp · (pL−1 − p∗), (40)

where:

fx =
∂ f (x, p)

∂x

∣∣∣∣
xL−1=x∗ ,pL−1=p∗

, (41)

fp =
∂ f (x, p)

∂p

∣∣∣∣
xL−1=x∗ ,pL−1=p∗

, (42)

hx =
∂h(x, p)

∂x

∣∣∣∣
xL−1=x∗ ,pL−1=p∗

, (43)

hp =
∂ f (x, p)

∂p

∣∣∣∣
xL−1=x∗ ,pL−1=p∗

, (44)

and x∗ and p∗ are the best available estimate at time k − N. Then:

φ(xL−1, pL−1) ≈ xL−1 + T · f (xL−1, pL−1). (45)

Substituting (39), (40), and (45) into (38):

C(xL, pL) ≈ min
XL−1

‖A

[
XL−1

XL

]
− b‖

2

2

, (46)

where:

A =

⎡⎢⎢⎢⎣
−Vhx

∣∣−Vhp O

−W

[
I + T · fx T · fp

O I

]
W

PL−1 O

⎤⎥⎥⎥⎦, (47)

b =

⎡⎢⎢⎢⎢⎢⎢⎣
V( f (x∗, p∗)− fx · x∗ − fp · p∗ − y)

W

[
h(x∗, p∗)− hx · x∗ − hp · p∗

O

]

PL−1

[
xL−1

pL−1

]
⎤⎥⎥⎥⎥⎥⎥⎦, (48)

XL =

[
xL
pL

]
, (49)

XL−1 =

[
xL−1

pL−1

]
, (50)

and O and I are zero and unit matrices, respectively, with appropriate dimensions.
Equation (46) can be transformed using QR factorization of A to:

C(xL, pL) ≈ min
XL−1

‖
[

Q1 Q2 Q3

]⎡⎢⎣ R1 R12

O R2

O O

⎤⎥⎦[ XL
XL−1

]
− b‖

2

2

, (51)

which has the analytic solution:
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C(xL, pL) ≈ ‖Q3 · b‖2
2 + ‖Q2 · b + R2

[
xL
pL

]
‖

2

2

, (52)

where:

A =
[

Q1 Q2 Q3

]⎡⎢⎣ R1 R12

O R2

O O

⎤⎥⎦, (53)

PL = R2, (54)[
xL
pL

]
= R−1

2 · Q2 · b, (55)

and xL, pL and PL are employed to update the MHE arrival cost.

4. Inferential Multi-Model Predictive Controller Design

Nonlinearity of the pulverizing system was analyzed to select proper local models for the
multi-model controller, then the predictive controller was designed based on an extended input-output
state space model to achieve offset-free performance in the presence of modeling error and unknown
disturbances. Figure 5 shows an overall view of the inferential control system.

Soft 
Sensor

Pulverized coal flow 
into the furncae

Multi-model 
Controller

Pulverizing 
System

Measurements

First Principle 
Model Local Model-1 Local Model-2 Local Model-N...

Set Points

Linearize

u
Primary air mass flow

Outlet temperature

Feedback

Moisture content in 
raw coal

Grindability of raw 
coal

Update

Constraint of the 
estimates

 

Figure 5. Inferential control system structure.

The soft sensor can not only estimate desired controlled variables but can also detect a change of
raw coal. Since different raw coal types have different grindability and moisture content, pulverizing
system outputs can change significant when the power plant uses a new raw coal type. Therefore,
the soft sensor can be used to update model parameters online.

4.1. Nonlinearity Analysis

The basic control task for the pulverizing system is to track power plant coal demand. Hence raw
coal feed rate was selected as the scheduling variable to analyze process nonlinearity. In practice,
the setpoint of primary air mass flow is set according to the desired air to coal ratio, and is proportional
to the raw coal feed rate. There is also a lower limit on primary air mass flow, to avoid coal jamming,
and in this case the lower limit = 10 kg/s. Table 4 shows the selected operating points.

242



Energies 2018, 11, 0

Table 4. Selected operating points.

Raw Coal
Feed Rate

(kg/s)

Primary Air
Mass Flow

(kg/s)

Primary Air
Temperature

(K)

Cold Air
Baffle

Position (%)

Hot Air
Baffle

Position (%)

Outlet
Temperature

(◦C)

Mill Electric
Current (A)

Mill
Differential

Pressure (kPa)

3 10.0 195.6 10.7 16.5 70 26.77 0.5995
5 12.5 218.0 9.3 26.2 70 31.10 0.9646
7 17.5 224.2 14.3 46.9 70 35.00 1.9944
9 22.5 235.1 16.6 74.1 70 39.06 3.5074

Local linear models at typical operating points can be obtained by linearizing the first principle
model of the pulverizing system. Then the gap metric was employed to quantitatively measure
nonlinearity between local models. The gap metric between two local linear systems P1 and P2 is
defined as [31]:

δ(P1, P2) = max
{

inf
Q∈H∞

‖
[

M1

N1

]
−
[

M2

N2

]
Q‖

∞

, inf
Q∈H∞

‖
[

M2

N2

]
−
[

M1

N1

]
Q‖

∞

}
, (56)

where P1 = N1M−1
1 and P2 = N2M−1

2 are the normalized right coprime factorization on P1 and
P2, respectively.

If the δ(P1, P2) ≈ 1, dynamic behavior between the local linear models is significantly different
and process nonlinearity is strong between the two operating points. In contrast, if the δ(P1, P2) ≈ 0,
dynamic behavior between the two local models is similar, and process nonlinearity is weak. Figure 6
shows the gap metric between all the local models.

Figure 6. Gap metric between local linear models.

The gap metric is approximately linear with local linear model distance, i.e., the difference
of the raw coal feed rate. Therefore, we divided the operating range uniformly by selecting local
models with 5 and 9 kg/s raw coal feed rate and employed the selected local models for controller
design. When δ(P1, P2) < 0.3 between any operating point and one of the selected operating points,
nonlinearity within the local controller working range is not strong. The proposed division of
the operating range can satisfy this condition. Although we can select all four models to set up
the multi-model controller, this will lead to heavy online computation overhead, for insignificant
improvement in control performance.
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4.2. Multi-Model Predictive Controller Based on Extended Input-Output State Space Model

Modeling error and unknown disturbances always exist in practice. Therefore, integration must
be included in the control algorithm. To achieve this, we can transform the original local linear models
into the equivalent extended input-output state space for offset-free tracking performance [32,33]. In
this control scheme, past values of the manipulated and controlled variables together with the tracking
error form the new state variables. Therefore the method is free from the difficulties of observer based
control techniques, such as convergence rate and observer robustness [32]. When the pulverizing
system operates over a wide range, a single linear model for the MPC design will cause model
discrepancies due to nonlinearities, with consequential control performance degradation. Therefore,
two local MPC controllers were assigned with different operating ranges according the nonlinearity
analysis. The proposed controller algorithm for the pulverizing system is as follows:

The selected local linear models can be described using the input-output linear difference model:

y(k + 1) + F1y(k) + F2y(k − 1) + . . . + Fny(k − n + 1)
= H1u(k) + H2u(k − 1) + . . . + Hnu(k − n + 1)

, (57)

where Fi ∈ R3×3, Hi ∈ R3×6 (i = 1, 2, . . . , n), y =
[

qpul qair tm

]T
is the controlled variables,

u =
[

uT
mpc uT

d

]T
is the input variables, umpc =

[
qraw μcold μhot

]T
is the manipulated variables,

and ud =
[

tenvi tcold thot

]T
is the feed forward signal of measured disturbances. The local linear

models are continuous and can be obtained by linearizing the model differential equations using
first-order Taylor expansion.

Equation (57) can be transformed into the differenced form using the backshift operator, Δ:

Δy(k + 1) + F1Δy(k) + F2Δy(k − 1) + . . . + FnΔy(k − n + 1)
= H1Δu(k) + H2Δu(k − 1) + . . . + HnΔu(k − n + 1)

, (58)

where Δy(i) = y(i)− y(i − 1), Δu(i) = u(i)− u(i − 1).
We define the input–output states as:

Δxm =
[

Δy(k)T Δy(k − 1)T · · · Δy(k − n + 1)T Δu(k − 1)T Δu(k − 2)T · · · Δu(k − n + 1)T
]T

(59)

Thus, the corresponding state space model can be expressed as:{
Δxm(k + 1) = AmΔxm(k) + BmΔu(k)
Δy(k) = CmΔxm(k)

, (60)

where:

Am =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−F1 −F2 · · · −Fn−1 −Fn H2 · · · Hn−1 Hn

I O · · · O O O · · · O O
O I · · · O O O · · · O O
...

... · · · ...
...

... · · · ...
...

O O · · · I O O · · · O O
O O · · · O O O · · · O O
O O · · · O O I · · · O O
...

... · · · ...
... · · · ...

...
...

O O · · · O O O · · · I O

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (61)

Bm =
[

HT
1 O O · · · O I O O

]
(62)
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and:
Cm =

[
I O O · · · O O O O

]
(63)

Since the states are formed using input and output variables, the MPC controller does not require
the design of state observers.

The output tracking error is defined as:

e(k) = y(k)− r(k), (64)

where r(k) is the reference signal. Combining (60) and (64):

e(k + 1) = e(k) + Cm AmΔxm(k) + CmBmΔu(k)− Δr(k + 1), (65)

by augmenting e(k) into the state variables and:

z(k) =

[
Δxm(k)

e(k)

]
. (66)

The extended input–output state space model can be expressed as:

z(k + 1) = Az(k) + BΔu(k) + CΔr(k + 1), (67)

where:

A =

[
Am 0

Cm Am I

]
, (68)

B =

[
Bm

CmBm

]
(69)

and:

C =

[
0
−I

]
. (70)

Note that when the system is in steady-state, the elements in z(k) must be zero and hence can
guarantee y(k) = r(k), which indicates, using the extended input–output state space model as the
prediction model in MPC, the desired controlled variables can track the reference signal with no offset.

The optimal control moves can be calculated by minimizing the objective function:

argmin
{Δumpc(k+i)i=1,2...,M}

J =
P
∑

j=1
zT(k + j)Qjz(k + j) +

M
∑

j=1
ΔuT(k + j)RjΔu(k + j)

s.t.

⎧⎪⎨⎪⎩
Δumax

mpc ≤ Δumpc(k + i) ≤ Δumin
mpc0 ≤ j < M

umax
mpc ≤ umpc(k + i) ≤ umin

mpc0 ≤ j < M
Δumpc(k + i) = 0j ≥ M

, (71)

where:
Qj = diag

{
qj,y1, qj,y2, qj,y3, qj,u1, qj,u2, . . . , qj,u6, qj,e1, qj,e2, qj,e3

}
; (72)

Rj = diag
{

rj,u1 rj,u2 rj,u3

}
; (73)

P and M are the prediction and control horizons, respectively; and Qj and Rj are the weighting
matrices. Generally, qj,ei (i = 1, 2, 3) and rj,ui (i = 1, 2, 3) cannot be set to zero, because the tracking error
and control effort must be considered in the cost function.

Tuning of the MPC parameters is actually a compound problem owing to the lack of agreement
on what satisfactory controller performance is [34]. Generally the weighting matrixes should be tuned

245



Energies 2018, 11, 0

based on practical needs. In the pulverizing system, since safe operation is the primary concern,
the controller cannot take aggressive moves and hence rj,ui should be large enough to avoid overshot
or oscillation of the controlled variables. To achieve this, we first fix qj,ei and then gradually increase
rj,ui until overshot or oscillation disappears. In practice, the error weights qj,ei can be tuned empirically:
if one or more process variables are more important than others, larger weights should be set on them
to ensure the tracking performance [35]. We put more weights on the tracking error of primary air mass
flow to maintain the economic air to coal ratio. The prediction and control horizons can be determined
using empirical formulas proposed in [35].

Solving the optimization problem (71) for the two local controllers provides their control inputs,
U1 and U2. Then the control move of the multi-model predictive controller can be expressed as:

u = ϕ1U1 + ϕ2U2, (74)

where ϕ1 and ϕ2 are the weighting functions, and Figure 7 shows their relationship with the scheduling
variable (raw coal mass flow). Trapezoidal relationship is employed owing to its simplicity in design.
The switching points are placed at the 1/4 points on the line segment between the adjacent selected
operating points, i.e., the 6 kg/s and 8 kg/s raw coal mass flowrate, so that the local controllers can
switch smoothly.

The design procedures of the proposed MMPC are summarized in Figure 8.

 
Figure 7. Weighting functions and scheduling variable: ϕ1 = solid line, ϕ2 = dotted line.

1. Linearize the process model 
at typical operating points

2. Perform nonlinearity analysis on 
the linearized models

3. Select proper local models 
for the controller design

4. Transform the selected models into the 
extended input-output state space form

5. Design local MPC controllers 6. Design the weighting functions 
and tune the controller parameters

 

Figure 8. Design procedures of proposed MMPC.
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5. Simulation Results

We tested the proposed inferential multi-model predictive control performance. The soft sensor
effectiveness is presented first, and then the inferential multi-model control system is compared with
proportional-integral (PI) control strategy for a real power plant.

5.1. Soft Sensor Test

The proposed soft sensor was compared with a conventional extended Kalman filter (EKF),
with the same weighting matrixes for states and outputs both cases. Sampling time for the soft
sensor = 1 s, the same as the power plant DCS sampling time. Weighting matrixes in (27) were
W = diag(0.5, 0.3, 0.1, 0.5, 0.5, 1), V = diag(1, 1, 10, 0.1, 5), which was a trade-off between model
prediction and measurement data. Estimation horizon N = 10. Table 5 shows the input and state
estimate constraints, where k represents the present sample time, i represents the ith estimate in (27)
(i = k − N+1, . . . , k), and Δ means the difference between estimates at time k and k − 1. State constraints
can be determined from the input constraints by simulating the first principle model.

Table 5. State estimate constraints.

State
Constraints

|Δtair(k, i)| |Δqair(k, i)| |Δmraw(k, i)|
∣∣∣Δmpul(k, i)

∣∣∣ |Δtm(k, i)| |Δθ(k, i)| |Δη(k, i)|

Value 0.9 K/s 0.3 kg/s 0.5 kg/s 0.3 kg/s 0.2 K/s 0.01 0.01

Input
Constraints

|Δqraw| |Δμcold| |Δμhot| |Δtenvi| |Δtcold| |Δthot|

Value 0.05 kg/s 2%/s 2%/s 0.1 ◦C/s 0.1 ◦C/s 1.5 ◦C/s

As discussed earlier, raw coal and primary air mass flow cannot be accurately measured.
Therefore, we set ±5% measurement uncertainty in the simulation, and ±1% measurement uncertainty
for other input and output signals. Additionally, at 200 s we increased the raw coal moisture content
and grindability to simulate the power plant changing raw coal type. Figure 9 shows unmeasurable
states and parameters estimates, and Figure 10 shows controlled variables estimates. Since pulverized
coal flow into the furnace is unmeasurable, the measured raw coal feed rate was also regarded as the
pulverized coal flow for the simulation. Table 6 shows the root-mean-square (RMS) errors and 3-sigma
error bounds of the estimates for MHE and EKF.
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(a) 

 

(b) 

 

(c) 

(d) 

Figure 9. Estimates of (a,b) unmeasurable states and (c,d) raw coal parameters. (a) Raw coal stored in
the mill; (b) Pulverized coal stored in the mill; (c) Moisture content; (d) Grindability.
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(a) 

 

(b) 

 

(c) 

Figure 10. Controlled variable estimates. (a) Mill outlet temperature; (b) Primary air mass flow;
(c) Pulverized coal flow into the furnace.

Table 6. RMS errors and 3-sigma error bounds of the estimates.

Raw Coal Stored
in the Mill

Pulverized Coal
Stored in the Mill

Moisture
Content

Grindability

RMS of MHE 2.8493 0.9084 0.0391 0.028
RMS of EKF 6.0084 1.8175 0.0417 0.0585

Error bound of EKF ±18.0326 ±5.4549 ±0.1253 ±0.1757
Error bound of MHE ±8.5516 ±2.7263 ±0.1172 ±0.0839
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Figure 9 and Table 6 show that the proposed soft sensor provides satisfactory unmeasurable states
and parameter estimates in the presence of measurement uncertainty. Since the state constraint is
considered, which represents prior knowledge of the process, the proposed soft sensor is less affected
by measurement uncertainty than EKF. Previous studies have shown that, given the same tuning
parameters, MHE can provide improved estimates and greater robustness than EKF [36], which is
verified by the current simulation.

Raw coal property changes were successfully detected by the soft sensor. Therefore, when the
power plant changes raw coal type, we can slowly update the model parameters online rather then
re-identifying the model parameters. There was a large delay between real and estimated moisture
content, since the changed moisture content only influences outlet temperature slowly due to the large
energy balance inertia, hence the true value cannot be immediately estimated.

Figure 10 shows that pulverized coal flow into the furnace and primary air flow estimates are
significantly closer to the real values than were the measurements, and outlet temperature estimates
had similar precision to the measurements. Since the outlet temperature is already measured accurately,
the soft sensor cannot significantly improve its measurement accuracy. However, the other two
controlled variables are only approximately measured, and the soft sensor can significantly improve
their measurement quality because it employs accurately measured signals to reconstruct measurement
signals based on the first principle model. Therefore, using estimates rather than measurements
as the control system feedback signal can significantly enhance control precision of the desired
controlled variables.

5.2. Inferential Control Strategy Test

We tested tracking performance of the proposed inferential multi-model predictive controller.
Measurement uncertainty was set the same as the previous simulation, and sample time for the
controller = 5 s due to the large process inertia. We set qj,yi = 0 (i = 1, 2, 3) and qj,ui = 0 (i = 1, 2,
. . . , 8) to simplify (71), which also means that only tracking error and control effort were considered.
The weights for tracking error and control effort were qj,y1 = 4, qj,y2 = 8, qj,y3 = 1, qj,u1= 60, qj,u2 = 10,
and qj,u3 = 10. Prediction horizon = 100, long enough to cover key pulverizing system dynamics.
Tuning the control horizon was a trade-off between computation cost and control performance [37],
and was set = 5.

In real power plants, the pulverizing system is controlled via three independent single PI control
loops, which are tuned conservatively to ensure safe and reliable operation [6]. Hence the PI controllers
were employed to compare with proposed control system. Figure 11 shows the PI control structure
used for comparison, and Figure 12 shows the simulation results. Note that, in the PI control scheme,
the pulverized coal flow into the furnace is estimated by solving the model differential equations given
the input signals.

PI-1

PI-2

PI-3

Pulverizing 
System

Raw Coal Mass 
Flowrate

Opening Of 
Hot Air Baffle

Opening Of 
Cold Air Baffle

Measurements

Primary Air 
Temperature

Primary Air 
Mass Flowrate

+-

+-

Setpoint

Setpoint

+-Setpoint

Estimated Pulverized Coal 
Flow Into The Furnace

Figure 11. Conventional PI control structure.
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(a) 

(b) 

(c) 

Figure 12. Cont.
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(d) 

(e) 

(f) 

Figure 12. Proposed and PID control method performances for (a–c) control inputs, and (d–f) controlled
outputs. (a) Raw coal flow; (b) Hot air baffle opening; (c) Cold air baffle opening; (d) Pulverized coal
into the furnace; (e) Primary air mass flow; (f) Outlet temperature.
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To investigate control performance quantitatively, we introduce the cumulative tracking error:

T

∑
i=1

∣∣∣∣∣y
i
real − yi

re f

yi
re f

∣∣∣∣∣, (75)

where T is the total simulation time, and subscripts ref denotes the reference signal and real denotes
the real controlled variable value. Figure 12 shows the cumulative tracking error for the proposed and
PI controllers.

Figures 12 and 13 show that the proposed multi-model inferential controller can significantly
improve pulverizing system control precision and tracking performance over a wide operating range.
The reasons for this good performance are summarized as follows.

(1) The desired controlled variables are more accurately “measured” by the soft sensor, hence their
control precision is significantly improved. The proposed control scheme produces fewer
fluctuations around its set point for mass flowrate of primary air and pulverized coal into the
furnace, which indicates that the inferential controller is less sensitive to measurement uncertainty.

(2) The multi-model MPC controller can automatically handle nonlinearity, large inertia, and coupling
effects of the pulverizing system. At 500 s, the power plant coal demand increased to 9 kg/s.
Since the predictive controller can foresee the future outlet temperature increment, it opens
the cold air baffle in advance to compensate for the excess energy input by the hot air.
Hence temperature is successfully maintained around 70 ◦C. A similar result is observed at
1700 s, where coal demand falls to 7 kg/s. The PI controller cannot predict the influence from
other control loops and handle it timely, resulting in poorly controlled outlet temperature. The PI
controller can also easily result in oscillatory performance, due to the large energy balance inertia.

Figure 13. Cumulative tracking error.

Since the pulverized coal flow into the furnace is more accurately controlled within the proposed
control scheme, the power plant load will have fewer fluctuations caused by measurement uncertainty.
Primary air also tracks the set point faster than the PI controller, which indicates that the air to coal
ratio is better controlled. The outlet temperature exhibits almost no oscillations, showing that safe
operation of the system has been improved.

6. Conclusions

This paper proposed an inferential multi-model predictive control method to improve pulverizing
system control precision and tracking performance. A first principle model of the pulverizing
system was developed considering primary air nonlinear dynamics. The proposed model also
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considered the grindability and moisture content of raw coal to adapt to the change of raw coal type.
The unknown parameters in the pulverizing system model were identified using a genetic algorithm.
Model validation showed that the proposed model agreed well with measurement data from a
real plant, and hence it was employed as the simulation platform for the design of soft sensor and
inferential controller.

A soft sensor was developed based on the established model using an MHE approach to estimate
desired controlled variables that are unmeasurable or inaccurately measured. The proposed soft sensor
can reconstruct signals of the desired controlled variables from more accurately measured variables and
thus can improve their “measurement” accuracy. Moreover constraints in the estimates were explicitly
considered in the MHE, such that the influence of measurement uncertainty can be significantly
reduced. To improve accuracy and computation speed of the MHE, we derived an efficient arrival
cost update based on the pulverizing system model. Simulation results showed that the proposed soft
sensor can give improved estimates compared with conventional EKF.

Estimated outputs of the soft sensor were employed as feedback signals for an inferential
multi-model predictive controller, because, as shown in simulation results, the estimates were much
closer to the real value than measurements. We analyzed nonlinearity of the pulverizing system using
gap metric and then selected two linear models to construct the local MPC controller based on the
analysis. To achieve offset free performance in the presence of unknown disturbances and modeling
error, the local linear models were transformed into the extended input-output state space model for
controller design. The proposed controller was compared with conventional PI controllers applied in
real power plants. Simulation results showed that the proposed inferential method could significantly
improve control precision and tracking performance of pulverized coal flow into the furnace, primary
air mass flow and outlet temperature.

Acknowledgments: This study was supported by the National Natural Science Foundation of China (NSFC)
(grants 51476027, 51576041, and 51506029); the Natural Science Foundation of Jiangsu Province, China (grant
BK20150631); and China Postdoctoral Science Foundation.

Author Contributions: Each author has contributed to the present paper. Yiguo Li conceived the idea and directed
the simulations. Xiufan Liang wrote the paper and performed the simulations. Jiong Shen directed the simulations.
Xiao Wu analyzed the data.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Flynn, D. Thermal Power Plant Simulation and Control; IET: London, UK, 2003.
2. Bhatt, M.S. Effect of air ingress on the energy performance of coal fired thermal power plants.

Energy Convers. Manag. 2007, 48, 2150–2160. [CrossRef]
3. Agrawal, V.; Panigrahi, B.K.; Subbarao, P.M.V. Review of control and fault diagnosis methods applied to coal

mills. J. Process Control 2015, 32, 138–153. [CrossRef]
4. Agrawal, V.; Panigrahi, B.K.; Subbarao, P.M.V. A unified thermo-mechanical model for coal mill operation.

Control Eng. Pract. 2015, 44, 157–171. [CrossRef]
5. Wu, Y.; Wu, X.; Wang, Z.; Chen, L.; Cen, K. Coal powder measurement by digital holography with expanded

measurement area. Appl. Opt. 2011, 50, 22–29. [CrossRef] [PubMed]
6. Gao, Y.; Zeng, D.; Liu, J.; Jian, Y. Optimization control of a pulverizing system on the basis of the estimation

of the outlet coal powder flow of a coal mill. Control Eng. Pract. 2017, 63, 69–80. [CrossRef]
7. Iii, F.J.D. Nonlinear inferential control for process applications. J. Process Control 1998, 8, 339–353.
8. Niemczyk, P.; Bendtsen, J.D.; Ravn, A.P.; Andersen, P.; Pedersen, T.S. Derivation and validation of a coal mill

model for control. Control Eng. Pract. 2012, 20, 519–530. [CrossRef]
9. Jin, A.; Hitotumatu, S.; Sato, I. Modeling and Parameter Identification of Coal Mill. J. Power Electron. 2009, 9,

700–707.

254



Energies 2018, 11, 0

10. Zeng, D.L.; Hu, Y.; Gao, S.; Liu, J.Z. Modelling and control of pulverizing system considering coal moisture.
Energy 2015, 80, 55–63. [CrossRef]

11. Wei, J.L.; Wang, J.; Wu, Q.H. Development of a Multisegment Coal Mill Model Using an Evolutionary
Computation Technique. IEEE Trans. Energy Convers. 2007, 22, 718–727. [CrossRef]

12. Lu, J.; Chen, L.; Shen, J.; Wu, Y.; Lu, F. A study of control strategy for the bin system with tube mill in the
coal fired power station. ISA Trans. 2002, 41, 215–224. [CrossRef]

13. Fei, M.; Zhang, J. Robust Fuzzy Tracking Control Simulation of Medium-speed Pulverizer. In Systems
Modeling and Simulation; Springer: Heidelberg, Germany, 2007.

14. Cortinovis, A.; Mercangöz, M.; Mathur, T.; Poland, J.; Blaumann, M. Nonlinear coal mill modeling and its
application to model predictive control. Control Eng. Pract. 2013, 21, 308–320. [CrossRef]

15. Song, G.L.; Zhou, J.H.; Weng, W.G. Experimental Research on Cold Aerodynamic Field of 75t/h Boiler with
Tangential Firing. Power Syst. Eng. 2005, 21, 14–16.

16. The Engineering ToolBox. Available online: https://www.engineeringtoolbox.com/control-valves-flow-
characteristics-d_485.html (accessed on 23 January 2018).

17. Kachitvichyanukul, V. Comparison of three evolutionary algorithms: GA, PSO, and DE. Ind. Eng. Manag. Syst.
2012, 11, 215–223. [CrossRef]

18. Rashtchi, V.; Rahimpour, E.; Rezapour, E.M. Using a genetic algorithm for parameter identification of
transformer RLCM model. Electr. Eng. 2006, 88, 417–422. [CrossRef]

19. Wang, J.; Wang, J.; Daw, N.; Wu, Q. Identification of pneumatic cylinder friction parameters using genetic
algorithms. IEEE/ASME Trans. Mechatron. 2004, 9, 100–107. [CrossRef]

20. Zhang, Y.G.; Wu, Q.H.; Wang, J.; Oluwande, G. Coal Mill Modeling by Machine Learning Based on on-Site
Measurements. IEEE Trans. Energy Convers. 2002, 17, 549–555. [CrossRef]

21. Ghosh, A. Evolutionary Computation in Data Mining; Springer: Heidelburg, Germany, 2004.
22. Pachauri, N.; Singh, V.; Rani, A. Two degree of freedom PID based inferential control of continuous bioreactor

for ethanol production. ISA Trans. 2017, 68, 235–250. [CrossRef] [PubMed]
23. Darko, S.I.; Nikola, J.; Nikola, P.; Velimir, O. Soft sensor for real-time cement fineness estimation. ISA Trans.

2015, 55, 250–259.
24. Rani, A.; Singh, V.; Gupta, J.R. Development of soft sensor for neural network based control of distillation

column. ISA Trans. 2013, 52, 438–449. [CrossRef] [PubMed]
25. Zhai, Y.J.; Yu, D.L.; Qian, K.J.; Lee, S.; Theera-Umpon, N. A Soft Sensor-Based Fault-Tolerant Control on the

Air Fuel Ratio of Spark-Ignition Engines. Energies 2017, 10, 131. [CrossRef]
26. Zhang, D.; Liu, G.; Zhao, W.; Miao, P.; Jiang, Y.; Zhou, H. A Neural Network Combined Inverse Controller

for a Two-Rear-Wheel Independently Driven Electric Vehicle. Energies 2014, 7, 4614–4628. [CrossRef]
27. Rao, C.V.; Rawlings, J.B.; Lee, J.H. Constrained linear state estimation—A moving horizon approach.

Automatica 2001, 37, 1619–1628. [CrossRef]
28. Rao, C.V.; Rawlings, J.B.; Mayne, D.Q. Constrained state estimation for nonlinear discrete-time systems:

Stability and moving horizon approximations. IEEE Trans. Autom. Control 2003, 48, 246–258. [CrossRef]
29. Lopez-Negrete, R.; Patwardhan, S.C.; Biegler, L.T. Constrained particle filter approach to approximate the

arrival cost in moving horizon estimation. J. Process Control 2011, 21, 909–919. [CrossRef]
30. Kühl, P.; Diehl, M.; Kraus, T.; Schlöder, J.P.; Bock, H.G. A real-time algorithm for moving horizon state and

parameter estimation. Comput. Chem. Eng. 2011, 35, 71–83. [CrossRef]
31. Du, J.; Song, C.; Yao, Y.; Li, P. Multilinear model decomposition of MIMO nonlinear systems and its

implication for multilinear model-based control. J. Process Control 2013, 23, 271–281. [CrossRef]
32. Zhang, R.; Xue, A.; Wang, S.; Ren, Z. An improved model predictive control approach based on extended

non-minimal state space formulation. J. Process Control 2011, 21, 1183–1192. [CrossRef]
33. Wang, L.; Young, P.C. An improved structure for model predictive control using non-minimal state space

realisation. J. Process Control 2006, 16, 355–371. [CrossRef]
34. Gous, G.Z.; De Vaal, P.L. Using MV overshoot as a tuning metric in choosing DMC move suppression values.

ISA Trans. 2012, 51, 657–664. [CrossRef] [PubMed]
35. Garriga, J.L.; Soroush, M. Model predictive control tuning methods: A review. Ind. Eng. Chem. Res. 2010, 49,

3505–3515. [CrossRef]

255



Energies 2018, 11, 0

36. And, E.L.H.; Rawlings, J.B. Critical Evaluation of Extended Kalman Filtering and Moving-Horizon
Estimation. Ind. Eng. Chem. Res. 2005, 44, 2451–2460.

37. Wu, X.; Shen, J.; Li, Y.; Lee, K.Y. Fuzzy modeling and stable model predictive tracking control of large-scale
power plants. J. Process Control 2014, 24, 1609–1626. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

256



energies

Article

Modeling and Control of a Combined Heat and
Power Unit with Two-Stage Bypass

Yaokui Gao 1, Yong Hu 1,*, Deliang Zeng 1, Jizhen Liu 1 and Feng Chen 2

1 School of Control and Computer Engineering, North China Electric Power University, Beijing 102206, China;
gaoyaokui05@126.com (Y.G.); zdl@ncepu.edu.cn (D.Z.); ljz@ncepu.edu.cn (J.L.)

2 Beijing Guodian Zhishen Control Technology CO., Ltd., Beijing 102200, China; chenfeng@kh.cgdc.com.cn
* Correspondence: ncepu_hu@yahoo.com; Tel.: +86-10-6177-2840

Received: 10 May 2018; Accepted: 25 May 2018; Published: 29 May 2018

Abstract: This paper presents a non-linear dynamic model of a combined heat and power (CHP) unit
with two-stage bypass for the first time. This model is derived through an analysis of the material
and energy balance of the CHP unit. The static parameters are determined via the design data of
the CHP unit, and the dynamic parameters refer to model parameters of same type of units in other
references. Based on the model, an optimized control scheme for the coordination system of the unit
is proposed. This scheme introduces a stair-like feedforward-feedback predictive control algorithm
to solve the control problem of large delays in boiler combustion, and integrates decoupling control
to reduce the effect of external disturbance on the main steam pressure. Simulation results indicate
that the model effectively reflects the dynamics of the CHP unit and can be used for designing and
verifying its coordinated control system; the control scheme can achieve decoupling control of the
CHP unit; the fluctuation of main steam pressure is considerably reduced; and the adjustment of
coal feed flow is stable. In this case, the proposed scheme can guarantee the safe, stable and flexible
operation of the unit and lay the foundation for decoupling the heat load-based constraint of CHP
units, thereby expanding the access space of wind power in northern China.

Keywords: combined heat and power unit; two-stage bypass; dynamic model; coordinated control
system; predictive control; decoupling control

1. Introduction

In recent years, the installed capacity of wind turbines in China has increased at an alarming
rate [1,2]; however, the phenomenon whereby wind power is abandoned is very serious, especially
in northern China. This condition is attributed to the particularly scarce peak-load regulation power
(hydropower and condensing unit) in these areas compared with the numerous combined heat and
power (CHP) units. The CHP units have considerable environmental and financial benefits when
compared to conventional energy generation [3–7]. However, a CHP unit is subject to a heat load-based
constraint, which causes its power output to be high in the heating season and limits the access
space of wind power in the grid [8]. On the basis of this issue, the North-East Energy Regulatory
Bureau promulgated the “Special Reform Program for the North-East Electric Power Auxiliary Service
Market [9]” and the “North-East Electric Power Auxiliary Service Market Operation Rules (Trial) [10]”
in November 2016. The policy aims to give full play to the economic leverage, optimize peaking
resources through marketization, and allow operators to maximize their effectiveness. The main idea of
this policy is to compensate thermal power units with high peaking rates. The compensation funds are
shared equally by wind power, nuclear power, and thermal power units with low peak peaking rates.
In order to significantly reduce the phenomenon of the abandonment of wind power and increase
its access space in the grid, the National Energy Administration officially launched pilot projects to
improve the flexibility of thermal power units in 2016 [11]. After comprehensive comparison and
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selection, 22 thermal power plants in areas with prominent problems of renewable energy consumption
were selected as pilot projects. It can be seen that the flexible operation of thermal power units meets
the major needs of the national energy industry and is supported by the policies of the National Energy
Administration. For the special situation in northern China, wind power would have significant access
space to the power grid if the heat load-based constraints are decoupled during the heating season.
In this case, decoupling the heat load-based constraints of CHP units is an important means to solve
the problem of wind power consumption in northern China.

Currently, the main methods for decoupling the heat load-based constraint of CHP units are
bypass heating, electric heating, and heat storage methods [12]. In bypass heating, part of the main
steam is cooled and decompressed directly to heat circulating water in the heat supply network.
This method does not meet the designed operating conditions of CHP units. However, all related
equipment has a certain degree of anti-fatigue capacity at a design time, and a small deviation from
design conditions has a slight effect on equipment wear and service life. In electric heating [13],
part of the electricity produced by a CHP unit is directly used to heat the circulating water in the
heat supply network. This method is equivalent to using excess wind power rather than CHP
units for heating from the point of view of power grid. Thus, significant coal-saving benefits are
gained. However, the renovation costs of electric heating equipment (electric boiler) are extremely
high. In heat storage heating [14–17], the storage tank begins to store heat when the heating capacity
of the CHP unit is sufficient and then releases heat when the heating capacity of the CHP unit is
insufficient. The coal-saving benefits are obvious, considering that no conversion of high-quality energy
to low-quality energy occurs. The work presented in this paper focuses on the first aforementioned
method, bypass heating, and mainly focuses on its effect on the energy balance of a CHP unit. Such a
study provides a solid foundation for the safe operation of the CHP unit with two-stage bypass.

Recently, research of the bypass system has mainly focused on the process of start-up, shut-down,
and rapid load changes. In order to study the dynamics of bypass temperature, Zhou, Y et al.
established a dynamic model for a high-pressure bypass system, verified by fast cut back (FCB) field
test data. The results show that the model has high degree of accuracy. Moreover, an improved
control technology is proposed to solve the bypass over-temperature problem during FCB. Simulation
results show that the improved control technology is better than the traditional controller. However,
this model is only a partial model of the bypass system and cannot demonstrate the effect of the
bypass on the energy balance of the unit. Therefore, this model cannot be used to design and verify
the coordinated control system (CCS) of the unit [18]. Considering that people are increasingly
interested in the optimization of bypass controllers and actuators, Pugi et al. presented a model for
real-time simulation of a steam plant, and on this basis, they developed a modular Simulink library of
components such as heaters, turbines, and valves. This model has been used for closed-loop testing
of hardware such as bypass controllers and valve positioners [19]. Considering the dynamics of the
bypass system, the feedwater system and the feedwater heater during FCB, Wang et al. established a
dynamic model for a coal-fired unit. The effectiveness of the model was verified by FCB field tests [20].
Although there are many studies on the bypass system, the research content only focuses on special
working conditions of the unit and has not considered bypass heating. In order to fundamentally
analyze the effect of the bypass heating on the energy balance of CHP units, it is necessary to further
study the dynamics of CHP units. In recent years, researchers have conducted extensive studies on the
drum-boiler model of CHP units. On the basis of the dynamic model of a drum-boiler condensing
unit [21–23], Liu et al. established a three input, three output, and nonlinear dynamic model for a
drum-boiler CHP unit. The inputs of the model are coal feed flow, valve position of turbine, and valve
position for heating. The outputs of the model are the main steam pressure, electrical load, and heating
steam flow. The simulation results indicate that the control methods of CHP and condensing units are
basically the same and there is a more flexible way to improve the load ramp rate of CHP units (valve
throttling for heating). However, heating steam pressure is generally used as the controlled variable
for heat load rather than heating steam flow [24]. Considering that the problem exists in [24], Liu et al.
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presented a mathematical model for a drum-boiler CHP unit, a model that differs from that described
in [24] in which heating steam pressure is used as the controlled variable for heat load. The simulation
results indicate that the model effectively reflects the dynamics of a CHP unit. However, the effect of
bypass heating method on the CHP unit is not considered [25]. To deeply analyze the effect of bypass
heating on the energy balance of a CHP unit and ensure the safe operation of the unit, a dynamic
model of a CHP unit with two-stage bypass should be established.

On the basis of [24,25], a five input, three output, and nonlinear dynamic model of a CHP unit
with two-stage bypass is proposed in the current study. The effect of bypass heating on the energy
balance of the CHP unit is considered. Based on the model, an optimized control scheme for the
CCS of the unit is proposed. In this scheme, a stair-like feedforward-feedback predictive control
algorithm is taken as key to solving the control problem of large delays in boiler combustion, and the
decoupling control is integrated into the scheme to reduce the effect of external disturbance on main
steam pressure. Simulation results indicate that the model effectively reflects the dynamics of the
CHP unit and can be used for designing and verifying its coordinated control system. The control
scheme can achieve decoupling control of the CHP unit, the fluctuation of main steam pressure is
considerably reduced, and the adjustment of coal feed flow is stable. In this case, the proposed scheme
can guarantee the safe, stable, and flexible operation of the CHP unit and lay the foundation for
decoupling the heat load-based constraint of CHP units, thereby expanding the access space of wind
power in northern China.

This paper is organized as follows. Section 2 presents a brief introduction of the bypass heating
method. Section 3 deduces and establishes a nonlinear dynamic model for a CHP unit with two-stage
bypass and contains a simple verification of the model dynamics. Section 4 designs an optimized
control scheme for the unit. Section 5 simulates and verifies the control scheme proposed in the former
section. Section 6 presents the conclusion of this paper.

2. Working Principle of the Bypass Heating Method

Compared with a traditional CHP unit, the CHP unit with two-stage bypass is different in several
aspects (Figure 1). In the latter, a high-pressure bypass is installed in front of the main steam valve,
and part of the main steam is cooled, decompressed, and sent to reheat the steam pipe (in the cold
section) to mix with the exhaust steam from the high-pressure cylinder (HPC), and then the mixed
steam is fed to the reheater for reheating. Moreover, a low-pressure bypass is installed on the reheat
steam pipe (in the hot section), and part of the reheat steam is cooled, decompressed, and sent to the
heating steam pipe to mix with the extraction steam for heating, and then the mixed steam is fed to
the heater in the heat supply network. Considering that the extraction steam from the intermediate
pressure cylinder (IPC) is generally insufficient when the unit is involved in peak regulation, the bypass
can be opened at this point to assist heating, which allows decoupling of the heat load-based constraint
of the CHP unit.

In the bypass heating, since there is an extraction system in the turbine, the steam flow through
the turbine decreases stepwise, while the steam flow through the bypass increases with the increase of
the desuperheating water flow. Therefore, the reheat steam flow increases when the high-pressure
bypass is opened. Given that the resistance of the reheater is constant, the reheat steam pressure (in the
hot section) increases rapidly when the low-pressure bypass is not opened in a timely manner. In this
case, the exhaust temperature of HPC increases simultaneously due to the compression effect of the
steam, which will increase the thermal stress damage of the turbine. In addition, the original axial
thrust of the turbine will be destroyed when the adjustment of the two-stage bypass mismatches,
which will affect the safe operation of the turbine. Therefore, establishing a dynamic model for a CHP
unit with two-stage bypass is of great significance.
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Figure 1. Schematic of a combined heat and power (CHP) unit with two-stage bypass.

3. Modeling and Verification of a Combined Heat and Power (CHP) Unit with Two-Stage Bypass

3.1. Modeling of a CHP Unit with Two-Stage Bypass

3.1.1. Modeling of the Milling Processes

A positive-pressure, direct-fired milling system is mainly composed of a coal feeder, a coal mill,
a separator, a primary air tube, and a burner. The dynamics of the coal feeder can be approximated
as a pure delay link [25]; the dynamics of the milling process mainly depends on the coal mill and
separator, which can be approximated as an inertia link [25]. The residence time of the coal powder in
the primary air tube and burner is short, and the combustion process is fast. Therefore, this part of the
dynamics can be ignored.

The dynamic model of the coal feeder is established in Equation (1):

qm,m = qm,b(t − τ), (1)

The dynamic model of the milling process is established in Equation (2):

Tf
dqm, f

dt
= −qm, f + qm,m (2)

where qm,b is the coal feed flow, t/h; qm,m is the amount of coal entering the coal mill per unit time, t/h;
qm, f is the amount of coal entering the boiler per unit time, t/h; τ is the delay time from coal feeder to
coal mill, s; and Tf is the inertia time of the milling process. In the above model, τ and Tf are pending
dynamic parameters.

3.1.2. Modeling of the Drum

As the dynamics of drum can be accurately reflected by drum pressure [21], the drum pressure is
selected as the state variable to establish the following differential equation (Equation (3)):

Cb
dpb
dt

= K1qm, f Qnet,ar − K2
√

pb − pt (3)

where Cb is the energy storage coefficient of the drum, t/MPa; pb is the drum pressure, MPa; Qnet,ar is
the low calorific value of coal, MJ/kg; and pt is the main steam pressure, MPa. In the above model, K1

and K2 are pending static parameters, and Cb is a pending dynamic parameter.
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3.1.3. Modeling of the Main Steam Pipe

As the dynamics of the main steam pipe can be accurately reflected by the main steam pressure,
the main steam pressure is selected as the state variable to establish the following differential equation
(Equation (4)):

Ct
dpt

dt
= K2

√
pb − pt − K3 ptut − K4 ptuH (4)

where Ct is the energy storage coefficient of the main steam pipe, t/MPa, ut is the valve position of
turbine, %; and uH is the valve position of high-pressure bypass, %. In the above model, K3 and K4 are
pending static parameters, and Ct is a pending dynamic parameter.

3.1.4. Modeling of the Reheat Steam Pipe

As the dynamics of the reheat steam pipe can be accurately reflected by the reheat steam pressure,
the reheat steam pressure is selected as the state variable to establish the following differential equation
(Equation (5)):

Cr
dpr

dt
= K5K3 ptut + K6K4 ptuH − K7 pruL − 100K8 pr (5)

where Cr is the energy storage coefficient of reheat steam pipe, t/MPa, pr is the reheat steam pressure,
MPa; and uL is the valve position of low-pressure bypass, %. In the above model, K5, K6, K7 and K8

are pending static parameters, and Cr is a pending dynamic parameter.

3.1.5. Modeling of Intermediate Pressure Cylinder (IPC) Extraction Steam Pipe

As the dynamics of the IPC extraction steam pipe can be accurately reflected by the extraction
steam pressure, the extraction steam pressure is selected as the state variable to establish the following
differential equation (Equation (6)):

CIPC
dpout

IPC
dt

= 100K9K8 pr + K10K7 pruL − K11 pout
IPCuin

LPC − K12qm,x(θo − θi), (6)

where CIPC is the extraction heat storage coefficient of IPC, t/MPa; pout
IPC is the extraction pressure of

IPC, MPa; qm,x is the circulating water flow in the heat supply network, t/h; θo is the supply water
temperature in the heat supply network, ◦C; θi is the return water temperature in the heat supply
network, ◦C; and uin

LPC is the valve position for heating, %. In the above model, K9, K10, K11 and K12

are pending static parameters, and CIPC is a pending dynamic parameter.
The condensate in the heater is saturated water according to the characteristics of the heater in

the heat supply network. Considering that a one-to-one correspondence exists between saturation
temperature and saturation pressure, the saturation pressure is equal to the extraction pressure
(ignoring the extraction pressure drop). On the basis of the above assumptions, the supply water
temperature should be scientifically expressed as a function of extraction pressure (ignoring the heater
terminal temperature difference) [25]. The extraction parameters of the IPC in the normal operating
condition are shown in the Table 1.

Table 1. Extraction parameters of intermediate pressure cylinder (IPC) in normal operating condition.

pout
IPC/MPa 0.2 0.3 0.4 0.5 0.6
θo/◦C 120.2 133.5 143.6 151.8 158.8

The function of extraction pressure can be obtained by fitting (Equation (7)).

θo = 95.5pout
IPC + 103.3 (7)

where the goodness of fit R2 = 0.9834.
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3.1.6. Modeling of the Turbine

The exhaust steam pressure of IPC is different between condensing and heating conditions.
Although the inlet parameters of the turbine are the same, the power output among HPC, IPC, and low
pressure cylinder (LPC) are different. Assume that the power outputs of HPC, IPC, and LPC account
for 30%, 35%, and 35% of the total power. This assumption does not affect the calculation of extraction
pressure and extraction temperature. The power output of the turbine can be regarded as the sum of
the power outputs of HPC, IPC, and LPC and can be approximated as an inertial link (Equation (8)).

Tt
dNE
dt

= −NE + 0.3K13K3 ptut + 0.35K14K8 pr × 100 + 0.35K15K11 pout
IPCuin

LPC, (8)

where NE is the electric power, MW; Tt is the inertia time of turbine, s. In the above model, K13, K14

and K15 are pending static parameters, and Tt is a pending dynamic parameter.
In summary, the proposed model of the CHP unit is expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

qm,m = qm,b(t − τ)

Tf
dqm, f

dt = −qm, f + qm,m

Cb
dpb
dt = K1qm, f Qnet,ar − K2

√
pb − pt

Ct
dpt
dt = K2

√
pb − pt − K3 ptut − K4 ptuH

Cr
dpr
dt = K5K3 ptut + K6K4 ptuH − K7 prul − 100K8 pr

CIPC
dpout

IPC
dt = 100K9K8 pr + K10K7 pruL − K11 pout

IPCuin
LPC − K12qm,x(96pout

IPC − θi + 103)

Tt
dNE

dt = −NE + 0.3K13K3 ptuT + 0.35K14K8 pr × 100 + 0.35K15K11 pout
IPCuin

LPC

θo = 95.5pout
IPC + 103.38

(9)

where the inputs of the model are qm,b, ut, uH , uL and uin
LPC; the outputs are pt, NE and θo;

the time-varying parameters are Qnet,ar and θi; the pending static parameters are K1, · · · , K15; and the
pending dynamic parameters are τ, Tf , Ct, Cb, Cr and CIPC.

3.2. Model Parameter Determination

The static parameters of the model are determined via the designed data of a CHP unit in China
(Table 2) where the subscript RG donates the rated generation condition, and the subscript RH donates
the rated heating condition. The electric power output NE(RG), main steam flow DE(RG), reheat steam
flow DR(RG), and exhaust steam flow from the IPC Dout

IPC(RG)
are determined via the heat balance

diagram in the RG condition; in this paper, the turbine heat acceptance (THA) condition is adopted as
the RG condition (Appendix A, Figure A1); the main steam flow DE(RH), reheat steam flow DR(RH),
exhaust steam flow from IPC Dout

IPC(RH)
, extraction steam flow for heating DH(RH), inlet steam flow of

low-pressure cylinder Din
LPC(RH)

, main steam pressure pt(RH), governing stage pressure p1(RH), reheat

steam pressure in the cold section pr(RH), exhaust steam pressure from the IPC pout
IPC(RH)

, and inlet

steam pressure of the LPC Pin
LPC(RH)

are determined via the heat balance diagram in the RH condition
(Appendix A, Figure A1); the drum pressure pb(RH) is determined via the performance parameters
of the boiler in Appendix A, Table A1; the steam flow via high-pressure bypass Din

HTDPR(RH)
, steam

flow via low-pressure bypass Din
LTDPR(RH)

, cooling water flow via high-pressure bypass qin
HTDPR(RH)

,
and cooling water flow via low-pressure bypass are obtained from the design data of the two-stage
bypass in Appendix A, Table A2; the low calorific value of coal Qnet,ar is determined via the data
of designed coal in Appendix A, Table A3; In addition, the designed coal feed flow qm,b(RG) of the
boiler in the THA condition is 207.74 t/h; the designed circulating water flow in heat supply network
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qm,x(RH) is 12,000 t/h, and the return water temperature from heat supply network θi(RH) is 40 ◦C
according to the boiler operation regulations.

Table 2. Designed data of a CHP unit in China.

Parameter Value Parameter Value

Electric power output, NE(RG) (MW) 330
Steam flow via low-pressure bypass,

Din
LTDPR(RH)

(t/h) 208.50

Coal feed flow, qm,b(RG) (t/h) 207.74 Drum pressure, pb(RH) (MPa) 18.57

Low calorific value of coal, Qnet,ar (MJ/kg) 14.522 Main steam pressure, pt(RH) (MPa) 16.70

Main steam flow, DE(RG) (t/h) 997.56 Governing stage pressure, p1(RH) (MPa) 13.887

Reheat steam flow,DR(RG) (t/h) 829.81
Reheat steam pressure in cold section,

pr(RH) (MPa) 3.699

Exhaust steam flow from IPC, Dout
IPC(RG)

(t/h) 695.00
Exhaust steam pressure from IPC,

pout
IPC(RH)

(MPa) 0.490

Main steam flow, DE(RH) (t/h) 1043.26
Inlet steam pressure of LPC,

Pin
LPC(RH)

(MPa) 0.157

Reheat steam flow, DR(RH) (t/h) 860.27
Cooling water flow via high-pressure

bypass, qin
HTDPR(RH)

(t/h) 33.5

Exhaust steam flow from IPC, Dout
IPC(RH)

(t/h) 726.67
Cooling water flow via low-pressure

bypass, qin
LTDPR(RH)

(t/h) 33.0

Extraction steam flow for heating, DH(RH) (t/h) 500
Circulating water flow in heat supply

network, qm,x(RH) (t/h) 12,000

Inlet steam flow of low-pressure cylinder, Din
LPC(RH)

(%) 226.67
Return water temperature from heat

supply network, θi(RH) (◦C) 40

Steam flow via high-pressure bypass, Din
HTDPR(RH)

(t/h) 175 - -

The calculation formulas of K1–K15 are given as follows:

qm,b(RH) = qm,b(RG)

DE(RH)

DE(RG)
(10)

K1 =
DE(RH)

qm,b(RH)Qnet,ar
, (11)

K2 =
DE(RH)√

pb(RH) − pt(RH)
(12)

K3 =
DE(RH)

pt(RH)uT(RH)
=

DE(RH)

100p1(RH)
(13)

K4 =
Din

HTDPR(RH)

pt(RH)uH(RH)
(14)

K5 =
DR(RH)

DE(RH)
(15)

K6 =
Din

HTDPR(RH)
+ qin

HTDPR(RH)

Din
HTDPR(RH)

(16)

K7 =
Din

LTDPR(RH)

pr(RH)uL(RH)
(17)

K8 =
DR(RH)

100pr(RH)
(18)
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K9 =
Dout

IPC(RH)

DR(RH)
=

Din
LPC(RH)

+ DH(RH)

DR(RH)
(19)

K10 =
Din

LTDPR(RH)
+ qin

LTDPR(RH)

Din
LTDPR(RH)

(20)

K11 =
Din

LPC(RH)

uin
LPC(RH)

pout
IPC(RH)

=
Din

LPC(RH)

100
Pin

LPC(RH)

pout
IPC(RH)

pout
IPC(RH)

=
Din

LPC(RH)

100Pin
LPC(RH)

(21)

K12 =
DH(RH)

qm,x(RH)(96pout
IPC(RH)

− θi(RH) + 103)
, (22)

K13 =
NE(RG)

DE(RG)
(23)

K14 =
NE(RG)

DR(RG)
(24)

K15 =
NE(RG)

Dout
IPC(RG)

(25)

The model dynamic parameters refer to model parameters of same type of units in [25]. The model
parameters obtained are shown in Table 3.

Table 3. Model parameters of a CHP unit with two-stage bypass.

K1 = 0.3307 K6 = 1.1914 K11 = 14.4375 τ = 15 CIPC = 160
K2 = 800.1323 K7 = 0.5637 K12 = 3.7865 × 10−4 Tf = 120 Tt = 12

K3 = 0.7512 K8 = 2.3257 K13 = 0.3308 Cb = 3300 -
K4 = 0.1050 K9 = 0.8447 K14 = 0.3977 Ct = 20 -
K5 = 0.8246 K10 = 1.1785 K15 = 0.4748 Cr = 10 -

Let
x1 = qm, f ; x2 = pb; x3 = pt; x4 = pr; x5 = pout

IPC; x6 = NE.
u1 = qm,b; u2 = uT ; u3 = uH ; u4 = uL; u5 = uin

LPC.
y1 = pt; y2 = NE; y3 = θo.
Qnet,ar = 14.522; θi = 40.
The nonlinear state equation of the CHP unit is obtained as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
x1 = −0.00833x1 + 0.00833u1(t − 15)

.
x2 = 0.00146x1 − 0.24246(x2 − x3)

0.5

.
x3 = 40.00662(x2 − x3)

0.5 − 0.03756x3u2 − 0.00525x3u3
.

x4 = 0.06194x3u2 + 0.01251x3u3 − 0.05637x4u4 − 23.257x4
.

x5 = 1.22782x4 + 0.00415x4u4 − 0.09023x5u5 − 2.3665e−6(96x5 + 63)
.

x6 = −x6 + 0.00621x3u2 + 2.69772pr + 0.19994x5u5

(26)

The output equation of the CHP unit is expressed as follows:⎧⎪⎨⎪⎩
y1 = x3

y2 = x6

y3 = 95.5x5 + 103.38
(27)
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3.3. Verification of Model Dynamics

In order to verify the dynamics of the model, the step disturbance is applied to each input of the
model, the simulation results are shown in Figure 2.

 

Figure 2. Curves for model outputs.

• When a step decreasing signal is applied to coal feed flow qm,b at 500 s, the main steam pressure
pt, power output of unit NE, and supply water temperature θo are decreased simultaneously due
to the energy balance between the boiler and turbine.

• When a step increasing signal is applied to main steam valve ut at 2000 s, the main steam pressure
pt is rapidly decreased, while the power output of unit NE and the supply water temperature θo

are increased first and then restored; this is due to the energy storage of the unit.
• When a step increasing signal is applied to high-pressure bypass uH and low-pressure bypass

uL at 3500 s, the main steam pressure pt and the power output of unit NE are rapidly decreased,
while the supply water temperature is also increased rapidly, this verifies the effectiveness of the
bypass heating.

• When a step increasing signal is applied to heating valve uin
LPC at 5000 s, the power output of unit

NE is increased, while supply water temperature θo is decreased, This is due to the fact that more
steam is sent to the low-pressure cylinder to generate electricity, instead of heating the return
water in the heat supply network.

4. Optimized Control of a CHP Unit with Two-Stage Bypass

In order to solve fundamentally the control problem of large delay in boiler combustion,
this paper takes a feedforward-feedback predictive control algorithm as the core. This control
algorithm incorporates the concept of feedforward control to preserve the traditional control experience.
Moreover, the idea of stair-like control is used to solve the optimal control law in order to avoid the
problem of matrix inversion.
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4.1. Stair-Like Feedforward-Feedback Generalized Predictive Control

For ease of understanding, a predictive control algorithm with only one feedforward is derived in
this study, and predictive control algorithms with multiple feedforwards are similar.

4.1.1. Model Prediction

Consider the following controlled auto-regressive integrated moving average (CARIMA)
model [26,27]:

A(q−1)y(t) = B(q−1)u(t − 1) + C(q−1)v(t − 1) +
D(q−1)ξ(t)

Δ
(28)

where A(q−1), B(q−1), C(q−1) and D(q−1) are n-, nb-, nc- and nd-order polynomials of q−1,
respectively;u(t) is the input of the system;v(t) is the feedforward input of the system; y(t) is the
output of the system; ξ(t) denotes the white noise; Δ is a difference operator, Δ = 1 − q−1.

Introduce the following Diophantine equation:

1 = Ej(q−1)A(q−1)Δ + q−jFj(q−1), (29)

where Ej(q−1) = ej,0 + ej,1q−1 + · · ·+ ej,j−1q−(j−1), Fj(q−1) = f j,0 + f j,1q−1 + · · ·+ f j,nq−n. Multiply
Equation (28) by Ej(q−1)Δqj, and combine it with Equation (29). Then the prediction equation can be
obtained as,

y(t + j) = Ej(q−1)B(q−1)Δu(t + j − 1) + Ej(q−1)C(q−1)Δv(t + j − 1)+
Fj(q−1)y(t) + Ej(q−1)D(q−1)ξ(t + j).

(30)

Since the noise in the future is unknown, the best prediction equation is

ŷ(t + j) = Ej(q−1)B(q−1)Δu(t + j − 1) + Ej(q−1)C(q−1)Δv(t + j − 1) + Fj(q−1)y(t) (31)

4.1.2. Rolling Optimization

Assume that the objective function is

J =
N2

∑
j=N1

[w(t + j)− y(t + j)]2 + λ
Nu

∑
j=1

[Δu(t + j − 1)]2 (32)

where w is the desired setting value; N1 and N2 are the initial and terminal values of the optimization
horizon; Nu is the control horizon; and λ is the weight of control variable.

The desired setting value in Equation (32) is

w(t + j) = αjy(t) + (1 − αj)yr j = 1, 2, · · · , (33)

where y(t) is the actual output of the system; yr is the real setting value of the system; and α is a
softening factor,0 ≤ α < 1.

Let Gj(q−1) = Ej(q−1)B(q−1) = gj,0 + gj,1q−1 + · · · + gj,nb+j−1q−(nb+j−1) and Hj(q−1) =

Ej(q−1)C(q−1) = hj,0 + hj,1q−1 + · · ·+ hj,nc+j−1q−(nc+j−1). Equation (32) can be simply written as,

ŷ(t + j) = Gj(q−1)Δu(t + j − 1) + Hj(q−1)Δv(t + j − 1) + Fj(q−1)y(t) (34)

Since the feedforward increment in the future is unknown, the future output in Equation (32) can
be written as
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ŷ(t + N1|t) = GN1(q
−1)Δu(t + N1 − 1) + Hj(q−1)Δv(t + j − 1) + FN1(q

−1)y(t)
= gN1,0Δu(t + N1 − 1) + · · ·+ gN1,N1−1Δu(t) + fN1(t)

...
ŷ(t + N2|t) = GN2(q

−1)Δu(t + N2 − 1) + Hj(q−1)Δv(t + j − 1) + FN2(q
−1)y(t)

= gN2,0Δu(t + N2 − 1) + · · ·+ gN2,N2−1Δu(t) + fN2(t)

where
fN1(t) = qN1−1[GN1(q

−1)− gN1,0 − · · · − gN1,N1−1q−(N1−1)]Δu(t)
+qN1−1[HN1(q

−1)− hN1,0 − · · · − hN1,N1−1q−(N1−1)]Δv(t) + FN1(q
−1)y(t)

...
fN2(t) = qN2−1[GN2(q

−1)− gN2,0 − · · · − gN2,N2−1q−(N2−1)]Δu(t)
+qN2−1[HN2(q

−1)− hN2,0 − · · · − hN2,N2−1q−(N2−1)]Δv(t) + FN2(q
−1)y(t)

All values involved in f j(t) are known at time t. Given i ≥ 0, Δu(t + Nu − i) = 0. When N1 < Nu,
gN1,N1−Nu = · · · = gN1,−1 = 0, then the future output can be written as

ŷ(t + N1|t) = gN1,N1−Nu Δu(t + Nu − 1) + · · ·+ gN1,N1−1Δu(t) + fN1(t)
...

ŷ(t + N2|t) = gN2,N2−Nu Δu(t + Nu − 1) + · · ·+ gN2,N2−1Δu(t) + fN2(t)

Let ŷ =

⎡⎢⎣ ŷ(t + N1|t)
...

ŷ(t + N2|t)

⎤⎥⎦, Δu =

⎡⎢⎣ Δu(t)
...

Δu(t + Nu − 1)

⎤⎥⎦, and f =

⎡⎢⎣ fN1(t)
...

fN2(t)

⎤⎥⎦.

Then, the following formula can be obtained:

ŷ = GΔu + f (35)

where G is a (N2 − N1 + 1)× Nu dimensional matrix.

G =

⎡⎢⎣ gN1,N1−1 · · · gN1,N1−Nu
...

. . .
...

gN2,N2−1 · · · gN2,N2−Nu

⎤⎥⎦
By using the idea of stair-like control [28–30], the future increment of the control variable can

be explicitly planned as Δu(t) = δ, Δu(t + j) = βΔu(t + j − 1) = βjδ, 1 ≤ j ≤ Nu. Then, Δu(t) =

(Δu(t)Δu(t + 1) · · ·Δu(t + Nu − 1))T = (δ βδ · · ·βNu−1δ)
T
= (1 β · · ·βNu−1)

T
δ.

GΔu =

⎡⎢⎣ gN1,N1−1 · · · gN1,N1−Nu
...

. . .
...

gN2,N2−1 · · · gN2,N2−Nu

⎤⎥⎦
⎡⎢⎣ 1

...
βNu−1

⎤⎥⎦δ =
⎡⎢⎣ gN1,N1−1 + · · ·+ βNu−1gN1,N1−Nu

...
gN2,N2−1 + · · ·+ βNu−1gN2,N2−Nu

⎤⎥⎦ = G̃δ

Therefore, the prediction model in Equation (35) can be written as

ŷ = G̃δ+ f. (36)

The objective function in Equation (32) can be written as

min
δ

J = (G̃δ+ f − w)
T
(G̃δ+ f − w) + λ(1 + β2 + · · ·+ β2(Nu−1))δ2 (37)
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Minimize the objective function ∂J
∂δ = 0. Then, the optimal control law can be obtained as

δ =
G̃

T
(w − f)

G̃
T

G̃ + λ(1 + β2 + · · ·+ β2(Nu−1))δ2
. (38)

In the actual control process, only the current control law is implemented, that is, Δu(t) =

Δu(t − 1) + δ. As shown in Equation (38), there is no matrix inversion problem in the control law;
therefore, the algorithm can be directly applied to engineering.

4.1.3. Feedback Correction

In the rolling optimization of the generalized predictive control (GPC), the optimization starting
point is emphasized to be consistent with the actual output of the system (Equation (34)), which
can achieve the function of feedback correction and no difference adjustment of controlled variables.
Therefore, feedback correction is not necessary in the case of low control accuracy requirements.

4.2. Optimized Design of the Control Scheme

An optimized control scheme for the CHP unit with two-stage bypass is designed as shown in
Figure 3.

 

Figure 3. Optimized control scheme for the CHP unit with two-stage bypass.

As shown in Figure 3, the optimized control scheme retains the feedforward-feedback control
concept, but unlike the traditional control scheme, the control loop for main steam pressure adopts
the stair-like GPC algorithm. Since the response rate of the main steam valve is relatively fast and
the control task for unit load is generally completed independently in the digital electro-hydraulic
control system, the control loop for unit load retains the traditional proportional-integral-derivative
(PID) control method. For the same reason, the control loop for supply water temperature also retains
the traditional PID control method. The heating valve will be kept at the minimum opening when the
heating capacity of the unit fails to meet the heat load demand.
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The inputs of the GPC controller for main steam pressure include: (1) static and dynamic
feedforward controls from the set value of the unit load; (2) decoupling feedforward control from the
main steam valve; (3) decoupling feedforward control from the high-pressure bypass; and (4) the set
and feedback values of the main steam pressure. Among them, the static feedforward control can
convert linearly unit load into coal feed flow; therefore, the coal feed flow can be roughly quantify
and the adjustment burden of the GPC controller can be reduced simultaneously. The dynamic
feedforward control can pre-feed coal according to the deviation of the actual and target loads;
in this case, the problem of slow adjustment at the initial period of variable load can be overcome.
The decoupling feedforward control from the main steam valve and high-pressure bypass can reduce
fluctuation of the main steam pressure caused by external disturbances. In addition, the set and
feedback values of the main steam pressure are mainly used for the no-difference adjustment of the
main steam pressure. The details of the control loop for the main steam pressure is as shown in
Figure 4.

 

Figure 4. Control loop for main steam pressure.

5. Simulation and Validation

In order to verify the effectiveness of the control scheme, the constant pressure operation and
sliding pressure operation of the CHP unit were simulated respectively for this paper, and the control
effect in the decoupling and non-decoupling modes were compared (decoupling and non-decoupling of
high-pressure bypass). All simulation and validation were performed in MATLAB (R2014a MathWorks,
Natick, MA, USA) environment. During the simulation, the ramp rate of the unit was 6 MW/min,
which accounted for 1.8% of the rated load; the sampling time Ts = 0.1 s, the initial value of the
optimization horizon N1 = 300, the terminal value of the optimization horizon N2 = 500, the control
horizon Nu = 10, the weight of control variable λ = 0.001, the softening factor α = 0.998, the stair-like
factor β = 0.1; the proportional gain and integral gain of the PID controller for unit load were 1.2
and 0.04 respectively; and the proportional gain and integral gain of the PID controller for supply
water temperature were 1.2 and 0.3 respectively. The parameters for feedforward controller R = 20,
T = 10. In addition, for ease of simulation, this study simplifies the dynamic feedforward Fcoal(x) into
a proportional coefficient F = 0.835.

Figure 5 shows the curves for controlled variables. Under the decoupling control mode of
high-pressure bypass, the fluctuating amplitude of controlled variables is reduced considerably,
especially for that of the main steam pressure. It can be seen from the figure that although there is a
certain delay in the response of the main steam pressure, it has almost no overshoot in the decoupled
control mode, this is due to the compensation effect of the decoupling control of the high-pressure
bypass, which allows the GPC controller to adjust the coal feed flow in advance, thereby increasing
the capability of the control system to overcome external disturbances of the high-pressure bypass.

269



Energies 2018, 11, 1395

In addition, since the response time for the other two controlled variables is short, the response values
of the unit load and the supply water temperature can be closely matched to their set values.

Figure 5. Curves for controlled variables.

Figure 6 shows the curves for the control variables. It can be seen from the figure that the
adjustment of each control variable is stable under the decoupling control mode of high-pressure
bypass. In addition, compared with the non-decoupling control mode, the decoupling control can
reduce the coal feed flow rapidly at the initial period of variable load and pull back it rapidly at the
terminal period of variable load. This just validates the compensation effect of feedforward control
and decoupling control.

Figure 6. Curves for control variables.
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In order to further illustrate the effectiveness of the decoupling control of the high-pressure
bypass, the curves of the main steam pressure and coal feed flow are enlarged and plotted in the
same figure when the setting value of the supply water temperature changes at 3500 s (Figure 7).
Since the setting values of the unit load and main steam pressure are unchanged during this period of
simulation, the simulation verifies the effectiveness of the decoupling control well. It can be seen from
the figure, due to the effect of the decoupling control, the coal feed flow drops rapidly at the initial
period of the dynamic process, and in this case, the overshoot of the main steam pressure is greatly
reduced, which fully proves that the decoupling control of the high-pressure bypass can improve the
anti-disturbance capacity of the main steam pressure.

Figure 7. Amplification curves of pt and ub.

In addition, the integrated time and absolute error (ITAE) for each controlled variable are
calculated (Table 4). It can be seen from the table that the ITAE indicators of the controlled variables
are reduced to different degrees under the decoupling control mode, especially for that of main steam
pressure. In this case, the proposed scheme can guarantee the safe, stable, and flexible operation of
the unit.

Table 4. Integrated time and absolute error (ITAE) indicator for each controlled variable.

Indicator Main Steam Pressure (MPa) Unit Load (MW) Supply Water Temperature (◦C)

Non-decoupling control 3699.61 6290.31 3282.26
Decoupling control 2209.68 5707.16 3112.17

6. Conclusions

Considering the effect of bypass heating on the energy balance of a CHP unit, a nonlinear dynamic
model for a CHP unit with a two-stage bypass is proposed. The static parameters are determined
via the design data of a CHP unit in northern China, and the dynamic parameters refer to model
parameters of the same type of units in other references. On the basis of the model, an optimized
control scheme for the coordination system of the unit is proposed. In this scheme, a stair-like
feedforward-feedback predictive control algorithm is adopted to solve the control problem of large
delays in boiler combustion, and the decoupling control is integrated to reduce the effect of external
disturbance (the main steam valve and high-pressure bypass) on the main steam pressure. Simulation
results indicate that the model effectively reflects the dynamics of the CHP unit with a two-stage bypass
and can be used for designing and verifying its CCS; the control scheme can achieve optimal control
of the CHP unit with a two-stage bypass; the compensation effect of feedforward and decoupling
control allows the GPC controller to adjust the coal feed flow in advance; and in this case the coal
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feed flow can be reduced rapidly at the initial period of variable load and pulled back rapidly at the
terminal period of variable load. Moreover, in the decoupling control of the high-pressure bypass
mode, the fluctuation of the main steam pressure is considerably reduced and the adjustment of the
coal feed flow is stable, which proves that the decoupling control of the high-pressure bypass can
improve the anti-disturbance capacity of the main steam pressure. In this case, the proposed scheme
can guarantee the safe, stable, and flexible operation of the unit and lay the foundation for decoupling
the heat load-based constraint of CHP units, thereby expanding the access space of wind power in
northern China.
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Nomenclature

Cb energy storage coefficient of drum, t/MPa Pin
LPC

inlet steam pressure of low-pressure
cylinder, MPa

Ct
energy storage coefficient of main steam
pipe, t/MPa,

Qnet,ar low calorific value of coal, MJ/kg

Cr
energy storage coefficient of reheat steam
pipe, t/MPa,

qm,b coal feed flow, t/h

Cz
energy storage coefficient of extraction pipe
for intermediate-pressure cylinder, t/MPa,

qm,m
amount of coal entering the coal mill per
unit time, t/h

DE main steam flow, t/h qm, f
amount of coal entering the boiler per unit
time, t/h

DR reheat steam flow, t/h qin
HTDPR

cooling water flow via high-pressure
bypass, t/h

Dout
IPC

exhaust steam flow from
intermediate-pressure cylinder, t/h

qin
LTDPR

cooling water flow via low-pressure
bypass, t/h

DH extraction steam flow for heating, t/h qm,x
circulating water flow in heat supply
network, t/h

Din
LPC

inlet steam flow of low-pressure
cylinder, t/h

Tf inertia time of the milling process, s

Din
HTDPR steam flow via high-pressure bypass, t/h Tt inertia time of turbine, s

Din
LTDPR steam flow via low-pressure bypass, t/h uH valve position of high-pressure bypass, %
NE electric power, MW uL valve position of low-pressure bypass, %
pb drum pressure, MPa uin

LPC valve position for heating, %
pt main steam pressure, MPa ut valve position of turbine, %

p1 governing stage pressure, MPa θi
return water temperature in heat supply
network, ◦C

pr reheat steam pressure, MPa θo
supply water temperature in heat supply
network, ◦C

pout
HPC

exhaust steam pressure from high-pressure
cylinder, MPa

τ inertia time from coal feeder to coal mill, s

pout
IPC

exhaust steam pressure from
intermediate-pressure cylinder, MPa

Ki pending static parameters, i = 1, · · · , 15
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Appendix A

 
Figure A1. Heat balance diagram in turbine heat acceptance (THA) condition.

 
Figure A2. Heat balance diagram in rated heating (RH) condition.

273



Energies 2018, 11, 1395

Table A1. Performance parameters of boiler (boiler maximum continuous rating (BMCR); turbine rated
load (TRL); turbine heat acceptance (THA)).

Items Unit BMCR TRL THA HTO 75% THA 40% THA

Main steam flow t/h 1100 1043.26 997.56 775.27 714.46 400.01
Outlet steam pressure of superheater MPa 17.50 17.41 17.34 17.05 16.98 8.08

Outlet steam temperature of superheater ◦C 541 541 541 541 541 530.1
Boiler pressure MPa 19.0 18.77 18.59 17.83 17.65 8.62

Reheat steam flow t/h 909.19 865.47 829.81 761.85 606.49 349.74
Inlet/outlet steam pressure of reheater MPa 4.053/3.833 3.653/3.443 3.699/3.498 3.447/3.263 2.689/2.542 1.487/1.402

Inlet/outlet steam temperature of reheater ◦C 336.8/541 325.5/541 327/541 328.3/541 302.1/541 316.7/503
Feed water temperature ◦C 284.2 276.2 277.8 173.1 257.1 226.6

Table A2. Designed data of the two-stage bypass.

Device Name High-Pressure Bypass Low-Pressure Bypass

Primary steam

Designed flow t/h 175 182
Designed pressure MPa 17.6 4.8

Designed temperature ◦C 546 546
Operating pressure MPa 7.85 1.35

Operating temperature ◦C 523.8 493.5

Secondary steam

Designed flow t/h 208.5 215
Designed pressure MPa 4.8 0.49

Designed temperature ◦C 355 280
Operating pressure MPa 1.5 0.2452

Operating temperature ◦C 308.6 240

Desuperheating water;

Designed flow t/h 33.5 33
Designed pressure MPa 24.6 4.0

Designed temperature ◦C 285 140
Operating pressure MPa 9.5 2

Operating temperature ◦C 222.6 36.1

Table A3. Parameters of designed coal.

Items Symbol Unit Designed Coal Checked Coal

Elemental analysis

Carbon (received base) Car % 38.54 39.434
Hydrogen (received base) Har % 3.25 3.53

Oxygen (received base) Oar % 9.92 8.846
Nitrogen (received base) Nar % 0.73 0.672

Sulfur (received base) St,ar % 0.43 0.402

Industrial analysis

Ash (received base) Aar % 15 19.802
Water (received base) Mt % 32.4 27.54

Water (air-drying base) Mad % 14.20 12.142
Water (dry ash-free base) Vdaf % 49.28 43.512

Low calorific value of coal (received base) Qnet,ar
kcal/kg 3228 3472
MJ/kg 13.50 14.522

Wearable coefficient HGI - 56 58.8

. . . . . . . . . . . . . . .
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Abstract: Electrical machines are important devices that convert electric energy into mechanical work
and are widely used in industry and people’s life. Undesired vibrations are harmful to their safe
operation. Reviews from the viewpoint of fault diagnosis have been conducted, while summaries
from the perspective of dynamics is rare. This review provides systematic research outlines of
this field, which can help a majority of scholars grasp the ongoing progress and conduct further
investigations. This review mainly generalizes publications in the past decades about the dynamics
and vibration of electrical machines. First the sources of electromagnetic vibration in electrical
machines are presented, which include mechanical and electromagnetic factors. Different types of air
gap eccentricity are introduced and modeled. The analytical methods and numerical methods for
calculating the electromagnetic force are summarized and explained in detail. The exact subdomain
analysis, magnetic equivalent circuit, Maxwell stress tensor, winding function approach, conformal
mapping method, virtual work principle and finite element analysis are presented. The effects of
magnetic saturation, slot and pole combination and load are discussed. Then typical characteristics
of electromagnetic vibration are illustrated. Finally, the experimental studies are summarized and the
authors give their thoughts about the research trends.

Keywords: electrical machine; electromagnetic vibration; multiphysics; rotor dynamics; air gap
eccentricity; calculation method; magnetic saturation

1. Introduction

With the continuous development of the economy, electrical machines have been widely used
in industries and people’s lives. Ever higher performance requirements are being put forward for
electrical machines. The magnetic field can interact with mechanical structures, which will produce
unbalanced magnetic forces and excite harmful vibrations. These forces may have significant effects
on the dynamic behavior and noise of rotors. The vibration and noise range of electrical machines
is one of the important indicators in the manufacture. National standards also clearly prescribe the
vibration and noise limits of rotating electrical machines. Vibration and noise will affect people’s
daily life and severe vibration will cause significant economic losses. Furthermore, the vibrations of
electrical machines may decrease the efficiency of the energy conversion because the vibration and
possible related temperature rise are unwanted energy losses for the system.

The vibrations of electrical machines can be divided into three categories: mechanical vibrations,
electromagnetic vibrations and aerodynamic vibrations. Benefitting from the continuous improvement
of design and manufacturing level, the performance of electrical machines has been greatly improved
and their volume has become very small. For the widely used small and medium-sized electrical
machines, electromagnetic vibrations are the main type. With the growth of living standards,
people will pay more and more attention to the vibration of electrical machines. Investigating the
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vibration mechanism can be helpful for the design of electrical machines. Therefore, the study of the
electromagnetic vibration of electrical machines has practical significance.

Electromagnetic vibrations are usually generated by the distorted air-gap field of an eccentric
rotor in electrical machines. The uneven air-gap is directly related to the eccentricity, which is
common in rotating electrical machines. Eccentricity can be caused by several reasons, such as relative
misalignment of the rotor and stator in the fixing stage, misalignment of the load axis and rotor
shaft, elliptical stator inner cross section, wrong placement or rubbing of ball bearings, mechanical
resonance, and unbalanced loads [1,2]. Eccentricities can be further subdivided into two categories:
circumferential unequal air gaps and axial unequal air gaps. The former can be grouped into static
eccentricity and dynamic eccentricity. In the case of static eccentricity, the rotor rotates around its
own geometric axis, which is not the geometric axis of the stator. In the case of dynamic eccentricity,
the rotor is not concentric and rotates around the geometric axis of the stator. In reality, both static
eccentricity and dynamic eccentricity tend to coexist. An inherent static eccentricity exists, even in
newly manufactured machines, due to the build-up of tolerances during the manufacturing and
assembly procedure, as has been reported in [3]. Unequal air gaps cause unbalanced magnetic forces
(UMFs) [4] on the rotor, which lead to mechanical stress on some part of the shaft and bearing.
After prolonged operation, these factors cause broken mechanical parts or even the stator to rub the
rotor, causing major breakdowns of the machines [5].

The calculation of UMF is essential for the analysis of vibrations and the optimal design of
electrical rotating machinery. Two common approaches are the analytical method and the finite element
method (FEM). Although the FEM has been widely applied to study the UMF [6,7], the analytical
method still receives much attention because insights into the origins and pivotal factors in the
production of UMF is provided by this method. Earlier publications focused primarily on the theoretical
formulation of UMF and linear equations were mainly adopted. Werner [8] established a dynamic
model for an induction motor with eccentric excitation by taking radial electromagnetic stiffness
into account. The linear expressions are convincing only for cases where the eccentricity is small
enough. Therefore linear approaches are far from industrial applications. The nonlinear relationship
between the UMF and eccentricity was pointed out in [9]. After that, many researchers have introduced
nonlinear approaches to determine UMF in the last two decades. For instance, winding function
analysis [10], conformal mapping method [11], energy conservation law [12], magnetic equivalent
circuit method [13] and exact subdomain model [14] were all applied to investigate the magnetic
field distribution and UMF for electrical machines with non-uniform air-gaps. The most commonly
adopted analytical method is the air-gap permeance approach [15,16]. An analytical expression of
UMF for different pole-pairs was obtained by expressing the air-gap permeance as a Fourier series
in [15]. A calculation model for UMF was presented in [16] based on the actual position of the rotor
inside the stator.

It should be noted that the design and modeling of electrical machine systems are a
multidisciplinary problem because the electromagnetics, structural mechanics and heat transfer are
involved, the design optimization process becomes more and more complex [17]. Therefore it is
significant to pursue optimal system performance rather than optimal components such as motors
or controllers, because assembling individually optimized components into a system cannot ensure
an optimal performance for the whole system [18,19]. The problem is really a challenge for both the
research and industrial communities since it includes not only theoretical multidisciplinary design
and analysis (such as electromagnetic, thermal, mechanical analysis and power electronics) but also
practical engineering manufacturing of the system. Lei et al. [20] developed a robust approach for
the system-level design optimization of the electrical machine system. Khan et al. [21] presented
a multilevel design optimization framework to improve the efficiency of the proposed method by
combining it with several techniques, such as design of experiments and approximate models.

The electromagnetic vibration of electrical machines has always been a hot topic in the mechanical
discipline and electrical discipline fields, and there exist rich research results. The existing reviews
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of electromagnetic vibration are basically summarized from the view of fault diagnosis [22–27],
and summaries from the perspective of dynamics are rather insufficient. With the continuous progress
of research, some new technologies and methods are emerging. It is necessary to generalize the latest
research progress of electromagnetic vibration from the perspective of dynamics and vibration to avoid
repetitive work. In addition, a review which provides systematic research outlines and references can
be beneficial for the majority of scholars in this field to promote the ongoing progress and development
of the investigations.

Different from the condition monitoring standpoint, this review is mainly concerned with the
dynamic issues of electromagnetic vibrations in electrical machines. First, the vibration sources,
which include the mechanical and electromagnetic aspects, are summarized in Section 2. Then Section 3
presents in detail different analytical and numerical calculation methods for the electromagnetic
force. After that, the electromagnetic vibration characteristics and experimental investigations are
demonstrated in Section 4. Finally Section 5 summarizes the authors’ thoughts about the trends and
prospects of this research.

2. Sources of Electromagnetic Vibration

Under ideal conditions, the air gap between the stator and rotor is uniform and the magnetic
circuit is symmetrical. The rotor rotates in the uniform magnetic field and the total force of the radial
electromagnetic force is zero. If mechanical or electromagnetic factors make the radial force around
the rotor circumference uneven, it will produce an electromagnetic force which is also known as the
unbalanced magnetic force (UMF). UMF will cause undesired electromagnetic vibration and noise,
exacerbate the bearing wear, influence the stability of the rotor system and even produce rubbing
between the rotor and stator. The potential hazards are prominent. Therefore, the investigation of this
coupling interaction is necessary and important.

In essence, the main source of electromagnetic vibration is the asymmetry of the magnetic circuit
in the electrical machine. The misalignment between the stator and rotor is the most common cause
of UMF. Furthermore, the uneven magnetization of the material and the improper winding can also
generate UMF. Generally speaking, the electromagnetic sources can be divided into mechanical factors
and electromagnetic factors.

2.1. Mechanical Sources

The mechanical causes of the electromagnetic force are mainly the air gap eccentricity between
the stator and the rotor. As Figure 1 indicates, the sources of air gap eccentricity can be divided into
four categories: shape deviation, parallel eccentricity, inclined eccentricity and curved eccentricity.
The surface corrugations of the outer rotor circle and inner stator circle will affect the uniformity
of the air gap length. In addition, when the stator and rotor are not regular cylinders, their shape
deviation can produce air gap eccentricity. Lundström et al. [28,29] studied the air gap eccentricity
and electromagnetic force caused by the deviation of generator shape in detail. The characteristics
of dynamic responses including the whirling frequency and amplitude were investigated. With the
progress of mechanical manufacturing technology, the probability of shape deviation in the rotor and
stator is gradually declining. Another very important and widely investigated air gap eccentricity type
is that the rotor shaft does not coincide with the stator axis. It is assumed that the stator and rotor are
ideal cylinders and have a smooth surface. Moreover the stator axis is straight. The air gap changes
caused by assembly error and bearing wear etc. can be regarded as different air gap eccentricities.
When the rotor shaft is straight, eccentricity can be further divided into parallel eccentricity and
inclined eccentricity. When the rotor shaft is bending, the eccentricity type is curved eccentricity.
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Figure 1. The main mechanical sources of air-gap eccentricity: (a) shape deviation, (b) parallel
eccentricity, (c) inclined eccentricity and (d) curved eccentricity.

2.1.1. Parallel Eccentricity

As shown in Figure 2, when the rotor shaft and the stator axis are parallel, the air gap eccentricity
can be divided into three categories: one is the static eccentricity which refers to that the air gap
eccentricity already exists before operation and the rotor rotates with its own geometric center
axis [30,31]. The second category is the dynamic eccentricity which occurs when the stator and rotor are
concentric at first and the eccentricity occurs during the operation. The rotor rotates with the geometric
axis of the stator [32,33]. Static eccentricity and dynamic eccentricity are the most basic eccentricity
types. The third category is the static and dynamic mixed eccentricity, that is, static eccentricity and
dynamic eccentricity coexist [33–35]. The dynamic eccentricity is mainly caused by the mass unbalance
of the rotor. The radial centrifugal force is generated during the rotation of the electrical machine,
which results in the uneven air gap between the stator and the rotor. The static eccentricity is easily
caused by the installation parallel deviation and bearing wear. Static and dynamic mixed eccentricity
can be regarded as the static eccentricity plus the dynamic eccentricity.

e
e

Rotation center
Rotation center

Static eccentricity Dynamic eccentricity

Stator Rotor

(a) (b)

rO sO

Figure 2. Two common cases of parallel eccentricity: (a) static eccentricity and (b) dynamic eccentricity.

The air gap length for parallel eccentricity is of great importance to the calculation of the UMF and
the vibration analysis of the rotor system. Taking the static and dynamic mixed eccentricity (as Figure 3
indicates) as an example, the air gap length formula is derived as follows [36]:
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Figure 3. Schematic diagram of static and dynamic mixed eccentricity.

A two-dimensional Cartesian orthogonal coordinate system is established. Os is the geometric
center of the stator. O is initial geometric center of the rotor and Or is geometric center of the rotor
during operation. By geometric relationship derivation, the air-gap length for static and dynamic
mixed eccentricity can be approximately expressed as:

δ(α, t) ≈ δ0 − r0 cos(α − ϕ)− r cos(α − θ) (1)

where δ0 is the average air-gap length when the rotor is centered. r0 is the static eccentricity and r is
the dynamic eccentricity. α is the air-gap angle with respect to x-axis. ϕ and θ are the angles of static
eccentricity and dynamic eccentricity with reference to x-axis, respectively.

If just the static eccentricity or dynamic eccentricity exists, Equation (1) can be respectively
simplified as:

δ(α, t) ≈ δ0 − r0 cos(α − ϕ) (2)

δ(α, t) ≈ δ0 − r cos(α − θ) (3)

2.1.2. Inclined Eccentricity

In engineering practice, the height difference between the bearings on both sides of the rotor shaft
and the inclination of the shaft etc. will cause air gap differences in the rotor at different positions along
the axial direction. This eccentricity is named inclined eccentricity. In 1992 Akiyama [37] proposed
inclined eccentricity based on the actual engineering needs. The inclined eccentricity can be further
subdivided into symmetrical inclined eccentricity and mixed inclined eccentricity. Symmetric inclined
eccentricity means that there is only angular deviation between the stator axis and the rotor shaft. For
the mixed inclined eccentricity, there exist angular deviation and radial displacement between the
stator axis and the rotor shaft. The mixed inclined eccentricity can be considered as a combination
of symmetric inclined eccentricity and parallel eccentricity. Figure 4 shows the schematic diagram
of symmetrical inclined eccentricity. Due to the fact that the air gap length of inclined eccentricity
is related to the inclined angle and axial position, it is necessary to investigate this problem in the
three-dimensional coordinate system.
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Figure 4. Schematic diagram of symmetrical inclined eccentricity.

The air gap length of mixed inclined eccentricity is further investigated in the following
paragraphs. The general case of air gap changes along the axial direction can be considered as
mixed inclined eccentricity [38,39]. As Figure 5 demonstrates, it is assumed that the stator is stationary
and the midpoint of rotor in the axial direction is selected to be the origin of the coordinates. There
exist two orthogonal coordinate systems in the three-dimensional space and they are parallel. One
is the stationary coordinate system O-XYZ for the stator. The other is the unfixed coordinate system
o-xyz for the rotor [40].

o z

y
x

y

x

xy

Rotor

Center line of rotor shaft Z

Y X

O

Figure 5. Schematic diagram of the mixed inclined eccentricity.

The parameters that describe the rotor state can be divided into two categories: one is the dynamic
parameters (x, y and θx, θy) describing the dynamic displacement and angle responses respectively,
and the other is static parameters (x0, y0 and θx0, θy0) representing the static displacement and angle
eccentricities respectively. The dynamic parameters are determined by the dynamic responses of the
rotor system. However, the static parameters need to be provided in the beginning.

The complex three-dimensional problem can be decomposed to be a two-dimensional eccentricity
by cutting the axis into numerous cross sections along the axial direction. The comprehensive
eccentricity of the investigated cross section is:

r0 =
√
[x0 + Z cos(θx0 + θx) sin(θy0 + θy)]

2 + [y0 − Z sin(θx0 + θx)]
2 (4)

where the value of the coordinate Z is the intersection point between the investigated cross section and
OZ axis.
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The common range of ϕ is [0, 2π], while the scope of inverse trigonometric functions is [0, π].
Hence, the following extension is conducted:

ϕ =

⎧⎨⎩ arccos
x0+Z cos(θx0+θx) sin(θy0+θy)

r0
y0 − Z sin(θx0 + θx) ≥ 0

2π − arccos
x0+Z cos(θx0+θx) sin(θy0+θy)

r0
y0 − Z sin(θx0 + θx) < 0

(5)

The air-gap length is a function of the air-gap angle, time and axial position [41–43]. The unified
air-gap length in an arbitrary cross-section can be approximately expressed by the equation as follows:

δ(α, t, z) = δ0 − r0 cos(α − ϕ)− r cos(α − θ) (6)

The effective air-gap length along the axial direction becomes short because the rotor is inclined
with respect to the stator. The actual air-gap interaction length between the rotor and the stator is
determined by the static angle eccentricities and the dynamic angle responses:

z = Z cos(θx0 + θx) cos(θy0 + θy) Z ∈ [−L/2, L/2] (7)

where L is the axial length of the air-gap.

2.1.3. Curved Eccentricity

The curved eccentricity always occurs to some extent in most large motors where the axis is
bending. For example, a three-phase diving induction motor holds dynamic arc eccentricity. Due to
the effects of load or the insufficient shaft stiffness, the shaft will also bend and form curved air gap
eccentricity [44–46]. The usual way to analyze this complex situation is to treat the electrical rotor as a
number of small slices. In each slice, the air gap length can be analyzed according to the pattern of the
basic eccentricities (parallel eccentricity or inclined eccentricity).

As shown in Figure 6, in order to obtain the air gap length at different positions, a multi-layer
model is designed. The rotor is divided into many layers along the axial direction. Each layer is small
enough so that the parallel eccentricity or inclined eccentricity can be applied [47].

Stator

Rotor

1l 2ldl

z

1 2 3 N...Layer

Figure 6. Schematic diagram of the curved eccentricity.
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To sum up, the common types of air gap eccentricity and logical relationship between them can
be summarized in Figure 7:

Air-gap eccentricity 

Shape deviation 

Straight axis

Curved axis

Parallel axis

Inclined axis

Dynamic eccentricity

Static eccentricity

Static and dynamic eccentricity

Symmetrical inclined eccentricity 

Mixed inclined eccentricity

Curved eccentricty

Figure 7. Summary of different air-gap eccentricity types.

2.2. Electromagnetic Sources

The sources in electromagnetic aspects can be summarized in four categories: short circuit, open
circuit, magnetization unevenness and winding topology asymmetry. Under normal circumstances,
the air gap flux and the electromagnetic force distribution are even and symmetrical. When a short
circuit occurs in the rotor or stator slot, the magnetic flux of air gap changes. The UMF results in
radial vibration [48,49]. The reasons for short circuits include the unfixed excitation winding end,
winding deformation, winding manufacturing defects and foreign matter intake, etc. The current
flowing through the short-circuited coil is zero, which causes a decrease in the magnetic potential of the
corresponding magnetic pole and an asymmetry of the magnetic field. Thereby the UMF is generated.
The common types of short circuit are turn-to-turn, coil-to coil, phase-to-phase and phase-to ground
short-circuit [23]. Wan et al. [50] studied the influence of the short circuit on the force acting on the
rotor and pointed out that the inter-turn short circuit in generator rotor caused thermal imbalance and
magnetic imbalance. Wallin et al. [51] studied the UMF and flux density distribution resulting from
winding inter turn-short circuits. Through experimental and numerical simulations, it was found that
an additional unbalanced electromagnetism was generated.

The open circuit can also make the magnetic circuit unequal [52,53]. Broken rotor bars and broken
end rings are the most common open circuit types in a squirrel-cage rotor [54,55]. If the broken bars
are distributed over the poles, the current of the broken bars flows to the adjacent bars. This leads to
unbalanced magnetic flux. If the broken bars are adjacent to each other, the current of each broken bar
may not flow to its adjacent bar, therefore a more uneven magnetic flux distribution occurs. Therefore
both the adjacent broken bars and distributed broken bars can result in UMF [56]. Based on the
electromagnetic theory, Jung et al. [57] derived a corrosion model for a rotor-bar-fault induction motors.
In addition, Baccarini et al. [58] proposed an analytical model for induction machines considered the
broken rotor bars and other factors.

Moreover, when the magnetization of the motor material is not uniform, the electromagnetic
force per unit area at the rotor surface is different. Therefore the electromagnetic force is not zero [59].
The factors that cause uneven magnetization can be divided into non-uniform magnetization of
permanent magnet materials and magnetization of soft magnetic materials. The uniformity of the
magnetization is affected by many factors, such as the aging of the magnet, the mutual repulsion of
the magnetic field, the asymmetric magnetization during manufacture and the magnetic edge effect of
the magnetic ring etc. The magnetization inhomogeneity will make the magnetic circuit asymmetric
and produce the electromagnetic force. In addition, the asymmetry winding of the electrical machine
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will also cause electromagnetic force [60–63]. Zhu et al. [64] analyzed the electromagnetic force
characteristics for permanent magnet motor in the case of completely asymmetrical winding.

3. Calculation Method of the Electromagnetic Force

The calculation of UMF is an important part of any electromagnetic vibration analysis. For the
sake of dynamic modeling, the UMF is usually decomposed into a radial force directed to the shortest
air gap and a tangential force directed perpendicular to the radial one. Based on the assumption that
the magnitude of the electromagnetic force is proportional to eccentricities, Tenhunen et al. [65–67]
studied the radial and tangential electromagnetic forces of the eccentric rotor at different rotational
speeds. Frosini et al. [68] investigated the effects of eccentricity on the radial and tangential
electromagnetic forces at open circuit and load. The authors established an analytical function of
the electromagnetic force with respect to the known parameters. Wu et al. [61] studied the radial
and tangential electromagnetic forces of surface-mounted permanent magnet motors under load and
revealed the mechanism of increasing and decreasing the radial and tangential forces. Since the radial
component of the air gap flux is much larger than the tangential component, the tangential component
is generally neglected in the calculation [69–74].

As Figure 8 displays, the calculation method of UMF has undergone a complex development
process. The early research mainly focused on the theoretical analysis of electromagnetic force
and the linear expression was adopted [75–77]. Behrend [75] obtained a linear formula of the
electromagnetic force based on the hypothesis that the UMF is proportional to the air gap eccentricity.
Calleecharan et al. [76] simplified the electromagnetic force as a linear spring which holds a negative
stiffness coefficient when studying industrial hydro-generators. Although linear expressions are simple
and convenient, the results are only reliable when the air gap eccentricity is small enough. In 1965,
Funke et al. [11] suggested that there was a nonlinear function between the electromagnetic force and
the air gap eccentricity. The nonlinear calculation methods of the UMF were widely studied since then.

Linear method Nonlinear method 

Analytical method Numerical method

Exact subdomain analysis

Magnetic equivalent circuit

Maxwell stress tensor

Winding function approach

Conformal mapping method

Energy approach

2D finite element method

3D finite element method

Analytical+Numerical 
method

Figure 8. Calculation method for the unbalanced magnetic force.

In recent years, with the increasing reliability requirements for motor product, the nonlinear
calculation of electromagnetic force has attracted extensive attention. Many calculation methods are
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emerging and generally there are three major categories: analytic methods, numerical methods and
combinations of analytical and numerical methods.

3.1. Analytical Method

3.1.1. Exact Subdomain Analysis

Exact subdomain analysis (ESA) is a method that divides the whole domain of the electrical
machine into several subdomains and each subdomain is solved precisely. As Figure 9 displays,
the solution domain in the ESA method is divided into five parts: air gap domain, stator core domain,
rotor core domain, outer boundary domain and permanent magnet domain. There are boundary
conditions between the regions and the radial and tangential components of the electromagnetic force
can be considered. To obtain the solution of the air-gap field distribution, some basic assumptions for
ESA are needed. For instance, the permeability of stator/rotor iron is infinite and the saturation as
well as end effect are neglected.

rRsR
mR

0R
1

0 2
3

Rotor

Stator

Air-gap
Permanent magnet

Boundary

Figure 9. Schematic diagram for the exact subdomain analysis.

The scalar magnetic potential distribution in the air gap, stator iron, rotor iron and the exterior
region is governed by the Laplace equation. While the scalar magnetic potential distribution in the
magnet domain is governed by the quasi-Poissonian equation. These equations are expressed as follows:

− ∂2 ϕA
∂r2 +

1
r

∂ϕA
∂r

+
1
r2

∂2 ϕA
∂θ2 = 0 (8)

− ∂2 ϕM

∂r2 +
1
r

∂ϕM
∂r

+
1
r2

∂2 ϕM

∂θ2 =
1

μ2
∇ · M (9)

− ∂2 ϕS
∂r2 +

1
r

∂ϕS
∂r

+
1
r2

∂2 ϕS
∂θ2 = 0 (10)

− ∂2 ϕR

∂r2 +
1
r

∂ϕR
∂r

+
1
r2

∂2 ϕR

∂θ2 = 0 (11)
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− ∂2 ϕO
∂r2 +

1
r

∂ϕO
∂r

+
1
r2

∂2 ϕO
∂θ2 = 0 (12)

where r and θ are the radius and angle of the investigated subdomain in the polar coordinates,
respectively. ϕA, ϕM, ϕS, ϕR and ϕO represent the magnetic scalar potential in the air gap, magnet,
stator, rotor and the exterior region, respectively.

Equations (8)–(12) are usually solved by variable separation technique and many scholars have
applied the SEA method to investigate the magnetic field distribution in the electrical machine.
The ESA method works for radial or parallel magnetized magnets as well as for the overlapping
or nonoverlapping stator windings [78]. In addition, the slotting effects [79,80] and different slot
and pole combinations [81] can be considered in the SEA model. In a specific research, the five
subdomains are often simplified. For instance, two domains including the air gap domain and
permanent magnet domain were investigated [82]. Three domains consist of magnet, air gap and slots
were developed [83,84]. Moreover, the ESA method is applicable to many types of electrical machines
such as brushless permanent magnet machines and surface mounted permanent-magnet machines
etc. Rahideh et al. [14] established a polar coordinate system to analyze the air gap/winding field and
permanent magnet field distribution of slotless brushless permanent magnet motor with open circuit.
Kumar et al. [85] proposed an improved analytical model by developing the instantaneous air-gap
field distribution for a permanent magnet brushless DC motor.

3.1.2. Magnetic Equivalent Circuit

As Figure 10 illustrates, in the magnetic equivalent circuit (MEC) method, the rotor yoke, rotor
teeth, rotor leakage, air gap, stator leakage, stator teeth and stator yoke are equivalent to a voltage loop
and are superimposed along the magnetic circuit. The nodes of these voltage loop represent scalar
magnetic potentials at different positions in the electrical machines. The current in the voltage loop
passes through each node and it means magnetic flux goes through the magnetic unit. Figure 10 is
an illustration of a permanent-magnet synchronous machine. The physical connection between the
left and right ends of the magnetic circuit is modeled through common variables. A linear leakage
permeance exists between every two stator teeth due to stator slot opening. The magnetic equivalent
circuit method is mainly based on Kirchhoff’s law and Gauss’s law. The equations are solved by the
Gaussian elimination method. The MEC can be regarded as a compromise between the electrical
lumped-parameter models and finite element analysis. This approach shows the advantage of a close
relationship with the physical field distributions in electrical machines. Moderate complexity and
reasonable accuracy are reflected in the calculation. When compared with the finite element method,
the disadvantages may be that the eddy current and skin effect cannot be handled perfectly.

The MEC method was formally introduced to electromechanical systems by Laithwaite [86] and
Carpenter [87], respectively. In the late 1980s, Ostovic developed a series of publications about
MEC modeling of induction and permanent-magnet synchronous machines [88–91]. Since then,
the application of MEC method was extensively investigated. The publications are mainly about
electrical machines and selected examples are as follow: Sudhoff et al. [92] used the MEC method
for induction motor modeling and proposed a methodology of constructing a state-variable model.
Serri et al. [93] applied the MEC method to analyze the torque and radial force of a multi-phase
bearingless permanent magnet motor, which simplified the design process of the motor. Xie et al. [94]
studied the air-gap flux density of a dual-rotor permanent magnet motor by the MEC method
and discussed the effects of winding current harmonics, winding types and radial and parallel
magnetization types. Based on Kirchhoff’s second law of magnetic circuit, Hanic et al. [95] proposed an
analysis approach for saturated surface-mounted permanent magnet motor with no-load by using the
conformal mapping and MEC method. Fleming et al. [96] conducted real-time simulation of switched
reluctance motor by MEC.
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Figure 10. A portion of magnetic equivalent circuit network in electrical machines. Adapted from [97].

3.1.3. Maxwell Stress Tensor

The Maxwell stress tensor (MST) method describes the interaction between current and magnetic
field as well as the distribution of magnetic flux density over the contour of the body. The basic laws of
macroscopic electromagnetic phenomena can be expressed by the Maxwell equations. The total force
on an object can be obtained by integrating the Maxwell stress tensor over a closed surface enclosing
the object [98]. Therefore, when the air gap in electrical machine is considered, the integration surface
can be the circular plane between the two bodies and has a cylindrical shape with the normal vector
pointing outwards. The Maxwell stress tensor K is utilized to calculate electromagnetic force F on a
moving body:

F =
∫
V

∇ ·Kdv (13)

where volume V contains the investigated object. The Maxwell stress tensor is independent of
coordinate system and defined as:

Kij =
BiBj

μ0
− δij

|B|2
2μ0

(14)

where B is the magnetic flux density. i, j represent the components in the specific coordinate system
and δij is the Kronecker delta function. By considering the Gauss’s theorem, the Maxwell stress tensor
force can be rewritten in a more convenient form:

F =
∮
S

K·nds (15)

where S is a surface enclosing the investigated body and n is a unit vector normal to the surface. For the
specific application of MST method in electrical machines, the basic idea is to obtain the Maxwell stress
on the rotor surface and the detailed process is presented in the following.

288



Energies 2018, 11, 1779

The air-gap permeance can be calculated as:

Λ(α, t) =
μ0

δ(α, t)
(16)

where μ0 is the vacuum permeability
The magnetic flux density distribution of the air-gap is [99,100]:

B(α, t) = Λ(α, t)F(α, t) (17)

where F(α,t) is the synthesis fundamental magnetomotive force (MMF).
The normal component and tangential component of Maxwell stress are:

σn(α, t) =
1

2μ0
(Bn(α, t)2 − Bτ(α, t)2) (18)

στ(α, t) =
1

μ0
Bn(α, t)Bτ(α, t) (19)

In general, the tangential component of the flux density is much smaller than the normal
component and can be considered negligible. Then the Maxwell stress perpendicular to the core/air
boundary is given by:

Bn(α, t) = B(α, t), Bτ(α, t) = 0 (20)

σ(α, t) =
B(α, t)2

2μ0
(21)

The two common approaches calculating the Maxwell stress are the Fourier series method [101]
and direct integral method [36]. In the Fourier series method, the air-gap permeance can be expanded
as a Fourier series:

Λn =

⎧⎨⎩
μ0
δ0

1√
1−ε2 (n = 0)

2μ0
δ0

1√
1−ε2

(
1−√

1−ε2

ε

)n
(n > 0)

(22)

where ε is the relative eccentricity.
It can be figured out that the first three harmonic components are dominant for ordinary

eccentricities. Therefore, by ignoring the higher permeance harmonics and making some simplifications,
the resulting electromagnetic forces in the horizontal and vertical direction are obtained as follows:

Fx =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
f1 cos θ + f2 cos(2ωt − θ) + f3 cos(2ωt − 3θ) p = 1
f1 cos θ + f3 cos(2ωt − 3θ) + f4 cos(2ωt − 5θ) p = 2
f1 cos θ + f4 cos(2ωt − 5θ) p = 3
f1 cos θ p > 3

(23)

Fy =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
f1 sin θ + f2 sin(2ωt − θ)− f3 sin(2ωt − 3θ) p = 1
f1 sin θ + f3 sin(2ωt − 3θ)− f4 sin(2ωt − 5θ) p = 2
f1 sin θ + f4 sin(2ωt − 5θ) p = 3
f1 sin θ p > 3

(24)

where p is the number of pole-pair and ω is the supply frequency of the electrical machine. It can be
observed that the results change with polyphase excitations:

f1 =
RLπ

4μ0
F2

c (2Λ0Λ1 + Λ1Λ2 + Λ2Λ3) (25)

f2 =
RLπ

4μ0
F2

c

(
Λ0Λ1 +

1
2

Λ1Λ2 +
1
2

Λ2Λ3

)
(26)

289



Energies 2018, 11, 1779

f3 =
RLπ

4μ0
F2

c (2Λ0Λ1 + Λ1Λ2 + Λ2Λ3) (27)

f4 =
RLπ

8μ0
F2

c Λ2Λ3 (28)

R and L are the radius and length of the rotor, respectively.
For the direct integration method, the UMF can be obtained by integration of the Maxwell stress

on the rotor surface. The expressions for parallel eccentricity are:

Fx = RL
∫ 2π

0
σ(α, t) cos αdα (29)

Fy = RL
∫ 2π

0
σ(α, t) sin αdα (30)

If the inclined eccentricity is taken into consideration, not only the electromagnetic force but also
the electromagnetic torque need to be calculated:

Fx = R
∫ l/2

−l/2

∫ 2π

0
σ(α, t, z) cos αdαdz (31)

Fy = R
∫ l/2

−l/2

∫ 2π

0
σ(α, t, z) sin αdαdz (32)

Mx = −R
∫ l/2

−l/2
z
∫ 2π

0
σ(α, t, z) sin αdαdz (33)

My = R
∫ l/2

−l/2
z
∫ 2π

0
σ(α, t, z) cos αdαdz (34)

where l is the axial length of the air-gap and l satisfies the following equation:

l = L cos(θx0 + θx) cos(θy0 + θy) (35)

The last five years have witnessed some progress in the MST method. Meessen et al. [102] selected
the MST method to calculate the magnetic force components in the cylindrical coordinate system.
By inserting the analytical expressions, the method can be fast and accurate. Spargo et al. [103]
developed a semi-numerical method to calculate the harmonic torque components based on the MST
theory which provides a simple algebraic expression. Bermúdez et al. [104] extended the MST method
to consider the nonlinear magnetic media and local force distribution. The resultant electromagnetic
force was verified well.

3.1.4. Winding Function Approach

The winding function approach (WFA) takes all harmonics of the magnetomotive force into
consideration, with no restrictions concerning the symmetry of stator windings and rotor bars.
However, the classic WFA is not suitable for the modeling of eccentricities since it cannot consider
air-gap variations, although it was initially also applicable of these cases. The mutual inductances
between stator phase and rotor loops (Lsr) are different from those between the rotor loops and stator
phase (Lrs), and it is difficult to find a physical meaning of this asymmetry. As a result, the modified
winding function approach (MWFA) for the inductance calculation considering air-gap eccentricity was
proposed [105]. In this method, the air-gap constant is replaced by an air-gap function which depends
on the relative position of the rotor with respect to the stator. This method has been applied to analyze
static, dynamic and mixed eccentricity in induction machines [106,107]. In addition, this modification
can be further extended to consider axial skewing.
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The basic idea of WFA can be explained in an induction machine. Taking an induction machine
which has m stator circuits and n rotor bars as an example, the cage can be regarded as n identical and
equally spaced rotor loops. Voltage equations for the induction machine can be written in vector-matrix
form as follows [108,109]:

Vs = RsIs +
dλs

dt
(36)

Vr = RrIr +
dλr

dt
(37)

where:

Vs =
[

vs
1 vs

2 . . . vs
m

]T
, Vr =

[
0 0 . . . 0

]T
, Is =

[
is
1 is

2 . . . is
m

]T
,

Ir =
[

ir1 ir2 . . . irn
]T

The stator and rotor flux linkages are given by:

λs = LssIs + LsrIr (38)

λr = LrsIs + LrrIr (39)

Lss is an m × m matrix with the stator self and mutual inductances, Lrr is an n × n matrix with the
rotor self and mutual inductances, Lsr is an m × n matrix composed by the mutual inductance between
the stator phases and the rotor loops. Lrs is an n × m matrix and Lrs = Lsr

T.
The mechanical equations for electrical machines are obtained:

dω

dt
=

1
Jrl

(Te − Tl) (40)

dθr

dt
= ω (41)

where θr is the rotor position, ω is the angular speed and Jrl is the rotor-load inertia. Te is the
electromagnetic torque and Tl is the load torque.

The magnetic co-energy which stores in the magnetic circuits and can be written as:

Wco =
1
2

IT
s LssIs +

1
2

IT
s LsrIr +

1
2

IT
r LrsIs +

1
2

IT
r LrrIr (42)

The electromagnetic torque Te can be obtained from the magnetic co-energy:

Te =

[
∂Wco

∂θr

]
(Is ,Ir constant)

(43)

According to the WFA, the general expression of the mutual inductance between any winding i
and j in any electrical machine is given by:

Lij(θ) = μ0δ0l
∫ 2π

0
Ni(ϕ, θ)Nj(ϕ, θ)g−1(ϕ, θ)dϕ (44)

where g−1(ϕ, θ) is the inverse air-gap length. Ni(ϕ, θ) and Nj(ϕ, θ) are the winding functions of the
windings i and j. ϕ is the angle along the inner surface of the stator and θ is the angular position of the
rotor with respect to the stator. The winding function Ni(ϕ, θ) is a function of ϕ and θ for a rotating
coil. While it is only a function of ϕ for a stationary coil. This expression is inappropriate to handle
arbitrary distribution windings of synchronous machines and the MWFA should be employed.
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Much work has been done on the WFA method. Faiz et al. extended the winding function theory
for non-uniform air gap eccentricity in rotating electric machinery [110] and applied the MWFA to
calculate the time-dependent inductances of the motor with static, dynamic and mixed eccentricities
in a unified manner [111]. Ghoggal et al. proposed a MWFA by taking account the skewing rotor
bars effects [112] and teeth saturation due to local air-gap flux concentration [113]. Tu et al. [114]
investigated the actual winding arrangement of a synchronous machine based on the WFA and
Iribarnegaray et al. [115] gave a critical review of the modified winding function theory.

3.1.5. Conformal Mapping Method

The Laplace equations of the magnetic field distribution in the electrical machine are hard to solve
directly. A possible solution is to convert this problem into an orthogonal coordinate system by the
conformal mapping method (CMM). The CMM can maintain the solution of Laplace’s equation in both
the original and transformed domain. If the field distribution (e.g., rectangle, circle) of a geometrical
subdomain is known, the field distribution in more complex geometrical subdomains (e.g., slotted air
gap) can be calculated by the CMM. The permeance of the electrical machine was often obtained by
applying the unit magnetic potential in the CMM. The magnet is ignored and infinitely deep rectilinear
stator slots are assumed. The results can be acceptable when the ratio of the air gap length to slot pitch
is relatively high. Such a single slot model is appropriate for the electrical machine with a relatively
small number of slots. However an electrical machine with plenty of slots are common in ordinary
cases. Considering that the effect of slotting on the variation of air gap is similar in an electrical
machine, the single-slot approach is extensively investigated [116].

As illustrated in Figure 11, the conformal transformation is applied to transform the geometric
shape into a slotless air gap in which the field distribution can be solved. The solution is then mapped
back into the complex plane where the actual slot shape exists. Four conformal transformations are
required to transform the slotted air gap into a slotless air gap:

S plane Z plane W plane T plane K plane
T1 T2 T3 T4

Field solution

Figure 11. Basic steps for obtaining the field solution in a slotted air gap based on CMM.

The original geometry represents a single slot opening in the S plane. This geometric shape needs
to be transformed into its linear model in the Z plane utilizing a logarithmic conformal transformation
defined as [117,118]:

z = ln(s) (45)

where s = m + jn = rejθ , z = x + jy. The relationship between the coordinate in the S and Z planes is:

x = ln(r) y = θ (46)

The next step is to convert the geometric structure in the Z plane into the upper half of the W
plane through Schwarz-Christoffel transformation. The approaches of W plane to T plane and T plane
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to K plane are similar to that from Z plane to W plane. The individual transformations between the
planes can be written as follows:

T1 : ∂z
∂s = 1

s

T2 : ∂w
∂z = −j π

g′
(w−1)w

(w−a)1/2(w−b)1/2

T3 : ∂t
∂w = j g′

π
1
w

T4 : ∂k
∂t = k

(47)

where g′ = ln(Rs/Rr). Rs and Rr are the radius of the stator and rotor, respectively. a and b are the
coefficients of w at the corner points of the slot.

Finally, the relationship between flux density in the S and K planes is given by:

Bs = Bk

(
∂k
∂t

∂t
∂w

∂w
∂z

∂z
∂s

)∗
(48)

Bs = Bk

[
k
s

(w − 1)

(w − a)1/2(w − b)1/2

]∗
= Bkλ∗ (49)

Bs = (Br + jBθ)(λa + jλb)
∗ (50)

where λ∗ is the conjugate of the air-gap permeance with λa and λb as its real and imaginary parts.
The flux density Bk with its real and imaginary parts Br and Bθ represents the field solution in the
slotless air gap.

There also exist extensive publications about CMM. Lin et al. introduced an analytical method
for universal motors based on the actual air-gap field distribution from the field solutions by the
CMM [119], and presented a generalized analytical field solution for spoke type permanent magnet
machines [120]. Hanic et al. [95] proposed a novel method for magnetic field analysis based on the
CMM and MEC. Alam et al. [121,122] took the slotting effect, winding distribution, armature reaction
and saturation effect into account. They presented an improved CMM for magnetic field analysis in
surface-mounted permanent magnet motors considering eccentricities.

3.1.6. Virtual Work Principle

The force in the virtual work principle (VMP) is calculated from a spatial derivative of stored
energy. The VMP obtains the air gap magnetic field through the electromagnetic theory and the
corresponding boundary conditions. Moreover the energy function of the air gap magnetic field is
obtained. The partial differentials of energy function in horizontal direction and vertical direction
are obtained respectively. By using the method of electromechanical analysis, the coupling dynamics
equation is established. These strong nonlinear equations are solved by mathematical transformation.

The magnetic field energy of the air gap space is calculated first and the magnetic tube energy of
air gap is:

dw =
R
2

Λ(α, t)F(α, t)2dαdz (51)

The magnetic field energy of the air gap space is:

W =
R
2

∫ 2π

0

∫ L

0
Λ(α, t)F(α, t)2dαdz (52)

The electromagnetic force in the x-direction and y-direction can be obtained by the derivation
of energy:

Fump
x =

∂W
∂x

=
RL
2

∫ 2π

0

∂Λ
∂x

F(α, t)2dα (53)

293



Energies 2018, 11, 1779

Fump
y =

∂W
∂y

=
RL
2

∫ 2π

0

∂Λ
∂y

F(α, t)2dα (54)

The VMP has developed for a long time and the existing publications about this method mainly
emerged in the late 1990s. Several authors have calculated spatial derivatives of position-dependent
air gap reluctances and formulated an analytical expression for force and torque in terms of these
derivatives [123,124]. Others have implemented VWP discretely by evaluating the total system energy
difference and dividing through the spatial difference [125,126].

3.2. Numerical Method

3.2.1. 2D Finite Element Method

The numerical calculation of electromagnetic field is a problem about solution of partial differential
equations. For many practical engineering problems, the application of finite element methods (FEM)
based on variational principles is often easier than the direct solution of partial differential equations.
The Maxwell stress method and virtual work method are usually used for calculating the UMF in the
FEM. The FEM divides the continuous field into finite units and then expresses the solution of each unit
by the interpolation function which makes it meet the boundary conditions. Then the solution of the
continuous field over the entire field is obtained. Numerous scholars studied the FEM for the magnetic
field distribution of electrical machines and the FEM is often applied as the contrast or verification
for the analytical methods. The FEM can be generally divided into 2D FEM and 3D FEM from the
perspective of investigation scope. Moreover, it can be also classified as static FEM and dynamic FEM
which is also named time-stepping FEM.

The 2D FEM was adopted to investigate the electromagnetic characteristics of the switched-flux
permanent magnet motor [127] and the squirrel-cage induction motor [128]. In addition, the time
steeping FEM was developed to solve the transient magnetic field in induction machines [129,130].
Wang et al. [131] overcame difficulties of hundred stator slots operating under loads and proposed
a method for the 2D finite element calculation of UMF in large hydro-generators. Zarko et al. [132]
used the FEM to calculate the UMF of a salient-pole synchronous generator in no-load and loaded
conditions. Lee et al. [133] adopted the 2D FEM to model magnetic vibration sources in two 100-kW
marine fractional-slot interior permanent magnet machines with different pole and slot combinations.

3.2.2. 3D Finite Element Method

As illustrated in Figure 12, 2D FEM simplifies the electrical machine system to be a plane problem,
while the 3D FEM investigates the issue in the space. Therefore the results obtaining by 3D FEM are
more accurate to some extent due to the fact that less assumptions are made. Lee et al. [134] applied
the 3D EFM to study the performance of traditional longitudinal flux and transverse flux permanent
magnet motors. Chen et al. [135] developed a finite element solution approach for the analysis of the
dynamic behavior and balancing effects of an induction motor system. Sibue et al. [136] studied the
current density distribution and losses in a large air-gap transformer composed of toe cores and two
windings using homogenization and 3D FEM. Ha et al. [137] investigated the coupled mechanical and
magnetic forces by the FEM in the transient state solved in a step by step procedure with respect to
time. Faiz et al. [129] proposed a time-stepping FEM that identifies mixed eccentricity and overcomes
the difficulty of applying FEM to transient behaviors.

The current density is considered as input of 2D FEM which neglects the harmonics of the stator
current. The current and rotor angular position can be appropriately considered in the 3D FEM.
Generally speaking, the 3D FEM is more time consuming but accurate compared with the 2D FEM.
If the size of electrical machines is large or the requirements of calculation accuracy are harsh, the 3D
FEM model is needed.
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(a) (b)

Figure 12. 2D FEM and 3D FEM of the electrical machines: (a) 2D FEM and (b) 3D FEM. Adapted
from [138].

3.3. Comprehensive Method

The analytical method which can obtain the origin and frequency characteristics of the
electromagnetic force is mainly used to explore the mechanism and the solution speed is fast.
However the calculation is simplified based on many assumptions and the model is relatively simple.
The numerical method can consider more parameters and the accuracy of calculation results is more
reliable than the analytical method. However it requires massive time and the computational efficiency
for large as well as complex situations is low. Based on these characteristics, some scholars develop a
numerical plus analytical calculation method, which takes advantage of the merits of simple analytical
method and numerical method. Numerical method is used to solve electromagnetic field distribution
for obtaining accurate magnetic flux density. Analytic method is adopted to get the electromagnetic
force and the computational efficiency is improved. In addition, experiments are applied to verify
the calculation results and this approach is being widely promoted. He et al. [138] combined the
FEM with the boundary finite element method to study the electromagnetic, mechanical and acoustic
characteristics of permanent magnet DC motors. First, the MMF harmonic of the candidate winding
was obtained by analytical method and then each set of harmonics was analyzed by a simplified FEM.
Li et al. [139] proposed a semi-analytical method to analyze the eddy current loss of an axial flux
permanent magnet motor. Tudorache et al. [140] proposed a hybrid model (numerical and analytical
combination) to reduce the cogging torque of a permanent magnet synchronous motor. Compared
with the FEM, the computational time was very low and the calculation accuracy remained high.

Based on the advantage combinations of the analytical and numerical methods, Chao [141]
proposed a hybrid method to analyze the UMF in hard disk drive spindle motors. Hanic et al. [95]
adapted the conformal mapping and magnetic equivalent circuits to calculate the back electromotive force
and cogging torque of saturated surface-mounted permanent magnet machines. Sprangers et al. [142]
presented a semi-analytical method based on the harmonic modeling technique and analyzed the
magneto-static field distribution in the slotted structure of rotating electrical machines. Guo et al. [143]
combined the analytical and FEM techniques to predict the air-gap magnetic field distribution of a
permanent motor embedded salient pole.

3.4. Main Factors Considered in the Calculation

The values of UMF are influenced by many factors. The existing calculation methods are all
based on some assumptions, even though the numerical method (which here refers to FEM) can take
numerous situations into account. Considering that proposing an exactly perfect model is rather
difficult and may be very complex, some key influential factors are needed to paid more attention.
This way is efficient in improving the accuracy and will not increase the complexity much at the same
time. According to the literature review, the relatively important factors are magnetic saturation, slot
and pole combination and load effects.
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3.4.1. Magnetic Saturation

In 1918, Rosenberg [144] discovered the effect of magnetic saturation on UMF, which attracted
the attention of many researchers. With the increase of excitation current, UMF increases nonlinearly
under normal circumstances, but the existence of magnetic saturation limits the infinite increase
of electromagnetic force. In addition, the complex geometry structure of rotor and stator tends to
cause magnetic field distortion. The magnetic saturation may also be formed in the narrow places
wherein slot and pole are located. Generally speaking, the saturation phenomenon is inevitable
because of two major factors. One is due to the saturation effects of magnetization characteristic
in the ferromagnetic materials. The other is the existence of magnetic flux leakage caused by the
distortion in the narrow air-gap space. There exists much evidence supporting the fact of magnetic
saturation [145]. The magnetic saturation will have a great influence on the UMF and extensive studies
have been conducted. Variable degree of saturation [146] and nonlinear magnetic saturation [147] were
investigated, respectively.

Calculation methods considering the influence of magnetic saturation effect are emerging in the
last decade. Covo [76] used the slope of the magnetization curve to analyze the effect of saturation
on the UMF, which was verified by Tenhunen [67] experimentally. Ohishi et al. [148] made further
improvements on this method by applying the magnetization curve of the ferromagnetic material and
obtained the polynomial relationship between the air gap flux density and the excitation current in
the non-air gap portion of the motor. A polynomial equation describing the magnetization curve of
the electrical machine was obtained based on the air gap line. Perers et al. [149] studied the effect
of magnetic saturation in a hydro-generator eccentric rotor on UMF, which indicated that magnetic
saturation significantly influenced the UMF at high voltage and high load. Dorrell [38] proposed a
flexible UMF calculation method considering the situation of axial eccentricity and magnetic saturation,
and this approach can be applied in the design process effectively.

3.4.2. Slot and Pole Effects

The N-S poles are common in the electrical rotor. The stator slots with the current form winding
current. Many calculation methods ignore the influence of poles and slots on the magnetic field
distribution. However, the pole and slot change the density of the magnetic field lines and affect the
calculation accuracy of UMF. According to the relationship between the number of rotor poles and the
stator slots, the combination of poles and slots can be divided into two major categories: one is the
integer combination, that is, the ratio of stator slot number to rotor pole number is a positive integer
and the other is a fractional combination. More and more motors begin to adopt fractional combination
and the systematic research is necessary to investigate its influence on the UMF. On the other hand,
the slot skewing may also have a great influence over the harmonics of UMF [150,151].

Some studies showed that harmonics of air gap magnetic flux density generated by the slotted
rotating machinery were an important part of UMF [152]. The slotting effect will cause an additional
magnetic field [153]. Furthermore it was found that the vibration modes and frequency components of
higher harmonics strongly depend on the combination of the pole-slot number [154,155] and shape of
poles [156]. Zhu et al. [60] analyzed the influence of different pole/slot combinations on the UMF and
found that UMF increases for higher fractional pole-to-slot ratio. In another article, Zhu et al. [157]
further proposed the additive effects (p = 3k + 1, p-pole number and k-slot number) and cancelling
effects (p = 3k − 1) of different pole/slot combinations on UMF. The slotting effects and air gap
eccentricity are often investigated together in recent years. Zarko et al. [117] proposed an analytical
method for magnetic field distribution in the slotted air gap of a surface-mounted permanent magnet
motor. Bao et al. [158] combined the effects of eccentricity and slotting to conduct magnetic field
monitoring in a submersible motor.
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3.4.3. Load Effects

According to the basic electromagnetic relationship inside the electrical machine, the magnetic
field generated by the stator current and the magnetic field generated by the excitation current are
superposed to form the composite air-gap magnetic field under the load condition. Many studies
calculated the UMF based on the open-circuit current without load [159]. This assumption is applicable
and reasonable in ordinary cases because the load has little effect on the calculation of UMF.
Wang et al. [2] investigated the effect of different load conditions (no load, half rated and rated
load) on the UMF and obtained the conclusion that the load had little effect on the electromagnetic
force. Although the load current and power factor have changed with load, the UMF has little change
compared with no-load [160]. The no load cases are widely investigated and the discussions are
extensive. For example, Gaussens et al. [43] proposed a general and accurate approach to determine
the no-load flux of field-excited flux-switching machines. Hu et al. [161] presented an improved
analytical subdomain model for predicting the no-load magnetic field and cogging force.

However, the load in electrical machines exists actually and the effects of load cannot always be
ignored. When the accuracy demands for calculations are harsh and the load is high, the load factor
should be taken into consideration seriously. Moreover, in the case of saturation, the existence of load
may weaken the UMF. Therefore it should be investigated respectively. Perers et al. [149] pointed out
that the UMF decreased with increasing load at a given terminal voltage because the inter-pole leakage
flux became more pronounced with increasing load. Zhu et al. [60] established a general analytical
model in a two-dimensional polar coordinate system and studied the UMF during loading. Studies
showed that the additional UMF was large when the electrical load was high. Dorrell et al. [162] pointed
out that there was only rotor flux component when the motor was open without load. Flux components
were contained in both stator and rotor under load conditions.

4. Characteristics of Electromagnetic Vibration and Experimental Study

4.1. The Magnitude and Frequency of the Electromagnetic Force

Electromagnetic force is an electromagnetic attraction that pushes the rotor toward to the stator.
As the vibration increases, the air gap length will become smaller and smaller and forms negative
feedbacks which further aggravate the vibration. Therefore the UMF is always in the smallest air gap
direction. The magnitude of the force is influenced by many factors such as eccentricity, current and
winding structure etc. Research have shown that the magnitude of UMF has the nonlinear relationship
with these factors and specific situation should be investigated respectively [163]. The UMF is rotating
if the electrical machine is on operation. Otherwise the force is static.

The common source of UMF is eccentricity. In addition, the static and dynamic eccentricities tend
to coexist. The equation describing the frequency components of interest is [22]:

fecc =

[(
nR

1 − s
p

± k
)
±
(

nd
1 − s

p
± 2nsat

)]
f1 (55)

where R is the number of rotor slots, p is the number of fundamental pole pairs, f 1 is the fundamental
supply frequency, s is the slip, nd is the eccentricity order (nd = 0 in case of static eccentricity and
nd = 1 in case of dynamic eccentricity), n is the any positive integer, nsat models magnetic saturation
(nsat = 0, 1, 2, . . . ) and k is the order of the stator time harmonics that are present in power supply
driving the motor.

When neglecting saturation and considering only static eccentricity, the frequency components
that are characteristic of a failure agree exactly with the rotor slot harmonics. Furthermore, in the
case of saturation, new sidebands around dynamic-eccentricity-characteristic components will appear,
according to the combinations of the feasible values of nd and nsat. Classic theory predicts that spatial
harmonics of (p ± 1) pole pairs will result from pure dynamic eccentricity. The frequencies of these
harmonics will be given by (f 1 ± fr), where fr is the rotor frequency. Nevertheless, in practical
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applications, it is likely that these additional fields caused by dynamic eccentricity may induce currents
in stator windings because the motor is not completely electrically and magnetically symmetrical.
Moreover, the low-frequency components near the fundamental given by:

fl = | f ± k fr|, k = 1, 2, 3 . . . (56)

where fr is the rotating frequency.
The magnitude of UMF due to rotor eccentricity is relatively large because of the existence of

the direct-current (DC) component in the static eccentric cases and the low fundamental frequency
content in dynamic eccentric cases. The magnitude of the force decreases with the increasing of the
frequency harmonic. Therefore the magnitudes of the DC component and low frequency content are
large and dominate [164]. The effects of first several frequency harmonic are often investigated in detail
among publications. Arkkio et al. [165] pointed out that the static eccentricity generates an additional
force component varying at twice of the supply frequency. Pennacchi et al. [166] investigated the
rotating component and twice of it in the UMF for a three-phase generator. Li et al. [167] found that
the 3rd harmonic magnetic force plays a major role in the production of the squeaking noise in small
permanent magnet DC brush motors.

4.2. Measures to Reduce Electromagnetic Vibration

Electromagnetic vibration will cause stability problems and affect the safe and stable operation of
the system. Some measures are needed to reduce the vibration of the electromagnetic excitation source.
Currently the equalizing winding, damping winding, parallel circuit, magnetic saturation and slot/pole
combination are mainly adopted in the electromagnetic vibration suppression. The parallel circuit and
damping winding methods are the effective approaches that have been extensively investigated [27].

The parallel circuit is achieved by reconnection of the stator coils groups. Magnetic field harmonics
due to rotor eccentricity generate currents circulating in the parallel paths of the rotor and stator
windings. These currents equalize the magnetic field distribution in the air gap and hence reduce
the resultant UMF. Burakov et al. [100] compared the two approaches (stator parallel paths and rotor
windings) reducing UMF in detail. The study found that parallel stator windings can reduce the UMF
more effectively than damping windings. Wallin et al. [168] used parallel circuit method to reduce
UMF of a synchronous motor. The research shows that the reduction of UMF strongly depends on the
relative unbalanced direction of the stator current isolation line.

In the studies of damping winding, Dorrell et al. [169] found that damped windings can
significantly reduce the UMF. Wallin et al. [170] studied the effect of damping winding on UMF
in an eccentric salient pole synchronous motor. It was found that continuous or discontinuous
damping winding produced different damping winding currents, but the influence on UMF was
similar. Dorrell [70] analyzed the effect of damped windings in induction machines on reducing the
UMF, and thereby reducing bearing wear on the rotor system.

In addition, many other methods are applied to reduce the UMF. For example, Nguyen et al. [171]
designed the dual-stator to reduce the UMF for a wound-field flux switching machine. Bi et al. [172]
revealed that lead wires can generate severe UMF in permanent magnet synchronous motor, especially
at high speed and propose several ways to reduce lead wire asymmetry. Oliveira et al. [173] proposed
an equipotential bonding method to change the magnetic attraction force on the circumference of a
rotor, and thereby reducing the UMF.

4.3. Experimental Study

The publications on theoretical modeling and analysis about UMF are extensive, but experimental
data for the measurement of UMF is sparse due to the difficulties in building suitable experimental
equipment. The measurement of the air gap field is rather difficulty. Dorrell et al. [145] reviewed
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the experimental data available about UMF in induction motors and also put forward further data
for consideration.

The experiment method of UMF can be divided into direct approach and indirect approach.
Considering that the UMF in a real machine is difficult to be measured, the indirect approach is usually
adopted [174]. For instance, Pennacchi et al. [16] evaluated the UMF effects indirectly by means of
the vibrational behavior of the machine. Zarko et al. [132] carried out the measurement and analysis
of bearing and shaft vibrations with no-load and loaded conditions. Kim et al. [175] developed an
experimental device to measure the axial UMF and verify the simulated results in brushless DC motors.
The experimental setup is illustrated in Figure 13 as follows:

Oscilloscope

Amplifier

Power supply

Driving motor Rotating shaft

XYZ table

statorRotor

Load cell

Figure 13. Experimental setup used to measure the axial UMF of brushless DC motors. Adapted
from [64].

The direct experiment method was studied by Lee et al. [176]. As displayed in Figure 14, the rotor
is separated from a stator and the stator eccentricity is adjustable. The disassembled rotor is clamped
with a load cell and there are no bearings. This experimental device measures the variation of UMF by
the load cell on the stationary rotor. The experimental setup is demonstrated as follows:

Oscilloscope Amplifier

Power supply

Driving motor Rotating stage XYZ table

Rotor
Load cell

Stator

Figure 14. Experimental setup for direct measurement of UMF. Adapted from [176].
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The experimental approaches are usually adopted to conduct some verifications for the analytical
or numerical calculation methods. Kumar et al. [85] compared the analytical results with the
experimental results based on the back electromotive force (EMF) which is obtained from the air-gap
field distribution. Kim et al. [128] compared the back EMFs measured in the experiment with simulation
results and verified the proposed FEM method. Wang et al. [177] conducted the experiment to validate
the theoretical analyses and FE results for the surface mounted permanent-magnet machine.

5. Development Trend and Prospect

5.1. Accurate Calculation of Electromagnetic Excitation

The mechanism of UMF is complicated and further exploration is needed. Moreover the
calculation of UMF is still the focus of future research. There is no universally applicable nonlinear
analytical expression for computing the UMF so far. Although extensive research about the nonlinear
analytical expression of UMF has been conducted, it is based on some assumptions and simplifications.
The computational accuracy needs to be improved and the applicability of obtained expressions are
limited. The finite element method is more accurate, but tedious steps and time-consuming highlight
the limitations in practical applications. Accurate analysis and calculation of UMF under different
operating conditions is an important research topic in the design. Therefore, it may be a future research
direction to explore the accurate and universal nonlinear model for UMF.

5.2. Control of Electromagnetic Vibration

Electromagnetic vibration threatens the safe operation of the entire system. Measures to reduce or
eliminate the UMF for the purpose of reducing vibration and noise have been studied. These measures
mainly make the electromagnetic field between the stator and stator be as uniform as possible from
the aspects of improving the manufacture and installation precision, carrying out multiple balancing
checks and arranging the circuit structure rationally. However, as electrical machines move toward
high-speed, heavy loads and subtle trends, efficiency and operability will constrain the use of these
measures. If a sudden fault caused by the electromagnetic field changes affects the normal operation of
the electrical machines, all possible influencing factors need to be checked. This situation cannot meet
the long-time and trouble-free design requirements. The frequency components of UMF can be adopted
as the basis for fault diagnosis and the fault characteristics can be extracted for targeted dynamic
parameters adjustment. At the same time, the dynamic characteristics of the electrical machine can be
applied as the monitoring object for fault diagnosis, and thus forming a feedback system. Real-time
monitoring and adjustment of the parameters can ensure safe and stable operation of the electrical
machine. Therefore, the adoption of electromagnetic vibration characteristics in the vibration control
will be a worthwhile study field in the future.

5.3. Multiphysics Coupled Modeling

At present, the research of electromagnetic vibration mainly investigates the effect of UMF on
solid structures, and ignores the further influence of the structural field on the electromagnetic field.
The weak interaction between solid field and electromagnetic field was involved. Future studies
will gradually focus on the strong interaction between solid and electromagnetic fields. The end
of electrical machines will heat up during operation, which causes variations in the magnetic field.
In addition, the mechanical strength and stiffness properties of the device will change. All these
factors influence the vibration characteristics. Moreover the air flow of ventilation components,
air flow interference during high-speed operation and the external sound field excitation may affect
the dynamic characteristics of electrical machines. Coupling vibration between rotating machinery
and electromagnetic field is worth exploring. Meanwhile, the rotating structure is affected by the
temperature field and surrounding acoustic excitation [178]. Due to the flexibility of structure,
the multiphysics interaction will produce significant effects on the dynamic properties of structures.
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Therefore, the coupling of flow field, structure field, temperature field, electromagnetic field, sound
fields and other physical field will be a trend in the future modeling of electrical machines. In addition,
the multiobjective and multidisciplinary approach for the system-level design optimization of electrical
machine systems are necessary. Moreover, material model, manufacturing condition, electromagnetic,
thermal and mechanical models should be investigated for the motor-level design optimization in
future work [17–20].

6. Concluding Remarks

Over the past decades, research on the dynamics and vibration of electrical machines has
undergone great progress. This paper provides a comprehensive review of the electromagnetic
vibration in electrical machines. The basic but important aspects such as sources, calculations,
characteristics and experiments of electromagnetic vibration are summarized in detail. The mechanisms
for mechanical and electromagnetic factors were revealed, especially the modeling of different air-gap.
Different calculations methods which include ESA, MEC, MST, WFA, CMM, VMP, 2D FEM, 3D FEM
and comprehensive approaches were demonstrated. Main factors such as magnetic saturation, slot and
pole as well as load effects were involved. The magnitude, frequency and reduction measures of the
electromagnetic vibration were presented. The common experiment schemes were summarized and
the research prospect was provided. This paper can be benefit for the majority of scholars in this field
to promote the ongoing progress and development of the investigation.
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Abbreviations

UMF Unbalanced magnetic force
ESA Exact subdomain analysis
MEC Magnetic equivalent circuit
MST Maxwell stress tensor
MMF Fundamental magnetomotive force
WFA Winding Function Approach
MWFA Modified winding function approach
CMM Conformal mapping method
VWP Virtual work principle
FEM Finite element method
2D Two degrees of freedom
3D There degrees of freedom
DC Direct-current
EMF Back electromotive force
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Abstract: When air flows through pipe systems that include a corrugated segment, a whistling
tone is generated and increases in intensity with increasing flow velocity. This whistling sound is
related to the particular geometry of corrugated pipes, which is in the form of alternating cavities.
This whistling is an environmental noise problem as well as a possible structural danger because of
the resulting induced vibration. This paper studies the whistling behavior of various pipe systems
with a combination of smooth and corrugated pipes through a series of experiments. The considered
pipe systems consist of two smooth pipes attached at the upstream and downstream ends of a
corrugated segment. Experiments with smooth and corrugated pipes, which had inner diameters
of 15.25 and 16.5 mm, respectively, and various lengths, were performed for flow velocities of up to
approximately 30 m/s. The minimum and maximum Strouhal numbers (St) obtained during our
experiments were 0.25 and 0.38, respectively. For all pipe configurations investigated in this study,
the lowest Mach number at which whistling was observed was 0.017, and the maximum was 0.093.
The lowest frequency at which whistling was detected in our experiments was 650 Hz, and the highest
was 3080 Hz. The results presented in the form of different variables and dimensionless parameters,
including the frequency, Mach number, Strouhal number, and Helmholtz number. The average
mode gap and number of excited acoustic modes were also taken into account for all considered
configurations. The pipe systems with longer corrugated segments had broader whistling ranges
than did configurations with shorter segments, indicating that the number of cavities inside the
corrugated pipe has a direct effect on whistling. Increasing the smooth pipe length (either upstream or
downstream) resulted in a decrease in the average mode gap between successive modes. The number
of excited acoustic modes was primarily related to the corrugated segment length, but the smooth
pipe length also had a pronounced effect on the excited modes for a constant corrugation length.
The highest number of excited modes (13) was seen in the case of corrugated length 450 mm and
smooth pipe length (either upstream or downstream) 400 mm while the lowest number of excited
modes (1) was observed for corrugated length 250 mm and smooth pipe length (downstream) 300 mm
and 400 mm.
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1. Introduction

A pipe with a periodic variation in its diameter is called a corrugated pipe. Due to the particular
geometry of corrugated pipes, they possess the unique characteristic of being locally rigid while at
the same time globally flexible [1]. The corrugations are basically alternating cavities and flat regions
that are symmetric about the axis of the pipe [2]. Corrugated pipes have the tendency to generate
strong whistling noise as a result of fluid or gas flow through the pipe. The acoustic field produced,
in addition to noise pollution, can pose a threat to the structural stability in the systems they exist,
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as a result of strong vibrations. Corrugated pipes are extensively used industrially in heat exchangers,
offshore natural gas production systems, and vacuum cleaners [3–5].

Sound generation in corrugated pipes is a result of an oscillation produced through a flow-acoustic
interaction [6,7]. The generation of a shear layer is the result of flow separation taking place at the
upstream edge of each cavity. This shear layer serves as a source of unsteadiness in the flow. Due to
this unsteadiness, an unsteady force is being exerted on the walls. In response to this hydrodynamic
force, the walls of the pipe exert a force that is basically considered as a source of sound, as shown
in Figure 1 [8]. The flexibility of these pipes is not a prerequisite condition for generation of sound
in them. However, the unsteady forces on the walls of the pipe thereby induce some mechanical
vibrations that may have a significant effect [9]. The coupling of the shear layers with longitudinal
acoustic waves in the pipe is the most commonly observed phenomenon [9–12]. The vortex shedding
is controlled by the resulting high-amplitude oscillations [13,14]. These types of flow pulsations are
referred to as self-sustained oscillations and result in high-amplitude sound generation, which is
also called whistling. This whistling can consist of hydrodynamic and acoustic subsystems [9,15].
The instability of the shear layer, which is acting as an amplifier, is basically the hydrodynamic
subsystem, and provides the system with acoustic energy. Acting as the acoustic subsystem are the
longitudinal standing waves that act as a band-pass filter, which, in turn, is responsible for maintaining
synchronization in this feedback mechanism. Because of this band-pass filter, there is a stepwise
increment in the whistling frequency corresponding to certain flow velocities, as observed during
various experimental studies [3,4,11,12,16–18].

Figure 1. Whistling mechanism in corrugated pipes [8].

In comparatively shorter whistling pipes displaying very strong acoustical reflections at their
ends, the vortex shedding taking place at the upstream edge of the cavities is activated as a result of the
oscillating velocity, which is associated with resonant longitudinal acoustical standing waves inside the
pipe. The values of the acoustic passive resonance frequency of the pipe and the oscillating frequency
will often be in close proximity to each other resulting in an acoustic pipe mode [19]. The combination
of the vortex shedding occurring locally at the cavities and the longitudinal acoustic waves that
travel along the pipe results in whistling inside corrugated pipes [2,15,17,20–27]. When the acoustic
oscillations and the source of sound are synchronized with each other, this synchronization can be
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described in terms of a ratio of a convection time due to the vorticity perturbations across the cavity to
the oscillation time period of the acoustic field. This ratio is most commonly regarded as the Strouhal
number [19] and is given as

St =
f W

Ucorr
(1)

where f is the oscillation frequency, W is the cavity width, and Ucorr is the steady flow velocity in the
corrugated pipe.

Tonon et al. [15] presented an experimental study comparing the whistling behavior of a pipe
system with multiple side branches and a system consisted of corrugated pipes. They suggested that
the multiple side branch system is an acceptable model for corrugated pipes. A captivating aspect of
their study was that the system was found to whistle at the second hydrodynamic mode of the cavities
rather than at the first. They proposed a prediction model for the whistling behavior that consisted of
an energy balance, formulated on the basis of vortex sound theory.

Nakiboglu et al. [25] performed an investigative work regarding the whistling behaviors of two
geometrically periodic systems, i.e., corrugated pipes and a multiple side branch system. In both
systems, they observed a non-monotonic behavior in the whistling amplitude as a function of flow
velocity, with local maxima corresponding to lock-in frequencies. In their effort to quantify the
Strouhal number, they considered a variety of characteristic lengths. In their study, the shape of the
upstream edge of the cavity also exhibited a significant effect on pressure fluctuation amplitudes
for both corrugated pipes and the multiple side branch system [25]. They reported that the round
upstream edges of the cavities increased the amplitude of the pressure fluctuation by up to five times
in comparison to the sharp edges. Moreover, they found that the radius of the downstream edge
did not have any considerable effect on the sound production. Using the same experimental setup,
Nakiboglu et al. [26] studied the effects of the variation of different parameters on the whistling of
corrugated pipes. They performed this study on corrugated pipe segments with different lengths and
cavity geometries, and demonstrated that the peak-whistling Strouhal number, which is based on a
characteristic length of the sum of the cavity width, and the upstream edge radius, was independent
of the pipe length. They also indicated that the peak-whistling Strouhal number decreased with
increasing confinement ratio, which was defined as the ratio of the pipe diameter to the sum of the
cavity width and the upstream edge radius Dp/(W + rup).

Nakiboglu et al. [27] conducted a study related to the aeroacoustics of a swinging corrugated tube.
The main idea behind the work was that, when a short corrugated pipe segment is swung around
one’s head, it tends to produce a musically intriguing whistling sound; this system was named the
“Hummer”. Their experiments indicated that the Hummer could remain silent even when there was
turbulence in the flow. Thus, they concluded that the absence of whistling was not in relation to a
lack of turbulence. They anticipated that the reason for the absence of the fundamental mode in short
corrugated pipes was the inability of the acoustic sources at the inlet and the outlet of the pipe to
cooperate with each other, as a result of difference in their mean velocity profile.

Rudenko et al. [19] proposed a linear model for plane-wave propagation along a corrugated
pipe. They considered an experiment in which a corrugated segment was placed between two smooth
pipe segments, creating a system called a composite pipe. Their experiments assessed a quasi-steady
model for convective acoustic losses which was dependent upon the pipe inlet geometry. Their model
predicted some whistling modes that were not observed in the experiments. They reported that in
various cases, they encountered a large overlap between the whistling ranges of successive modes,
implying the domination of one mode and the suppression of the neighboring ones.

This paper discusses the results obtained through an experimental study performed using a
combination of smooth and corrugated pipes. The pipe system under consideration consists of
two smooth pipe segments attached to either end of a corrugated pipe segment. We performed
experiments on different combinations of such pipe systems using various smooth and corrugated
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pipe lengths. The objective of this study is to analyze the effect of the variation in the lengths of
corrugated and smooth pipe segments, while maintaining the same geometric specifications. For each
pipe configuration, there exists a critical Mach number, Mcr, at which the system starts whistling.
In our experiments, the Reynolds number, Re, was defined within the range of 6500 ≤ Re ≤ 32, 000,
while the inner diameter of the smooth pipe (15.25 mm) was considered to be the characteristic length,
and the kinematic viscosity of the working fluid (air) was ν = 1.5 × 10−5 m2/s.

In Section 2, we briefly describe vortex sound theory and explain the dimensionless parameters
used. In Section 3, we describe the experimental set-up and procedure. We define the geometric
specifications of the smooth and corrugated pipes used in our study and the considered pipe
configurations. In Sections 4–6, we discuss the experimental results, and Section 7 provides the
conclusion of this work.

2. Theoretical Background

2.1. Vortex Sound Theory

Vorticity as a source of sound can be demonstrated by considering the analogy provided by
Howe [28–30], according to which an acoustical flow is basically the unsteady irrotational component
of the total flow. Howe [29] used the decomposition of Helmholtz to divide the flow into rotational
and irrotational parts for a given flow field u:

u = ∇φ +∇× ψ (2)

where φ is a scalar potential and ψ is a vector stream function. Because the acoustical field should be a
compressible and unsteady flow, the acoustical flow velocity u′ is defined as

u′ = ∇φ′ (3)

where φ′ = φ − φ0 is the deviation of φ from the steady component φ0 of the potential. Since the flows
with low Mach numbers and high Reynolds numbers are being dealt with here, heat transfer and
friction can be neglected. Thus, for a homentropic flow, an explicit relation between vorticity and
sound production is obtained using Crocco’s formulation for the momentum equation [15]:

∂u

∂t
+∇B = −ω × u (4)

where B = 1
2 |u2|+ ∫ dp

ρ is the total enthalpy and ω = ∇× u is the vorticity. At low Mach numbers,
the convective effects on sound wave propagation can be neglected, which results in the following
relation [15],

1
c2

0

∂2B
∂t2 −∇2B = ∇ · (ω × u) (5)

In Equation (5), the right-hand side corresponds to the assumption that the Coriolis force density
fcoriolis = −ρ0(ω × u), where ρ0 is the fluid density, acts as the source of sound.

According to Howe [29], the time-averaged acoustic source power < Psource > can be estimated as

< Psource >= −ρ0 <
∫

V
(ω × u) · u′dV >, (6)

where V is the volume in which ω is not vanishing and the brackets < · · · > indicate time averaging.
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2.2. Dimensional Parameters

The centre-line velocity Ucl relates the average velocity inside a smooth pipe Usp by the empirical
relation [31]

Usp � Ucl/(1 + 1.33
√

F), (7)

where the friction factor F for a smooth pipe is given by the formula of Blasius [31]:

F � 0.316Re−0.25. (8)

For the Reynolds number considered in our experiments, we approximate the smooth pipe
velocity as Usp � Ucl/1.22. Because of the slight difference between the smooth and corrugated pipe
diameters, the average velocity inside the corrugated pipe is

Ucorr =
UspDsp

Dcorr
, (9)

where Ucorr is the average velocity in corrugated segment, Dsp is the smooth pipe diameter, and Dcorr

is the corrugated pipe diameter. Thus,

Ucorr � Ucl/α, α = 1.32. (10)

Therefore, the steady cross-sectional average velocity inside the corrugated pipe is approximately
1.32 times lower than the centre-line velocity at the end of the downstream smooth pipe.

The Mach number (M) was calculated as

M =
Ucl
c0

, (11)

where c0 is the speed of sound in air at room temperature, which is equal to 340 m/s. Moreover,
the Helmholtz Number was calculated as

He =
L f
c0

=
LStcr

αW
M, (12)

where L = Lup + Lcorr + Ldw is the sum of the lengths of all three pipes considered in each configuration,
as can be seen in Figure 2; f is the whistling frequency in Hz; Stcr is the critical Strouhal number at
which the whistling begins; and W is the cavity width.

Figure 2. Complete pipe system consisting of smooth pipe segments attached to a corrugated segment
(not to scale).

3. Design of Model Experiment (Set-Up and Procedure)

3.1. Test Model and Corrugated Pipe System Configurations

The pipe system consists of three pipe segments, as shown in Figure 2. The first segment is the
upstream smooth pipe segment Lup and is followed by the corrugated tube Lcorr and the downstream
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smooth segment Ldw. The smooth pipe segments are made of aluminium. The inner diameter of the
smooth pipes is 15.25 mm, and their thickness is 4.75 mm. The corrugated pipe segment is made
of plastic.

Figure 3 shows the corrugated pipe geometry (drawn not to scale). The inner diameter Dcorr

is 16.5 mm, the depth d of the cavities is estimated to be 1.3 mm, and the width W is 2.3 mm.
Three different lengths of corrugated pipes, 250, 350, and 450 mm, were used. The smooth pipes used
in the experiment had lengths of 100, 200, 300, and 400 mm. Table 1 shows the details of all pipe system
configurations considered in this study.

Figure 3. Corrugated pipe geometry (not to scale).

Table 1. Various combinations of smooth and corrugated pipes categorized into two cases. Case a
refers to the three different Lcorr values (250, 350, and 450 mm) for one Lup value (100 mm) and four
Ldw values (100, 200, 300 and 400 mm). Case b corresponds to the same three Lcorr values for one Ldw
value (100 mm) and four Lup values (100, 200, 300 and 400 mm).

Case a Lup (mm) Lcorr (mm) Ldw (mm) Case b Lup (mm) Lcorr (mm) Ldw (mm)

I
100

250
100–400

I
100–400

250
100II 350 II 350

III 450 III 450

Experiments were performed with various combinations of smooth and corrugated pipe segments
in an on-coming inlet flow, which is considered to be a uniform flow because the inlet end pipe is
directly connected to the wind tunnel contraction area. Each corrugated pipe was tested with all four
lengths of smooth pipes first at the downstream and then at the upstream end. The pipe configurations
were divided into two cases, which are described as follows.

• Case a: Ldw ≥ Lup. The length of the downstream smooth pipe was equal to or greater than the
length of the upstream smooth pipe.

• Case b: Ldw ≤ Lup. The length of the downstream smooth pipe was equal to or less than the
length of the upstream smooth pipe.

3.2. Test Equipment and Measurement Procedure

Figure 4 shows a three-dimensional (3D) sketch of our experimental set-up. The set-up consists of
a wind tunnel as the primary source of high-velocity air with a settling chamber installed. A 5-cm-thick
layer of acoustic absorbing material was attached to the side walls of the settling chamber to avoid
acoustic resonance in the settling chamber. The length of the wind tunnel is 270 cm, and the discharge
flange has an outer cross section of 50 cm × 50 cm and an inner cross section of 40 cm × 40 cm. The air
is generated by a Turbo Fan with a volumetric air flow of 250 m3/min, a total pressure of 800 mmAq,
and a rated power of 7.5 kW, thus ensuring a uniform inflow condition at the upstream end of the pipe
system. The air from the wind tunnel is passed through the pipe system by connecting a converging
section at the end of the tunnel. The dimensions of the section are such that the upstream end had
a cross section of 40 cm × 40 cm, whereas the downstream end cross section was 16 cm × 16 cm.
A straight miniature wire probe (55P11) was fixed inside the pipe on the pipe axis (between the centre
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and the pipe wall) a few millimeters upstream from the downstream open pipe end by means of a probe
support. Miniature wire probes have platinum-plated tungsten wire sensors with a diameter of 5 μm
and a length of 1.25 mm. The probe body is a 1.9 mm diameter ceramic tube, equipped with gold-plated
connector pins that connect to the probe supports by plug-and-socket arrangements. The output of the
probe support was attached to an IFA 300 constant temperature anemometer system. It provides a
frequency response of up to 300 kHz, depending on the sensor used. The output of the anemometer
system was sent to a low-pass filter (dual channel programmable filter 3624, NF Corporation) for
signal conditioning. In the HW measurement, the sampling rate for data acquisition was 20 kHz,
while the range of low-pass filter was 10 kHz taking the Nyquist criterion into account. After being
filtered, the signal was sent to the computer via a National Instruments data acquisition board. A pitot
tube was also coaxially attached to the hotwire probe support by a clamping mechanism at the
downstream pipe outlet to measure the free stream air velocity. The velocity was measured using an
FC012-Micromanometer. National Instruments LabVIEW software was used for data processing and
analysis. The calibrated hot wire provided a measurement of the time-dependent velocity at the axis
of the pipe. Using the spectrum analysis in LabVIEW, we obtained the frequency peaks at which the
whistling sound occurred.

Figure 4. 3D sketch of experimental set-up and pipe system.

4. Effect of Downstream Smooth Pipe Length on the Whistling Behavior for Constant Corrugated
Segment Length (Case a)

4.1. Shortest Corrugated Segment: Case a-I (Lcorr/Dcorr = 15.2)

With increasing corrugated segment length, the pipe systems for all smooth pipe lengths,
both upstream and downstream, tend to whistle at higher frequencies and Mach numbers. For the
corrugated pipe with a length of 250 mm (Case a-I), when the length of the downstream smooth
pipe was increased from 100 to 400 mm at intervals of 100 mm, the frequency and Mach number
range within which whistling occurred decreased, as shown in Figure 5 and Table 2. The maximum
whistling range was observed for equal upstream and downstream pipe lengths of 100 mm. This pipe
system whistled at Mach numbers ranging from M = 0.027 to 0.069 and with frequencies from 1080 to
2500 Hz, which respectively correspond with the minimum and maximum Mach numbers in the range.
Maintaining a fixed upstream pipe length of 100 mm, when Ldw = 200 mm, a drastic decrement in
the whistling range was observed. The pipe system whistled from M = 0.028 to 0.039, corresponding
to frequencies of 880 and 1170 Hz, respectively. Pipe systems with a downstream pipe of 300 mm in
length resulted in further reduction in whistling ranges; whistling occurred from M = 0.031 to 0.036 at
a constant frequency of 1010 Hz. Finally, for the downstream smooth pipe with a length of 400 mm,
the pipe system whistled very briefly at a frequency of 1100 Hz from M = 0.033 to 0.035.
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Figure 5. Frequency (Hz) plotted against Mach number M for Lup = 100 mm, Lcorr = 250 mm,
and Ldw = 100–400 mm.

Table 2. Mach number and corresponding frequency range (Hz) for pipe systems in Case a-I.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding Frequency Range (Hz)

100 250

100 0.027–0.069 1080–2500
200 0.028–0.039 880–1170
300 0.031–0.036 1010
400 0.033–0.035 1100

Unlike frequency, the Strouhal number does not increase linearly with the Mach number but
instead shows fluctuating behavior. For Ldw = 100 mm, the initial and final Strouhal numbers at
M = 0.027 and 0.067 were 0.36 and 0.32, respectively. The Strouhal and Mach number ranges were the
broadest of all pipe systems considered in Case a-I, as can be seen in Figure 6 and Table 3, with 0.36 as
the highest Strouhal number in the Mach number range. For Ldw = 200 mm, the range was significantly
reduced; the Strouhal numbers are estimated to be 0.28 and 0.27 at M = 0.028 and 0.039, respectively,
with a maximum Strouhal number of 0.29 in this range. For the downstream smooth pipe with a length
of 300 mm, the starting Strouhal number was 0.29 at M = 0.031, and the ending Strouhal number
was 0.25 at M = 0.036, with a maximum Strouhal number of 0.29 in this case. For Ldw = 400 mm,
the longest downstream smooth pipe considered in this study, the Mach numbers of M = 0.033 and
0.035 yielded Strouhal numbers of 0.30 and 0.28, respectively, with 0.30 as the highest Strouhal number
in the range.

Similar to frequency, the Helmholtz number He is linearly related to the Mach number. For the
smallest downstream pipe, with a length of 100 mm, the minimum He was 1.31 at M = 0.027,
whereas the maximum He was 3.38 at M = 0.067, as shown in Figure 7 and Table 4. For Ldw = 200 mm,
the minimum and maximum He were 1.33 and 1.81 at M = 0.028 and 0.039, respectively. The minimum
and maximum He for Ldw = 300 mm were 1.75 and 2.03 at M = 0.031 and 0.033, respectively. For the
longest downstream smooth pipe of 400 mm, the minimum He, which occurred at M = 0.033, was 2.28,
whereas the maximum He occurred at M = 0.035 and was 2.42. This trend suggests that the range of
He with respect to M continuously shrinks as the length of the downstream smooth pipe increases.
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Figure 6. Strouhal number St plotted against Mach number M for Lup = 100 mm, Lcorr = 250 mm,
and Ldw = 100–400 mm.

Table 3. Mach number range, corresponding Strouhal number (St) range and maximum Strouhal
number for each pipe configuration in Case a-I.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding St Range Max. St

100 250

100 0.027–0.069 0.36–0.32 0.36
200 0.028–0.039 0.28–0.27 0.29
300 0.031–0.036 0.29–0.25 0.29
400 0.033–0.035 0.30–0.28 0.30

Figure 7. Helmholtz number He plotted against Mach number M for Lup = 100 mm, Lcorr = 250 mm,
and Ldw = 100–400 mm.
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Table 4. Mach number and corresponding Helmholtz number (He) range for pipe systems in Case a-I.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding He Range

100 250

100 0.027–0.069 1.31–3.38
200 0.028–0.039 1.33–1.81
300 0.031–0.036 1.75–2.03
400 0.033–0.035 2.28–2.42

4.2. Intermediate Corrugated Segment: Case a-II (Lcorr/Dcorr = 21.2)

The next pipe system is Case a-II, which has a corrugated segment of length Lcorr = 350 mm,
as shown in Figure 8. With Lup = Ldw = 100 mm, the minimum and maximum Mach numbers
were estimated to be 0.023 and 0.078, respectively, corresponding to a whistling frequency range of
870–2600 Hz. For Ldw = 200 mm, the minimum and maximum Mach numbers were 0.025 and 0.069
with corresponding whistling frequencies of 750 and 2200 Hz, respectively. For Ldw = 300 mm, the
onset of whistling occurred at M = 0.025 with a frequency of 850 Hz, and the pipe system whistled up
to M = 0.051 with a frequency of 1500 Hz. Finally, for the downstream pipe with a length of 400 mm,
whistling occurred from M = 0.025 to M = 0.048 with frequencies between 750 and 1550 Hz.

Figure 8. Frequency (Hz) plotted against Mach number M for Lup = 100 mm, Lcorr = 350 mm,
and Ldw = 100–400 mm.

For Ldw = 100 mm, the Strouhal number at a Mach number of 0.023, where whistling began,
was 0.34, and at the maximum Mach number of 0.078, it was 0.30; the maximum Strouhal number
within the whistling range was 0.35, as shown in Figure 9 and Table 5.

For the downstream pipe length of 200 mm, the range of Mach numbers was 0.025–0.069,
corresponding to Strouhal numbers of 0.27 and 0.29, respectively, with a maximum Strouhal number
of 0.31. For Ldw = 300 mm, the Strouhal number started at 0.31 and ended at 0.27 for M = 0.025 and
0.051, respectively, with a maximum Strouhal number of 0.31. Finally, for the downstream smooth
pipe of length 400 mm, the starting and ending Strouhal numbers were 0.28 and 0.29 at Mach numbers
of M = 0.025 and 0.048, respectively, with a maximum Strouhal number of 0.30.
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Figure 9. Strouhal number St plotted against Mach number M for Lup = 100 mm, Lcorr = 350 mm,
and Ldw = 100–400 mm.

Table 5. Mach number range, corresponding Strouhal number (St) range and maximum Strouhal
number for each pipe configuration in Case a-II.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding St Range Max. St

100 350

100 0.023–0.078 0.34–0.30 0.35
200 0.025–0.069 0.27–0.29 0.31
300 0.025–0.051 0.31–0.27 0.31
400 0.025–0.048 0.28–0.29 0.30

As shown in Figure 10 and Table 6, for the smallest downstream pipe of length 100 mm, the
minimum Helmholtz number He is 1.29 and occurs at M = 0.023, whereas the maximum He is 4.36
at M = 0.078. For Ldw = 200 mm, the minimum and maximum He are 1.32 and 3.68 and occur at
M = 0.025 and 0.069, respectively. The minimum and maximum He for Ldw = 300 mm are 1.73 and
3.50 at M = 0.025 and 0.051, respectively. For the longest downstream smooth pipe of length 400 mm,
the minimum He at M = 0.025 is reported to be 1.80, whereas the maximum He at M = 0.048 is found
to be 3.51. Thus this case has shown the similar behavior as Case a-I; increasing downstream smooth
pipe length consistently decreased the range of Helmholtz number.

Table 6. Mach number and corresponding Helmholtz number (He) range for pipe systems in Case a-II.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding He Range

100 350

100 0.023–0.078 1.29–4.36
200 0.025–0.069 1.32–3.68
300 0.025–0.051 1.73–3.50
400 0.025–0.048 1.80–3.51
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Figure 10. Helmholtz number He plotted against Mach number M for Lup = 100 mm, Lcorr = 350 mm,
and Ldw = 100–400 mm.

4.3. Longest Corrugated Segment: Case a-III (Lcorr/Dcorr = 27.3)

Pipe systems in Case a-III, which have the longest corrugated pipe considered in this study,
Lcorr = 450 mm, showed behavior similar to that in Cases a-I and a-II: increasing Ldw while maintaining
Lup = 100 mm increased the frequency and Mach number ranges within which whistling occurred, as
shown in Figure 11 and Table 7. For Lup = Ldw = 100 mm, the system whistled from M = 0.026 to 0.084
with whistling frequencies between 1000 and 2700 Hz. For Ldw = 200 mm, the Mach number range
was between M = 0.019 and 0.091, which correspond to frequencies of 650 and 2800 Hz, respectively.
For Ldw = 300 mm, the whistling range lay between M = 0.026 and 0.090, and the corresponding
frequencies lay between 800 and 2,550 Hz. Finally, for the downstream pipe of length 400 mm, whistling
frequencies were between 700 and 2750 Hz for Mach numbers of M = 0.022 and 0.088, respectively.

Figure 11. Frequency (Hz) plotted against Mach number M for Lup = 100 mm, Lcorr = 450 mm,
and Ldw = 100–400 mm.
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Table 7. Mach number and corresponding frequency range (Hz) for pipe systems in Case a-III.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding Frequency Range (Hz)

100 450

100 0.026–0.084 1000–2700
200 0.019–0.091 650–2800
300 0.026–0.090 800–2550
400 0.022–0.088 700–2750

For Ldw = 100 mm, the initial and final Strouhal numbers were 0.34 and 0.29 at M = 0.026 and
0.084, respectively, with a maximum Strouhal number of 0.34. For Ldw = 200 mm, the initial and
final Strouhal numbers were 0.31 and 0.28 with corresponding Mach numbers of 0.019 and 0.091,
respectively. The maximum Strouhal number for this case was estimated to be 0.32.

For Ldw = 300 mm, the Strouhal numbers began and ended at 0.27 and 0.25, corresponding to
M = 0.026 and 0.090, respectively, with a maximum St of 0.30 occurring at multiple Mach numbers.
Finally, for Ldw = 400 mm, the initial and final Strouhal numbers had the same value of 0.28 at the
minimum and maximum Mach numbers of 0.022 and 0.088, with a maximum St of 0.32 in the whistling
range, as shown in Figure 12 and Table 8. Figure 13 and Table 9 shows that for Ldw = 100 mm, the range
of He was 1.75 to 5.74, which correspond to M = 0.026 and 0.084, respectively. For Ldw = 200 mm,
the minimum and maximum He were estimated to be 1.30 and 6.31 at M = 0.019 and 0.091, respectively.
The minimum and maximum He for the downstream length of Ldw = 300 mm were 1.79 and 6.28 at
M = 0.026 and 0.090, respectively.

Figure 12. Strouhal number St plotted against Mach number M for Lup = 100 mm, Lcorr = 450 mm,
and Ldw = 100–400 mm.

Table 8. Mach number range, corresponding Strouhal number (St) range and maximum Strouhal
number for each pipe configuration in Case a-III.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding St Range Max. St

100 450

100 0.026–0.084 0.34–0.29 0.34
200 0.019–0.091 0.31–0.28 0.32
300 0.026–0.090 0.27–0.25 0.30
400 0.022–0.088 0.28–0.28 0.32
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Figure 13. Helmholtz number He plotted against Mach number M for Lup = 100 mm, Lcorr = 450 mm,
and Ldw = 100–400 mm.

Table 9. Mach number and corresponding Helmholtz number (He) range for pipe systems in Case a-III.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding He Range

100 450

100 0.026–0.084 1.75–5.74
200 0.019–0.091 1.30–6.31
300 0.026–0.090 1.79–6.28
400 0.022–0.088 1.77–7.18

For the longest downstream smooth pipe of length 400 mm, the minimum He at M = 0.022 was
1.77, whereas the maximum He at M = 0.088 was 7.18. Figure 13 demonstrates that increasing the
length of the downstream smooth segment augments the range of Helmholtz numbers for a constant
corrugated pipe length.

5. Effect of Upstream Smooth Pipe Length on the Whistling Behavior for Constant Corrugated
Segment Length (Case b)

5.1. Shortest Corrugated Segment: Case b-I (Lcorr/Dcorr = 15.2)

In this section, we discuss the results of the cases in which Lup varied for the three corrugated
segment lengths considered in this study while maintaining the downstream segment length at a
fixed value of 100 mm. For Lcorr = 250 mm with Lup = Ldw = 100 mm, the results were discussed
in Section 4.1. For Lup = 200 mm, the whistling range decreased substantially from the case of
Lup = Ldw = 100 mm, with narrow ranges of Mach numbers from M = 0.032 to 0.044 and frequencies
from 1150 to 1450 Hz. For Lup = 300 mm, the Mach numbers ranged from M = 0.026 to 0.041 with
corresponding whistling frequencies between 1000 and 1500 Hz.

However, for Lup = 400 mm, the Mach number range was found to broaden in comparison with
Lup = 200 and 300 mm, although it was still very small compared with that of Lup = 100 mm. For this
particular case, whistling occurred between M = 0.031 and 0.048 with frequencies ranging from 1100 to
1550 Hz. Again, in Figure 14 and Table 10, it is clear that the overall whistling range does not cover
very high frequencies or Mach numbers because the length of the corrugated pipe used in this study is
quite small. Evidently, fewer corrugations result in low-frequency whistling and smaller Mach number
range. Varying the upstream and downstream lengths has a limited effect on enhancing the whistling
range. For Lup = 100 mm, as mentioned in Case a-I, the initial and final Strouhal numbers were 0.36
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and 0.32, corresponding to Mach numbers of M = 0.027 and 0.067, respectively, with a maximum
Strouhal number of 0.36 in this range, as shown in Figure 15 and Table 11. For the upstream length
of 200 mm, the Strouhal numbers were estimated to start and end at 0.33 and 0.30 for corresponding
Mach numbers of M = 0.032 and 0.044, respectively, with a maximum St of 0.33. With the upstream
smooth pipe of length 300 mm, the Strouhal number at the minimum and maximum Mach numbers
of M = 0.026 and 0.041 were 0.34 and 0.32, respectively. The maximum St in the whistling range was
0.34. Finally, with the longest upstream smooth pipe with length Lup = 400 mm, the initial and final
Strouhal numbers were 0.31 and 0.29 at M = 0.031 and 0.048, respectively, with a maximum of St = 0.31.

Figure 14. Frequency (Hz) plotted against Mach number M for Lup = 100–400 mm, Lcorr = 250 mm,
and Ldw = 100 mm.

Table 10. Mach number and corresponding frequency range (Hz) for pipe systems in Case b-I.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding Frequency Range (Hz)

100

250 100

0.027–0.069 1100–2500
200 0.032–0.044 1150–1450
300 0.026–0.041 1000–1500
400 0.031–0.048 1100–1550

Table 11. Mach number range, corresponding Strouhal number (St) range and maximum Strouhal
number for each pipe configuration in Case b-I.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding St Range Max. St

100

250 100

0.027–0.069 0.36–0.32 0.36
200 0.032–0.044 0.33–0.30 0.33
300 0.026–0.041 0.34–0.32 0.34
400 0.031–0.048 0.31–0.29 0.31
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Figure 15. Strouhal number St plotted against Mach number M for Lup = 100–400 mm, Lcorr = 250 mm,
and Ldw = 100 mm.

Figure 16 and Table 12 show that, for the smallest upstream pipe of 100 mm, the minimum
Helmholtz number He at M = 0.027 is 1.31, whereas the highest He at M = 0.069 is 3.38.
For Lup = 200 mm, the minimum and maximum He are 1.73 and 2.41 at M = 0.032 and 0.044,
respectively. The minimum and maximum He for Lup = 300 mm are 1.76 and 2.75 at M = 0.026
and 0.041, respectively. For the longest upstream smooth pipe of length 400 mm, the minimum He
at M = 0.031 is 2.25, whereas the maximum He at M = 0.048 is 3.41. This particular case showed
fluctuating behavior. It decreased at first but then increased again from the third configuration and
continued to increase.

Figure 16. Helmholtz number He plotted against Mach number M for Lup = 100–400 mm,
Lcorr = 250 mm, and Ldw = 100 mm.

Table 12. Mach number and corresponding Helmholtz number (He) range for pipe systems in Case b-I.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding He Range

100

250 100

0.027–0.069 1.31–3.38
200 0.032–0.044 1.73–2.41
300 0.026–0.041 1.76–2.75
400 0.031–0.048 2.25–3.41
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5.2. Intermediate Corrugated Segment: Case b-II (Lcorr/Dcorr = 21.2)

The next configuration to be discussed is the pipe system with a 350 mm corrugated pipe.
This particular configuration showed an overall increasing trend regarding (the frequency and
Mach number ranges) with increasing upstream pipe length, as shown in Figure 17 and Table 13.
For upstream and downstream pipes with equal lengths of 100 mm, the lowest and highest
Mach numbers were M = 0.023 and 0.078 with whistling frequencies ranging from 850 to 2600 Hz.
For Lup = 200 mm, the minimum and maximum Mach numbers were M = 0.023 and 0.081 with
frequencies of 750 and 2750 Hz, respectively. Surprisingly, for Lup = 300 mm, we observed a significant
reduction in the Mach number range, extending from M = 0.017 to 0.056, but the frequency range had
increased. Even at the lower modes, the pipe system whistled at higher intensities with frequencies
ranging from 850 to 2600 Hz. Finally, the 400 mm upstream pipe followed the initial trend of increased
whistling range from M = 0.026 to 0.081 with frequencies from 950 to 2700 Hz.

Figure 17. Frequency (Hz) plotted against Mach number M for Lup = 100–400 mm, Lcorr = 350 mm,
and Ldw = 100 mm.

Table 13. Mach number and corresponding frequency range (Hz) for pipe systems in Case b-II.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding Frequency Range (Hz)

100

350 100

0.023–0.078 850–2600
200 0.023–0.081 750–2750
300 0.017–0.056 850–2600
400 0.026–0.081 950–2700

When the upstream and downstream smooth pipe lengths had equal lengths of 100 mm for the
corrugated length of 350 mm, the initial and final Strouhal numbers were 0.34 and 0.30 at M = 0.023
and 0.078, respectively, with a maximum St of 0.35. For Lup = 200 mm, the St at the minimum and
maximum Mach numbers of M = 0.023 and 0.081 were 0.30 with 0.32, respectively, as the highest
achieved value of Strouhal number for this configuration. As the upstream length increased to 300 mm,
we estimated the St values to begin and end at 0.35 and 0.32 with corresponding Mach numbers of
M = 0.017 and 0.056, respectively, and the maximum St was 0.37.

With further augmentation of the upstream length to 400 mm, the starting and ending St were
0.32 and 0.30 at M = 0.026 and 0.081, respectively, with a maximum St of 0.34 in this range, as shown
in Figure 18 and Table 14.
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Figure 18. Strouhal number St plotted against Mach number M for Lup = 100–400 mm, Lcorr = 350 mm,
and Ldw = 100 mm.

Table 14. Mach number range, corresponding Strouhal number (St) range and maximum Strouhal
number for each pipe configuration in Case b-II.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding St Range Max. St

100

350 100

0.023–0.078 0.34–0.30 0.35
200 0.023–0.081 0.30–0.30 0.32
300 0.017–0.056 0.35–0.32 0.37
400 0.026–0.081 0.32–0.30 0.34

As shown in Figure 19 and Table 15, for the smallest upstream pipe of length 100 mm,
the minimum Helmholtz number He was 1.29 at M = 0.023, whereas the maximum He was 4.36
at M = 0.078. For Lup = 200 mm, the minimum and maximum He were 1.31 and 4.71 at M = 0.023 and
0.081, respectively. The minimum and maximum He for Lup = 300 mm were 1.36 and 4.54 at M = 0.017
and 0.056, respectively. For the longest upstream smooth pipe of length 400 mm, the minimum He
was 2.22 at M = 0.026, whereas the maximum He was 6.79 at M = 0.081. This particular trend suggests
that the range of He with respect to M continuously increases as the length of upstream smooth pipe
increases, except in the case of the 300 mm upstream pipe, which resulted in the reduction of He but
started to whistle at a lower Mach number than all other configurations.

Table 15. Mach number and corresponding Helmholtz number (He) range for pipe systems in Case b-II.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding He Range

100

350 100

0.023–0.078 1.29–4.36
200 0.023–0.081 1.31–4.71
300 0.017–0.056 1.36–4.54
400 0.026–0.081 2.22–6.79
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Figure 19. Helmholtz number He plotted against Mach number M for Lup = 100–400 mm,
Lcorr = 350 mm, and Ldw = 100 mm.

5.3. Longest Corrugated Segment: Case b-III (Lcorr/Dcorr = 27.3)

Pipe systems in Case b-III, which have the longest corrugated pipe considered in this study,
Lcorr = 450 mm, showed behavior similar to Cases b-I and b-II; increasing Lup while maintaining
Ldw at 100 mm increased the range of whistling frequency and Mach number, as shown in Figure 20
and Table 16. For Lup = Ldw = 100 mm, the system whistled from M = 0.026 to 0.084 with whistling
frequencies between 1000 and 2700 Hz. For Lup = 200 mm, the Mach number range was between
M = 0.024 and 0.086, corresponding to frequencies of 850 and 2800 Hz, respectively. For Lup = 300 mm,
the whistling range lay between M = 0.021 to 0.085, with a corresponding range of frequencies between
750 and 3100 Hz. Finally, for the upstream pipe of length 400 mm, whistling frequencies ranged from
700 to 2750 Hz at M = 0.022 and 0.093, respectively.

Figure 20. Frequency (Hz) plotted against Mach number M for Lup = 100–400 mm, Lcorr = 450 mm,
and Ldw = 100 mm.

328



Energies 2018, 11, 1954

Table 16. Mach number and corresponding frequency range (Hz) for pipe systems in Case b-III.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding Frequency Range (Hz)

100

450 100

0.026–0.084 1000–2700
200 0.024–0.086 850–2800
300 0.021–0.085 750–3100
400 0.022–0.093 700–2750

For Lup = 100 mm, the initial and final Strouhal numbers were 0.34 and 0.29 at M = 0.026
and 0.084, respectively, as shown in Figure 21 and Table 17, with a maximum of 0.34 in this range.
For Lup = 200 mm, the Strouhal numbers were 0.32 and 0.29 at the initial and final Mach numbers of
M = 0.024 and 0.086, respectively, with a maximum of 0.33 in this range.

Figure 21. Strouhal number St plotted against Mach number M for Lup = 100 mm, Lcorr = 450 mm,
and Ldw = 100–400 mm.

Table 17. Mach number range, corresponding Strouhal number (St) range and maximum Strouhal
number for each pipe configuration in Case b-III.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding St Range Max. St

100

450 100

0.026–0.084 0.34–0.29 0.34
200 0.024–0.086 0.32–0.29 0.33
300 0.021–0.085 0.33–0.32 0.38
400 0.022–0.093 0.28–0.27 0.31

For the 300 mm upstream smooth pipe, the starting Strouhal number at Mach number M = 0.021
was 0.33 and the ending one was 0.32 at M = 0.085, with a maximum Strouhal number of 0.38 in this
range; this was also the peak value of St for all cases considered in this study. For Lup = 400 mm,
Strouhal numbers of 0.28 and 0.27 corresponded to the starting and ending Mach numbers of 0.022
and 0.093, respectively, with a maximum Strouhal number of 0.31 in this range.

As shown in Figure 22 and Table 18, for the smallest upstream pipe of length 100 mm,
the minimum Helmholtz number He was 1.75 at M = 0.026, whereas the maximum He was 5.74
at M = 0.084. For Lup = 200 mm, the minimum and maximum He were 1.74 and 6.39 at M = 0.024 and
0.086, respectively. The minimum and maximum He for Lup = 300 mm were 1.79 and 7.40 at M = 0.021
and 0.085, respectively. For the longest upstream smooth pipe of length 400 mm, the minimum He was
1.79 at M = 0.022, whereas the maximum He was 7.59 at M = 0.093.
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Figure 22. Helmholtz number He plotted against Mach number M for Lup = 100–400 mm,
Lcorr = 450 mm, and Ldw = 100 mm.

Table 18. Mach number and corresponding Helmholtz number (He) range for pipe systems in
Case b-III.

Lup (mm) Lcorr (mm) Ldw (mm) Mach Number Range Corresponding He Range

100

450 100

0.026–0.084 1.75–5.74
200 0.024–0.086 1.74–6.39
300 0.021–0.085 1.79–7.40
400 0.022–0.093 1.79–7.59

6. Acoustic Modes and Average Mode Gap

In this section, the whistling behaviors of various pipe configurations included in Cases a and b are
discussed in terms of the acoustic modes and average mode gaps between successive modes. As shown
in Tables 19 and 20, for each individual pipe system, there was significant variation in the excited
acoustic mode numbers and the average mode gap between consecutive modes. For all configurations
in Case a-I (see Table 19), increasing the length of the downstream smooth pipe resulted in a reduction
in the number of excited acoustic modes from four modes (Modes 3–7) for Ldw = 100 mm to a single
excited acoustic mode for Ldw = 300 and 400 mm. We could not predict which mode was excited in the
last two pipe systems (Ldw = 300 and 400 mm) corresponding to Case a-I, because at least two whistling
frequencies are required to estimate the excited mode numbers and average mode gap. Moreover,
the average mode gap also decreased with increasing Ldw. For configurations in Case a-II, a similar but
less abrupt decrement in the number of excited modes occurred. The whistling covered Modes 3–9 for
Ldw = 100 mm, whereas for Ldw = 400 mm, the whistling was found to occur between Modes 4 and 8.
For configurations in this case with Ldw = 200 and 300 mm, the pipe system did not whistle at Modes
8 and 6, respectively. The average mode gap decreased from 275 to 190 Hz for Ldw = 100 and 400 mm,
respectively. For Case a-III, the behavior was very much in contrast to the previous cases. The number
of excited acoustic modes increased for increasing downstream smooth segment length. For Ldw =
100 mm, the whistling range included Modes 4–11, whereas for Ldw = 400 mm, this range consisted of
Modes 4–16 with all modes included in the whistling range. The average mode gap showed a similar
response to prior cases. For Ldw = 100 mm, the average mode gap was 245 Hz, whereas for the longest
downstream smooth pipe, Ldw = 400 mm, the value was estimated to be 175 Hz.
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Table 19. Excited acoustic mode numbers, mode numbers within the whistling range at which there
was no whistling, and average mode gap between two successive modes for all configurations included
in Case a. In the table, MN and MG denote Acoustic Mode Numbers and Mode Gap (Hz), respectively.

Pipe Configurations Lup (mm) Lcorr (mm) Ldw (mm) Excited AMN Missing MN Average MG

Case a I 100 250

100 3–7 - 350
200 3–4 - 290
300 - - -
400 - - -

Case a II 100 350

100 3–9 - 275
200 3–9 8 245
300 4–7 6 220
400 4–8 - 190

Case a III 100 450

100 4–11 - 245
200 3–13 - 220
300 4–13 - 195
400 4–16 - 175

Table 20. Excited acoustic mode numbers, mode numbers within the whistling range at which there
was no whistling, and average mode gap between two successive modes for all configurations included
in Case b.

Pipe Configurations Lup (mm) Lcorr (mm) Ldw (mm) Excited AMN Missing MN Average MG [Hz]

Case b I

100

250 100

3–7 - 350
200 4 and 5 - 300
300 4–6 - 250
400 5–7 - 220

Case b II

100

350 100

3–9 - 275
200 3–11 10 250
300 3–11 9 215
400 5–14 11 and 13 190

Case b III

100

450 100

4–11 - 245
200 4–13 - 220
300 3–15 13 195
400 4–16 12 and 14 170

The pipe systems in Case b have consistently increasing upstream smooth pipes with lengths
ranging 100–400 mm with downstream pipe lengths fixed at 100 mm. For all configurations in Case
b-I, increasing the length of the upstream smooth pipe results in a reduction in the number of excited
acoustic modes. This behavior is very similar to that in Case a-I. For Lup = 100 mm, the whistling
covers acoustic Modes 3–7, whereas for Lup = 400 mm, the whistling range included Modes 5–7.
The average mode gap between successive modes for Lup = 100 mm was 350 Hz, whereas for
Lup = 400 mm, it was estimated to be 220 Hz. For Case b-II, the number of excited acoustic modes
increased continuously with increasing upstream lengths. It increased from seven modes (Modes 3–9)
for Lup = 100 mm to nine modes (Modes 5–14) for Lup = 400 mm. For Case b-II, we observed that in all
remaining configurations, with the exception of the configuration with an upstream segment of length
100 mm, whistling did not occur at some modes within the covered mode ranges during the whistling
regime. Configurations with Lup = 200 and 300 mm did not result in whistling at Modes 10 and 9,
respectively, whereas Modes 11 and 13 were excluded in the case where Lup = 400 mm. The average
mode gap decreased from 275 to 190 Hz with increasing Lup from 100 to 400 mm, respectively. For Case
b-III, the number of excited modes continued to increase with increasing upstream length. The shortest
upstream length of 100 mm covered Modes 4–11, whereas for the longest upstream length of 400 mm,
the range was broadened to include modes 4 to 16. Mode 13 was excluded for the pipe system with
Lup = 300 mm, whereas Modes 12 and 14 were excluded for the configuration with Lup = 400 mm.
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The average mode gap began at 245 Hz and decreased to 170 Hz when increasing the upstream length
from Lup = 100 to 400 mm. In both Cases a and b, the range of frequencies corresponding to the average
mode gap showed a continuous downhill trend as the corrugated pipe length increased. The reason
for the excluded modes reported for some configurations in both cases in not yet known.

7. Conclusions

This paper presents the results obtained from an experimental study in which both ends of a
corrugated pipe were attached to smooth pipes. Three different corrugated pipe lengths (250, 350,
and 450 mm) and four different smooth pipe lengths (100, 200, 300, and 400 mm) were included in
the scope of our study. The configurations were divided into two cases, each of which was divided
into three sub-cases. Case a included pipe systems where Ldw ≥ Lup, whereas Case b included
configurations where Ldw ≤ Lup. Each corrugated pipe length was tested with each smooth pipe
length, as was previously mentioned.

• Case a: For the 250 mm corrugated pipe, the whistling range decreased sharply as the downstream
pipe length increased. The corrugated pipe of length 350 mm also showed a decreasing trend in
its whistling range. For the 450 mm pipe, the behavior was completely different; the whistling
remained in almost the same range of Mach numbers for all sub-cases.

• Case b: For the 250 mm corrugated pipe, the whistling range was again found to decrease with
increasing smooth pipe length but not as abruptly as in Case a. For the 350 mm corrugated pipe,
the Mach number range for the whistling consistently increased and reached a maximum for
the longest smooth pipe. The number of excited acoustic modes also increased with increasing
smooth pipe length. Finally, for Lcorr = 450 mm, the pipe system behaved in a manner similar to
the corrugated pipe with the same length in Case a (Case a-III). The overall Mach number range
showed very little variation, and, for longer smooth pipes, the range showed a slight increment.

The average mode gap between successive modes continuously decreased for both cases as the
smooth pipe increased in length. As the corrugation length increased, a greater number of modes were
excited. The corrugated pipe with a length of 450 mm was not significantly affected by increasing the
upstream or downstream smooth pipes. This may be because the lengths of the smooth pipe were
small considering the number of cavities in the corrugated segment. Smaller corrugated pipes showed
less whistling as a result of the lower number of corrugations, because each cavity acts as a source of
sound, as reported in the literature. To more clearly observe the effect of the lengths of the upstream
and downstream smooth pipes on longer corrugated segments, even longer smooth pipes should
be investigated.
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Abstract: A speed controller for permanent magnet synchronous motors (PMSMs) under the field
oriented control (FOC) method is discussed in this paper. First, a novel adaptive neuro-control
approach, single artificial neuron goal representation heuristic dynamic programming (SAN-GrHDP)
for speed regulation of PMSMs, is presented. For both current loops, PI controllers are adopted,
respectively. Compared with the conventional single artificial neuron (SAN) control strategy,
the proposed approach assumes an unknown mathematic model of the PMSM and guides the
selection value of parameter K online. Besides, the proposed design can develop an internal
reinforcement learning signal to guide the dynamic optimal control of the PMSM in the process.
Finally, nonlinear optimal control simulations and experiments on the speed regulation of a PMSM are
implemented in Matlab2016a and TMS320F28335, a 32-bit floating-point digital signal processor (DSP),
respectively. To achieve a comparative study, the conventional SAN and SAN-GrHDP approaches
are set up under identical conditions and parameters. Simulation and experiment results verify that
the proposed controller can improve the speed control performance of PMSMs.

Keywords: permanent magnet synchronous motor (PMSM); single artificial neuron goal
representation heuristic dynamic programming (SAN-GrHDP); single artificial neuron (SAN);
reinforcement learning (RL); goal representation heuristic dynamic programming (GrHDP); adaptive
dynamic programming (ADP)

1. Introduction

Permanent magnet synchronous motors (PMSMs) have many advantages, such as high power
density, simple structure, small volume, high efficiency and reliability. PMSMs are widely used in
numerical control machine tools, aerospace and industrial robotic manipulators [1]. A PMSM is
a typical nonlinear and strongly coupled system, with unpredictable external disturbances, as well as
internal parameter variations [2]. In recent years, various nonlinear control methods [3–11], such as
fuzzy logic control, sliding mode control, neural network control, nonlinear optimal control, internal
model control, adaptive control, have been used to meet the requirements of high reliability and
performance in PMSM control [7–10]. The fuzzy logic control is successfully applied in the speed
control of PMSMs [12,13]. However, the fuzzy control membership function is mainly based on expert
experience, which is difficult to obtain. Sliding mode control is a preferred research topic, due to its
insensitivity to variation of control object parameters and load disturbances [14,15]. Nevertheless,
chattering phenomena exist in this control method. Meanwhile, nonlinear optimal control has been
put forward as a new PMSM control method [16]. However, the parameters of the PMSM must be

Energies 2018, 11, 2355; doi:10.3390/en11092355 www.mdpi.com/journal/energies335



Energies 2018, 11, 2355

sufficiently accurate, and control results cannot adapt in time when the mechanical parameters of
PMSM change. In [17], a novel control scheme combining the inverse system method and the internal
model control for a bearingless permanent magnet synchronous motor (BPMSM) was proposed by
Sun et al., although in order to regulate the tracking and disturbance rejection properties, the values of
control parameter sets need to be adjusted separately [18].

Recently, adaptive dynamic programming (ADP) has attracted significantly increasing attention
as a novel level reinforcement learning approach. It can solve the “curse of dimensionality” of
conventional dynamic programming by approximately computing cost function [19]. ADP can be
categorized into three classical structures [20]: the first is heuristic dynamic programming (HDP),
the second is dual heuristic dynamic programming (DHP), and the last is globalized dual heuristic
dynamic programming (GDHP). The main difference is that the critic network is used to approximate
the value function J in HDP, while it is used to approximate the derivatives of value function J in DHP.
GDHP incorporates the benefits of HDP and DHP, by approximating both value function J and its
derivatives, respectively.

In paper [21], a novel hierarchical structure of ADP approach named goal representation heuristic
dynamic programming (GrHDP) is proposed. Compared with the conventional ADP approach,
the proposed approach has an additional reference network which can automatically build an internal
reinforcement signal to facilitate the optimal learning, control effectively and efficiency [22]. This novel
hierarchical ADP approach is of a superior learning performance over the traditional ones. The GrHDP
approach is used in various fields of electrical engineering, such as power system stability control for
a wind farm [23], power oscillation damping control for superconducting magnetic energy storage [24],
and load frequency control for an islanded smart grid [25].

Meanwhile, the single artificial neuron (SAN) control approach has been used in many
applications for its robust control in the presence of noise and uncertainties [26]. Generally speaking,
traditional SAN control has been applied to engineering practices for a long time due to its good
performance and easy implementation [27–29].

It has been pointed out that although the conventional SAN control approach can provide
an online learning ability for the PMSM parameter variation, it may not provide a satisfactory property
of load disturbance rejection. The reason is that the control effect of SAN mainly depends on the
parameter K (neuron scale-up factor). The parameter K is very important to the control response
performance. The selection of K is very difficult in traditional SAN control approaches. The control
system will respond faster if the K value increases. However, the K value will lead to the instability
of the system, if it is out of a certain range. Moreover, there is no profound theoretical background,
which can be used to tune the parameter K for complicated systems with uncertainties and disturbance.
It is a new idea to use machine learning to adjust the K value of SAN and make it applicable to
PMSM control. At the same time, for the ultimate convergence, the action network weights of GrHDP
approach usually need repeating online learning to achieve optimization solutions to the Bellman
equation. So far, articles about ADP approaches mostly focus on the simulation stage [23,24,30–36].

To solve the above problems, in this paper, a novel neuro-control framework using GrHDP and
SAN is proposed. Moreover, an application study on PMSM vector control system is also presented in
this research. The main contributions of this paper are summarized as follows:

(1) A novel adaptive neuro-control controller, called single artificial neuron goal representation
heuristic dynamic programming (SAN-GrHDP), based on SAN and GrHDP has been proposed in
this paper. This framework, under which the parameter K in the SAN has been updated through
a reference learning mechanism, can provide a sequential online control policy.

(2) The formula of SAN-GrHDP approach is derived, and the reinforcement signal and learning
process are designed for the vector control of PMSM. Simulation studies have been carried out for
the proposed approach. Simulation results demonstrate that the proposed controller has a higher
potential of disturbance rejection, with much less speed fluctuation and shorter recovering time
towards load disturbance.
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(3) Moreover, comparative experiments of original SAN and SAN-GrHDP approaches are performed
on the speed control of PMSM under the same conditions and parameters. The results of
the experiments verify that SAN-GrHDP can better improve the control effect by interacting
with the control object, and has much better robustness than SAN with load mutation and
load disturbance.

The remainder of the paper is organized as follows. Section 2 describes the servo control system
of a PMSM as well as the certain modeling of the speed controller used in this paper. Section 3
illustrates the details of the SAN-GrHDP controller, and the learning algorithm associated. In Section 4,
the simulation of the speed control of the PMSM and the experimental setup based on SAN-GrHDP
are presented. The results prove the effectiveness of the proposed SAN-GrHDP by comparing with
the conventional SAN control approach. Finally, Section 5 presents our conclusions and a few future
study directions.

2. Model of Permanent Magnet Synchronous Motor Control System

Assuming that magnetic circuit saturation, hysteresis eddy current losses are disregarded and
the sinusoidal magnetic field is distributed in space, a surface-mounted PMSM is considered as the
controlled object. In d-q coordinates, the model of a surface mounted PMSM can be expressed as
follows [37,38]:

⎛⎜⎝ id ′

iq ′
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⎞⎟⎠ =
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Ld
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Lq

−TL
J
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where ud and uq are the stator d- and q-axes voltages, id and iq are the stator d- and q-axes currents,
Ld and Lq are the stator d- and q-axes inductances, np is the number of pole pairs, Rs is the stator
resistance, ω is the rotor angular velocity, ψ f is the flux linkage, TL is the load torque, and B is the
viscous friction coefficient.

The strategies of the vector control of PMSM have id = 0 control, power factor cos φ = 1 control,
the maximum torque control, maximum output power control, flux weakening control and so on.
The approach of id = 0 control which has many advantages such as small torque ripple and wide speed
range, is the most simple strategy of vector control and used in this article. The field oriented control
(FOC) diagram of PMSM system by id = 0 control approach is shown in Figure 1. There are three
controllers in the diagram: one speed tracking loop controller and two current tracking loop controllers.
The d- and q-axes currents id, iq can be calculated from the two-phase static coordinate currents iα, iβ

of PMSM by the PARK transform. Similarly, the iα, iβ currents can be obtained from the actual phase
currents of PMSM through the CLARK transform. The rotor angular velocity ω and rotor position
θ can be calculated from encoder. Usually, the reference current value i∗q is determined by the speed
loop controller output, and i∗d is set to zero. Due to saturation phenomena of PMSMs, some values
can depend on the operating point of the machine, such as rotor inductance and rotor resistance.
This can affect the performance and the accuracy of the conventional controller. The SAN-GrHDP
approach is a kind of machine learning algorithm (ADP approach). When motor parameters change,
the controller can learn from a complex, uncertain environment (controlled plant) according to the
optimal cost function, which is also the essence of ADP method [19]. Compared with the traditional
control approach, the SAN-GrHDP can realize self-regulation by critic network and provide an online
sequential control policy, not subject to the external load disturbances and parameter variations.
This article mainly discusses the external load disturbances rejection capacity of proposed control
strategy. The current-loop sampling period is 200 μs, and the speed-loop sampling time is ten times
that of the current-loop. The current-loop controllers require faster response. Therefore, the inner

337



Energies 2018, 11, 2355

current-loop controllers adopt the traditional PI controllers. Here, the task is to design a speed
controller based on SAN-GrHDP approach.

 

Figure 1. The field oriented control (FOC) diagram of permanent magnet synchronous motor (PMSM)
system by id = 0 control approach.

3. Single Artificial Neuron Goal Representation Heuristic Dynamic Programming Controller

Like the conventional GrHDP approach [21,39,40], the proposed SAN-GrHDP controller also
includes three approximate networks: an action network, a critic network, and a reference network.
The critic network is set to approximate the cost-to-go function in Bellman equation by online learning.
The reference network provides an adaptive internal reinforcement signal to facilitate the critic network
to better approximate the value function. Compared with the classic ADP structure, GrHDP approach
has an additional reference network to generate an internal goal-representation signal to facilitate
learning and optimization. It provides an effective method for the intelligent system to achieve the
goals by adaptive and automatic construction of internal goal representations [21]. This structure,
due to the addition of reference network, also has some disadvantages, such as complex structure and
high computation burden.

However, the action network of conventional GrHDP approach must be trained many times to
ensure the convergence of weights. Because the action network is BP network, and it is difficult to use
the conventional GrHDP approach for real-time control, especially in the field of PMSM speed control.
In this article, the traditional GrHDP approach is improved and the action network is replaced by SAN
control approach. Different from that of the conventional SAN control approach, the parameter K of
the action network (SAN) is not fixed, and can be updated through interaction with controlled object
in real time.

The schematic diagram of FOC by proposed SAN-GrHDP is shown in Figure 2. The ultimate
objective for the SAN-GrHDP controller is still to solve the Bellman’s optimal equation [20,22] as:

J∗(x, u) = min
u

(
r(x, u) + αJ∗

(
x′, u′)) (2)

so that the optimal control strategy can be achieved. Here the J∗(x, u) is the immediate cost incurred by
u at current time, the J∗(x′, u′) is refer to the one-step future cost, the α is a discounted factor (0 < α < 1),
and the r(x, u) is the external reinforcement signal.

Compared with conventional SAN control approach, the SAN-GrHDP approach has two
additional networks (i.e., the reference network and the critic network). The reference network
is related to the primary reinforcement signal r(t), and generates the internal reinforcement signal S(t)
to facilitate the critic network to better approximate the value function. The critic network generates
the cost function J(t), according to S(t).
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Figure 2. Schematic diagram of FOC by proposed single artificial neuron goal representation heuristic
dynamic programming (SAN-GrHDP).

3.1. Learning and Adaptation of Reference Network

The structure of the reference network is shown in Figure 3. It can be seen that the reference
network is designed with three-layer nonlinear architecture (including one hidden layer).

Input layer Hidden layer Output layer

( )e t

( )1e t −

( )u t

( )1u t −

( )S t

Nf
( )1
fw

( )2
fw

Figure 3. Schematic diagram of the reference network.

The feed-forward propagation formulas of the reference network are as follows:

S(t) =
N f

∑
i=1

w(2)
fi
(t)pi(t) i = 1, . . . , N f (3)

pi(t) =
1 − exp−qi(t)

1 + exp−qi(t)
i = 1, . . . , N f (4)

qi(t) =
4

∑
j=1

w(1)
fi,j
(t)aj(t) i = 1, . . . , N f (5)

a(t) = [e(t), e(t − 1), u(t), u(t − 1)] (6)
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where a(t) is the input vector of the reference network whose number is 4, including error value e(t)
at time t, error value e(t − 1) at time t − 1, action value u(t) at time t, and action value u(t − 1) at
time t − 1. qi(t) is the ith hidden node input of the reference network. pi(t) is the corresponding
output of the hidden node. Nf is the total number of the hidden nodes. S(t) is the output of the
reference network.

We define the error function of the reference network as [25]:

e f (t) = αS(t)− [S(t − 1)− r(t)] (7)

and the objective function to be minimized as:

Ef (t) =
1
2

e2
f (t) (8)

To calculate the back propagation through the chain rule, the weights updating rules can be
presented as follows [25]:

Δw(2)
f (t) (the weights adjustments of reference network for the hidden to the output layer):

Δw(2)
fi
(t) = l f (t)

⎡⎣− ∂Ef (t)

∂w(2)
fi
(t)

⎤⎦ (9)

∂Ef (t)

∂w(2)
fi
(t)

=
∂Ef (t)
∂e f (t)

∂e f (t)
∂S(t)

∂S(t)

∂w(2)
fi
(t)

= αe f (t)pi(t) (10)

Δw(1)
f (t) (the weights adjustments of reference network for the input to the hidden layer):

Δw(1)
fi,j
(t) = l f (t)

⎡⎣− ∂Ef (t)

∂w(1)
fi,j
(t)

⎤⎦ (11)

∂Ef (t)

∂w(1)
fi,j
(t)

=
∂Ef (t)
∂e f (t)

∂e f (t)
∂S(t)

∂S(t)
∂pi(t)

∂pi(t)
∂qi(t)

∂qi(t)

∂w(1)
fi,j
(t)

= αe f (t)w
(2)
fi

[
1
2

(
1 − p2

i (t)
)]

aj(t) (12)

3.2. Learning and Adaptation of Critic Network

The structure of the critic network is shown in Figure 4. It is designed with a three-layer nonlinear
architecture (with one hidden layer).

Input layer Hidden layer Output layer

( )e t

( )1e t −

( )u t

( )1u t −

( )J t

Nc
( )S t

( )2
cw

( )1
cw

Figure 4. Schematic diagram of the critic network.
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The feed-forward propagation formulas of the critic network are as follows:

J(t) =
Nc

∑
l=1

w(2)
cl (t)yl(t) l = 1, . . . , Nc (13)

yl(t) =
1 − exp−zl(t)

1 + exp−zl(t)
l = 1, . . . , Nc (14)

zl(t) =
5

∑
k=1

w(1)
cl,k (t)ck(t) l = 1, . . . , Nc (15)

c(t) = [S(t), e(t), e(t − 1), u(t), u(t − 1)] (16)

where c(t) is the input vector of the critic network which number is 5, including the internal
reinforcement signal S(t) (produced by reference network), error value e(t) at time t, error value
e(t − 1) at time t − 1, action value u(t) at time t and action value u(t − 1) at time t − 1. zl(t) is the lth
hidden node input of the critic network. yl(t) is the corresponding output of the hidden node. Nc is
the total number of hidden nodes. J(t) is the output of the critic network.

Define the error function of the critic network as [19,21]:

ec(t) = γJ(t)− [J(t − 1)− S(t)] (17)

and the objective function to be minimized as:

Ec(t) =
1
2

e2
c (t) (18)

To calculate the backpropagation through the chain rule, the weights updating rules can be
presented as follows [21]:

Δw(2)
c (t) (the weights adjustments of critic network for the hidden to the output layer):

Δw(2)
cl (t) = lc(t)

[
− ∂Ec(t)

∂w(2)
cl (t)

]
(19)
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= γec(t)yl(t) (20)

Δw(1)
c (t) (the weights adjustments of critic network for the input to the hidden layer):

Δw(1)
cl,k (t) = lc(t)
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∂w(1)
cl,k (t)

⎤⎦ (21)

∂Ec(t)

∂w(1)
cl,k (t)

=
∂Ec(t)
∂ec(t)
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∂J(t)
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∂yl(t)
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∂w(t)
cl,k (t)

= γec(t)w
(2)
cl

[
1
2

(
1 − y2

l (t)
)]

ck(t) (22)

3.3. Learning and Adaptation of Action Network

The structure of the action network (SAN) is shown in Figure 5. The SAN is employed
as the controller, which is different from the traditional GrHDP (action network is BP network).
The feed-forward propagation formulas of the SAN are introduced as follows [27]:

u(t) = u(t − 1) + K(t)Δu(t) (23)
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Δu(t) =
2

∑
i=1

wi(t)xi(t) (24)

{
w1(t) = w1(t − 1) + ηPe(t)u(t)(e(t) + Δe(t))
w2(t) = w2(t − 1) + ηI e(t)u(t)(e(t) + Δe(t))

(25)

{
x1(t) = e(t)− e(t − 1)
x2(t) = e(t)

(26)

where u(t) is the output of the action network (SAN), which is applied to the controlled object directly.
ηP, ηI are proportion, integral study rate respectively.

sum

Input layer Hidden layer Output layer

K

sum sum
1
-1

1
1

( )1w t

( )2w t
( )u t

( )1u t −

( )e t

( )1e t −

Figure 5. Schematic diagram of the action network (SAN).

The parameter K named neuron scale-up factor (where K > 0) is very important to the control
response performance. The selection of K is very difficult of traditional SAN control approach.
The control system will respond faster, if the K value is greater. However, the K value will lead to the
instability of the system, if it is out of a certain range.

The key point of the SAN-GrHDP approach is to use the approximate function J from critic
network to achieve the K value of optimization adjustment. Define “0” as the reinforcement signal for
“success”, and “−1” for “failure”, so Uc(t) is set to “0” for our following studies.

To calculate the backpropagation, the error function ea(t) is defined as follows [19]:

ea(t) = J(t)− Uc(t) (27)

and the objective function to be minimized as:

Ea(t) =
1
2

e2
a(t) (28)

For backward propagation, the error function of the reference network is not only related to the
primary reinforcement signal r(t), but also the internal reinforcement signal S(t).

To calculate the backpropagation through the chain rule, the error function of the critic network
involves the internal reinforcement signal S(t). The signal S(t) from reference network is related to
the primary reinforcement signal r(t). So the parameter K updating rules are composed of two parts:
one is from the critic network path and the other is from the reference network path.

The detailed learning and adaptation formulas can be presented as follows:

ΔK(t) = la(t)
[
−∂Ea(t)

∂K(t)

]
(29)

∂Ea(t)
∂K(t)

=
∂Ea(t)
∂J(t)

∂J(t)
∂K(t)

+
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∂J(t)
∂S(t)

∂S(t)
∂K(t)

(30)

Pa1 =
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Nc
∑

l=1
w(2)

cl (t)
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2
(
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l (t)
)]
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cl,4 (t)Δu(t)

(31)
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Pa2 =
∂Ea(t)
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(32)

where la(t) is the learning rate of the parameter K. In the end, the gradient descent rule is selected as
the tuning method of the parameter K, the formula is presented as follows:

K(t + 1) = K(t) + ΔK(t) (33)

4. Simulation and Experiment Results

4.1. Reinforcement Signal Design of Speed Controller

The SAN-GrHDP controller is a real-time controller with immediate online learning from the
surroundings, and its overall performance depends upon the design of the input, output and
reinforcement signal.

The input signal of the controller is designed as follows:⎧⎪⎨⎪⎩
e(t) = ω∗(t)− ω(t)
e(t − 1) = ω∗(t − 1)− ω(t − 1)
e(t − 2) = ω∗(t − 2)− ω(t − 2)

(34)

where ω(t) is actual angular velocity of PMSM (obtained by the encoder) in time t, ω∗(t) is the
reference angular velocity.

The output signal of the controller is i∗q . The cost-to-go function (reinforcement signal) is designed
as follows:

r(t) = 0.98 ∗ e(t) + 0.02 ∗ e(t − 1) (35)

Conventional controller designs are primarily based on on-linear analysis gear such as eigenvalue
analysis, Bode diagrams, Nyquist diagrams and so on. In contrast, the SAN-GrHDP is based
totally on online learning to regulate its parameters to reduce the reinforcement signal. Due to
the similar approximation functionality of the neural network, it’s far more liable to find the proper
mapping among the input and output signals to withstand the disturbance of PMSM parameters.
The critic network is used to approximate the cost-to-go function (reinforcement signal) r(t) in the
Bellman’s optimal equation of dynamic programming [20]. The Bellman’s optimal equation is shown
in Equation (2). The reference network is integrated in the typical ADP structure to approximate
an internal reinforcement signal S(t). The internal reinforcement signal is used to interact with the
operation of the critic network [21]. It can better facilitate the optimal learning and control over time to
accomplish goals [30].

It is known that the initial parameters are significant for the performance of the SAN-GrHDP
controller. Table 1 shows the parameters setting of the proposed SAN-GrHDP approach. Where, la(t)
is the learning rate of the action network, l f (t) is the learning rate of the reference network, and lc(t) is
the learning rate of the critic network. The learning rate of the reference network is usually set same
as the critic network. When these two learning rates are set too big, it will lead to instability of the
controller. When these two learning rates are set too small, the convergence rate of controller is slow.
When training offline, these two learning rates can be set bigger, and weights of these two networks
can be obtained rapidly. After offline training, these two learning rates can be set a little bit lower,
which can enhance the stability of the controller. The selection of K is very difficult in the traditional
SAN control approach. The control system will respond faster, if the K value is greater. However,
the K value will lead to the instability of the system, if it is out of a certain range. The rate of value K
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variation is decided by the learning rate of the action network, which is usually set according to the
experimental process. The α is the discount factor of the reference network, γ is the discount factor of
the critic network. The discount factor determine how much the t moment affects the previous t − 1
moment. If the discount factor is set too small, the effect of reinforcement learning signal at the current
moment is small; otherwise, the effect is large. They are usually set between 0.95 and 0.99. The N f is
the hidden node number of the reference network. The Nc is the hidden node number of the critic
network. Both the hidden node number of the critic network and the reference network are set to 8.
The more layers, the better performance of controller. However, the more layers need a more powerful
processor. According to experimental research, the quantity of layers is 8, so that computing speed
of DSP28335 processor is acceptable. For a more detailed description of the process for setting the
parameters of the ADP method readers may refer to relevant works [22].

Table 1. Parameters setting of the SAN-GrHDP approach.

Quantity Symbol Value

Learning rate of the action network la(t) 0.5
Learning rate of the reference network l f (t) 0.03

Learning rate of the critic network lc(t) 0.03
Discount factor of the reference network α 0.98

Discount factor of the critic network γ 0.95
Hidden node number of the critic network Nc 8

Hidden node number of the reference network N f 8

Using the ADP approaches with the characteristics of the interaction of the control object (vector
control system of PMSM). Through the evaluation value J of critic network, the state variable feedback
control object is calculated with the gradient descent rule, to guide the selection of SAN controller’s K
value, expressed as follows:

K(t + 1) = K(t) + ΔK(t) = K(t) + la(t)
[
−∂Ea(t)

∂K(t)

]
= K(t) + la(t)

[
−1

2
∂
(

J2(t)
)

∂K(t)

]
(36)

The detailed learning and adaptation are shown in Equations (27)–(33).The selection of K value
is used to promote the rapid convergence of the J value. The appropriate K value is selected and
applied to the SAN (action network), and the optimal control value is output to vector control system
of PMSM directly. The detailed calculating process is shown in Equations (23)–(26). The SAN-GrHDP
optimal control output signal is q-axis current reference value i∗q of vector control system of PMSM.
The weights of the reference network and critic network in SAN-GrHDP approach are initialized
randomly. For comparative studies, the parameters of SAN approach are set the same as the
SAN-GrHDP approach.

4.2. Learning Process of Single Artificial Neuron Goal Representation Heuristic Dynamic Programming Speed
Controller for Permanent Magnet Synchronous Motor

In the field of oriented control system of PMSM, speed difference is usually chosen as the input
signal for the speed controller. In this SAN-GrHDP controller, previous control output is usually used
as a supplementary signal input of the controller, so the controller input is of error value e(t) at time
t, error value e(t − 1) at time t − 1, error value e(t − 2) at time t − 2, previous control output value
u(t − 1), and the controller output is u(t). The optimization parameters of controller will be updated
accordingly by online learning. The data flowchart is shown in Figure 6 and the algorithm training
process is described as follows:

(1) Initialize the various parameters of the SAN-GrHDP, such as neural network learning rate,
the initial weights values of neural network, discount factor and so on.
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(2) Observe the differences of speed and obtain the control signal u(t) that is q-axis current reference
value for the control system of PMSM.

(3) Calculate the internal reinforcement learning signal S(t), and the value function signal J(t).
(4) Retrieve the previous time data S(t − 1) and J(t − 1), calculate the temporal difference errors

and obtain the objective functions in reference network and critic network.
(5) Update the weights values of reference network, critic network and the K value of action

network (SAN).
(6) Repeat from the second step when entering the t + 1 step.

 

Figure 6. Flowchart of the SAN-GrHDP procedure.

4.3. Simulation and Experimental Results

The weights of the reference network and critic network in SAN-GrHDP approach are initialized
randomly. For comparative studies, the parameters of SAN control approach are set the same as
the SAN-GrHDP approach. To check the overall performance of the SAN-GrHDP control approach,
simulation, and experiment on the speed control system of PMSM are carried out.

4.3.1. Simulation Results

To compare the disturbance rejection performance of both approaches, the comparative simulation
of the proposed SAN-GrHDP control approach and the traditional SAN control approach are
implemented on Simulink Matlab2016a (MathWorks, Natick, MA, USA). The parameters of the
PMSM used in the simulation are listed in Table 2. The parameters of both current PI are the same:
the proportional coefficient is 9, the integral coefficient is 3375. The saturation limit of the q-axis
reference current i∗q is ±10 A. The initial load of PMSM is 0.2 N·m.

Table 2. Parameters setting of the PMSM.

Parameter Symbol Value

Rated Voltage V 36 V
Rated Current I 4.6 A

Maximum Current Imax 13.8 A
Rated Power P 100 W
Rated Torque T 0.318 N·m

Stator Phase Resistance R 0.375 Ohm
Motor Inertia SI 0.0588 kg·m2·10−4

Pole Pairs Pn 4 Pair
Q-axis Inductance Lq 0.001 H
D-axis Inductance Ld 0.001 H

Incremental Encoder Lines N 2500PPR
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Figure 7 shows that simulation responses under SAN and SAN-GrHDP approaches in the presence
of load torque disturbance at 1300 rpm. Figure 8 shows that simulation responses under SAN and
SAN-GrHDP approaches in the presence of load torque disturbance at 800 rpm. Figure 7a shows
that the SAN-GrHDP-based controller gives the same settling time with a same overshoot compared
with the SAN-based controller, in the case of 1300 rpm reference speed. Figure 8a shows that the
SAN-GrHDP-based controller gives the same settling time with a same overshoot compared with the
SAN-based controller, in the case of 800 rpm reference speed. It can also be seen that, when a load
torque 0.5 N·m is applied at 0.1 s, the SAN-GrHDP approach has less speed fluctuation than the
traditional SAN approach.

Figure 7b shows that the q-axis current response under SAN and SAN-GrHDP approaches in the
presence of load torque disturbance at 1300 rpm. It shows that the q-axis current iq is quite large at
the moment of the start of PMSM. The i∗q is much less than 10 A, which is the saturation limit of the
output. As the speed is steady, the actual q-axis current iq decreases down to reference q-axis current i∗q .
It can also be seen that, when a load torque 0.5 N·m is applied at 0.1 s, the actual q-axis current iq of
both approaches rise quickly under the sudden load disturbance impact. However, the SAN-GrHDP
approach has less current fluctuation than the traditional SAN control approach. Figure 8b shows that
the q-axis current response under SAN and SAN-GrHDP approaches in the presence of load torque
disturbance at 800 rpm. It can be seen from the Figures 7b and 8b, when the same load torque 0.5 N·m
is added suddenly at different speed, the q-axis current response at 1300 rpm is same as 800 rpm.

The evolution of the neural network parameters is presented in the SAN-GrHDP controller at
1300 rpm in Figure 7c–e. Figure 7c shows that the trajectory of the parameter K. At the load disturbance
time (0.1 s), the neural network weights are adapting dramatically, which is constant with the full-size
adjustments in the reinforcement signals, as shown in Figure 7d,e. The reason is that in spite of the load
mutation, the system is converting according to the controller learning surroundings, so that it adapt
its parameters to provide the most suitable control signal for the system again to achieve its normal
working point. The evolution of the neural network parameters is presented in the SAN-GrHDP
controller at 800 rpm in Figure 8c–e.

SAN
SAN-GrHDP

 

SAN
SAN-GrHDP

(a) (b) 

Figure 7. Cont.
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(c) (d) 

(e) 

Figure 7. Simulation responses under SAN and SAN-GrHDP approaches in the presence of load torque
disturbance at 1300 rpm. (a) Speed. (b) iq. (c) K value of the SAN-GrHDP approach. (d) S value of the
SAN-GrHDP approach. (e) J value of the SAN-GrHDP approach.

 
(a) (b) 

Figure 8. Cont.
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(c) (d) 

(e) 

Figure 8. Simulation responses under SAN and SAN-GrHDP approaches in the presence of load torque
disturbance at 800 rpm. (a) Speed. (b) iq. (c) K value of the SAN-GrHDP approach. (d) S value of the
SAN-GrHDP approach. (e) J value of the SAN-GrHDP approach.

4.3.2. Experimental Results

An experimental platform for a PMSM device is built to evaluate the overall performance of the
proposed SAN-GrHDP control approach. The configuration and the experimental test setup are shown
in Figures 9 and 10, respectively.

Figure 9. Configuration of the experimental system.
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Figure 10. Experimental test setup.

All the control algorithms, which include the SVPWM technique, are implemented by using this
system of the floating DSP TMS320F28335 with a clock frequency of one hundred and fifty MHz,
the usage of a C-language. The current-loop sampling period is 200 μs, the speed loop sampling time
is ten times that of the current loop. The saturation restriction of the q-axis reference current is ±10 A.
The PMSM is driven by using an intelligent power module (IPM) PS21965, which is designed by the
Mitsubishi Company (Tokyo, Japan). The phase currents are measured by Hall sensors, converted to
voltages by sampling resistances and AD7606 converter. The rotor speed and absolute rotor position
can be measured by the incremental position encoder of 2500 lines. The speed and q-axis current
signals are displayed on the oscilloscope, through a DAC converter (AD5344) output.

The parameters of both current PI units are the same: the proportional coefficient is 0.2, the integral
coefficient is 0.006. The parameters of SAN are as follow: ηp = 0.05, ηI = 0.05. The initial value of
scale-up factor K = 0.01. The parameters of SAN-GrHDP are shown in Table 1, the parameters of action
network are same as SAN control approach.

Figure 11 shows the experimental response curves of speed and iq with sudden load disturbance
by SAN control approach at 1300 rpm. Figure 12 shows the experimental response curves of speed
and iq with the same sudden load disturbance by SAN-GrHDP approach at 1300 rpm. From Figure 11,
it can be seen that the speed of SAN approach fluctuates greatly when load is added. It can be inferred
from Figure 11 that the control effect of SAN can be improved with application of the machine learning
(GrHDP) to tuning the K value. The proposed control strategy can quickly stabilize the speed when
load is added. Figures 13 and 14 show the comparative experimental response curves with the SAN
and proposed SAN-GrHDP approach at 800 rpm, respectively. The experimental results in Figures 13
and 14 are similar in Figures 11 and 12. From the experimental results, it can be seen that there are some
differences from the results of simulation. The reason is that the PMSM model in simulation is ideal,
and it has some disparities in practical application. In the process of experiment, the fluctuation error
of speed is greater than the simulation result in steady state. The proposed SAN-GrHDP approach is
a kind of machine learning algorithm (ADP). It can learned by itself according to the environmental
characteristics. Therefore, the weights of neural networks in experiment are different from that of
simulation. This is also the reason for disparities between simulation and experimental results. It is
found that compared with the SAN control approach, the proposed SAN-GrHDP approach indicates
a higher disturbance rejection potential, with much less speed fluctuation and shorter recovering time
towards load disturbance.
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(a) 

 
(b) 

Figure 11. Experimental responses under SAN in the presence of load torque disturbance at 1300 rpm.
(a) Speed; and (b) iq.

 
(a) 

 
(b) 

Figure 12. Experimental responses under SAN-GrHDP in the presence of load torque disturbance at
1300 rpm. (a) Speed; and (b) iq.
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(a) 

 
(b) 

Figure 13. Experimental responses under SAN in the presence of load torque disturbance at 800 rpm.
(a) Speed; and (b) iq.

 
(a) 

 
(b) 

Figure 14. Experimental responses under SAN-GrHDP in the presence of load torque disturbance at
800 rpm. (a) Speed; and (b) iq.
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5. Conclusions

In order to improve the disturbance rejection capacity of PMSM closed-loop systems, the design
and implementation of a novel adaptive speed controller for a PMSM was investigated in this paper.
This controller was a composite reinforcement learning control approach which combines SAN and
GrHDP collectively, namely SAN-GrHDP. The proposed control approach could develop an internal
reinforcement learning signal to adjust the K value of the traditional SAN control approach, whenever
external parameters varies.

From our simulation and experimental results, it could be concluded that the dual closed-loop
structures of PMSM under the proposed SAN-GrHDP approach had a satisfying dynamic overall
performance. The composite SAN-GrHDP approach was able to achieve a fulfilling performance with
speedy temporary reaction, precise disturbance rejection capacity.

Because of the uncertainty of the network weights, most articles about the ADP approach put
all the emphasis on the simulation part, instead of actual applications. In this article, the traditional
GrHDP approach was improved and the action network was replaced by SAN. The stability of this
proposed algorithm could be improved in practical applications by using SAN. The core idea of the
proposed algorithm is machine learning. At this stage, there are still some unstable situations in
practical applications, such as longer training time, complex structure, and so on. However, it is
promising to apply it in actual control system to solve electric engineering problems.

Finally, perspectives on future research may be listed as follows. (1) The learning rate of the neural
network can be chosen in an optimal way; (2) The success rate of the algorithm should be improved;
(3) A rigorous stability analysis is required to show the convergence of SAN-GrHDP approach;
(4) The critic and reference neural networks should be replaced by other mathematical models; (5) Some
experimental designs of internal disturbance rejection capacity (PMSM parameter variations) of
proposed SAN-GrHDP approach should be discussed in detail; (6) Only one input variable (PMSM
speed) is taken into consideration in the proposed scheme. Therefore, further investigation can expand
it to a more generalized case of multi-variables.
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Acronyms

PMSM Permanent magnet synchronous motor
FOC Field oriented control
SAN-GrHDP Single artificial neuron goal representation heuristic dynamic programming
SAN Single artificial neuron
DSP Digital signal processor
RL Reinforcement learning
ADP Adaptive dynamic programming
GrHDP Goal representation heuristic dynamic programming
HDP Heuristic dynamic programming
DHP Dual heuristic dynamic programming
GDHP Globalized dual heuristic dynamic programming
BP Back propagation
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Constants

Ld Stator d-axes inductance
Lq Stator q-axes inductance
Rs Stator resistance
ψ f Flux linkage
B Viscous friction coefficient
np Number of pole pairs
N f The hidden node number of the reference network
Nc The hidden node number of the critic network

Variables

K Neuron scale-up factor
ud Stator d-axes voltage
uq Stator q-axes voltage
id Stator d-axes current
iq Stator q-axes current
TL Load torque
iα d-axes static coordinate current
iβ q-axes static coordinate current
θ Rotor position
i∗q q-axes reference current
α Discounted factor of reference network (0 < α < 1)
γ Discounted factor of critic network (0 < γ < 1)
r External reinforcement signal
S Internal reinforcement signal
J Cost function
a Input vector of the reference network
u Control signal
qi ith hidden node input of the reference network
pi ith hidden node output of the reference network

Δw(2)
f The weights adjustments of reference network for the hidden to the output layer

Δw(1)
f The weights adjustments of reference network for the input to the hidden layer

c Input vector of the critic network
zl lth hidden node input of the critic network
yl lth hidden node output of the critic network

Δw(2)
c The weights adjustments of critic network for the hidden to the output layer

Δw(1)
c The weights adjustments of critic network for the input to the hidden layer

ηP Proportion study rate of SAN
ηI Integral study rate of SAN
la Learning rate of the parameter K
ω Actual angular velocity of PMSM
ω∗ Reference angular velocity of PMSM
l f Learning rate of the reference network
lc Learning rate of the critic network
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Abstract: For salient-pole permanent magnet synchronous motor (PMSM), the amplitude of extended
back electromotive force (EEMF) is determined by rotor speed, stator current and its derivative value.
Theoretically, even at extremely low speed, the back EEMF can be detected if the current in q-axis is
changing. However, it is difficult to detect the EEMF precisely due to the current at low speed. In this
paper, novel full-order multi-input and multi-output discrete-time sliding mode observer (SMO) is
built to detect the rotor position. With the proposed rotor position estimation technique, the motor
can start up from standstill and reverse between positive and negative directions without a position
sensor. The proposed method was evaluated by experiment.

Keywords: sliding mode observer (SMO); permanent magnet synchronous motor (PMSM); extended
back electromotive force (EEMF); position sensorless

1. Introduction

Permanent magnet synchronous motor (PMSM) has many benefits, such as high efficiency,
high power density, and good dynamic performance, which has been widely used in various kinds of
industrial and domestic applications [1,2].

As is well known, rotor position is required in high-performance control of PMSM, which is
usually obtained by using an external dedicated sensor. However, the position sensor may increase
cost, weight, volume, and complexity; reduce reliability; and restrict the application area [3,4].

To detect the rotor position information directly from the model of PMSM, various kinds of
strategies have been proposed up to date, such as voltage model based methods [5,6], Kalman filter
based methods [7,8], and state observers based methods [9,10]. Among them, sliding mode observer
(SMO) is a very promising option [11–13].

The SMO-based rotor position estimation algorithm of salient-pole PMSM is more complicated
than that of non-salient pole PMSM [14]. In αβ coordinate system, the state equations of salient-pole
PMSM are coupled with each other. The amplitude of the extended back electromotive force (EEMF)
is determined by rotor speed, stator current and its derivative value. It is a challenge to estimate the
EEMF accurately [12,13].

To obtain the rotor position of salient-pole PMSM, some SMO-based methods have been proposed.
To facilitate digital control applications, a discrete-time SMO is constructed in [11], and a kind
of position extraction algorithm is proposed to mitigate the oscillations. In [14], a rotor position
estimation method based on extended flux model is proposed, while a discrete-time SMO and a position
compensator are designed. A full-order discrete-time SMO-based position sensorless control method
is introduced in [15], where the modeling uncertainties and external disturbances are considered.
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Energies 2018, 11, 2423

However, in these studies, two single input and single output (SISO) SMO are built in α-axis and
β-axis, respectively, while the effect of coupling is neglected. A signum function or a sigmoid function
is used as switching function, which cannot guarantee the convergence in the boundary layer [16].
During load (torque and/or speed) variations, it is a challenge to estimate the EEMF accurately [13].
Due to unwanted chattering, a filter is required to achieve desired back EEMF signal, which may cause
phase shift and estimation error in the rotor position.

In this paper, an alternative rotor position estimation strategy for salient-pole PMSM is proposed.
To improve the estimation results, the transient state of back EEMF is considered [17]. A fourth-order
state equation of salient-pole PMSM in αβ coordinate system is established; the state vector consists of
currents and back EEMF. As the state vector is four-dimensional and input vector is two-dimensional,
a novel multiple input and multiple output (MIMO) sliding mode observer is built for the system.
To facilitate digital control applications, the sliding mode observer is studied in the discrete-time
field. Pole placement technique [18,19] is used to design the switching surface; desired dynamic
characteristics can be achieved through eigenvalue placement. To force the state trajectories reach
and subsequently remain on the eventual sliding surface with a good movement quality, free
hierarchical law is adopted as switching scheme, and discretized reaching law [20] is used to design
the quasi-sliding mode and reaching process. Reaching law approach has many merits, such as
guaranteeing robustness, reducing chattering, and revealing the motion mechanism of the system [21].

This paper is organized as follows: the SMO-based position sensorless control strategies for
salient-pole PMSM are introduced in Section 1. In Section 2, a full-order state equation of salient-pole
PMSM is built. In Section 3, a full-order SMO is proposed to detect the back EEMF and rotor position.
In Section 4, the experimental results of the proposed position sensorless control are given. The paper
is concluded in Section 5.

2. Full-Order State Equation of Salient-Pole PMSM

The model of salient-pole PMSM is shown in Figure 1. A, B and C are the three phase windings,
αβ represents the stationary reference frame, and dq means the rotating reference frame.

Figure 1. Illustration of the salient-pole permanent magnet synchronous motor (PMSM) model.
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The motor equation in dq coordinate frame is expressed as Equation (1) [11].[
ud
uq

]
=

[
R + PLd, − ωLq

ωLq, R + PLd

] [
id
iq

]

+

[
0, 0

ω(Ld − Lq), − P(Ld − Lq)

] [
id
iq

]

+

[
0

ωψPM

] (1)

where P is a derivative operator; Rs is stator resistance; ω is electrical rotor speed; θ is electrical rotor
angle; ψPM is PM flux linkage; Ld, Lq are stator inductances; ud, uq are stator voltages; and id, iq are
stator currents.

To facilitate the rotor position estimation, inverse Park transformation is used to transform
Equation (1) into αβ coordinate frame, as shown in Equation (2).[

uα

uβ

]
=

[
R + PLd, ω(Ld − Lq)

− ω(Ld − Lq), R + PLd

] [
iα

iβ

]

+ {(Ld − Lq)(ωid − Piq) + ωψPM}
[

− sin θ

cos θ

] (2)

As is shown in Equation (2), the state equations in α-axis and β-axis couples with each other.
The second term in the right side of Equation (2) is the EEMF; the amplitude of the EEMF is determined
by rotor speed, stator current and its derivative value.

The differential of iq exists in the EEMF. Even the motor is standstill, only if the current iq changes,
the EEMF is not zero. This property is useful for the motor to start up from zero speed and reverse
from one direction to the other.

Let η denotes the term (Ld − Lq)(ωid − Piq) + ωψPM, then the current model of PMSM is shown
as Equation (3). [

Piα
Piβ

]
= 1

Ld

[
− R , − ω(Ld − Lq)

ω(Ld − Lq), − R

] [
iα
iβ

]

+ 1
Ld

[
uα

uβ

]
− 1

Ld

[
eα

eβ

] (3)

eα and eβ in Equation (3) are EEMF, which can be expressed as Equation (4). In conventional
second-order SMO-based encoderless control methods, the derivatives of the EMF terms are assumed
to be zero (de/dt = 0), so the dynamic performance is limited [17,22].[

eα

eβ

]
= η

[
− sin θ

cos θ

]
(4)

The differential equation of EEMF is shown as Equation (5) [23].[
Peα

Peβ

]
= ω

[
−eβ

eα

]
(5)

Combining Equations (3) and (5), a full-order state equation of PMSM is shown in Equation (6).
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[
Peαβ

Piαβ

]
=

[
A11 O
A21 A22

] [
eαβ

iαβ

]
+

[
O
B1

]
uαβ (6)

where,
iαβ = [iα, iβ]

T , eαβ = [eα, eβ]
T , uαβ = [uα, uβ]

T

A11 = ω J2, A21 = −B1 = − 1
Ld

I2,

A22 = − R
Ld

I2 + ω
Ld−Lq

Ld
J2,

I2 =

[
1 0
0 1

]
, J2 =

[
0 − 1
1 0

]
, O =

[
0 0
0 0

]

3. Full-Order Sliding Mode Observer Design

Based on motor state Equation (6), estimated state equation is shown in Equation (7).[
Pêαβ

Pîαβ

]
=

[
A11 O
A21 A22

] [
êαβ

îαβ

]

+

[
O
B1

]
uαβ +

[
M
N

]
zαβ

(7)

where îαβ are estimated currents; êαβ are estimated EEMF; zα and zβ are inputs of the estimator,
zα = f (îα − iα); zβ = f (îβ − iβ); M = mI2; and N = nI2.

Subtracting Equation (6) from Equation (7), estimation errors are shown in Equation (8).[
Pēαβ

Pīαβ

]
=

[
A11 O
A21 A22

] [
ēαβ

īαβ

]
+

[
M
N

]
zαβ (8)

where ēαβ = êαβ − eαβ and īαβ = îαβ − iαβ.
Equation (8) is a Multi-Input and Multi-Output (MIMO) system, which can be expressed as

Equation (9).
ẋ0 = Ax0 + Bz (9)

where x0 ∈ R4 is a state vector, and z ∈ R2 is a input vector.
A linear transformation shown as Equation (10) is used to transform Equation (9) into a regular

form that has reduced-order, simpler computation, and equivalent dynamics [24].

x = Tx0

T =

[
I2 − MN−1

0 I2

] (10)

After transformation, the regular form of the sliding mode observer is shown as Equation (11).

ẋ = Ãx + B̃z (11)

where,

Ã = TAT−1 =

[
Ã11 Ã12

Ã21 Ã22

]
, B̃ = TB =

[
0
M

]
,

Ã11 = A11 − m
n A21, Ã21 = A21, Ã22 = m

n A21 + A22

Ã12 = (A11 − m
n A21)

m
n I2 − m

n A22
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To facilitate digital processor applications, the SMO is studied in discrete-time field.
The discrete-time form of the SMO in Equation (11) is expressed as Equation (12).

x(k + 1) = Dx(k) + Ez(k) (12)

For the Multiple Input and Multiple Output (MIMO) system, a SMO is designed to estimate the
currents and back EEMF in α-axis and β-axis. The scheme is shown as Figure 2.

Figure 2. Sliding mode observer diagram.

The design of the sliding mode control involves two parts: switching surfaces and switching
trajectory, as shown in Figure 2. The switching surfaces are designed to ensure the system has desired
dynamic characteristics. System state trajectories should reach and remain on the eventual switching
surface [19,21].

The dynamics of the system only depends on switching surfaces and is not influenced by system
structure and parameter uncertainties [13].

Linear switching surfaces are used in the variable structure control. There are two inputs, so two
switching surfaces are designed, which are shown as S1 and S2 in Figure 2.

Si(k) = C̃x(k) (13)

where i = 1, 2, C̃ ∈ R2×4

The eventual switching surface is S0, which is shown as Equation (14).

S0 = S1 ∩ S2 (14)

When the sliding mode is enforced in the switching surface, the system’s dynamic characteristics
are determined by sliding eigenvalues [19].

In the following, the matrix C̃ is expressed as C̃ = [C̃1, C̃2], C̃1 ∈ R2×2 and C̃2 ∈ R2×2 are
unknown.

As the design of switching surface is not affected by C̃2, it can take any arbitrary value[18,19].
To simplify the switching function, C̃2 is set as a unit matrix I2.

Equation (12) can be expressed as Equation (15), and the switching function Equation (13) can be
expressed as Equation (16).

x1(k + 1) = D11x1(k) + D12x2(k)
x2(k + 1) = D21x1(k) + D22x1(k) + Ez(k)

(15)

S(k) = C̃x(k) = C̃1x1(k) + C̃2x2(k) (16)
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Equation (16) can be transformed to Equation (17).

x1(k) = x1(k)
x2(k) = C̃−1

2 S(k)− C̃−1
2 C1x1(k)

(17)

Substituting Equation (17) into Equation (15):

x1(k + 1) = (D11 − D12C̃−1
2 C̃1)x1(k) + D12C̃−1

2 S(k) (18)

S(k + 1) = [C̃1D11 + C̃2D21]x1(k)
− [(C̃1D12 + C̃2D22)C̃−1

2 C̃1]x1(k)
+ (C̃1D12 + C̃2D22)C̃−1

2 S(k) + C̃2Ez(k)
(19)

When the switching trajectory arrives at the switching surface, S(k) ≈ 0. Substituting S(k) = 0
into Equation (18):

x1(k + 1) = (D11 − D12F)x1(k)
F = C̃−1

2 C̃1, F ∈ R2×2 (20)

Assume the desired poles of the system are λ1 and λ2.

det(λI2 − (D11 − D12F)) = (λ − λ1)(λ − λ2) (21)

Matrix F can be calculated based on Equation (21), and C̃1 can be obtained according to F and
Equation (20). The switching functions are achieved by substituting C̃1 and C̃2 into Equation (13).

In this control system, there are three switching surfaces (S0, S1, S2). Free-order switching scheme
is adopted, as shown in Figure 2.

Discrete-time reaching law is used to design the sliding mode trajectory, which is shown as
Equation (22).

S(k + 1)− S(k) = −qTsS(k)− εTssgn(S(k))
ε > 0, q > 0, 1 − qTs > 0

(22)

where ε ∈ R2×2 and q ∈ R2×2 are diagonal matrices.
According to Equations (12) and (13), S(k + 1) can be expressed as Equation (23).

S(k + 1) = C̃x(k + 1) = C̃Dx(k) + C̃Ez(k) (23)

Combining Equations (22) and (23), inputs of the system z(k) are shown as Equation (24).

z(k) = (C̃E)−1[C̃(I4 − D)x(k)− εTssgn(S(k))− qTsC̃x(k)] (24)

Substituting Equation (24) into Equation (12), the sliding mode trajectory is shown as Equation (25).

x(k + 1) = (D + E(C̃E)−1C̃(I2 − D))x(k)
− (E(C̃E)−1qTsC̃)x(k)
− E(C̃E)−1εTssgn(S(k))

(25)

Substituting Equation (24) into the discrete-time form of Equation (7), state variables of the system,
including currents (iα, iβ) and EEMF signals (eα, eβ), can be achieved.

An angle-tracking observer (ATO) is used to estimate rotor angle and speed from estimated EEMF
signals [22,25]. Because the amplitude of EEMF changes with speed, normalization is adopted in the
observer. The position error is shown as Equation (26).

ξN = − 1√
ê2

α + ê2
β

(êα cos θ̂e + êβ sin θ̂e) (26)
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The scheme of the ATO is shown as Figure 3, and rotor position is achieved by Equation (27).

Figure 3. Angle-tracking observer.

θ̂e =
1
s
(Kp +

Ki
s
)ξN (27)

where Kp and Ki are parameters of the PI regulator in Figure 3.

4. Experimental Results

The proposed encoderless method is shown as Figure 4. A conventional full-order discrete-time
SMO-based position sensorless control method [15] and the proposed method are compared under
the same condition. When Sw = 1, the proposed method is used, otherwise the conventional method
is used. The comparison includes computation time, speed variation and torque variation. To show
the effectiveness of the proposed method in low speed range, speed reversal experiment and startup
experiment are implemented.

Figure 4. Rotor position and speed estimation diagram.

The test bench is shown as Figure 5. The inverter is a specially designed two-level three phase
voltage source inverter, the type of the MOSFETS (IXFR180N10, IXYS corporation, Leiden, Netherlands)
is IXFR180N10, and the current sensor is T60404-N4646-X100. The parameters of the salient-pole
PMSM are shown in Table 1. The ratio between amplitude of back EEMF and speed is very low,
which is a severe condition for back EEMF based position sensorless control methods when working
in low speed range.

A DC motor is mechanically coupled with the salient-pole PMSM to produce the load torque,
an adjustable resistor that connected to the terminal of the DC motor is used to change the load torque.
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An absolute encoder is used to measure the actual position used for comparison. Both the switching
frequency and sampling frequency are 10 kHz.

Figure 5. The test bench.

Table 1. Parameters of the tested IPMSM.

Parameter Value

Rated torque 2 Nm
Rated current/voltage (rms) 50 A/13 V

Number of pole pairs 5
d/q-axis inductance 0.05/0.095 mH

Resistance 18 mΩ
Rated speed 2000 rpm

The moment of inertia 0.00187 kg·m2

PM flux linkage 0.00707 Vs

In the figures shown in the Experimental Results, “Red” represents the reference signals,
“Black” means measured signals, “Green” represents the signals that are achieved by using convention
method and “Blue” denotes the signals that are obtained by using the proposed method.

4.1. Computation Load Comparison

To evaluate the computational load of the two methods, computation time are compared. In this
experiment, the turnaround time is used as a criterion, which can be read directly from the control
desk of dSAPCE. The turnaround time includes the communication time, data conversion time,
code implementation time and data saving time. Except for code implementation time, the other times
of the two methods are the same.

The turnaround time of the two strategies is shown in Table 2. Compared with the conventional
method, the time increase of the proposed method is 3.4% of the sampling period.

Table 2. Turnaround time comparison of the conventional method and the proposed method.

Time Value

Conventional method t1 (μs ) 8.9
Proposed method t2 (μs ) 12.3
Increased time t2 − t1 (μs) 3.4
Sampling period Ts (μs) 100

Increased time percentage (t2 − t1)/Ts 3.4%
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4.2. Speed Variation Comparison

In this experiment, the motor accelerates from 100 rpm to 2000 rpm and then decelerates to
100 rpm without load torque. To make a fair comparison, the switching surface of the proposed
method is adjusted to make the estimation error between the proposed method and conventional
method is approximately equal at 100 rpm.

During this process, the reference speed, measured speed, estimated speed, speed estimation
error and electrical position estimation error are given in Figure 6. The experimental results of the
conventional method are shown in Figure 6a, while the experimental results of the proposed method
are shown in Figure 6b.

Figure 6. The speed changes from 100 rpm (0.05 p.u.) to 2000 rpm (1 p.u.): (a) conventional method;
and (b) proposed method. “Red Line” represents the reference signals, “Green Line” represents the
signals that are achieved by using convention method and “Blue Line” denotes the signals that are
obtained by using the proposed method.

The experimental results show that, at 100 rpm, the speed estimation errors of the two methods
are almost the same. With the increase of speed, the speed estimation error of the proposed method is
smaller than that of the conventional method. At 2000 rpm, the speed estimation error of the proposed
method is about 50% of the conventional method.

At 100 rpm, the electrical rotor position estimation errors of the two methods are similar.
During the speed variation process, the maximum electrical rotor position estimation error of the
conventional method is −0.2 rad, and the maximum electrical rotor position estimation error of the
proposed method is −0.1 rad. At 2000 rpm, the phase lag of the conventional method is 0.1 rad, and the
phase lag of the proposed method is zero.
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4.3. Torque Variation Comparison

In this experiment, the motor operates under speed control; the speed is 1500 rpm (0.75 p.u.).
In the beginning, the load torque is 0.2 Nm (0.1 p.u.), a load torque 1.2 Nm (0.6 p.u.) is provided
to the motor as a disturbance, and then the load torque is reduced to 0.2 Nm (0.1 p.u.). During the
torque variation process, the electromagnetic torque, load torque, measured speed, estimated speed,
electrical position estimation error and speed estimation error are shown as Figure 7.

Figure 7. The load torque changes from 0.2 Nm (0.1 p.u.) to 1.2 Nm (0.6 p.u.): (a) conventional method;
and (b) proposed method. “Black Line” means measured signals, “Green Line” represents the signals
that are achieved by using convention method and “Blue Line” denotes the signals that are obtained by
using the proposed method.

The experimental results show that, during the torque disturbance process, both the electrical
rotor position and speed estimation errors of the proposed method are significantly lower than those
of the conventional method.

4.4. Speed Reversal

With the conventional full-order discrete-time SMO, the motor can not reverse from one direction
to the other without position sensor in this experiment. Therefore, in this section, only the experimental
results of the proposed method are shown.
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The motor reverses between 200 rpm (0.1 p.u.) and −200 rpm (−0.1 p.u.). The reference speed,
measured speed, estimated speed, measured rotor position, estimated rotor position, currents in d-axis
and q-axis, speed estimation error and electrical position estimation error are shown in Figure 8.

Figure 8. The speed changes between 200 rpm (0.1 p.u.) and −200 rpm (−0.1 p.u.). “Red Line”
represents the reference signals, “Black” means measured signals and “Blue Line” denotes the signals
that are obtained by using the proposed method.

The experimental results show that the motor can reverse successfully from one direction to the
other. During the reversal process, the maximum electrical rotor position and speed estimation errors
occur around zero speed. The maximum electrical rotor position estimation error is 0.4 rad, and the
maximum rotor speed estimation error is 15 rpm.
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4.5. Start up from Standstill

With the conventional full-order discrete-time SMO, the motor cannot start up from standstill
in this experiment. Therefore, in this section, only the experimental results of the proposed method
are shown.

The initial rotor position is achieved by initial rotor position Estimation [26]. During the
startup process, the reference speed, measured speed, estimated speed, measured rotor position,
estimated rotor position, phase current, electrical position estimation error and speed estimation error
are shown in Figure 9.

Figure 9. The motor starts up from zero speed to 200 rpm (0.1 p.u.).

The experimental results show that the motor can start up successfully from standstill. During the
startup process, the maximum speed estimation error is 8 rpm and the maximum electrical rotor
position estimation error is −0.27 rad.

5. Conclusions

This paper proposes a novel position sensorless control strategy for PMSM considering saliency.
A novel full-order SMO is built to estimate the rotor position. The effectiveness of the proposed method
is validated on a low voltage salient-pole PMSM.
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The performance of a conventional full-order SMO-based position sensorless control method
and the proposed method are compared under the same condition. The computational burden of the
proposed method is higher than that of the conventional method. In the test bench, the computation
time increase is 3.4% of the sampling period. With the rapid development of fast microprocessors, the
computational time increase can be ignored.

During speed variation and torque variation process, the performance of the proposed method is
obviously better than that of the conventional method. The rotor speed estimation error and position
estimation error of the proposed method are about 50% of the conventional method. During speed
variations, there is no phase lag in the proposed method. Based on the proposed method, the motor can
reverse between positive and negative directions and start up from standstill without a position sensor.

The rotor position is estimated based on the the differential of iq, so the proposed method can
be used for salient-pole PMSM with different load at stand still and low speed. However, due to the
restriction of the test bench, it is incapable of producing satisfied load torque at low speed. In the next
step, a new test bench will be built to repeat the experiments under heavy mechanical load at zero
speed and low speed.

The proposed position sensorless control method can be used for salient-pole PMSMs in electrical
car, robot joints, etc., where startup and low speed operation of PMSM are required.
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Abstract: Multi-clearance is the main cause for the performance and reliability decline of
complicated mechanical systems. The increased clearance could induce contacts and impacts in
joints, and consequently affect control accuracy. A nonlinear dynamic model of planetary gears
with multi-clearance coupling is proposed in the current study to investigate the mechanism of
influence of clearance on the dynamic performance. In addition, the coupling relationship between
radial clearance and backlash is integrated into the multi-body system dynamics. The vibration
characteristics of planetary gears with the changes of rotational velocity, clearance size and inertia
load are explored. The numerical simulation results show that there are complex coupling relations
in planetary gear systems, due to the multi-clearance coupling. The phenomenon of system
resonance may occur with the changes of rotational velocities and clearances’ sizes. Multi-clearance
coupling can significantly increase the resonant response of planetary gear systems in empty-load or
light-load states.

Keywords: space mechanism; multi-clearance; nonlinear dynamic model; planetary gears;
vibration characteristics

1. Introduction

With the increasing requirements for the performance of space mechanisms, the transmission
joints, as the core components, have become the focus of attention. Planetary gears are widely used
in aerospace applications, which include space manipulators, satellite antenna drive mechanisms
and other spacecraft mechanisms [1]. The transmission system of the Canadian Manipulator and
the European Manipulator on the International Space Station both use planetary gears for their
advantages of compactness, high transmission ratio and low gear noise [2]. However, clearance in
planetary gears are inevitable due to manufacturing and assembly errors, fatigue and wear. Moreover,
those clearances cause contacts and impacts between gear sets, and consequently affect the control
accuracy [3–7]. With the development of space technology, the high precision and high reliability
of spacecraft mechanisms are increasingly required, thus research on the vibration characteristics of
planetary gear systems is receiving more and more attention.

In theoretical research, Kahraman has presented a series of nonlinear time-varying dynamic
models of planetary gears since 1994 [8]. The tooth surface wear model was established, and the
influences of tooth surface wear on the dynamic responses of planetary gear systems were analyzed [9].
On this basis, the initial model considered gear manufacturing errors, assembly errors, backlash,
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time-varying meshing stiffness and other problems [10–13]. Then, a new method for measuring
the average load of plane and radial orbit of the Sun with strain gauges and probes was presented.
The influence rules of the number of planetary gears, lubes temperature and surface roughness on
the efficiency of transmission were analyzed by experiments [14,15]. Ambarisha and Parker [16] used
a finite element method to analyze the vibration mode of planetary gear systems. In an early dynamic
model the influence of bearing stiffness on the static characteristics of planetary gear systems with
manufacturing errors was first analyzed [17]. The effects of meshing stiffness, tooth profile modification,
meshing phase, contact ratio and other factors on the suppression of system vibration and noise
were researched [18,19]. Then, lumped-parameter and finite element models with bearing clearance,
tooth separation, and gear mesh stiffness variation are developed to investigate the nonlinear dynamic
behavior of planetary gear systems [20]. Based on this model, Ericson and Parker [21] discovered
that the natural frequencies of modes with significant planet bearing deflection are particularly
sensitive to torque. Cooley et al. [22] summarized the calculation methods of meshing stiffness into
two categories, namely the average slope method and the local slope of the force–deflection curve.
Pappalardo and Guida [23] proposed a new methodology to address the problems of suppressing
structural vibrations and attenuating contact forces in nonlinear mechanical systems. Then a new
computational algorithm for the numerical solution of the adjoint equations for the nonlinear optimal
control problem was introduced [24]. Ouyang et al. [25] formulated the eigenstructure assignment
as an inverse eigenvalue problem within the frame of constrained nonlinear integer programming,
which solves the precision problem of discrete optimal solutions. Palermo et al. [26] have presented
a contact element for global dynamic simulations of gear assemblies using multibody modeling that
enables to take into account real-case parameters in a scalable way. To achieve high calculation
efficiency, Shweiki et al. [27] used finite element (FE) simulations to establish an angle-dependent
stiffness function and then stored the results in a lookup table, which is then interpolated during
the dynamic simulation. Regarding modeling methods, Vivet et al. [28] modeled the local contact
deformation based on Hertz theory, and proposed a multibody approach to tooth contact analysis.
Wei et al. [29] established a comprehensive, fully coupled, dynamic modeling method by applying
a virtual equivalent shaft element to overcome the lack of fidelity of the lumped parameter models
and the high computational cost of finite element models. In addition, it was proposed that different
calculation methods lead to different vibration models. To obtain a satisfactory space manipulator
positioning control accuracy, a nonlinear dynamic model of the manipulator joint with planetary gear
train transmission is developed by considering time-variant joint stiffness, backlash and reduction
ratio [30]. To reflect the nonlinear behavior of the space manipulator’s joint, factors such as backlash
clearance, gear tooth profile error, and time-variant meshing stiffness were considered in the modeling
process [31]. Marques et al. [32] presented a new formulation to model spatial revolute joints with
radial and axial clearance. Pan et al. [2] established a planetary gear dynamics model for the space
manipulator joint considering the nonlinear factors, including gear tooth flexibility, meshing damping,
backlash, meshing error, etc.

So far, studies about planetary gear transmission systems have become rather mature in methods
and contents. However, the spacecraft mechanisms typically operate at low velocity and under
light load conditions. The effect of clearance on the vibration characteristics of the mechanism in
microgravity are significantly larger than in the ground environment. Previous studies on the clearance
of gear systems are mainly concentrated on backlash, while much less attention has been paid to radial
clearance and multi-clearance coupling.

A refined dynamic model of planetary gear transmission joint is proposed in this paper to analyze
the influence of multi-clearance coupling on the vibration characteristics of the system. Backlash,
radial clearance and time-varying meshing stiffness are considered in the dynamic model. Planetary
gear transmission joints with multi-clearance coupling are used as a numerical example to investigate
the vibration characteristics of the system, and clearance size, rotational velocity and load magnitude
are also analyzed separately.

371



Energies 2018, 11, 2687

This paper is organized as follows: Section 2 introduces the establishment process of dynamics
model in planetary gear driven joint, and obtains the model of single gear and planetary gear with
multi-clearance coupling. In Section 3, the accuracy of dynamic model with multi-clearance coupling
is verified by numerical simulation. Then, the vibration characteristics of planetary gears with the
changes of rotational velocity, clearance size and inertia load are explored. Finally, Section 4 includes
a summary and the conclusions of the paper.

2. Dynamic Modeling of Planetary Gear Drive Joint

The 2K-H planetary gear reducer (shown in Figure 1), as an example of a typical joint system, is the
current study object. The system is composed of four parts: sun gear (s), ring gear (r), planet carrier (c),
and a certain number of planetary gears (p). Each planetary gear is fixed to the planet carrier through
bearing, and can be freely rotated relative to the carrier. In order to establish the joint dynamics model
of the planetary gear drive, the following assumptions are made:

(1) Each gear in joints is considered to be a rigid gear, neglecting the plastic deformation during
contact collision;

(2) The elastic deformation of drive shaft is neglected, and the only effect of radial run-out caused by
bearing clearance on the dynamic characteristics of system is considered;

(3) The joint system is assumed to be a planar system. In other words, the radial vibration at the
bearing is equivalent to two-degree-of-freedom translational motion in the gear rotation plane,
and the torsional vibration of gear is equivalent to single-degree-of-freedom rotation in the plane
of rotation.

Figure 1. 2K-H planetary gear.

2.1. Multi-Clearance Coupling Model

In a gear system, it is known that a radial clearance exists in bearings, and a backlash occurs
between the teeth, so vibrations will occur in the clearance during the course of movement. Then the
radial vibration at bearing lead to the change of gear’s actual center distance, and the backlash will
dynamically change. The appearance of dynamic backlash will affect the torsional vibration and even
the whole vibration characteristics of the gear system. Therefore, the coupling clearance model with
bearing radial clearance and backlash is established as shown in Figure 2.
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Figure 2. Multi-clearance coupling model.

Figure 2 shows the multi-clearance coupling model of a single-pair gear pair. Here, gear p
represent the driving gear and gear g represents the driven gear. Obp and Obg are defined as the
bearing centers of the driving and driven gear, respectively. It is noteworthy that Orp (the rotation
center of the driving gear) and Org (the rotation center of the driven gear) will deviate from the
corresponding bearing center, due to the influence of the bearing’s radial clearance. Thus, the vectors
of above four points in the global inertia coordinate are defined as ebp, ebg, erp and erg, respectively.
Then ebrp and ebrg define the radial clearance vectors which is the displacement error of diving and
driven gear relative to bearing, respectively. Thus, the equations are written as:

ebrp = erp − ebp (1)

ebrg = erg − ebg (2)

The relative displacement relation between gear shaft and bearing in the radial direction can be
represented as follows:

δri = |ebri| − cri(i = p, g) (3)

where cri (i = p, g) represents bearing radial clearance of driving or driven gear.
Thus, the function fr (δri) can be used to describe the state of gear shaft and bearing during

the collision:

fr(δri) =

⎧⎪⎨⎪⎩
δri δri > 0
0 δri = 0
0 δri < 0

, (4)

In Equation (4), the first condition represents the gear shaft and bearing without collision, while the
second and third conditions represent a critical contact (impact force is zero) and a contact condition,
respectively. In Figure 2, the actual center distance epg between gears has changed due to the radial
offset of the gear:

epg = erp − erg (5)

When the gear standard center distance is A0, and the initial engagement angle is α0. With the
change of center distance, the actual meshing angle α’ of gear varies as the following equation:

α′ = arccos(
A0∣∣epg
∣∣ cos(α0)), (6)

According to the involute geometry, taking the initial backlash b0 into consideration, the dynamic
backlash bt can be expressed as:

bt = 2A0 cos(α0)(inv(α′)− inv(α0)) + b0, (7)
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and in the global coordinate system, the relative meshing displacement of driving and driven gear can
be expressed as:

gt = R′
p · θp − R′

g · θg + (ebrpx − ebrgx) sin α′ + (ebrpy − ebrgy) cos α′, (8)

where Rp’ and Rg’ are the radius of driving and driven gear reference circle respectively. α′ is the
actual pressure angle. θp and θg are the angular displacement of driving and driven gear, respectively.
ebrpx and ebrpy are components of clearance vector ebrp in the x-axis and y-axis directions, respectively.
ebrgx and ebrgy are components of clearance vector ebrg in the x-axis and y-axis direction, respectively.

Finally, the backlash function fg (gt) is used to describe the motion state during gear meshing as
shown in Equation (9):

fg(gt) =

⎧⎪⎨⎪⎩
gt gt ≥ 0
0 −bt < gt < 0

gt + bt gt ≤ −bt

, (9)

In Equation (9), the first condition represents normal gear engagement, while the second and
third conditions represent the occurrence of separation phenomenon of gear pair and double-sided
impacts between a gear pair.

2.2. System Dynamics Model

In Figure 3, there are np number of planetary gears. Each gear body j (j = s, pi, c) is modeled as
a rigid gear radius Rj, angular displacement θj, and mass moment of inertia Ij. External torques Ts and
Tc represent the input and output values. Between the planetary gear pi and gear n (s or r), KGnpi,
DGnpi and bnpi are the periodically time-varying meshing stiffness, the viscous damper coefficient and
backlash, respectively. α is theoretically pressure angle. KRpi and DRpi are the nonlinear stiffness and
damping of the radial contact collision model at the planetary gear bearing, respectively. θspi is the
initial phase angle of planetary gear relative to sun gear. Rr is the radius of the ring gear. KRc and
DRc are the nonlinear stiffness and the damping of the carrier output shaft and bearing radial contact
collision model, respectively.

 
Figure 3. Joint dynamics model of planetary gear transmission.
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The equations of motion of planetary system are written as follows:

Is
··
θs(t) + Rs

np

∑
i=1

{
DGspi · ·

gtspi(t) + KGspi · ftspi[gtspi(t)]
}
= Ts(t), (10)

Icp
··
θc(t) + Ip

np

∑
i=1

··
θcpi(t)− Rs

np

∑
i=1

{
DGspi · ·

gtspi(t) + KGspi · ftspi [gtspi(t)]
}
− Rr

np

∑
i=1

{
DGrpi · ·

gtrpi(t) + KGrpi · ftrpi [gtrpi(t)]
}
= Tc(t), (11)

mc
··
δcx(t) +

np

∑
i=1

{DRpi ·
·
δpix(t) + KRpi · frpix[δpix(t)]} − DRc ·

·
δcx(t)− KRc · frcx[δcx(t)] = 0, (12)

mc
··
δcy(t) +

np

∑
i=1

{DRpi ·
·
δpiy(t) + KRpi · frpiy[δpiy(t)]} − DRc ·

·
δcy(t)− KRc · frcy[δcy(t)] = 0, (13)

Ip
··
θcpi(t) + Icp

··
θc(t)− RpDGspi · ·

gtspi(t)− RpKGspi · ftspi [gtspi(t)] + RpDGrpi · ·
gtrpi(t) + RpKGrpi · ftrpi [gtrpi(t)] = 0, (14)

mpi
··
δpix(t)− DRpi ·

·
δpix(t)− KRpi · frpix[δpix(t)] = 0, (15)

mpi
··
δpiy(t)− DRpi ·

·
δpiy(t)− KRpi · frpiy[δpiy(t)] = 0, (16)

In these equations, i = 1, 2, . . . , np, and in Figure 3, θcpi (t) = θpi (t) − θc (t) represents rotation
angle of planetary gear with respect to carrier. Here, Icp = Ic + np (Ip + Rc

2mp) is equivalent mass
moment of inertia of carrier.

In these equations, the radial collision stiffness KRk (k = c, pi) could be obtained by collision
experiment of two spheres, it is defined as:

KRk =
4

3π(
1−υ2

bk
πEbk

+
1−υ2

jk
πEjk

)

[
RbkRjk

Rbk − Rjk

]1/2

, (17)

where, υik and Eik (i = b, j) are Poisson’s ratio and elastic modulus of center element i, respectively.
The variable b represents bearing, and j represents shaft.

The damper coefficients of radial collision, namely, DRc and DRpi are defined as:

DRk =
3KRk(1 − c2

ek)δ
m
k

4
.
δ
(−)

k

, (18)

where cek is the coefficient of restitution,
.
δ
(−)

k is the initial relative velocity at the collision location.
The time-varying meshing stiffness KGh (h = spi, rpi) between gear teeth is given by:

KGh(t) = kGmk + kGah cos(ωGht + ϕGh), (19)

where, kGmk is average meshing stiffness, kGah is time-varying meshing stiffness, ωGh is gear meshing
frequency. ϕGh is initial phase of variable stiffness (ϕGh = 0 in general).

DGspi and DGrpi are the non-linear dampers of gear meshing. In order to prevent the discontinuity
of damping force during the meshing process and avoid the phenomenon in which the impact force of
linear damping model is not equal to zero in critical contact state, the nonlinear damping force can be
expressed as:

DGh =

⎧⎪⎨⎪⎩
DGmh fgh(gth) ≥ dh
DGmh − β2

h(3 − 2βh) 0 ≤ fgh(gth) < dh
0 fgh(gth) < 0

, (20)

where DGmh is the maximum damping coefficient; dh is the maximum embedding depth and values as
0.1 mm, and βh is defined as βh = f gh (gth)/dh.

375



Energies 2018, 11, 2687

3. Results

It is known that planetary gears are used in space manipulators and drive mechanisms,
primarily for rotating motion of space mechanisms. As the kinematic accuracy and reliability
requirements are extremely high in space mechanisms, the vibrations within joint, which are most
likely to have a significant impact on the operational stability of the entire spacecraft, are not negligible.
Therefore, in this section, the influence of multi-clearance coupling effects on vibration characteristics
of a planetary gear drive is studied by analyzing the vibration characteristics of the planetary gear
joint and the influence of velocity, clearance and load on its vibration characteristics. In this paper,
the Newmark method is used to solve the dynamic model. This algorithm is unconditionally stable
under certain parameters and is helpful to solve high-dimensional nonlinear differential algebraic
equations. The radial and torsional acceleration curves of planetary gear train are obtained by
simulation, and then the corresponding vibration spectrum is obtained by Fast Fourier Transform (FFT).
To ensure the versatility of modeling and analysis methods, here, the main parameters of numerical
simulation are referred to Kahraman’s simulation case [11], as shown in Table 1.

Table 1. Parameters of the planetary gear drive joint.

Parameter Sun Planet Ring

Number of teeth 34 18 70
Module (mm) 1.5 1.5 1.5

Pressure angle (deg) 21.3 21.3 21.3
Circular tooth thickness (mm) 1.895 2.585 1.844

Face width (mm) 30 30 30

In order to get theoretical velocity of planetary gear and planet carrier, the general formula for
planetary gear ratio calculation is as follows:

ic
sr =

nc
s

nc
r
=

ns − nc

nr − nc
= (−1)m zp · zr

zs · zp
, (21)

where, ic
sr is the transmission ratio of the sun gear and the ring gear in inverted gear train. ns, nr and

nc represent the velocities of sun gear, ring gear and planet carrier respectively. And m is the number
of external meshing between sun gear and ring gear in the inverted gear train. zs, zr and zp represent
the number of teeth of sun gear, ring gear and planetary gear, respectively, and the values are shown
in Table 1. Here, due to the ring gear is fixed, nc is taken as zero. To verify the reliability of dynamic
model and calculation results, a verification simulation experiment was performed. When the ring
gear and frame is relatively static, the sun gear velocity is taken as 30◦/s, and the theoretical value of
planet carrier velocity is taken as ωc = 9.808◦/s. Under the same condition, the numerical results of
planet carrier velocity is ω′

c = 9.809◦/s. It can be seen that the motion law of dynamic model in this
paper is realistic and the accuracy of dynamic model is verified.

3.1. Analysis of Coupling Vibration of Transmission Joint

As the multi-clearance coupling relation in dynamic model of planetary gear drive joint
is considered, there is a complex coupling vibration relation inside the transmission joint.
Therefore, the next step is finding the coupling law of internal vibration of transmission joint by
spectrum analysis. Here, assuming that the connection between sun gear and drive motor is ideal,
there are four clearances in the drive joint, namely, the backlash between sun gear and planetary gear,
taking bsp = 200 μm; the backlash exists between planet and ring gear, taking brp = 200 μm. The radial
clearance between the planetary gear shaft and bearing of the planet carrier, ccp = 200 μm; The radial
clearance between planet carrier shaft and output bearing, cc = 200 μm. As the drive velocity of space
mechanism is slow, the drive velocity of sun gear is taken as 30◦/s.
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Figures 4–7 show the vibration frequency spectra of the planetary gear in the case of an empty
inertial load. Figure 4 shows the radial vibration frequency spectrum of the planet carrier’s bearing,
in which the abscissa represents frequency and the ordinate represents the amplitude, reflecting the
radial vibration characteristics of the planet carrier relative to the bearing. It can be seen from the
figure that the radial vibration frequency spectrum of the planet carrier mainly contains the frequency
fr of radial clearance vibration, and the two times and three times the frequency of fr. Among them,
the frequency of radial clearance is the vibration frequency of the rotating shaft and bearing in
a continuous contact state, and in this case, fr = 0.87 Hz. In addition, this figure shows a higher
harmonics of fr cause by the mutual coupling between the radial vibration of planet carrier and planet.
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Figure 4. Radial vibration frequency spectrum of planet carrier bearing.
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Figure 5. Radial vibration frequency spectrum of planetary gear bearing.
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Figure 6. The frequency spectrum of torsional vibration of planet carrier.
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Figure 7. The frequency spectrum of torsional vibration of planetary gear.

Figure 5 shows the radial vibration frequency of the planetary gear relative to the bearing.
The frequency fr of the radial clearance vibration is also included in the frequency spectrum for the
planet shaft and the bearings are also in a continuous contact state at low velocity. Meanwhile, since the
planetary gears are mounted on the planet carrier, the radial vibration of the planet carrier not only
directly affect the radial vibration of planet as a whole, but also be affected by the radial vibration
of the planetary gear bearings. In addition, due to the mutual radial vibration coupling between the
planet carrier and planet, the radial vibration of the planet also shows two times the frequency fr.

Figure 6 shows the frequency spectrum of torsional vibration of the planet carrier, which reflects
the vibration characteristics in the direction of rotation when the planet carrier rotates at the output
velocity. The rotary motion of the planet carrier is driven by meshing among the planet, sun gear
and ring gear, so its torsional vibration characteristics are mainly related to the meshing frequency
fm among gears. It can be seen from the figure that the torsional vibration frequency spectrum of the
planet carrier includes the gear meshing frequency fm, 2 fm, 3 fm, and so on, where the amplitude of
meshing frequency fm is the largest, and it is worth mentioning that a higher harmonics occurs due to
the influence of time-varying meshing stiffness and backlash.

Figure 7 shows the torsional vibration frequency spectrum of the planetary gear, which not only
contains the gear meshing frequencies fm and 2 fm, but also reflects the frequency fr of the radial
clearance vibration. It shows that radial vibration of planetary gears causes a change in backlash,
resulting in dynamic backlash fluctuations that then influence the torsional vibration characteristics of
planetary gears. It can be seen that although the radial and torsional vibrations of multi-clearance gear
systems are not in the same direction, there is still a coupling relationship between them.

3.2. Effect of Velocity on Joint Vibration Characteristics

According to the analysis presented in the previous section, it can be seen that planet carrier is
coupled with the planetary gear vibrations, and the radial and torsional vibration of the planetary
gear itself also has a coupled relation. These coupling vibrations may cause resonance phenomena
under certain conditions. Since the space mechanisms are operated under environmental loads and in
diverse working states, the rotational velocities of transmission joints are quite different in order to
accomplish different tasks like attitude-adjusting, tracking, pointing and so on, so this section analyzes
the influence of rotational velocity on the vibration characteristics of joints. It reflects the variation
of the vibration peak values of the system steady-state response at different velocities. It is assumed
that the radial clearance of the joint interior and backlash are taken as 200 μm. In empty-load state,
the velocity range is from 0◦/s to 30◦/s. The amplitude-frequency response curves of planetary gears
are shown in Figures 8–11.
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Figure 8. Radial vibration amplitude of the planet carrier at different rotational velocities.

 

Figure 9. Radial vibration amplitude of planetary gears at different rotational velocities.

 
Figure 10. The amplitude of torsional vibration of planet carrier at different rotational velocities.

Figure 11. The amplitude of torsional vibration of planetary gears at different rotational velocities.
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Figures 8 and 9 show the amplitude-response curves of the radial vibration of the planet carrier
and planetary gear at different driving velocities, respectively. These graphs display the change law of
the amplitude of frequency fr at different driving velocities. By comparing the two graphs, it can be
found that vibration peaks occur at specific velocities. Both graphs show the vibration peaks’ value are
nearly equal at the same velocities. It shows that the radial vibration of the planet carrier is mainly
caused by the radial vibration of planet. Compared to Figure 8, there is a new vibration peak at
a driving velocity of 17.5◦/s in Figure 9. It can be inferred that this phenomenon is caused by the
coupling effect of the radial vibration of the planet carrier and planet.

Figures 10 and 11 show the amplitude-response curves of the torsional vibration of the planet
carrier and planet at different driving velocities, respectively. It shows the change law of the amplitude
of gear meshing frequency fm in the torsional vibration of planet carrier and planet at different driving
velocities. As the curve shows, both graphs have vibration peaks when the driving velocity is close to
10◦/s and 27.5◦/s, and the same phenomenon can be found in Figure 11. It can be proved that the
coupling relation of torsional vibration between the planet carrier and the planet makes the resonance
phenomenon occur in the system when the velocities are close to 10◦/s and 27.5◦/s. Similar to Figure 9,
a vibration peak also can be found when the driving velocity near 17.5◦/s in Figure 11. It can be
inferred that this phenomenon is caused by the coupling effect between the radial vibration and the
torsional vibration of planet, when the driving velocity of the planet drive joint is close to 17.5◦/s.

3.3. Influence of Clearance Size on Joint Vibration Characteristics

From the dynamic modeling process, it can be seen that the clearance size is also one of the major
factors which have an influence on the vibration characteristics of joint systems. On the basis of the
above analysis, it can be concluded that the coupling relation of vibrations between the planet carrier
and planet gear is a significant factor. The radial vibration of planetary gears also has a coupling
relation with their torsional vibration. Hence, this section will analyze the influence rule of clearance
size on the coupling vibration of joint, providing a theoretical basis for the design of the joint system
and reasonable selection of the clearance.

First, we will analyze the influence of radial clearance size of the planet carrier and planet on
the coupling relation of radial vibration, taking the driving velocity as 29◦/s, and the range of radial
clearance of planet carrier and planet as 10 to 200 μm. The radial vibration response curves of planetary
gears at different radial clearances are obtained, as shown in Figure 12.

μ

μ

Figure 12. Radial vibration amplitude of planetary gears under different radial clearance.
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In Figure 12, the x and y axes represent the radial clearance of the planet carrier and planet,
respectively, and z axis represents the amplitude of the frequency of the radial vibration. There are
totally five major vibration peaks in Figure 12. The a-point’s vibration peak is highest when cc = 200 μm
and ccp = 200 μm, and other vibration peaks are represented by b, c, d and e. It can be concluded that
the size of radial clearance has a significant effect on the radial coupling vibration, and the system will
resonate when the radial clearance displays a specific combination.

To study the influence of backlash size on the coupling relation of torsional vibration, we take
the torsion vibration response curve of planet carrier as an example here. The driving velocity of the
torsional vibration peak is taken as 27.5◦/s according to the analysis presented in the previous section.
It is considered that bsp = brp, and its variation range is 10 to 200 μm. The numerical calculation results
are shown in Figure 12.

In Figure 13, the horizontal axis represents backlash, and vertical axis represents the amplitude of
meshing frequency fm in torsional vibration of the planet carrier. It must also be noted that a vibration
peak appears when the backlash is taken as 30, 100 and 180 μm. It can be seen that the effect of backlash
size on the torsional vibration characteristics is very significant.

Figure 13. The amplitude of torsional vibration of planet carrier under different backlash.

Through the above numerical calculation, it can be found that there is a coupling relation between
the planetary gear’s radial and the torsional vibration. In other words, it indirectly verifies that the
coupling between radial clearance and backlash is correct in the dynamic model. On the basis of
the vibration characteristics of planet itself, this section aims to further study the influence of radial
clearance and backlash’s size on the coupling vibration.

According to the analysis of Figures 9 and 11, the driving velocity is taken as 17.5◦/s for the radial
and torsional vibration of planet shows a resonance phenomenon at this velocity, and the ranges of
radial clearance and backlash of the planet are 10 to 200 μm, the amplitude variation rule of frequency
fr of planets with different radial clearance and the backlash sizes is shown in Figure 14.

In Figure 14, x-axis and y-axis respectively indicate the sizes of radial clearance and backlash
of planet, and the z-axis represents the frequency’s amplitude of the radial vibration of the planet.
There are five vibration peaks in the figure, and the a-point vibration peak is highest at ccp = 40 μm
and bsp = brp = 40 μm. It can be concluded that the sizes of the radial clearance and backlash have
a significant effect on the coupling between the radial and torsional vibration of planet, and a large
amplitude of vibration peak will occur when the clearance are in a specific combination.
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Figure 14. Radial vibration amplitude of planetary gears under different radial and backlashes.

3.4. Influence of Load on Joint Vibration Characteristics

A typical spacecraft, such as a large space manipulator, will bear a certain inertial load during the
execution of object-grabbing or object-transferring. The end of the satellite biaxial drive mechanism
also has an antenna reflector, a camera or other loads. On the one hand these inertial loads are
indispensable for the spacecraft; on the other hand, the vibration characteristics of joints will be
affected during the course of motion due to the presence of inertial loads. Taking the single joint as an
example, this section analyzes the influences of different inertial loads on the vibration characteristics
of planetary gears. Here, the variation range of inertial load is taken as 0 to 100 kg·m2, the driving
velocity is taken as 30◦/s, both the radial clearance and the backlash are taken as 200 μm, and the
numerical calculation results are shown in Figures 15–18.

 
Figure 15. Radial vibration amplitude of planet carrier under different inertial loads.

Figure 15 shows the change law of the frequency fr’s amplitude in the radial vibration of the
planet carrier at different inertial loads. Since the inertial load is directly working on the planet carrier,
with the increase of inertial load, the radial vibration amplitude of the planet carrier increases and
the radial vibration will be more intense. This phenomenon is caused by the increase of inertial load,
and the radial vibration of planet carrier can be alleviated only by reducing the inertial load.

Figure 16 shows the change law of planetary gear radial vibration with different inertial loads.
It can be seen from Figure 16 that the radial vibration amplitude of the planetary gear is reducing
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with the increasing inertia load. The reason is that the planet carrier is in a free vibration state in
the radial direction without the inertial load, and four planetary gears mounted on the carrier are
vibrating with the vibration of the planet carrier. When the system bears an inertial load, the joints are
subjected to inertial forces in the radial direction, but the four evenly arranged planetary gears which
are in the circumferential direction of planet carrier will dynamically balance the radial forces. In this
condition, the changes of all planetary gear’s radial force are quite stable, and then the radial vibration
of planetary gears will be reduced.

Figure 16. Radial vibration amplitude of planetary gear under different inertial loads.

Figure 17. The amplitude of torsional vibration of planet carrier under different inertial loads.

Figure 18. The amplitude of torsional vibration of planetary gears under different inertial loads.

A similar phenomenon to the one seen in Figure 16 also could be seen in Figures 17 and 18,
in which the torsional vibrations of planet carrier and planetary gear are reduced as the inertia load
increases. One reason is that the increase of inertia load results in the raise of gear meshing force and
fewer off tooth and tooth back impacts. Another reason is that the dynamic backlash’s changes are
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weakening at any time due to the weakness of the radial vibration of the planetary gear, and the gear
meshing process is more stable.

4. Conclusions

This paper sets up a new nonlinear dynamic model of planetary gear joints, in which the radial
clearance of bearings, dynamic backlash and time-varying meshing stiffness are considered. The effects
of multi-clearance coupling on the vibration characteristics of driving joint planetary gears are analyzed.
In this paper, a coupling effect of the internal vibration of the transmission joint is found in the frequency
domain. The effects of velocity, clearance size and load on the joint vibration characteristics of planetary
gear drives are analysed. The conclusion of the current study can be summarized as follows:

• At some specific velocities, resonance may occur between the vibration of the planet carrier and
the planetary gear, and there is a coupling relation between the radial and torsional vibrations of
the planetary gear itself;

• The clearance may cause nonlinearities in the system dynamic and changes in the vibration
amplitude. Vibration peaks occur when the radial vibration of the planet carrier and planetary
gears have specific radial clearance sizes. The change of backlash size causes a torsional vibration
peak between the planet carrier and planetary gear. The radial and torsional vibration of planetary
gears also produce a vibration peak with certain radial clearance and backlash combinations;

• Due to the special structure of planetary gears, the radial vibration amplitude of the output will
increase when the load is heavy, but the amplitude of torsional vibration will decrease. Therefore,
when the inertia load is heavy, the system’s rotation accuracy and stability are good, but when
in empty-load or light-load states, the operating strategies also need to be adjusted to ensure
operational reliability.

An inherent characteristic analysis of planetary gears with multi-clearance coupling will be
developed by modal analysis in future work.
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Abstract: The pulse source for plasma-accelerators supply operates under the conditions of nonlinear
growth of load inductance, which complicates the matching of the source and the load. This article
presents experimental studies of the use of both traditional pulse-energy sources based on capacitive
storage and alternative ones based on explosive magnetic generators (EMG). It is shown that the
EMG with the special device of the current-pulse formation more effectively matches with such a
plasma load as the pulse plasma-accelerator (PPA). This device allows a wide range to manage the
current-pulse formation in a variable load and, consequently, to optimize the operation of the power
source for the specific plasma load. A mathematical model describing the principle of operation
of this device in EMG on inductive load was developed. The key adjustable parameters are the
current into the load, the residual inductance of the EMG, and the sample time of the specified
inductance and the final current in the load. The device was successfully tested in experiments with
the operation on both one and two accelerators connected in parallel. In the experiments, the optimal
mode of device operation was found in which the total energy inputted to a pair of accelerators in
one pulse reached 0.55 MJ, and the maximum current reached about 3.5 MA. A comparison with the
results of experiments performed with capacitive sources of the same level of stored energy is given.
The experiments confirmed not only the principal possibility of using EMG with a special device of
current-pulse formation for operation with plasma loads in the MJ energy range but also showed the
advantages of its application with specific types of plasma load.

Keywords: explosion-magnetic generator; plasma accelerator; current-pulse formation

1. Introduction

Research of the physical and technical basis of sources for the generation of super-power
electromagnetic fields and current pulses with the help of explosion-magnetic generators (EMG),
outlined in classical works [1,2], found a continuation in new problems for plasma loads. Among the
common problems we can note the following: pulsed plasma accelerator (PPA) [3–5], plasma focus [6],
modeling and study of the dynamics of plasma jets in the ionosphere [7], high-current plasma
interrupters [8,9], the generation of X-ray radiation [10], and studies of erosion of metal samples
under the influence of intense plasma flows created by the PPA [11]. All of these areas have special
requirements for the energy source, forming a pulsed current to generate a plasma flow with the
necessary parameters.

Capacitive storage devices are traditionally used as energy sources in these tasks. They are very
practical to use, but they do not match well with plasma loads, especially in the mega-ampere range of
plasma accelerator currents. This is due to the feature of changing the power source during operation

Energies 2018, 11, 3057; doi:10.3390/en11113057 www.mdpi.com/journal/energies387
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of the PPA [5]. The rapid acceleration of the plasma leads to a significant change in the inductance
of the load, which requires an increase in the power supply to maintain large current amplitude.
Capacitive storage devices have the highest power at the highest voltage, and therefore in the process
of operation on the PPA only their power falls. However, EMG have their maximum power at the end
of their operations, which allows them to keep and even increase their current in the load despite a
significant change in the inductance of the load. This EMG feature allows effective matching with the
non-linear load of plasma, and this will be confirmed in this article also.

The experience of using an alternative source for PPA, based on EMG, is described in article [5].
As is known from the early estimates [12], the highest efficiency of energy transfer from the HMG
directly to the inductive load is when the load inductance is significantly less than the generator
inductance. However, both the inductance of the generator and the inductance of the load change
during operation on the plasma load. Moreover, if the inductance of the generator is reduced and we
can control the law of its output at the design stage, the plasma load increases nonlinearly. In this
article, we propose a mathematical model that allows one to predict the current in the load at the
design stage of the EMG. The model takes into account the output of the EMG inductance to a specific
load for the selected electrical circuit. The model calculates the dynamics of inductance change in
EMG, taking into account changes in the geometry of both the generator’s coil and the liner. A liner
means a tube, usually made of copper, filled with an explosive. With the end explosion of the charge,
the liner expands in the form of a cone, cutting off parts of the generator coil over time. As the liner
contacts move along the EMG spiral, the magnetic flux is compressed and displaced into the load.
Because the change in the inductance of the plasma load is nonlinear, the role of experimental studies
is very important. The paper [5] presents the results of research and development of the device for
forming a current pulse consisting of a solid-state circuit breaker and explosive breaker keys with an
adjustable delay of their operation. The perspectives of such a scheme due to the wide possibilities to
manage the keys and the movement of the liner were noted as well. In the present work, research was
continued, and as a result the value of the supplied energy from the EMG to the load reached more
than 500 kJ. The proposed design of the generator, optimized for specific load, allows us to effectively
pump the magnetic flux into the plasma load. This avoids premature falling of the current amplitude.
The idea of the operation of the device built into the EMG design is to connect the load circuit and
disconnect the EMG circuit with an adjustable delay. Selecting the appropriate delay allows one to
control the residual inductance of the EMG at the switching moment and optimize the shape of the
current pulse in the load. The optimization of the device operation consists in the pre-selected mode of
change (output) of the inductance of the EMG and the choice of the time diagram for the solid-state
circuit closer and the explosive breaker. Generator residual inductance output is the main phase of the
power supply to the load. This phase provides an increase in electrical power in the load circuit at a
significant change in its inductance. In addition, to increase the power of the generator, the copper
liner was equipped with a new type of explosives, which narrowed the front of the current pulse.

The article presents the comparative oscillograms of currents and voltages for a pulsed source
based on capacitive storage and inductive pulse sources based on EMG when PPA operates in two
modes. The modes were different by the connection time of the load. A series of experiments to control
the shape of the output pulse of the current EMG and the matching of the latter with the work of a
specific plasma load was carried out. Modes of efficient energy transfer to the load have been obtained.

The principles of operation of the helical EMG and PPA are not considered in this article. Here,
we consider EMG as a pulsed-current source based on nonlinear inductive energy storage, and PPA as
a nonlinear load for EMG with a growing inductance during operation, which is typical for a wide
class of plasma loads.

The structure of the article is as follows. After the introduction, a chapter with the results
of the study of the work of the plasma accelerator with a capacitive power source is presented.
Then, the results of modeling and experimental studies of an alternative source based on an
explosion-magnetic generator with built-in devices for current-pulse formation are presented.
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After that, the modes of operation of this device were considered. In conclusion, the main results of the
research are shortly presented, the mode of the most efficient power supply of PPA is noted, and the
methods of application of the developed EMG are indicated.

2. Experimental Study of the PPA Work with Use of Capacitive Power Source

The scheme of direct connection of the capacitive storage to the plasma accelerator is a typical
LCR circuit with a switch-solid-state discharger. The parameters of applied capacitors are as follows:
capacity is 1 mF, and the operating voltage is up to 25 kV. The voltage was measured by means of a
divider built into the input collector of the load; the current was measured by the Rogowski coil built
into the switching discharger.

Characteristic oscillograms of the PPA from the capacitor power source are shown in Figure 1.
The current and voltage distributions on the load and the change in load inductance are plotted on the
same time scale. As can be seen from the presented oscillograms, when the current reaches a value of
about 1.5–2 MA, the load inductance begins to increase sharply, which leads to a significant increase in
the voltage to 20 kV or more. The time voltage on the capacitor battery does not exceed 10 kV. It is
obvious that the residual voltage of the battery is not able to provide the discharge circuit with the
magnetic flux necessary to maintain the current. The results of the described situation are in sharp
contrast to the current amplitude when the load is rebuilt and the deviation of the current waveform
from the sinusoidal shape. Actually, the experimental task is to achieve the maximum value of the
current before the sharp increase of the system inductance, after which the parasitic inductance of the
circuit works as energy storage. It is not possible to significantly increase or even maintain the current
in the system with a capacitor battery after this moment.

Figure 1. Oscillograms of current in the load (IL—blue solid line), and voltage on the PPA (U_L—red
line) and on the discharger (U_SG—black line) for left axis with respect to the changing inductance of
the load (L—brown line) for right axis.

Thus, when PPA works with use of capacitive power source and its inductance increases sharply,
this leads to the appearance of “features” on the current and voltage oscillograms. These features
on the oscillograms at the beginning and at the maximum current are what distinguishes them from
the classical distributions when the capacitor is operating at a constant inductive load. One of the
main parameters that determine the efficiency of such systems is the maximum achievable current
amplitude before the appearance of this feature, after which the current in the system falls. In this
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scheme, with about 270 kJ stored in the capacitive energy storage, about 25% of the energy was
transferred to the load.

3. Operation of PPA with Use EMG Power Source

The equivalent electric circuit for operation of EMG on the load is presented in Figure 2. The initial
magnetic flux in the generator is powered from the initial energy source E0, representing the capacitive
storage. The energy of explosives goes to the expansion of the liner, which in turn compresses the
magnetic flux inside the helical EMG.

Figure 2. Equivalent electric circuit of load operation with EMG. Here, E0 is the source of initial energy,
R—the ohmic resistance in the EMG circuit including all of the ohmic losses of the magnetic flux, Lres is
the residual inductance of EMG at the time of load connection, Lb is the inductance of the breaker
circuit, Sb—breaker key, Sc—closer key, LL is the inductance of the load, Lp is the parasitic inductance
in the load circuit (inductance of the EMG energy output device), and Rb is the active resistance of the
breaker. CR1-CR3—Rogowski coils, DV—the voltage divider, and MP—magnetic probes.

The main parameters of the circuit are: the initial energy E0, the initial and residual inductance of
the EMG, ohmic resistance in the EMG circuit and the circuit of the breaker, parasitic inductance in
the circuit of the circuit and the load circuit, and inductance load. Parasitic inductance is determined
by the leading cables, and it should be minimized. This scheme also corresponds to experimental
setup when the EMG operates on a single accelerator. The scheme demonstrates the location of the
main elements of the circuit, including the primary current sensors—Rogowski coils (RC), the voltage
divider (VD), and magnetic probes (MP).

Switching device for the current-pulse formation in the load includes the following keys:
the solid-state circuit closer (Sc) and the assembly with explosive breaker (Sb). The switching keys do
not work at the same time. Sb is triggered with a delay with respect to Sc in accordance with the time
diagram. This delay determines the current in the load and the residual inductance of EMG in the
circuit after the switching.

Capacitive storage of 130 μF with voltage up to 30 kV was used as a source of initial energy.
EMG initial inductance was approximately 10 μH. Currents in the experiments were calculated by
numerical integration of data from Rogowski coils while taking into account the sensitivity of each coil.
The recording of signals from the Rogowski coils is made on oscilloscopes PICOSCOPE 5000 series.
Voltage measurements were made using voltage dividers DV (1:3000), designed for pulse signals.

3.1. Results of Numerical Modeling of the Current Pulse with EMG Source

For theoretical estimates, a simplified electrical circuit of the EMG operation on a variable load
was taken, which is shown in Figure 2.

The calculation of the generator is performed in two stages. First, the calculation of the dynamics
of the inductance output of the EMG was performed with use the open numerical complex of
Finite Element Method Magnetics (FEMM 4.2). This complex allows two-dimensional, steady-state
calculations of magnetic fields for the specified design of the EMG entered into the program at
a constant frequency by the finite element method. The possibility of using scripts for geometry
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transformation made it possible to calculate the high-frequency inductance for each position of the
liner. The dynamics of the liner movement was set manually. The final dynamics of the inductance
output is shown Figure 3 and used in the calculation of the electrical circuit of the generator to the load.

Figure 3. Dynamics of EMG inductance output at the operation on a load.

Before connecting the load, the EMG is shorted through the explosive breaker Sb; the current goes
only along one circuit—1, and it greatly simplifies the equations for its calculation. After connecting the
load, the current flows through both circuits Ib and IL, as long as the resistance of the explosive breaker
dynamically changes in the first circuit and it is triggered. Dynamics of changes of this resistance
determine the process of switching current to the load. The dependence of the breaker resistance on
time was approximated from experimental data by a function of the following form:

Rb = A×exp(Bt) + C × exp(Dt) (1)

The Equation (1) describes well the experimentally measured resistance dynamics of the
developed breaker in the EMG circuit. It agrees with experimental data with high accuracy at the
coefficient’s selection, as seen in Figure 4. However, it should be noted that at high cut-off currents
(2.5–3 MA for our design), when the aluminum foil in the explosive breaker is heated by the EMG
current to melting temperatures, this function becomes inadequate. In this case, an increase in the
geometric dimensions of the explosive breaker is required. Nevertheless, this function of resistance
increases the explosive breaker (see Figure 4), and the dynamics of the inductance output (see Figure 3)
allow carrying out of a package of preliminary calculations to determine the output parameters of
the EMG current. These calculations were carried out only on the concentrated load. The equations
describing the dynamics of current switching to the load are given below:⎧⎪⎨⎪⎩

Iemg = Ib + IL

LL
dIL
dt = Lb

dIb
dt + Rb Ib

−Iemg
dLemg

dt − Lemg
dIemg

dt − Iemg ×
(

R − (1 − f ) dLemg
dt

)
= Lb

dIb
dt + Rb Ib

(2)

in which f is the coefficient of EMG perfection, and f = ln ( IL
Iemg

)/ ln ( Lres+LL
LL

), which reflects the degree
of magnetic flux saving during EMG operation. The typical value of f for the EMG is 0.85, [2]. Iemg is
the current through the EMG, Ib is the current through the circuit breaker, IL is the current through the
load, and Lemg is inductance of EMG.
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Figure 4. Experimental and calculated (dashed) dependence of the resistance of the circuit breaker
from time to time.

The system (2) can be reduced to the following system of differential Equations (3) suitable for
the calculation of the current switching process:⎧⎪⎨⎪⎩

dIb
dt =

−Iemg×
(

R+ f× dLemg
dt

)
+
( Lemg

Ln +1
)
×Rb Ib

Lb+
( Lb

LL
+1
)
×Lemg

dIL
dt = Lb

LL

dIb
dt + Rb Ib

LL

(3)

The constructed model allows varying the parameters of the load, EMG, and the explosive breaker
in a wide range, which is necessary to optimize the design in order to obtain the necessary current
pulse in the load. The specific characteristics of various subassemblies are specified according to the
experimental data. The results of calculations of the output parameters of the current pulse of EMG,
of the load, and of the load voltage for the developed designs are presented below in Figure 5.

Figure 5. Calculated pulses of current in the load and load voltage during operation of the EMG.
Blue—Ib, current EMG; red—IL, load current; and yellow—UL, voltage on the load.

The presented calculations refer to a constant inductance of the load of 50 nH, while the plasma
load is variable to a large extent, and at the end of the accelerator operation, its inductance becomes
at least doubled. This leads to a change in the voltage shape, which depends on the dynamics of the
inductance in the load. This calculation allows us to reliably estimate the dependences, especially for
currents, which have been confirmed experimentally many times. That is why this model is convenient
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to use for verification of various designs in order to obtain an adequate representation of the current
pulse in the load, when the input parameters change in a wide range.

3.2. Results of Experimental Studies with Use EMG Power Source

To maintain the current rise in the load, it is necessary to pump the magnetic flux at an increasing
rate, which requires increasing voltage and power of the power source. It is obvious that the capacitive
storage does not have this characteristic. The EMG with a special current-pulse-forming device was
developed to solve this problem. General view of the EMG design is shown in Figure 6a,b.

 

(a) 

 
(b) 

Figure 6. (a) General view of the EMG. 1—initiator unit, 2—copper liner, 3—helical EMG, 4—solid-state
closer of circuit Sc, 5—explosive breaker-Sb, and 6—current collector. (b) Photos of EMG.

This version of the EMG is a classic helical generator combined with two switches in one design.
The principle of operation of the developed design is as follows. In the first phase of operation
of the device, the spiral coil of EMG (element #3, Figure 6a) is powered by initial energy source
E0 and the initial magnetic flux is formed. After that, the main charge of the liner is detonated,
and the EMG most of the time works on the explosive breaker (element #5) in a short-circuited mode,
converting the explosive energy into electrical energy. During the next stage, the load is connected
in parallel with the circuit breaker using a solid-state circuit closer (element #4). After connecting
the load, the explosive breaker (5) is activated with delay and switches the main current to the load.
Selection of residual inductance of EMG is the final stage of the described design. Depending on the
selected mode of synchronization, inductance was from 50 to 500 nH at the time of operation start of
the explosive breaker.

The increasing power at the working on the load in the final stage is a key aspect of the described
concept of operation of the EMG, which is provided by the continually-increasing derivative of the
inductance ( dL

dt ). In addition, it is important to note that this design has considerable flexibility,
because it has many adjustable parameters. These parameters include the moments of connection
of the load and the operation of the explosive breaker, and the residual inductance and its sampling
time. The general time diagram of the EMG is determined by the speed of expansion of the liner,
which is regulated by the type of used explosives and the geometry of the liner. The moment of the
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load connection is determined by the contactor position. The moment of explosive breaker operation
is determined by its own response time and the detonation line delay between the main charge of
the explosive and the charge in the breaker. The time of the residual inductance transformation of
generator at the last stage of work is regulated by adjusting the angle of the spiral slope of EMG in the
last section to the angle of the liner opening and the liner speed. The detonation of explosive is carried
out from one detonator and does not require additional detonation lines to synchronize the switching
devices. The variability of the generator parameters allows optimizing EMG operation for a wide
range of non-linear plasma loads. The developed design of the generator is equipped with a special
coaxial current output of energy. It allows use of explosive protective cameras for EMG, while the load
is located outside the chamber and can be fully saved.

A key moment in the development of design EMG was the need to hold a lot of charge inside the
liner is in the range of 5–6 kg, because the explosion chamber “Titan”, with a maximum permissible
weight of 8 kg, was used in experiments in laboratory conditions. Copper liners with diameters
from 90 to 95 mm with charges made from bulk explosives were used in a preliminary series of
experiments. Also, two types of the main spiral of the EMG were used. The spiral with a diameter of
200 mm was used in the first startups for testing the design of the generator. After testing the design
of the first series generators, the transition to more powerful ones with a spiral diameter of up to
300 mm was carried out. The used types of charges provided the transverse speed of the liner from
1 to 1.5 km/s, which corresponds to the angle (from the axis) of liner opening from 7 to 9 degrees.
These speeds allowed reaching of the sampling time of generator residual inductance at the level of
10–18 μs. Another advantage of the use of EMG is their constructive ability to minimize the parasitic
inductance between the current source and the load due to the use of the parallel circuit of the load.
Electrical scheme of EMG with a load in the form of two PPA connected in parallel is shown in Figure 7.

 

Figure 7. Schematic diagram of the connection of the pulse-current source–EMG load in the form
of two PPA connected in parallel. LPA1, LPA2 and Ls1, Ls2—inductances of PPA1, PPA2, and parasitic
inductances, respectively; E0 is the initial source of energy, S—contactors: Sc—solid-state closer and
Sb—explosive breaker, CR1-4—Rogowski coils, and VD1-2—voltage dividers.

Both loads are connected in parallel through the collector. Current collector in this case is an
element of the electrical circuit, which is used to connect the current output of the EMG with the load
by means of coaxial cables. This design allows reduction of the parasitic inductance in the circuit and
increase of the power source without increasing its dimensions.

Two main modes of operation of the device for the current-pulse formation of the EMG in the
load in the form of PPA were investigated during the experimental series. The modes differed mainly
by the synchronization of the switching assemblies of the generator, Sc, and Sb.

3.2.1. The First Operation Mode of the Current-Pulse Formation Devices

The first mode is characterized by later operation of the explosive breaker with respect to the circuit
closer and, accordingly, the larger sample of the main inductance of the EMG. In this synchronization
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mode, the current is switched to the load at a sufficiently high current >2 MA, and the residual
inductance of the EMG after switching is practically absent. In the described mode, the residual
inductance transformation increases the current in the load after switching slightly.

Illustration of the first mode in the form of current distributions in EMG, PPA, and voltage on
PPA is presented in Figure 8. It corresponds to the scheme in Figure 1.

Figure 8. Current distributions in EMG, PPA, and voltage on PPA.

In fact, this mode repeats the task of fast acceleration of the current in the capacitor battery, but it
significantly increases the derivative of the current and the current in the load. The time of current
switching in the experiments was 3–4 μs at the maximum current amplitude in the load of ~2.5 MA.
For comparison, the current is increased to 1.8–1.9 MA for about 10 μs with use the capacitor power
source. Reducing the parasitic inductance of the system plays a significant role in increasing the
derivative current in the load. Note that the parasitic inductance of the bus arrangement and the
switching discharger is at the level of 35–40 nH in the system with a capacitor power source, while the
passive (parasitic) inductance can be kept at the level of 15–20 nH in the system with EMG. Comparison
of experimental and calculated results (see Figure 1) showed that the calculations correctly describe
the processes; the accuracy of the coincidence values is about 15%–20%.

3.2.2. The Second Operation Mode of the Current-Pulse Formation Devices

The second mode of EMG operation of the developed design is the mode with an explicit
displacement of the residual magnetic flux into the load after switching-over the current into the
load. This mode was made according to the scheme with connected of two accelerators. In this
mode, the load on the explosive breaker is significantly reduced due to the fact that the switching
is at a current of ~1–1.5 MA. After switching, the residual inductance of EMG remains significant
(about 180–200 nH) and its sample takes 5–6 μs. At the same time, it is possible to match the process
of pumping the residual magnetic flux into the load with the dynamics of increasing its inductance.
The experimental results are presented in Figures 9 and 10.
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Figure 9. Oscillograms of current and voltage pulses.

Figure 10. Power and energy inputted for each branch of the load.

The oscillograms of current and voltage pulses during the operation of the EMG on two plasma
accelerators (PA), connected in parallel, are shown in Figure 9, and correspond to the schematic diagram
in Figure 7. The voltages were measured on the current collectors of each PPA. A series of experiments
allowed one to sequentially choose the best conditions for matching the time diagram of the EMG with
the dynamics of the load. In this mode, the current rise in the load is observed at the transformation of
the residual inductance of EMG after switching the current to the load. The maximum current reaches
of 3.8 MA. Moreover, the main phase of PPA operation takes place with the increasing power of EMG.
The peak power value is 27 GW. The energy transmitted from the EMG to the load reached 0.55 MJ,
as shown in Figure 10.
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4. Conclusions

Research of the matching pulse sources, in the form of capacitive storage and an
explosive-magnetic generator, with a plasma load, showed:

1. For the operation with plasma loads in the mega joule energy range, the use of explosive magnetic
generators with a special device of current-pulse formation increases the efficiency of energy
transfer to the load in comparison with the capacitive power source. This device includes the
following switching keys: a solid-state closer and an explosive breaker of electrical circuit with
adjustable response delays.

2. The use of effective-mode current-switching in the PPA, with the residual inductance of the
EMG into the load circuit, allowed transferring to the load 0.55 MJ at a maximum current—up to
3.8 MA. For this start-up, the energy inputted directly into the plasma flow was approximately
250 kJ (45%). This is a significant progress compared to the results outlined in [5]. At that time,
EMG managed to transfer to the plasma flow about 85 kJ.

3. The developed computational model of EMG with the load and the switching keys has been
successfully applied in the generator design and modeling of its operation. A comparison of the
shape of the pulse current and the maximum value of the calculated and experimental results
showed that they correspond with an accuracy of 15%–20%.

4. The proposed design of EMG can be used for any pulse plasma loads. The produce of a specific
generator should be accompanied by preliminary calculations of the time diagram of switching
the keys of the current-pulse formation device.
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Abstract: The rigid body swing is an important problem for steel catenary risers (SCRs). In addition
to many other important issues, the transverse flow direction response is studied in this paper.
By extending the load terms of the large deflection slender beam equation, the load of suspension
point in the z direction, Morison and rigid body swing are superimposed on the beam equation. On the
basis of the above work, a Cable3d subroutine is written to complete the task. Then the structural
response is simulated and verified by the Lissajous phenomenon and spectral phase analysis. On the
basis of verification, the response is analyzed from an angle of three-dimensional space and the
influence coefficient is adopted to evaluate the effect of rigid body swing. The importance of loads is
determined by spectral analysis. Phase curve and the change of vibration direction are analyzed by
higher orders of frequency. The results show the verification of Lissajous and spectral phase analysis
are feasible. The analysis of the spatial response shows the vibration direction of the 140th node is in
the same direction as the rigid body swing vector, so the interaction is relatively of more intensity and
the influence coefficient is relatively larger. This influence interval of rigid body swing displacement
statistical analysis is −0.02 to 0.02 and the effect is weak. The spectrum analysis indicates there is
no resonance between the main load and the bending vibration, and the analysis also shows the
main influence load of the transverse flow response in this paper is the top load in the z direction.
According to phase analysis, the load has a high order effect on the spectral phase curve of the
structure. This paper has drawn a conclusion that rigid body swing has limited effect on transverse
flow response, however, it has a relatively strong impact on the middle region of the riser, so it plays
an influential role on the safety of the riser to some extent. The key point for this paper is to provide
qualitative standards for the verification of rigid body swing through Lissajous graphs, which are
central factors to promote the development of rigid body swing. It is hoped that the above research
can provide some reasonable suggestions for the transverse flow response simulation of the steel
catenary riser.

Keywords: steel catenary riser; rigid body rotation; wave; the load of suspension point in the z
direction; Cable3D

1. Introduction

The development of offshore oil and gas exploration from shallow water to deep sea is promising
at present. In recent years, with the rapid development of deep sea resource exploration, more stringent
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and specific standards are put forward. In oil production system, there are many types of development
modes, and the mode consisting of platforms, risers, and underwater trees is a relatively common one.
In this type of mode, the steel catenary riser is a key device. It connects the top platform to the bottom
tree [1]. The environmental impact on the steel catenary riser increases with the increase of water
depth. It has a wide range of application depths and significant economic advantages over the other
risers. For example, the top tension riser (TTR) lacks adaptability to platforms and the development
cost of flexible risers is higher. Researchers worldwide have conducted extensive studies on SCRs, but
for waves and the load of suspension point in the z direction, the following problems remain an urgent
topic: first, the loads of wave and suspension point are perpendicular to each other, but the frequencies
are very close. The result is close to Lissajous’ Figures. Second, the wave load is also perpendicular to
the rotating plane of rigid body swing. This requires studies from three dimensions to one dimension.
This paper focuses on the change of structural response caused by waves, a SCR’s top load in the z
direction and rigid body swing.

Zhu and Gao [2] studied the influence of a free rotating impeller on the vortex-induced vibration
(VIV) response of a riser. The results showed that the reduction rate and energy extraction objective
could be achieved at the same time. Qiu et al. [3] introduced the drag crisis phenomenon caused
by unsteady shear layer separation when the Reynolds number ranges from 2 × 105 to 5 × 105.
Experiments and numerical simulations were conducted and adopted by the 27th league ITTC
committee for the simulation. The report showed the LES method has relatively more advantages for
simulating the drag crisis phenomenon. Li et al. [4] studied the stress wave transmission in the riser.
The multi-signal complex exponential method was used to solve this problem. The dominant forms
for the downstream and cross direction responses are a standing and travelling wave, respectively.
Teixeira and Morooka [5] adopted semi-empirical methods to calculate VIV responses, considering the
energy balance in the method. The results showed it is in good agreement with physical experiments.
Xu et al. [6] proposed a nonlinear wake model of VIV for the prediction of the fatigue life of marine
risers. Their results agreed well with the experiments. Cabrera-Miranda and Paik [7] analyzed models
associated with in-situ marine meteorological data. At the same time, a model related to input variables
was also adopted to calculate the load probability distribution. The calculations show the load model
associated with the influence variables is more suitable. Do and Lucey [8] analyzed and researched
the Lyapunov direct method. The design of an active control system at the top and bottom of the
riser was proposed. The system was designed for tensile, non- shear and in-plane deformation risers.
Zhang et al. [9] adopted a finite element method to research vortex-induced vibrations under axial
harmonic load conditions. Liu [10] coupled a rigid body swing and bending vibration model to
simulate the response. The results showed the wave response and rigid body swing decreases with
depth. Yao [11] adopted the Cable3d program to simulate the structural response. The calculations
show the influence of rigid body swing is between 10% and 20% under the action of wave loads,
and the influence is positively correlated with the swing vector S. Komachi et al. [12] analyzed the
wake oscillator and Newmark-Beta method. VIV response and three dimensional dynamic response
and stress fatigue ratio were simulated for the system. Domala and Sharma [13] researched the
vortex-induced vibration responses of three types of riser, including a top tensioned riser, steel catenary
riser and SCR with platforms. Hong and Shah [14] adopted the Euler Bernoulli method to set up a
model for riser movement. The model considers load and ship motion, and theory and test results
were compared for verification. Alfosail et al. [15] proposed a new state space method. The method
involves solving the vibration frequency and critical buckling limit of the riser. For verification, the
results were in good agreement with other methods. Yang et al. [16] established a new model with
Kelvin Voigt elasticity for simulation of three dimensional nonlinear dynamic responses. The results
showed the coefficient has obvious effects on the natural frequency, maximum displacement and stress.
O ‘Halloran et al. [17] researched the characteristics of flexible risers with tests. The results showed
friction and damage characteristics have obvious effects on risers. Wang et al. [18] studied the HHT
method for gas entering into the riser. Hu et al. [19] adopted the Keller box method to studied a model
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with different riser lengths during installation. The displacement of risers in the top zone and subsea
trees were researched. The results show the method could solve this kind of installation problem.

In recent years, research has mainly focused on the response characteristics of risers. The influence
of rigid body swing and other vibration models is important for the response, however, direct
simulation of rigid body swing takes a long time and other programs cannot directly simulate this
phenomenon. Therefore, research on the characteristics of transverse flow response is still insufficient.
The interaction between the platform and the rigid body swing needs further study.

From the perspective of overall movement, the response and frequency along water depth are
worth studying. The response characteristics of key nodes such as the top suspension point and
bottom contact point are important. The influence of rigid body swing is also worth researching.
From the perspective of the FFT analysis of risers, there are few studies on the phase curve. The load
frequency in the phase curve is characterized by the phase cliff-break or rapid change. It can be used
to distinguish the load frequency of the structure. The phase curve, should also not be neglected for
the research.

This paper takes the Petrobras Marlim oil and gas field as the simulation model. The development
mode includes the FPSO, steel catenary riser and underwater tree. Then a simplified Cable3D SCR
model [10,11] is established for Petrobras Marlim oil and gas field. The response is calculated under
the action of linear waves and cross-flow loads on the platform. Ther rigid body swing without VIV is
superimposed on the model. The rigid body swing is worthy of attention because of its effect on the
transverse response. Then the characteristics of SCR with and without rigid body swing are analyzed.
During the calculation and evaluation, the following problems need to be solved and studied:

(1) The structure is affected by the oscillating effect of rigid body swing. At present, commercial
finite element programs cannot calculate it directly. The effect can be taken into account by a
certain coefficient in engineering, but the coefficient still needs to be calculated and analyzed.

(2) The actual SCR structure is subject to relatively more loads perpendicular to each other. VIV,
represented by vertical lift and drag, is studied in depth. However, there are few studies for
waves and the top platform, which are perpendicular to each other. Whether the Lissajous’ Figure
can be used as the mathematical validation is worthy of attention.

(3) In the plane, the Lissajous’ Figures with wave and load of suspension point in the z direction are
presented. In space, the plane load has two characteristics: in-plane wave load and out-of-plane
rigid body swing.

(4) The structural response is affected by waves, top loads in the z direction, rigid body swing and
natural vibration frequencies, but there is no simple formula for calculating the load frequency,
especially the frequency of rigid body swing.

The response characteristics of steel catenary risers under rigid body swing and platform are
studied. Through the above work, it is hoped to provide some reasonable suggestions for the research.

2. SCR Numerical Simulation Model

2.1. General Description of the Numerical Model

In this paper, a model consisting of a SCR large deflection slender beam module and a wave—load
of suspension point in the z direction—rigid body swing module is developed. Based on Cable3D, the
model can simulate wave loads, platform linear harmonic loads and SCR rigid body swing.

The Cable3D model [10] is developed to solve the complex response of steel catenary riser.
Riser-platform, fluid-solid and pipe-soil interactions and the effect of rigid body swing are researched
by the Cable3d software. The load model q as shown in Equation (4) is usually substituted by the
subterm of SCR. These load subterms q integrated for the new complex phenomenon allow Cable3D
to be further developed and extended. The integration model for simulation is shown in Figure 1.
In this paper, a SCR large deflection slender beam model is adopted to solve the structure response.
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It is subjected to wave loads and loads in the z direction of the suspension point. The rigid body swing
is simulated by using the SCR rigid body swing model.

Figure 1. Process of the structural model.

2.2. Basic Control Equation of SCR Motion

The basic governing equations [10] of the riser motion range from the beam balance equation to
the riser vibration equation. In this process, the control equation is obtained from the expressions of
load and mass terms. The basic theory of SCR provides a basic solving model for solutions. Then the
wave, load of suspension point in the z direction and rigid body swing can be solved in the equation.
The calculation of load such as rigid body swing usually has an iterative process. The following steps
are detailed. Figure 2 shows the coordinate system of the riser. The shape of beam is represented by a
vector S which is a function of the length r and time t.

Figure 2. Coordinate system of the beam.

According to the conservation, moment, linear and angular of momentum theorem, the
equilibrium equation can be obtained:

ρ
d2r
dt2 (s, t)− q =

dF
ds

(1)

λ
dr
ds

(s, t)− B
d4r
ds4 (s, t) = F (2)

where F is the internal force of the beam section, q is the distributed external force per unit length
on the beam, ρ is the mass of beam per unit length, λ is the Lagrangian operator and B is the beam
bending stiffness.

After substituting the equation F’, the motion equation of the large-deflection slender beam is
obtained. In this process, The Bernoulli-Euler theory is applied:

ρ
d2r
dt2 (s, t) = λ

d2r
ds2 (s, t)− B

d4r
ds4 (s, t) + q (3)
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After substituting the equation for the term q, the vibration control equation of the riser is obtained.
In this process, the load calculation formula and vector transformation matrix are applied:

M
d2r
dt2 (s, t) = λ

d2r
ds2 (s, t)− B

d4r
ds4 (s, t) + q (4)

where M is the mass matrix, B is the stiffness matrix, q is the load matrix and λ is the Lagrangian
operator. The above formula is the basis of the structural numerical simulation. The mass, load and
Lagrange operators of the structure form the basic solution and the basis model of SCR is composed of
gravity, inertial force, drag force and F-K force.

2.3. SCR Rigid Body Rotation Submodel

The motion equation model of rigid body swing is established to simulate the phenomena of the
steel catenary riser. Because the rigid body swing model cannot be directly simulated in commercial
softwares, Cable3D is relatively superior to other commercial softwares in rigid motion simulations.
The model adopts the theorem of momentum to study the moment balance of the riser. The response
is solved through coupling the load term with the vibration equation. Then the result is obtained for
the structural response of the rigid body swing in the rotation plane. The practical significance of
the model is in providing a solution for the rigid body swing phenomenon. Figure 3 shows the rigid
body swing system caused by loads such as deep water waves, flows and others. Figure 4 shows a
real system of FMC Technologies. The rotation vector is represented by S which is a function of the
node coordinates.
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Figure 3. Rigid body swing system.

 

Figure 4. Petrobras Marlim oil and gas fields.
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According to the moment of momentum theorem, the oscillating equation of rigid body swing is:

(m + ma)s2 d2ar

dt2 + cas2 dar

dt
= qr (5)

qr = qz

√
s2

1 + s2
2 + qxω2s3 − mgω1sar (6)

Substituting Equation (5) into Equation (4) and rearranging yields:

M
d2r
dt2 = λ

d2r
ds2 − B

d4r
ds4 + q f + qr + mg − (m + ma)

d2rr

dt2 − ca
drr

dt
(7)

M
d2r
dt2 = λ

d2r
ds2 − B

d4r
ds4 + q + mg − (m + ma)

d2rr

dt2 − ca
drr

dt
(8)

where m, ma are the mass and additional mass per unit length of riser, ca is the additional damping
coefficient per unit length. qx and qz are the environmental load acting on per unit length. ar,

.
ar,

..
ar are

the angular displacement, angular velocity, angular acceleration of rigid body rotation, s1, s2 and s3 are
the projections of the radius S onto the axes x, y, z and ω1, ω2 and ω3 are the projections of the vector
onto the axes x, y, z.

It is expressed as the coordinate component form:

(m + ma)(
d2ub
dt2 +

d2ur

dt2 ) + (c + ca)
dub
dt

= qx − ca
dur

dt
− kub (9)

(m + ma)(
d2vb
dt2 +

d2vr

dt2 ) + (c + ca)
dvb
dt

= qy − mg − ca
dvr

dt
− kvb (10)

(m + ma)(
d2wb
dt2 +

d2wr

dt2 ) + (c + ca)
dwb
dt

= qz − ca
dwr

dt
− kwb (11)

where ub, vb, wb,
.
ub,

.
vb,

.
wb,

..
ub,

..
vb,

..
wb are the projection of displacement, velocity and acceleration on

x, y, z and ur, vr, wr,
.
ur,

.
vr,

.
wr,

..
ur,

..
vr,

..
wr are the projection of displacement, velocity and acceleration

on of rigid body swing projected on x, y, z.

→
v r =

.
ar(

→
c ×→

s ),
→
v r =

.
ar(

→
c ×→

s ),
→
a r =

..
ar(

→
c ×→

s ) (12)

Expand it to the following expression:

.
ur =

dar

dt
(ω2s3 − ω3s2),

.
vr =

dar

dt
(ω3s1 − ω1s3)

.
wr =

dar

dt
(ω1s2 − ω2s1) (13)

..
ur =

d2ar

dt2 (ω2s3 − ω3s2)
..
vr =

d2ar

dt2 (ω3s1 − ω1s3)
..
wr =

d2ar

dt2 (ω1s2 − ω2s1) (14)

2.4. SCR Wave Load Submodel

The wave load submodel is to solve the wave load equation in deep sea with riser moving relative
to the water particle. The model uses Morison’s equation to study the relative load of the riser. The
wave is calculated by a linear wave in deep water. The response of linear waves in deep water decreases
as the depth increases. It is worth noting that this decreasing trend has a great influence on the trend
of overall response. The loads such as waves and suspension point load in the z direction have the
same trend.

Velocity potential is:

φ0 =
gA
σ

ekz sin(kx − σt) (15)

404



Energies 2019, 12, 273

Horizontal velocity is:
ux = Aσekz cos θ (16)

Horizontal acceleration is:
∂ux

∂t
= Aσ2ekz sin θ (17)

In the wave model, the motion equation of SCR is:

fH =
1
2

CDρA(ux − .
x)
∣∣ux − .

x
∣∣+ CMρ

πD2

4
∂ux

∂t
− Cmρ

πD2

4
..
x (18)

where φ0 is the velocity potential, ux is the horizontal velocity of a water particle, ∂ux/∂t is the
horizontal acceleration, A is the wave amplitude, σ is the wave circular frequency, k is the wave
number, ρ is the density,

.
x is the velocity of the riser, D is the diameter, CD is the drag force coefficient,

CM is the mass coefficient of mass and Cm is the additional mass coefficient.

2.5. SCR Load Submodel of Suspension Point in the z Direction

The main goal of load model in the z direction is to simulate the transverse load of the platform.
The top load in the z direction is:

Fz = k1 A cos ωst (19)

Considering the interaction between waves and solids, the top load submodel is:

Ar = A − r (20)

Qz = k1 Ar cos ωst (21)

where A is the load amplitude, k1 is the adjustment coefficient, usually 1, and ωs is the load frequency.
The top load submodel is an equation to solve the simulation of cross flow direction load of

platform. It is worth noting that the two loads appear perpendicular to each other in space, and as
the wave load moves along the x direction, and the top load is in the z direction. Two harmonic load
oscillations perpendicular to each other will form a stable elliptic curve if the frequencies are close to
each other. If the frequency is expressed as an integer ratio, it is called Lissajous’ Figures [20,21].

Lissajous’ Figures provide theoretical support for analysis and verification of the load response
perpendicular to each other. Equation (18) and Equation (5) can be substituted into Equation (4), and
the control Equation (22) can be obtained:

M
d2r
dt2 = λ

d2r
ds2 − B

d4r
ds4 + q + mg − (m + ma)

d2rr

dt2 − ca
drr

dt
+ fH + Qz (22)

where Qz is the top load in the z direction. For Equation (22), the effect of load frequency on the
equation is the frequency input on the right side. The load term is related to frequency, amplitude and
phase. Then the input of different frequencies, amplitudes and phases makes the response complex
and random.

2.6. Boundary Constraints and Iteration Conditions

According to the hypothesis that small deformations are allowed, the following formula
is obtained:

dr
dt
(s, t) · dr

dt
(s, t) = (1 + ε)2 (23)
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The convergence criteria for the above solution is that the number of iterations is less than the
allowed maximum number, or the difference between the two iterations is within the error range:

n > Nmax or epsn <

∣∣∣∣ rn − rn−1

rn

∣∣∣∣ (24)

where n is the number of iterations, Nmax is the allowed maximum number of iterations, and epsn is
the iterative error. Besides point A adopts an anchoring constraint, and the top suspension point O
restrains the x and y directions. The load of the suspension point in the z direction (transverse flow
direction) is added to the input file.

2.7. Summary of the Numerical Model

In this section, SCR and load numerical model are introduced. The SCR numerical model is a
large deflection flexible beam model. The load numerical model introduces rigid body swing, load of
suspension point in the z direction and wave model.

The Cable3D_Vswing program calculates the response under top load in the z direction, wave
and rigid body swing. The difference between RT_CABLE [10] and Vswing is whether the top load
in the z direction is considered or not. It is a key factor of the top load in the z direction for Vswing.
The basic process mode of platform load includes the call of load function and the external input file.

This article adopts the method of external input file. Its biggest advantage is that it reduces the
difficulty of load function fit. In addition, this paper promotes vector calculation from two-dimensional
to three-dimensional, and this is a small improvement over the original RT_CABLE program.

3. The parameters and Verification for SCR Structure Simulation

The response of the SCR model in the cross-flow direction has been studied previously [10,11].
After the wave in the x direction and load of suspension point in the z direction are applied to the
structure it appears that the loads are perpendicular to each other in space. The influence of response
is worth studying after superposition of the rigid body swing.

The structure is affected by the mutually perpendicular load effect and rigid body swing.
The response changes as the water depth increases and the influence of rigid body swing is of concern.
Flow and fluid-solid coupling are not considered in this paper.

In this section, the Cable3D program and the Cable3D_Vswing program are respectively used
for our simulation [11]. The Cable3D_Vswing program is a modified version of the load term Qforce.
The coupled program improves the model of wave, load of suspension point in the z direction and
rigid body swing. Cable3D calculates the structural response under the influence of wave load in the x
direction and top suspension point load in the z direction. Cable3D_Vswing is used to calculate the
response under the influence of waves, load of the suspension point in the z direction and rigid body
swing. The difference is whether the influence of rigid body swing is considered in the response.

3.1. The Parameters of the SCR Structure

The density of crude oil in the riser is 865 kg/m3 and the density of sea water outside the pipe
is 1025 kg/m3. The deep water linear wave is selected for calculation. The wave height is 3.5 m,
period is 8.60 s, and the frequency is 0.11622 Hz. Petrobras Marlim, similar to the simulated structure,
with a water depth of 1330 m, is connected to the undersea tree by pipelines. The development
mode including SPAR, SCR and underwater tree is designed, with a SPAR draft of 153.169 m. It can
accommodate eight top-tensioned risers. The SCR riser is suspended outside the soft cabin.

The design depth is 1100 m, the length of SCR is 2500 m, and the anchor point is 1800 m. The SCR
adopts a five-layer structure from inside to outside. The different layers take corresponding roles
respectively. The actual structure is exposed to dangerous conditions such as random response of the
platform, waves and so on. In this paper, relatively simple conditions are selected for our simulation.
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The linear model is adopted for the seabed soil, without consideration of flow. Table 1 shows the layers
of the SCR bonded riser. Table 2 lists the parameters of the bearing layer, and Table 3 shows the top
linear load parameters under different conditions.

Table 1. Structure layers of the SCR bonded riser.

Structure Function Material Density (kg/m3)

Bearing layer Load bearing, etc. API X-65 7850
Anticorrosive coating Prevent osmotic corrosion Epoxy resin 1440

Bonding layer Interlayer bonding Polypropylene 980
Thermal insulation layer Cold oil not be transported Foam Polypropylene 800

Protective layer Prevent seabed damage, etc. Polyethylene 900

Table 2. Parameters of the SCR bearing layer [10].

Parameters Value Unit Parameters Value Unit

The outer diameter 0.355 m The moment of inertia 0.36123 × 10−3 m4

The inner diameter 0.305 m The outer diameter area 0.99315 × 10−1 m2

Modulus elasticity 207.0 Gpa The inner diameter area 0.72966 × 10−1 m2

Minimum yield strength 408.0 MPa Unit length mass 0.2960 kg/m3

Poisson’s ratio 0.3 / Unit length buoyancy 0.2137 4 × 104 N/m

Table 3. Parameters of the load of the suspension point in the z direction [11].

Cdt Load Direction Amplitude/mFrequency/Hz Wave ZDL RBS

1 Cab1 Transverse flow 3.0 0.093
√ √

2 Cab 2 Transverse flow 2.0 0.101
√ √

3 Cab 3 Transverse flow 1.0 0.111
√ √

4 Csw1 Transverse flow 3.0 0.093
√ √ √

5 Csw 2 Transverse flow 2.0 0.101
√ √ √

6 Csw 3 Transverse flow 1.0 0.111
√ √ √

RBS is a shortened form of Rigid Body Swing. ZDL is a shortened form of load of suspension
point in the z direction. Four hundred 400 nodes, 399 beam elements and the three-time Hermite
function are used to calculate the node response of SCR. The quadratic Hermite function is used to
calculate different matrices. The matrices include the Lagrangian operator, mass, stiffness and external
load matrix. The spring stiffness of the structural suspension point O and fixed point A is 0.1 × 1012 Pa.
The friction coefficient of the riser and seabed interaction is 0.2. The relaxation factor is 0.8 and the
iteration error is 0.1 × 10−5. The number of iteration steps is 3600 and the calculation step is 0.1 s.
Lift coefficient is 0.7, and drag force coefficient is 1.2. The mass coefficient is 1.0, and the hydrodynamic
parameter is 0.355.

The wave load and the load of suspension point in the z direction make the structural response
complex and random. Due to the action of water flow and waves, structural response of rigid body
swing is complex and random. However, most finite element programs cannot directly calculate
the rigid body swing. Therefore, in this paper the influence of rigid body swing is considered by a
coefficient. The effect can be taken into account through multiplying the response under the main load
by a coefficient.

In addition, the linear model is used for the load of suspension point in the z direction, which is
suitable for better sea conditions, but not for worse ones. A linear model is adopted for waves, which
is suitable for deep water, but not for inshore areas.
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3.2. SCR Structural Lissajous Phenomenon and Verification

In real sea conditions, the load on the structure presents random characteristics and the response
of random loads is shown in the perpendicular directions. This makes the response of the structure
more intense or violent with random features, but there are also cases where the structure is subjected
to simple loads. For example, the structure is subjected to waves, which adopt a deep water linear
wave model, and the structure is also subjected to steady flow and the relatively stable movement of
the platform, or if the structure is suspended on a fixed platform, the linear wave and steady flow
in deep water models can be applied. In some of the above cases, the Lissajous phenomenon may
also exist.

The Lissajous phenomenon of the SCR structure [20,21] is generated or defined by simple
harmonic oscillations. The oscillations are perpendicular to each other. A stable curve will form
when the frequency is close to the integral ratio. In this paper, the wave load is along the x direction
and the load of the suspension point is in the z direction, so they are perpendicular to each other
in space.

The response curve of the structure caused by wave load lacks check rules or standards. Then the
Lissajous curve can play a certain auxiliary role in the verification. The check condition is that loads are
perpendicular to each other, and the frequency ratio is integer ratio. The reference [20,21] can provide
the curve to realize the verification:

x = A1 cos(2πn1t + ϕ1) y = A2 cos(2πn2t + ϕ2) (25)

2πn1t + ϕ1 + 2kπ = ±arccos
x

A1
2πn2t + ϕ2 + 2mπ = ±arccos

y
A2

(26)

n1
n2

= m1
m2

(m1, m2-prime numbers), and the trajectory equation is:

cos(m1arccos
y

A2
± m2arccos

x
A1

) = cos(m1 ϕ2 − m2 ϕ1) (27)

The shape is determined by the amplitude ratio A1/A2, frequency ratio m1/m2 and
cos(m1 ϕ2 − m2 ϕ1).

In this paper, the wave load frequency in the x direction is 0.11622 Hz and the load frequency
of the suspension point in the z direction in the condition C1 is 0.093 Hz. After the data has been
processed, the top load in the z direction is 0.09 Hz and the wave is 0.12 Hz. The common factor is 0.03,
and the frequency ratio is 3:4.

From the viewpoint of load, the structure is subjected to the x direction wave load and the load of
the suspension point in the z direction. The wave and the top load in the z direction are perpendicular
to each other, and the frequency ratio ranges from 3:4 to 4:5. Then the wave and top load in the z
direction can be simply checked and compared with the Lissajous curve.

For working condition 1, this paper adopts the Cable3D calculation results to compare with
Lissajous’s figure. The z-x plane graphic response of the 10th–200th structure is studied. The structural
response is shown in Figure 5. The response of 10th and 140th structure is similar to that of the second
picture in 3:4 of Figure 6. The 80th and 200th response is similar to that of the fourth picture in 3:4 of
Figure 6. These figures are also more similar to a 4:5 ratio.

On the whole, the structural response conforms to the basic characteristics of a Lissajous curve.
The z-x plane response of the structure presents a zonal track characteristic. It is consistent with the
characteristics of the Lissajous curve with high phase. From the 10th to 200th response, the zonal track
decays gradually from a more complete distribution into a disordered one.

The amplitudes of the response in the x direction and z direction decrease with depth.
The amplitude is positively correlated with the weakening of the wave and load of the suspension
point in the z direction with increasing depth. The degree of deformation is strengthened or intense.
The similarity degree of the graph and standard curve is also weakened. This represents an increase in
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the complexity of the bottom motion as the water depth increases. After the superimposition of rigid
body swing, the basic features of the graph remain unchanged. The graph is shifted downward in the
x axis and to the right in the z axis. From the above phenomenon, the calculation of the structure can
be verified.
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Figure 5. Lissajous phenomenon of 10th–200th in the zx plane.

Figure 6. Lissajous verification table.

3.3. Structural Load Frequency Analysis and Verification

The response of a structure is usually a linear or nonlinear superposition of multiple load
responses. Under the action of load, linear and nonlinear response curves are produced. The analysis of
the load frequency can be helpful to the analysis of the main response. In this paper, the load frequency
analysis is mainly to carry out with a FFT transformation which looks for the main frequency of
the structure.
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The solution method and data of load frequency are different for verification. Under load
excitation, the frequency of the structure subjected to wave load in the x direction is 0.11622 Hz.
Under the action of the load of suspension point in the z direction, the structure frequency is
0.093 Hz–0.111 Hz. The first frequency of bending vibration is solved by the Vandiver method
to 0.016 Hz. The vibration frequency of the rigid body swing is solved by Rayleigh method to
0.029 Hz [11].

The Rayleigh method is shown in Equations (28)–(30):

T =
1
2∑

i
mix

2
i =

1
2
(

1
3

m1l2 +
1
3

mal2 + m2l2)ω2 A2 cos2 θ (28)

V =
1
2∑

i
kix2

i =
1
2
(kl2)A2 sin2 θ =

1
2
(

1
2

m1gl +
1
2

magl + m2gl)A2 sin2 θ (29)

Because Tmax = Vmax, then the frequency can be derived:

ω =

√
1/2m1gl + 1/2magl + m2gl
1/3m1l2 + 1/3mal2 + m2l2 (30)

Bending vibration method for solving natural vibration frequency is:

ω = (nπ)2
√

EI
ml4 , n = 1, 2, · · · , ∞ (31)

The response spectrum of the SCR structure is calculated by the FFT method and the response
graphs of the amplitude and phase of the structure are obtained. In the previous FFT transformation,
less attention is paid to the phase, which makes the analysis of the main frequency of structure
inadequate. This paper will supplement some advice for these analyses. The numerical comparison of
frequencies is as follows: wave frequency > load frequency of suspension point in the z direction >
rigid body swing frequency > structure bending frequency (1st).

The frequency comparison can determine the relationship between the load frequency and
the natural frequency and it can determine whether resonance is generated. These data can also
provide theoretical values for comparison and verification of the FFT frequencies. In addition, the FFT
amplitude corresponding to structural frequency can be used to analyze the influence of various loads.
The main frequency of the structure, which is obtained from the phase curve, is shown in Section 4.4.2.
The frequency of the FFT analysis is in good agreement with the results of theoretical formula. Table 4
compares structural results of formula, FFT and literature [11] methods.

Table 4. Load excitations of structure.

Frequency Theory FFT Literature [11] 0.27 m/s Literature [11] 0.30 m/s

WAVE (Hz) 0.11622 0.11600 / /
ZDL (Hz) 0.09300 0.09299 / /
RBS(Hz) 0.02900 0.02400 0.02800 0.02860

BV (Hz)
1st 0.01600 / 0.01550 0.01560
2nd 0.06400 0.06800 / /

RBS is the Rigid Body swing frequency and BV is the second-order frequency for Bending
Vibration. ZDL is load frequency of the suspension point in the z direction. WAVE is the
wave frequency.
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3.4. The Summary of Verification

The verification of rigid body swing is very difficult. In the existing literature [11], there is an
experimental method for verification. Due to its high cost and low effect of rigid body swing, it is
sometimes difficult to capture the results satisfyingly. On the basis of the above, the z-x plane curve
can be used for verification. Under the action of a specific frequency and amplitude, a curve can be
formed to check by comparing the results with the Lissajous figures.

4. Response Analysis of the SCR Structure

4.1. General Description of Response

In the existing literature [22], response research mainly focuses on the relationship between
amplitude and frequency. Among them, the amplitude mainly studies whether the structural response
changes suddenly and whether the vibration amplitude exceeds the limit or not. Frequency mainly
studies whether the load frequency generates resonance with the natural frequency.

The basic formula for the displacement solution [10] is:

γikm Mnjm
..
ukj + αikmBmukn + βikmλ̃mukn = μimqmn + fin (32)

The above formula is a set of equations for the model of a large deflection slender beam. It is a
basic equation to solve static and dynamic displacementz. The SCR static displacement equation is a
simplified version of Equation (32). The simplified formula is an expression of space, independent of
time, which is the basis of the calculation.

The static basic equation of a steel catenary riser is:

αikmBmukn + βikmλ̃mukn = μimqmn + fin (33)

where u is the displacement and λ̃ is the Lagrange operator.
The basic dynamic equation of a steel catenary riser is:

γikm M(K)
njm

..
u(K)

kj + αikmBmu(K)
kn + βikmλ̃

(K)
m u(K)

kn = μimq(K)mn + f (K)in (34)

The initial displacement, velocity, acceleration and Lagrange operator can be obtained by the static
Equation (33). M(K) and q(K) can be obtained from the above Equation (34). The SCR displacement
response calculation is based on the above solution.

4.2. SCR Three-Dimensional and Two-Dimensional Response Analysis

In this paper, SCR response analysis is carried out from three-dimensional analysis to
one-dimensional analysis. The response characteristics of structural space are the main contents
or emphases of this paper. The process from three dimensions to one represents the feature from
integral, plane to one dimension. Under the action of wave and rigid body swing, the effect of load of
suspension point in the z direction on structure has been studied. Figure 7 and Table 5 show the static
location of different nodes.

The responses of the 10th, 80th, 140th and 200th nodes of the structure can be obtained.
The three-dimensional figure without rigid body swing is obtained as shown in Figure 8 and the y-z
plane diagram with and without rigid body swing is shown in Figure 9.

The vertical coordinate is the y-axis which is connected to the z-axis, and the x-axis is perpendicular
to the y-z plane in Figure 8, which shows the three-dimensional response of non-rigid body swing
under wave and load of suspension point in the z direction. Figure 9 shows a figure with or without
rigid body swing in the y-z plane.

There is no obvious difference in shape or overall pattern between the two groups. This indicates
that the influence of rigid body swing is weak. The y-z plane is a projection in the y (swaying or
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vertical) and z (cross-flow) plane of the structure. There is no significant difference in the plane of
vertical and cross flow direction (the rigid body swing plane). This means that when the structure is
subjected to the load of the suspension point in the z direction there is no significant difference in the
rotation plane. The influence of rigid body swing on the plane is weak. This point can be understood
from the amplitude of rigid body swing and top load in the z direction. The top load in the z direction
is applied by 3 m (platform response) with significant amplitude relative to the rigid body swing.

The time curve in the z direction is expressed graphically and gradually in the following Section 4.3.
Under different conditions, the vibration decreases gradually in the transverse direction, however,
it increases gradually in the vertical depth. The oscillation with a graphics like eight in the plane
gradually decreases.

Figure 7. The static location.

   
(a) 10th response  (b) 80th response  

  
(c) 140th response  (d) 200th response  

Figure 8. 10th–200th three dimensional response of no rigid body swing.
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Figure 9. 10th–200th two-dimensional response of a/no rigid body swing in the yz plane.

Table 5. The location of nodes.

X/m Y/m

10 −15.8273 −54.1376
80 −163.2674 −467.0530

140 −343.3629 −796.3470
200 −616.8364 −1049.0293

In terms of the responses of different nodes, the response of the y-z plane becomes more
complicated as the node number increases. The overall response is that the 10th’s y-z plane oscillation
gradually develops into the 200th’s z-x plane oscillation. There is also a rotation around the z axis to
the z-x plane. The swing mode: 10th’s vibration is a narrow amplitude oscillation in the y-z plane.
The 80th vibration is a wide amplitude oscillation with a graphic form shaped like eight. The 140th
vibration is relatively narrow range oscillation in the y-z plane with an eight-like graph. Tthere is a
rotation around the z-x axis. The 200th vibration is a narrow range oscillation in the y-z plane with a
graph like an eight. There is also a rotation around the z axis, and z-x plane gradually oscillates with a
graph like an eight.

The amplitude of the swing gradually decreases. The maximum deviations from the center of
movement of the 10th, 80th, 140th and 200th node gradually decrease. The structural response also
decreases after the superposition of rigid body swing in condition 1 and the rigid body swing decreases
the motion of the structure in the y-z plane. For condition 2 and 3, the maximum influence of rigid
body swing is 1.95% for the 140th node. The difference and amplitude are shown in Table 6 below.

The motion of the structure in the y-z plane presents a complicated state with the increase of
water depth. The amplitude of oscillation attenuation of the top node is the greatest. The activity is
the most intense near the top suspension point region of the 10th–80th nodes. As the water depth or
the condition increases, the amplitude decreases, as shown in Figures 10 and 11. The figures help to
understand the response from a three-dimensional perspective.
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Table 6. Amplitude and difference of yz plane swing in different conditions.

Cdt Node Cab (m) Csw (m) Diff

1 10th 2.53294 2.53254 −0.016%
1 80th 0.93671 0.93484 −0.200%
1 140th 0.55687 0.55431 −0.460%
1 200th 0.38464 0.38395 −0.179%

2 10th 1.76859 1.76816 −0.024%
2 80th 0.74119 0.74525 0.548%
2 140th 0.45918 0.45993 0.163%
2 200th 0.28813 0.28781 −0.111%

3 10th 0.97038 0.97032 −0.006%
3 80th 0.51709 0.51871 0.313%
3 140th 0.35021 0.35704 1.950%
3 200th 0.24737 0.24684 −0.214%

0.0 0.5 1.0 1.5 2.0 2.5 3.0
250

200

150

100

50

0

-50

The amplitude of yz plane /m

 Cab1
 Csw1
 Cab2
 Csw2
 Cab3
 Csw3

Figure 10. Amplitude change with water depth.

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Th
e 

am
pl

itu
de

 o
f y

z 
pl

an
e 

/m

Conditions

 Cab10
 Csw10
 Cab80
 Csw80
 Cab140
 Csw140
 Cab200
 Csw200

Figure 11. Amplitude change with conditions.

4.3. Analysis of the z-Direction Response of the SCR Structure

4.3.1. SCR Response Analysis

For SCR, the above response characteristics in the y-z plane are the response characteristics of a
rigid body swing plane. The calculation in the z direction is from an angle perpendicular to the x-y
plane (riser bending plane). It is an indispensable part of the three-dimensional motion response. Its
calculation is very important for the vibration system.

The calculation of the cross-flow response of thestructure includes VIV, cross-flow load, rigid body
swing and so on. There are plenty of studies on structures with bending vibrations and vortex-induced
vibrations, while the response research of the rigid body swing in the cross-flow direction is relatively

414



Energies 2019, 12, 273

less common. The responses of the 10th, 80th, 140th and 200th nodes in condition 1 are shown in
Figure 12. The formula of the coefficients is as follows:

Rcab = Rwave + Rz Rcsw = Rwave + Rz + Rrbs (35)

Inc = (Rcsw − Rcab)/Rcab (36)

Rdt =

{
(Rn − Rnext)/R10th, n = 10th, 80th, 140th

(R200th − 0)/R10th, n = 200th.
(37)

where Rcab is the structural response under waves and the load of the suspension point in the z
direction, Rcsw is the structural response under the action of waves, top load in the z direction and
rigid body swing, Rwavew is the structural response under wave action, Rrbs is the structural response
under rigid body swing, Rz is the structural response under the top load in the z direction, Inc is the
growth rate and Rdt the relative reduction.
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Figure 12. 10th–200th z-direction time history response in condition 1.

Figure 12 shows the results of condition 1. The overall response of the structure is observed
by selecting four nodes. A linear harmonic load from the z direction is imposed on the structure.
The cross-flow extreme, balance position and standard deviation are shown in Tables 6 and 7. They are
on behalf of the vibration amplitude and intensity. This shows that the cross-flow maximum of
structure decreases with depth under wave action and load of the suspension point in the z direction.
The minimum value and standard deviation of the structural vibration are also decreasing. The main
reason is that the wave velocity, etc. decreases with depth. As the water depth increases, the response
of other particles produced by the top z-direction excitation decreases, therefore, the wave and top
load in the z direction weaken the structural response.

Under the action of waves, load of the suspension point in the z direction and rigid body swing,
the conclusion is similar to that of non-rigid body swing. The cross-flow response of condition 1 is

415



Energies 2019, 12, 273

shown in Tables 7 and 8. As the depth increases, the cross-flow response decreases under the wave,
top load in the z direction and rigid body swing influence. After superimposition of rigid body swing,
the response’s trend is similar to that under the action of waves and the top load in the z direction only.
Then the structure is relatively weakly affected by rigid body swing.

The rigid body swing, wave and top action are considered as simply a linear superposition.
The maximum growth rates of 10th–200th nodes are −0.01%, −0.53%, −1.12% and −0.26%, respectively,
as shown in Tables 7 and 8. By comparing condition 2 and 3, there is maximum superposition of 1.78%.
The response of the touch down point and suspension point are weakened under the rigid body swing.
For the 140th node the influence of vibration is in a range of −1.5% to 2.0%.

Table 7. Maximum, minimum and increase of node response.

Cdt Node Cabmax (m) Cswmax (m) Incmax Cabmin (m) Cswmin (m) Incmin

1 10th 2.53031 2.52998 −0.01% −2.52323 −2.52298 −0.01%
1 80th 0.93399 0.92900 −0.53% −0.93500 −0.93754 0.27%
1 140th 0.55306 0.54688 −1.12% −0.55430 −0.55152 −0.50%
1 200th 0.38398 0.38300 −0.26% −0.38312 −0.38239 −0.19%

2 10th 1.76981 1.76936 −0.03% −1.76465 −1.76436 −0.02%
2 80th 0.74551 0.74471 −0.11% −0.73664 −0.74101 0.59%
2 140th 0.45820 0.46017 0.43% −0.45952 −0.45950 0.00%
2 200th 0.28697 0.28663 −0.12% −0.28717 −0.28764 0.16%

3 10th 0.96836 0.96843 0.01% −0.96587 −0.96594 0.01%
3 80th 0.51933 0.52159 0.44% −0.50926 −0.51324 0.78%
3 140th 0.35072 0.35698 1.78% −0.34172 −0.34872 2.05%
3 200th 0.24683 0.24670 −0.05% −0.24590 −0.24638 0.20%

Table 8. Equilibrium and standard deviation of node response.

Cdt Node Cabmean (m) Cswmean (m) Cabstd (m) Cswstd (m)

1 10th 0.00315 0.00315 1.71816 1.71816
1 80th −0.00238 −0.00238 0.62457 0.62443
1 140th 0.00111 0.00112 0.37026 0.37051
1 200th 0.00144 0.00149 0.25996 0.25951

2 10th 1.00 × 10−4 9.87 × 10−5 1.1907 1.19067
2 80th 6.71 × 10−4 6.68 × 10−4 0.49967 0.4997
2 140th 5.90 × 10−4 5.86 × 10−4 0.31063 0.31095
2 200th 4.23 × 10−4 4.29 × 10−4 0.19729 0.19767

3 10th 4.77 × 10−4 4.72 × 10−4 0.63321 0.63322
3 80th 4.28 × 10−4 3.98 × 10−4 0.34035 0.34057
3 140th 4.75 × 10−4 4.23 × 10−4 0.23391 0.23431
3 200th 4.34 × 10−4 3.81 × 10−4 0.17002 0.16968

Vibration in a certain range represents the phase difference between wave, linear load of the
suspension point in the z direction and rigid body swing. However, the effect of rigid body swing
first increases and then decreases with depth. It is positively correlated to vector S. The rest of the
conditions are similar, as shown in Tables 7 and 8.

Figure 13 shows the variation of the 10th–200th nodes with different conditions. The results show
the response of structure decreases when the amplitude of the top load in the z direction decreases.
With the increase of water depth, the displacement of each node decreases relative to the response of
the top node. The attenuation of the 10th–80th nodes is more intense, and the attenuation is weaker
after the 80th, as shown in Tables 9 and 10.
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Figure 13. 10th–200th z-direction response changing with conditions.

Table 9. Reduction, difference and normalized values of node’s maximum response.

Cdt Node Cabmax (m) Cswmax (m) Rdtcab Rdtcsw Diff Nmlcab Nmlcsw

1 10th 2.52716 2.52683 62.95% 63.14% 0.19% 1.00 1.00
1 80th 0.93637 0.93138 15.21% 15.26% 0.05% 1.00 1.00
1 140th 0.55195 0.54576 6.70% 6.50% −0.20% 1.00 1.00
1 200th 0.38254 0.38151 15.14% 15.10% −0.04% 1.00 1.00

2 10th 1.76971 1.76926 57.91% 57.95% 0.04% 0.70 0.70
2 80th 0.74484 0.74404 16.23% 16.08% −0.15% 0.79 0.79
2 140th 0.45761 0.45958 9.67% 9.80% 0.13% 0.83 0.83
2 200th 0.28655 0.28620 16.19% 16.18% −0.01% 0.75 0.75

3 10th 0.96788 0.96796 46.39% 46.16% −0.23% 0.38 0.38
3 80th 0.51890 0.52119 17.42% 17.01% −0.41% 0.55 0.55
3 140th 0.35025 0.35656 10.73% 11.39% 0.66% 0.62 0.63
3 200th 0.24640 0.24632 25.46% 25.45% −0.01% 0.64 0.64

The influence coefficient ranges from −0.02 to 0.02, as shown in Figure 14a. The influences of
rigid body swing on different extreme conditions are statistically analyzed. The maximum is 0.66% at
the 140th node. To some extent, if the rigid body swing cannot be calculated, it is appropriate to use a
response times 1.02 for the effect of rigid body swing. Figure 14b–d show that with the increase of nodes
in each condition, the top region displays the maximum response and the displacement gradually
weakens for conditions 1–3. This trend is similar to the change trend of wave loads. The oscillation of
the load of suspension point in the z direction decreases with the depth of the water. Tthe pendulum
of Equation (8) can explain the trend in a simple way. This tendency of decrease with depth can also be
used as part of the verification for calculations.
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Table 10. Reduction, difference and normalized values of node’s minimum response.

Cdt Node Cabmin (m) Cswmin (m) Rdtcab Rdtcsw Diff Nmlcab Nmlcsw

1 10th −2.52323 −2.52298 62.94% 62.84% −0.10% 1.00 1.00
1 80th −0.9350 −0.93754 15.09% 15.30% 0.21% 1.00 1.00
1 140th −0.5543 −0.55152 6.78% 6.70% −0.08% 1.00 1.00
1 200th −0.38312 −0.38239 15.18% 15.16% −0.03% 1.00 1.00

2 10th −1.76465 −1.76436 58.26% 58.00% −0.25% 0.70 0.70
2 80th −0.73664 −0.74101 15.70% 15.96% 0.25% 0.79 0.79
2 140th −0.45952 −0.45950 9.77% 9.74% −0.03% 0.83 0.83
2 200th −0.28717 −0.28764 16.27% 16.30% 0.03% 0.75 0.75

3 10th −0.96587 −0.96594 47.27% 46.87% −0.41% 0.38 0.38
3 80th −0.50926 −0.51324 17.35% 17.03% −0.31% 0.54 0.55
3 140th −0.34172 −0.34872 9.92% 10.59% 0.67% 0.62 0.63
3 200th −0.24590 −0.24638 25.46% 25.51% 0.05% 0.64 0.64
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Figure 14. z-Direction response in conditions 1–3 changing with the nodes.

The normalization value of Tables 9 and 10 can directly obtain the response coefficient of each
condition relative to condition 1. This coefficient can explain why the response variation is more
influenced by condition amplitude. The structural response decreases by 20–30% when the amplitude
of structural condition decreases by 50%.

4.3.2. Response Analysis of the Top Suspension Point of the SCR Structure

The top suspension point of the SCR has a larger response amplitude in this paper. It belongs to
the structural danger area, which should be studied further [22]. The 10th node presents the Lissajous
phenomenon in the z-x plane when the frequency ratio is 3:4 in Figure 6. Figures 8 and 9 show that the
oscillation in the y-z plane is in a narrow range. The maximum fluctuation standard deviation and
reduction with the depth is shown in Tables 9 and 10. The reason is that there is a maximum of wave
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and top load in the z direction in the top suspension point area. In addition, the response decreases
fastest in that region, then it becomes more dangerous.

On the above basis, this paper carried out the spectral analysis, and the results are shown in
Table 11 and Figure 15. The response presents a unimodal state. The spectral peak corresponds to load
frequency of suspension point in the z direction. The structural response presents a forced motion.
As the frequency increases, the spectral peak of the structure decreases. The main reason is that the
amplitude of the motion is decreasing. The spectral peak has increased in condition 1. However, it
decreases in condition 2–3 after superimposition of the rigid body swing, as shown in Table 11.
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Figure 15. 10th spectrum of condition 1.

Table 11. Spectrum analysis of node 10.

C Node X (Hz) Cab/Y (m2·s) Csw/Y (m2·s)

1 10th 0.092991 1.710155 1.710178
2 10th 0.100990 1.676353 1.676343
3 10th 0.110989 0.885023 0.885041

4.4. Spectral Analysis

4.4.1. Basic Theory of FFT Calculation

FFT [11] is a transformation from the response signal with time to the response signal with
frequency. FFT is also used to calculate the spectral curve of the structure in this paper. In this process,
the main frequency and influence frequency can be obtained by the spectral analysis. In addition,
the response of the structure includes amplitude and phase. The main frequency and the influence
frequency can be obtained by the amplitude curve of the structure. They can also be obtained by the
phase curve of the structure. In this paper, the phase curve is more accurate to obtain them:

Fn =
N−1

∑
i=0

xie
−2π j

N Ni (38)

Phase = atc tan(Im/Re) (39)

Amplitude =

{ √
R2

e + I2
m/n, i = 0, n/2

2 ∗√R2
e + I2

m/n, other
(40)

where Fn is the discrete transform (DFT), N is the calculated length and xi is the sequence. The phase
and amplitude of the single side spectrum (i = 0 − n/2) are shown in the formula. The window function
is calculated by rectangle. Spectrum analysis is rearranged to reduce leakage and the normalization
method of the spectral density is the Mean Square Amplitude (MSA) method.
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4.4.2. Analysis of Structural Main Frequency and the Influence Frequency

The frequency of the structure can be obtained by spectral analysis. The variation of the main
frequency with water depth is studied. The influences of rigid body swing and the load of the
suspension point in the z direction on the main frequency are analyzed. The main frequency is the
dotted line position of the amplitude-phase diagram for the 10th-200th nodes in Figure 16. RBS is a
shortened form of the rigid body swing. BV is a shortened form of the bending vibration. ZDL is a
shortened form of the top load in the z direction. WAVE is a shortened form of wave action. These
frequencies have been expressed in Section 3.2.

The amplitude frequency curve of the structural response is difficult to resolve due to the small
impact. However, good resolution is obtained in the phase frequency curve. This can be used to judge
and check the influence frequency. From the amplitude and phase curve of the structure, the main
frequency of the structure is the load frequency of the suspension point in the z direction. The main
frequency shows a cliff-edge or rapid change of the phase on the phase curve, but it turns into a peak
on the amplitude curve.

Structural frequencies and amplitudes are shown in Tables 12 and 13. The FFT calculation
frequency is close to the theoretical value. The importance of load can be obtained from a percentage
comparison relative to the total frequency’s amplitude, as shown in Table 13. From the top to the
bottom, the bending vibration and waves have limited effects on the frequency. Rigid body swing has
little effect on the frequency and increases with water depth, as shown in Table 13.
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Figure 16. 10th–200th spectrum of condition 1.
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Table 12. Structural frequencies and amplitudes of different loads.

Node Cdt
RBS RBS BV BV ZDL ZDL WAVE WAVE

X (Hz) Y (m2·s) X (Hz) Y (m2·s) X (Hz) Y (m2·s) X (Hz) Y (m2·s)

10th
Cab 0.024 0.011804 0.0681 0.021044 0.0921 2.238628 0.1161 0.107761
Csw 0.024 0.012534 0.0681 0.020742 0.0921 2.223184 0.1161 0.105901

80th
Cab 0.024 0.016019 0.0680 0.035739 0.0920 0.770012 0.1160 0.041897
Csw 0.024 0.016045 0.0681 0.035919 0.0921 0.769957 0.1161 0.038988

140th
Cab 0.024 0.005458 0.0681 0.027404 0.0920 0.457074 0.1161 0.025370
Csw 0.024 0.005445 0.0681 0.027346 0.0920 0.457155 0.1161 0.029915

200th
Cab 0.024 0.007584 0.0680 0.015419 0.0920 0.320702 0.1160 0.013523
Csw 0.024 0.007606 0.0680 0.015786 0.0920 0.320106 0.1160 0.014074

Theory 0.0290 / 0.0640 / 0.0930 / 0.1162

Table 13. Percentage relative to total frequency’s amplitude of different loads.

Node Cdt RBS BV ZDL WAVE

10th
Cab 0.496% 0.884% 94.090% 4.529%
Csw 0.531% 0.878% 94.109% 4.483%

80th
Cab 1.855% 4.138% 89.156% 4.851%
Csw 1.864% 4.172% 89.435% 4.529%

140th
Cab 1.059% 5.318% 88.700% 4.923%
Csw 1.047% 5.260% 87.938% 5.754%

200th
Cab 2.123% 4.316% 89.775% 3.786%
Csw 2.127% 4.415% 89.522% 3.936%

4.4.3. Analysis of the Structural Main Frequency

The frequency response of the 10th–200th nodes in Figure 17 is obtained through the spectrum
analysis of condition 1. Tables 14 and 15 are the main frequency of the structure in different
conditions. In terms of the main frequency, the x values are 0.092991 Hz, 0.100990 Hz and 0.110989 Hz.
The numerical value is close to the load frequency of the suspension point in the z direction of the
structure. The frequency of the external load is the same as the response frequency, which is a forced
motion. After the superposition of rigid body swing, the main frequency of the structure is still same.
It means that the rigid body swing has no obvious influence on the main frequency.

From the main frequency amplitude of the structure, the Y value (spectral amplitude) is studied.
The spectral amplitude decreases as the node number increases. The maximum reduction is 40–60% in
the top area, as shown in Table 14. As the water depth increases, it decreases first and then increases
after reaching the minimum value at the 140th node. The effect does not change significantly after
superimposition of rigid body swing. After superimposition of rigid body swing, the maximum
impact is about −0.2% in bottom area, as shown in Table 15. At the 140th node, main frequency
decreases the least with depth. The rigid body swing makes the main frequency amplitude of structure
increase slightly. Then the main frequency amplitude of the structure is normalized. The amplitude of
structure decreases gradually with the conditions, as shown in Table 15. The main frequency amplitude
represents the energy of the response of the structure. The main frequency is strongly affected by the
decrease of amplitude of conditions.
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Figure 17. 10th–200th spectrum amplitude of condition 1.

Table 14. Main frequency and reduction of with/no rigid body swing along water depth.

Cdt Node Cabx (Hz) Caby (m2·s) Cswx (Hz) Cswy (m2·s) Cabrdt Cswrdt Diffrdt

1 10th 0.092991 2.238628 0.092991 2.223184 65.60% 65.37% −0.24%
1 80th 0.092991 0.770012 0.092991 0.769957 13.98% 14.07% 0.09%
1 140th 0.092991 0.457074 0.092991 0.457155 6.09% 6.16% 0.07%
1 200th 0.092991 0.320702 0.092991 0.320106 14.33% 14.40% 0.07%

2 10th 0.100990 1.209967 0.100990 1.209961 62.08% 62.09% 0.01%
2 80th 0.100990 0.458852 0.100990 0.458673 11.75% 11.73% −0.02%
2 140th 0.100990 0.316691 0.100990 0.316708 9.46% 9.43% −0.03%
2 200th 0.100990 0.202235 0.100990 0.202626 16.71% 16.75% 0.03%

3 10th 0.110989 0.597511 0.110989 0.597504 46.20% 46.24% 0.04%
3 80th 0.110989 0.321454 0.110989 0.321218 16.88% 16.87% −0.01%
3 140th 0.110989 0.220580 0.110989 0.220394 10.02% 10.04% 0.03%
3 200th 0.110989 0.160731 0.110989 0.160395 26.90% 26.84% −0.06%
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Table 15. Difference and normalized values of spectrum.

Cdt Node X (Hz) Caby (m2·s) Cswy (m2·s) Diff Cabnml Cswnml

1 10th 0.092991 2.238628 2.223184 −0.69% 1.00 1.00
2 10th 0.100990 1.209967 1.209961 0.00% 0.54 0.54
3 10th 0.110989 0.597511 0.597504 0.00% 0.27 0.27

1 80th 0.092991 0.770012 0.769957 −0.01% 1.00 1.00
2 80th 0.100990 0.458852 0.458673 −0.04% 0.60 0.60
3 80th 0.110989 0.321454 0.321218 −0.07% 0.42 0.42

1 140th 0.092991 0.457074 0.457155 0.02% 1.00 1.00
2 140th 0.100990 0.316691 0.316708 0.01% 0.69 0.69
3 140th 0.110989 0.22058 0.220394 −0.08% 0.48 0.48

1 200th 0.092991 0.320702 0.320106 −0.19% 1.00 1.00
2 200th 0.100990 0.202235 0.202626 0.19% 0.63 0.63
3 200th 0.110989 0.160731 0.160395 −0.21% 0.50 0.50

4.4.4. Analysis of the Structural Phase Response

The main frequency and other frequencies of the structure are usually obtained by a frequency
amplitude graph. The phase diagram has a relatively obvious relations with the frequency which is a
good complement to the amplitude analysis in this paper.

The influence of structural frequency can be obtained by analyzing the phase of the 10th–200th
nodes in Figure 18 in working condition 1. Cliffs or rapid changes occur in the structures at frequencies
of 0.1 Hz, 0.3 Hz and 0.4 Hz. This means the structures are affected by obvious loads such as waves
here. 0.1 Hz is the effect of the wave load. The response frequencies 0.3 Hz and 0.4 Hz are the
structure’s natural vibration frequency influenced by the term n2. Due to the effect oft the term n2, the
loads of waves and the suspension point in the z direction and rigid body swing have higher order
effects. Specifically speaking, they have second and third order effects at 0.3 Hz and 0.4 Hz.
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Figure 18. 10th–200th spectrum phase of condition 1.
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4.5. The Summary of Response Analysis

In terms of the overall spatial motion, the structure is affected by the mutual loads perpendicular
to each other. The response is gradually complicated along with the water depth. The characteristics
of oscillations with or without rigid body are studied in this paper. The main frequency and other
frequencies are obtained by a frequency amplitude graph. The phase diagram has a relatively obvious
resolution to frequency and it is a good complement to the response analysis.

5. Conclusions

Based on the analysis of vibration theory, a SCR model is simulated and analyzed for the rigid
body swing’s influence. The characteristics of oscillations caused by water depth and with rigid body
swing are researched in this paper. The spectrum amplitude and phase are adopted for analysis of
main frequency. The main conclusions of this work are as follows:

(1) Program for rigid body swingares few and their iteration is relatively complex. For structural
design it is relatively appropriate to consider the influence of rigid body swing by multiplying
the response of the main load by a coefficient. According to the statistics of multiple conditions
described in this paper, the influence coefficient range of displacement is −0.02–0.02 and the
influence coefficient range of the main frequency amplitude is −0.007–0.002.

(2) Waves are perpendicular to the rigid body swing and load of the suspension point in the z
direction in this paper. The analysis of the Lissajous curve for qualitative verification and spectral
phase for quantitative verification together can provide a relatively good verification for the rigid
body swing.

(3) In terms of overall spatial movement, the response is gradually complicated along the depth.
The motion response varies from the yz plane at the 10th node to the zx plane at the 200th.There is
a rotation around the z axis in this process. There are phase differences between rigid body swing,
wave and the load of the suspension point in the z direction. The structural response is related to
the conditions and its trend is relatively uncertain. As an influencing term, the effect of rigid body
swing with depth displays a positive linear correlation with the diameter vector S. The response
and main frequency have different attenuations at different nodes with depth. The response of
the topside 10th–80th region has a sharp decrease, while the response of the 80th-bottom region
has a smaller decrease. The response of nodes shows a strong positive correlation with the load
of suspension point in the z direction. And it is a forced motion. For the response in top region, it
poses a threat to the SCR as a whole for its large amplitude, fast attenuation and strong intensity
plane vibration.

(4) In terms of frequency analysis, the result of the rigid body swing frequency solved by the Rayleigh
method and the natural frequency of the bending vibration solved by the simply supported beam
method are close to that of the FFT transformation. This can relatively meet the requirements
of verification for further research. After a spectrum analysis, the results reveal that the load
frequency of the suspension point in the z direction is the main frequency. In addition, the main
load frequencies of the structure do not resonate with the frequency of the bending vibration.
For phase analysis, the trajectory curve under load changes, and the phase curve will show
a cliff or rapid change. On the contrary, this kind of variation can distinguish structural load
frequencies well. In terms of deficiencies and prospects of this work, there is no real platform
load and nonlinear calculation such as random wave. It is still necessary to continue to research
the influence in a more realistic environment.
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