Economics without Borders

If treated as a single economy, the European Union is the largest in the world,
with an estimated GDP of over 14 trillion euros. Despite its size, European
economic policy has often lagged behind the rest of the world in its ability
to generate growth and innovation. Much of the European economic research
itself often trails behind that of the United States, which sets much of the
agenda in mainstream economics.

This book, also available as open access, bridges the gap between economic
research and policy-making by presenting overviews of twelve key areas for
future economic policy and research. Written for the economists and policy-
makers working within European institutions, it uses comprehensive surveys
by Europe’s leading scholars in economics and European policy to demon-
strate how economic research can contribute to good policy decisions, and
vice versa, demonstrating how economics research can be motivated and made
relevant by hot policy questions.
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Foreword

As the Chair of the Scientific Advisory Committee of the Cooperation on Euro-
pean Research in Economics (COEURE) project, I am pleased to present to the
public this comprehensive and enlightening volume. The aim of the COEURE
initiative is to take stock of current economics research and formulate an agenda
for research funding in the field in Europe. From this point of view, the surveys
collected in this book are written by top European economists who are intel-
lectual leaders in their respective fields. These surveys identify both research
areas that are particularly promising and their potential impact on policy in the
European context.

European economics has made significant progress in recent decades. Before
the late 1980s, European economics was very fragmented with very little inter-
action across national borders. Research was mostly published in national lan-
guages with very little communication and cross-country fertilization. How-
ever, a number of changes have taken place over the last 30 years. First of
all, European-wide networks have started to develop. The European Economic
Association was created in 1985 and has organized an annual Congress every
year since then, partly in coordination with the Econometric Society. The Cen-
tre for Economic Policy Research (CEPR), founded by Richard Portes on the
model of the US NBER, played a pioneering role in creating the first European-
wide high-quality economic research network in Europe. It started selecting
outstanding young researchers as Fellows and Affiliates, disseminating their
work, organizing European-wide workshops and attracting some of the best
US economists to them. Its emphasis on the policy relevance of research has
been particularly important and has helped elevate the intellectual debate on all
aspects of European integration. The most prominent economists of my gener-
ation acknowledge the key role played by the CEPR since the late 1980s and
1990s in internationalizing European economics. Several other cutting-edge
European-wide networks have been created since. A good example is the Insti-
tute for the Study of Labor (IZA) in Bonn, led with great success by Klaus
Zimmerman for the last 20 years. IZA has been very good at recruiting emi-
nent young applied economists, partly because their horizon is not restricted to
Europe.
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Another important factor that has played a key role in promoting high-
quality research is funding not only by the European Commission under vari-
ous Framework Programmes, but also through Marie Curie fellowships in vari-
ous European universities. These initiatives from the Commission have helped
fund high-quality research networks, as well as the mobility of academics
across Europe. The Marie Curie program has been very useful, because it has
improved the European job market for economists. Until very recently, and still
to a very large extent, we have seen in Europe an inefficient model for recruiting
young professors. Universities established barriers to entry, favoring the recruit-
ment of inhouse PhDs. As we know, this usually fosters mediocrity. In most
good US universities, departments choose not to recruit even their very best
students, because they think that they must first earn recognition in the wider
profession, not just in their home university. European economics departments
have increasingly adopted this approach and are active on the international job
market.

Finally, a major milestone in the progress of research funding in Europe has
been the establishment of the European Research Council (ERC) grants. ERC
grants are recognized as a signal of excellent research, helping to thereby dis-
seminate clear and unbiased signals of quality. The key aspect to the success
of the ERC is that projects are selected by panels of peer researchers, usually
highly distinguished senior researchers. Academics are better able to judge the
quality of research than nonacademics are. Another aspect of the ERC organi-
zation is also important. Panels are large enough in their composition to prevent
collusive deals from being made (‘I agree to fund the candidate you support if
you support mine’). ERC grants are therefore changing the landscape of Euro-
pean research, and universities and departments without ERC grants can no
longer pretend that they represent the best of European research.

Despite the huge progress made in the last decades in European economics,
there are still many problems. Too much academic work is done in national lan-
guages, funding of research is mostly at the national level and European uni-
versities often resist external competition in recruitment. In many universities,
there is still virtually no research. Promotion is by seniority with no incentives
to engage in productive research. The ERC only funds the very best projects and
its vocation is purely scientific, not policy-oriented, as it should be. However,
there needs to be a European conversation on research funding. Additionally,
policy-makers do not necessarily like the findings, especially those of economic
research. This is why research projects need to be independent and not subject
to forms of political censorship.

While economic research in Europe has addressed many of the key policy
issues specific to Europe, there is limited access to data and little availabil-
ity of good databases on many important issues that need to be investigated.
Data are therefore badly needed in many areas, especially for issues that are
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specific to Europe (like, for example, intra-European migration, regional trade
and transport, the efficiency of European (co)financed infrastructure and devel-
opment projects, or the indirect economic, social, or other effects of EU trans-
fers in the receiving countries and so on). Europe needs to become a data pow-
erhouse. This is particularly true for economic research where economists have
developed sophisticated statistical tools that can better help guide policy.

The voice of the best European economists needs to be heard when it comes
to how economics research should be funded. The volume presents not only
the state of the art in particular domains of research, but also the various policy
implications of this research, as well as the major research and policy questions
that remain open. They give an idea of where European research stands with
respect to the rest of the world and propose further avenues.

The Scientific Advisory Committee of COEURE that I have the honor
to chair is composed of distinguished economists: Oriana Bandiera (Lon-
don School of Economics), Richard Blundell (University College London),
Francois Bourguignon (Paris School of Economics), Andreu Mas-Colell, Uni-
versitat Pompeu Fabra), Peter Neary (University of Oxford) and Marco Pagano
(University of Naples Federico II). The Scientific Advisory Committee advises
the executive Committee of COEURE as well as the authors of the reports for
COEURE. Our focus is on the scientific quality of the work carried out.

European economics has made a lot of progress in the last decade, but it still
faces many challenges. COEURE aims at helping to improve the effectiveness
and quality of the funding of economic research at the European level. I am
confident it will.

Gerard Roland

E. Morris Cox Professor of Economics
and Professor of Political Science
University of California, Berkeley
February 29, 2016
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Introduction

Richard Blundell, Estelle Cantillon, Barbara Chizzolini,

Marc Ivaldi, Wolfgang Leininger, Ramon Marimon,
Laszlo Matyas and Frode Steen

The European Union is the world’s largest economic entity, yet its ability to
design and implement effective economic policies is not commensurate with
its size. It is lagging, for example, in terms of effective policies promoting pro-
ductivity, growth, scientific research or technological innovation. The Eurozone
debt crisis has provided a sharp and painful reminder that the European Union
must adopt a new approach to designing its economic policies and coordinating
them with the policies of its Member States.

At the same time, while the field of economics in Europe has seen impres-
sive growth in terms of global impact, and in the number of researchers and
funding, Europe still lags behind the US in terms of research productivity, and
European research remains fragmented across its Member States. According
to recent research, the share of articles in the top economics journals published
by European researchers represents 34 per cent of the total production of arti-
cles in the world, while the US amounts to 53.5 per cent.! The contrast is even
sharper when the citation impact of these publications is taken into account.
In terms of share of citations, the US represents 70.8 per cent while the EU
share is 28.4 per cent, which illustrates the considerably higher impact of US
research in economics.

Developing a competitive and open European research area is essential for
growth and to the progress of European integration, because research is a key
factor of growth, and competition among researchers provide them with incen-
tives for cooperating across borders. However, different languages, a diversity
of academic traditions and a variety of informal barriers often inhibit the free
flow of research funding, the mobility of academic talent and, as a result, the
efficient allocation of research and development funding. In times of finan-
cial restraint the latter becomes particularly important. In this context, research
grants, especially if they are allocated across national borders (e.g., by the Euro-
pean Research Council, ERC), can provide valuable tools to circumvent lim-
its to integration and consequently to enhance the exchange of ideas. In fact,
the relationship between openness and successful research funding is recipro-
cal and internationalization can benefit national and regional funding, by, for
example, permitting the inflow of foreign resources. On the other hand, if not

1
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designed correctly, research funding can exacerbate existing fragmentation, for
example by conditioning grants on nationalities and/or local use or by failing
to retain and attract the most able researchers.

The COEURE Project

The COEURE (Cooperation for European Research in Economics) network
brings together the key stakeholders in the European economic research space —
scientists from the different strands of economic research in Europe, users of
research in the policy community and the private sector, statistical offices and
other data providers and funders of research. It has been financed by the Euro-
pean Commission within the Seventh Framework Programme. COEURE is
based on a process of stocktaking, consultation and stakeholder collaboration
that aims at the formulation of an ‘Agenda for Research Funding for Economics
in Europe’.?

This involves taking stock of the current state of research in key fields in
economics. The fields cover the entire spectrum of economics, while address-
ing the most relevant thematic issues identified in Europe. The stock taking
exercise is centred on a survey of each by distinguished scholars. Each survey
has mapped out the policy issues with which Europe is currently dealing, the
research frontier in the given field and the activities of European researchers
working at the frontier. It identifies the key open research questions and sug-
gests ways in which research on these issues should evolve over the medium
term, notably to better address the policy challenges that Europe is currently
facing and likely to be presented in the future.

The COEURE network originates from an initiative of the European Eco-
nomic Association (EEA). Fondation Jean-Jacques Laffont — Toulouse School
of Economics — is leading the network assembling a group of academic institu-
tions, with the support of the EEA. The partner institutions are: Bocconi Uni-
versity, Université Libre de Bruxelles, Dortmund University, the European Uni-
versity Institute, Central European University, the Norwegian School of Eco-
nomics and the Centre for Economic Policy Research.

Advances in Economic Research: Foundations for
European Policies

Five clusters of European economic policy challenges have been identified as

being of paramount importance:

1. Economics of research, education and innovation in a European and global
context, including economics of smart specialization (Europe 2020, Euro-
pean Research Agenda).
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2. Knowledge-based growth and employment; prioritization of policies in
Europe, in particular, the need for short-term consolidation, long-term
growth policies like fiscal consolidation and smart / sustainable growth (i.e.,
addressing poverty, gender, employment and environmental issues).

3. The link between monetary and fiscal policy in Europe and between fiscal
and private debts; efficient use of unconventional monetary policies; insol-
vency problems and the management of rescue funds (addressing asset infla-
tion, housing prices and market bubbles).

4. Cross-border spillovers, interdependencies and coordination of European
policies across borders (addressing the questions of externalities, economies
of scale, etc.).

5. Institutional and structural reforms in the Member States and associ-
ated countries concerning issues like ageing, health systems, energy and
resources efficiency, transport or environment in the context of Europe 2020
and their budgetary and macroeconomic consequences.

In light of these challenges, twelve specific topics have been selected to
address the current state of research and its relationship with policy:

1. R&D, innovation and growth;

Labour markets;

Population, migration, ageing and health;

Human capital and education;

Competition and regulation in markets for goods and services;

Trade, globalization and development;

Energy, environment and sustainability;

Cities, regional development and transport;

9. Fiscal and monetary policy;

10. Financial markets;

11. Inequality and welfare; and

12. Data and methods, a topic which cuts across most areas and policy issues,

and covers current developments in data and research methods in eco-
nomics.

For each of these topics, a survey was solicited and a workshop organized
that brought together key researchers in the field, as well as leading European
policy-makers. The workshops served as forums to discuss recent advances in
our understanding of policy issues, open questions, developments in methods
and challenges facing research in a given area.

The main objective of the surveys has been to identify the key research chal-
lenges pertaining to one broad area of policy and demonstrate how economic
research contributes (or not) to the policy issues related to that area. Its orig-
inality lies in synthesizing insights from different fields of economics, rather
than summarizing the results from the literature in a single field, as is often the
case with surveys in the academic literature.

NN R LD
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The surveys have been designed to address the following questions:

1. Why is the topic important, both in general and in the European economic
policy context?

2. How can economics contribute to our understanding and analysis of this
political and societal topic?

3. What are the key questions (both novel and long-standing) in the area? What
do we know and not know about them? Do we need to better understand the
facts or develop better theories?

4. What are the key points of agreement and disagreement in the academic
literature on the subject? Where is the research frontier?

5. What are the key open questions, that is to say, new questions or old ques-
tions that have not been addressed in economic research but are of vital
importance for policy-making in Europe?

6. Where does Europe stand in terms of research and expertise in this area
compared to other contributors to research, in particular the US?

7. What is the role of scientific advice in EU policy decision-making (see,
for example, the European Commission’s 2001 White Paper on European
governance)? How does it compare to US economic policy-making gover-
nance?

8. What is the research methodology currently used to address questions in this
area?

9. What specific challenges do Europe-based researchers working in this area
face (including data access, its availability or quality, methods, funding and
any other relevant issue)?

This volume is the outcome of this process. As we will see, European
researchers address most key European economic policy issues and challenges.
The policy recommendations are plentiful, although not always politically
correct or easily acceptable. Economic research is firmly grounded on facts,
although data, while more and more developed, are not always accessible or
available. The theoretical challenges and methodological difficulties that cur-
rent research is facing begs for inter-European cooperation and cooperation
with other fields and disciplines, while given its actual state or art, its own logic
and approach should and can be preserved.

About the Chapters

The first chapter of the volume deals with innovation and growth, which have
been central to European policy-making since at least the Lisbon Agenda. The
chapter argues that the Schumpeterian paradigm provides a unifying frame-
work to organize existing empirical evidence and think about R&D, innova-
tion and growth policies. The authors show how the Schumpeterian framework
sheds new light on ongoing policy debates such as the role of competition
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for innovation or the consequence of innovation on inequality, and they dis-
cuss the policy implications of recent advances in our understanding of these
phenomena.

The Schumpeterian growth paradigm relies on three fundamental ideas. First,
innovation (rather than simply the growth of capital or labour as in the classic
growth models) drives long-term growth. These can be process innovations,
which increase the productivity of existing assets or labour, product innovations
or organizational innovations. Second, innovations result from investments by
firms and entrepreneurs. This raises the question of the incentives for innova-
tion, including the ability of firms and entrepreneurs to reap the benefits of their
innovations. Third, new innovations tend to make old innovations, old tech-
nologies or old skills obsolete (creative destruction). Thus growth intrinsically
involves a conflict between ‘the old’ and ‘the new’: the innovators of yesterday
will tend to resist new innovations that render their activities obsolete. Creative
destruction also explains why, in the data, higher productivity growth is asso-
ciated with higher rates of firm and labour turnover.

Because firms and entrepreneurs are at its core, the Schumpeterian paradigm
provides a natural link between micro phenomena, such as firm entry and exit,
firm heterogeneity, firm organization, or job turnover, and macro phenomena,
such as growth and inequality. In fact, the authors show how the Schumpete-
rian framework is able to explain a number of existing stylized facts about firm
and job turnover, the size distribution of firms and the correlation between firm
size and firm age, to name a few. They also show how the framework has been
used to develop new predictions that have then been tested, using new micro
datasets. The scope of applications is very large and this is an active field of
research. For example, recent research has shown how the level of competition
differentially impacts the incentives for innovation of firms that are close to
the technology frontier of the economy and those that are furthest away. Other
research has looked at the impact of market protection on innovation as a func-
tion of a country’s distance to the world technology frontier.

A central message of the chapter is that institutions and policies that fos-
ter growth depend on where a country lies with respect to the world technol-
ogy frontier. There is no one-size-fits-all. In advanced economies, competi-
tive product markets, flexible labour markets, quality graduate education and
developed equity-based financial markets form the four pillars of innovation-
led growth: competition in product markets encourages innovation by firms
seeking to escape the low margins of neck-to-neck competition; flexible labour
markets ease the process of creative destruction; quality graduate education
produces the research skills necessary for innovation; and equity-based financ-
ing is more receptive to the risk intrinsic to innovation. The chapter revisits the
rationale and design of competition policy, the welfare state, macroeconomic
policy and R&D policy in this light. It ends with a call for a new Growth Pact in
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Europe, one that relies on structural reforms aimed at liberalizing product and
labour markets, a renewed industrial policy and more flexible macroeconomic
policies.

Chapter 2 focuses on the prevalence of ‘dual labour markets’ in the Euro-
pean Union. In the 1960s unemployment in Europe was no higher than in
the US, but by the end of the twentieth century the ‘European unemployment
problem’ was the code name for a widespread problem of inefficient alloca-
tion of human resources in Europe and in Continental Europe in particular. At
the beginning of the twenty-first century the problem seemed to recede, with
some countries undertaking critical labour reforms (e.g., Germany) and some
of the ‘high unemployment’ countries showing very high rates of net job cre-
ation (e.g., Spain). Although still lower than in the US, European employment
rates were not only higher on average but also less dispersed than in the recent
past. However, with the financial and euro crises the problem took on a differ-
ent dimension, that of a divided Europe (and Euro Area), with some countries
exhibiting once again very high unemployment rates (mostly Southern EU), as
a reflection of their deeply entrenched structural problems.

Chapter 2 provides an overview of the research — most of it by European
labour economists — that focuses on this new version of the ‘European unem-
ployment problem’. The theoretical and empirical research provides a consen-
sus view on who the culprit is: the ‘duality’ induced in labour markets by the
existence of labour contracts with large differences in their implied employ-
ment protection legislation. In particular, this chapter describes the highly
asymmetric employment protection that distinguishes permanent from tempo-
rary contracts, tracing their historical origins and institutional arrangements. In
line with the most advanced literature, the chapter takes a general equilibrium
perspective. The historical perspective explains why different European coun-
tries have followed different paths and why ‘changing paths’ has proven diffi-
cult. The theoretical, general equilibrium perspective reveals the side effects of
such ‘dualism’ and why it cannot simply be identified with the coexistence of
temporary and permanent contracts, which are used in all countries.

After World War I and up to the mid 1970s, many European countries experi-
enced a significant increase in employment protection legislation. Spain, Italy,
France and Portugal regulated their labour markets by imposing severance pay-
ments and restrictions on dismissals, among other measures. These laws made
it costly for firms to adjust in response to a changing environment and once
the oil crises hit in the 1970s, the need for higher flexibility became a more
pressing priority on political agendas.

Nevertheless, dismantling the benefits that workers were entitled to was not
politically feasible due to the large political influence of highly protected work-
ers. Thus reforms were made at the margin, affecting new employees only.
Specifically, the emergence of temporary contracts with a lower regulatory
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burden was the policy response to the quest for flexibility in labour markets.
These reforms thus created a dual labour market by allowing for two types of
contracts: temporary and permanent (open-ended). The former was designed to
facilitate turnover and fast adjustments, while the latter represented the remains
of stringent policies targeted at guaranteeing job and income stability.

The chapter describes how economic research — in particular, ‘insider-
outsider’ theories — has helped to explain why dual labour markets have been
a longstanding feature of many European economies. Insider-outsider models
have set the framework for the analysis of the tensions between workers with
permanent contracts (insiders) and the rest of the labour force (outsiders) when
it comes to deciding on a reform. Beyond rationalizing the observed pattern
in the creation of a dual labour market and its political sustainability, these
models have extended our understanding of the interplay between the politi-
cal decision-making process and real business-cycle (RBC) effects — e.g., why
employment is so volatile in economies with ‘dual markets’ and how these
RBC effects reinforce the lack of effective political support for labour market
reforms.

Nevertheless, as the chapter emphasizes, the coexistence of temporary and
permanent contracts is a desirable feature, as firms might have temporary or
seasonal needs. Furthermore, a temporary contractual relationship can help
workers gain experience or acquire human capital. In fact, in countries like
Austria, Denmark or Sweden, temporary jobs are the first step into the labour
market and are followed by a permanent contract. On the other hand, in south-
ern European countries, temporary jobs have become ‘dead-end’ jobs. Workers
tend to experience a sequence of fixed-term contracts and the dream of a tran-
sition to a permanent contract rarely comes true. The chapter documents this
difference and reviews relevant research, showing that market dualism is due
to the existence of large gaps in redundancy costs among permanent and tem-
porary workers, combined with wage rigidity.

The general equilibrium formulations have helped to explain the pervasive
effects of ‘labour market duality’ beyond its direct effects on the level and
volatility of employment: First, its composition effect, in particular the high
levels of youth unemployment and NEET (‘not in education, employment or
training’), second, the lower human capital accumulation, and third, how these
labour supply effects have also shaped firms’ demand for low-productivity jobs,
low levels of innovation and, in particular, investment in sectors of low growth
potential (e.g., construction) in times of low interest rates.

The chapter closes with a review and evaluation of the reforms that have
been undertaken, or proposed, in different countries to overcome ‘the duality
disease’, demonstrating how both empirical and theoretical research reveal the
need for overall reforms of labour market regulations. In particular, the chapter
discusses the possibility of a single/unified contract, both from a theoretical
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and a practical perspective. Finally, the survey identifies three main directions
in which economic research can enrich the policy debate: (i) empirical work on
the differential incentives and responses induced by the two types of contracts;
(ii) analysis of the political feasibility of reforms within the current scheme and
(iii) the role of labour market dualism in technology adoption by firms.

Chapter 3 deals with the problems of population, migration, ageing and
health. World migration, and in particular net migration in the European Union,
has been an extremely hot topic in the last few years, debated in the media as
much as in the political arenas of each EU Member State and in the European
Commission. A large part of the debate has, however, focused on how to deal
with the current emergency inflow of undocumented migrants that are fleeing
from war zones and natural disasters.

Not much is known and discussed about medium and long-run causes and
effects of migration. For instance, one of the recognized structural motivations
of migration is the contrast between the ageing population in most destina-
tion countries and the young, more fertile population of the countries of ori-
gin. Migrants are typically younger than the host country population when they
arrive, and, as a result they contribute to rejuvenating the host country’s labour
supply in the short run. However, migrants age as well as natives, and it has also
been shown that their fertility behaviour, and that of their descendants, tends to
adapt in time to the pattern of behaviour of the host country. Is then migration
a long-term solution to the ageing population problem of most Western Euro-
pean countries? Similarly, what are the long-run economic benefits and costs of
migrant workers in the destination countries? Do the tax revenues and benefits
to the economic activity due to changes in the composition of the working pop-
ulation exceed the welfare costs over the entire lifecycle of a cohort of immi-
grants? What determines exactly these benefits and costs? Which migration
policies are more effective in fostering welfare enhancing migration patterns?

Looking instead at the countries of origin, can the ‘brain drain’ phenomenon
be a problem? Is their growth potential impaired by the out-migration they
experience? The chapter addresses these questions from an economics stand-
point, with the explicit aim of suggesting clear migration policies and indica-
tions for future research.

The main message put forward by the authors is the need for a dynamic
approach to simultaneously describe migration plans, human capital acquisi-
tion and labour supply, that evolve in time and that both affect and are affected
by the social, economic and demographic structure of the host countries. The
key issue, in this context, is the analysis of the choice between temporary and
permanent migration. Data shows that the percentage of temporary migrants is
much higher in Europe than in Anglo-America, Australia and New Zealand.
Why is that? What are the determinants of return migration to the countries
of origin? The literature is as yet only able to provide partial answers. It is,
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however, quite clear that the demographic, social and economic impacts of
immigration vary depending on how long migrants stay in the destination
countries.

As for the fiscal effects of migration, there is consensus on the finding that
host countries experience a net gain from highly skilled, young, possibly tem-
porary, workers; but effects are less clear-cut in the presence of low-skilled
workers. In particular, the evidence collected in Norway by Bernt Bratsberg
clearly outlines the tendency of low-skilled migrants to exit the labour force
early and become social security dependents. In addition, migrant workers
are more likely to suffer from macroeconomic downturns than natives. Never-
theless, there exists significant heterogeneity across destination countries and
migrants’ behaviour responds to incentives provided by the local welfare state,
as well as to the local implementation of migration policies. Expanding on the
latter issue, the effect of any migration policy depends strongly on the institu-
tional setting: the evidence on the relative efficacy of immigrant driven versus
employer driven policies in attracting the ‘best’ migrants is ambiguous. In both
cases what makes the difference is the credibility of the State and the efficiency
of local labour markets.

To conclude, the authors also emphasize the lack of data for certain types of
studies. Analysis on the long-run causes and effects of migration require as yet
unavailable long panels of information on migrants and their descendants. Even
more relevant is the need to standardize and guarantee access to data across EU
member states and to link EU Member States’ Immigration Registries.

Moving to the next chapter, it is well understood that the process of global-
ization has reinforced the basic tenet of human capital theory, namely that the
economic well-being of a society is determined not only by its stocks of finan-
cial capital, labour and natural resources but also — and ever increasingly so —
the knowledge and skills of its individual members. Accordingly, already the
2000 Lisbon Agenda of the European Union set out the aim to turn Europe into
the most competitive and dynamic knowledge-based economy in the world,
capable of sustainable economic growth with more and better jobs and greater
social cohesion.

Indeed, research results in the economics of education show that education
has a considerable impact on economic growth. Simple qualitative measures
for education such as indicators based on cognitive achievement of students
turn out to be extremely good predictors for the long-run economic growth of
nations. Plainly, enhancing the EU’s average student performance using a test
like PISA would yield substantial returns in the form of EU Member States’
long-term economic growth.

From this economic perspective it appears that education systems ‘produce’
the human capital embodied in the workforce of a society. They are hence prime
subjects for economic investigation. At the same time, educational attainment is
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an important determinant of equity and social cohesion in a society. This makes
the search for educational policies and forms of political governance that influ-
ence the formation of human capital in a most favourable way, a particularly
important one.

Chapter 4 surveys and organizes a huge body of mainly empirical work
that addresses the question of how education policies can advance student
attainment. To understand which policies work, education economists employ
advanced micro-econometric methods to perform carefully designed quasi-
experimental evaluations. The main emphasis is on the identification of causal
effects from the data; these methods and set-ups may require new types of
datasets which are not yet uniformly available across Europe. Consequently,
the survey also draws heavily on studies and evaluations of the US educational
system.

The chapter is organized around the economic paradigm of a more or less
competitive ‘market for education’. More precisely, this market takes the spe-
cial form of a matching or assignment market as students and pupils on the
demand side have to be ‘matched’ with schools and other institutions of the edu-
cational system on the supply side. How can such matching be accomplished as
efficiently as possible if efficiency is measured by educational attainment? And
what assignment methods are beneficial to what groups? The answers to these
questions can be very surprising, if one also takes into account the reactions of
the actors in this market, parents, pupils, schools, teachers etc. to the assignment
mechanism chosen by society. The identification and assessment of such incen-
tive effects is a hallmark of economic inquiry. The chapter performs this task
for the most common assignment mechanisms: neighbourhood schooling (each
pupil goes to the local school), tracking or elite schooling (schools are allocated
on the basis of a test score), choice-based schooling (parental choice of school
subject to a rationing mechanism) and income-based schooling (admission to
private schools).

Another central concern is how the political governance of education systems
affects educational success and equity. What makes an effective education sys-
tem with good schools given an assignment mechanism? School accountability,
i.e., the provision of rewards or sanctions for ‘good’ and ‘bad’ schools, is the
key issue here, which — economically speaking — determines the degree of com-
petition between schools. It can only be effective, if schools also have some
autonomy and hence decision-making in the governance structure becomes
decentralized. As a consequence, individual school leadership and management
become more important. Indeed, the evidence shows that all three components —
accountability, autonomy and management, each of which can take many
forms — exert an influence on school and pupil achievements.

Knowledge of the patterns of causal dependencies between student attain-
ment and these market design features of an educational system should be
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extremely useful for progressing along the strategic framework ‘Education and
Training 2020’ adopted by the European Commission. It provides for some
common ground to improve cooperation between the European Commission
and its Members on educational matters while fully respecting Member States’
competencies in the field of education and training.

Chapter 5 deals with the issues of competition and regulation in markets
for goods and services. Competition policy has become an important tool in
Europe’s common work towards a more efficient and innovative economy. The
major topics in competition policy and regulation are organized around four
areas: collusion and cartels, abuse of dominance, merger controls and state aid.
Policy and regulation have been guided by growing research in Industrial Orga-
nization (IO), both theoretically and empirically. The EU has built national and
European structures to manage competition issues both through law and regu-
lation and by strengthening regulative institutions’ scope and capacity for gov-
erning competition and efficiency within- and across national markets.

A major new concern within both research and the implementation of pol-
icy is how markets work in the ‘digitalized’ economy and electronic trade.
The efficient functioning of digital and online markets is crucial to welfare
and is expected to become even more important in the near future. Already
by 2020, more than half of total European retail sales are anticipated to be
web-impacted.? The digitaliation of the economy challenges traditional com-
petition and regulation tools as well as theory. Several issues distinguish digi-
talized markets; often such markets are two sided; search and transaction costs
are different and significantly lower compared to traditional offline markets;
the cost structure is tilted heavily towards the fixed cost component and not
the marginal ones; there are challenges on how to protect intellectual property
rights; and new privacy issues are in focus due to the increased availability of
private information on market participants. For instance, a significant part of
traditional competition regulation, and partly theory, relates to firm size, domi-
nance and market definition. In the online economy, market borders are fluid, at
best, and the competition is geared towards competition for the market, rather
than competition in the market. The latter implies in its most liberal conse-
quence that even monopolized online markets are not necessarily a problem as
long as they are contestable and are exposed to continuous competitive pres-
sure. The regulation and competition problem transfers to entry barrier ques-
tions rather than dominance as such.

The challenges we are facing can be seen through the policy questions and
decisions that have been relevant in recent and ongoing competition cases.
From these cases several questions emerge; the existence and the challenges
with most favoured national (MFN) clauses (e.g., Amazon e-books and online
travel agents), selective distribution (Adidas, ASICS and Casio), the usage of
selective non-neutral price comparison algorithms (Google), cross-border rules
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on fees (MasterCard) and resale price maintenance (RPM) rules (Swedish sport
nutrition products), to name a few.

This chapter shows that the policy-makers and courts take different stances
due to different views on how to solve these issues: motivating a discussion on
the difficult choices policy-makers now face between ex ante regulation (per
se prohibition) and ex post regulation (rule of reason). It discusses the EU’s
digital single market imitative and some of the economic challenges we are
facing on vertical relations and pricing. The IO literature offers both ‘old” and
new “wisdom” as regards how we can deal with these issues, still the chap-
ter shows that there are both coexisting theories suggesting different outcomes
with regards to efficiency and welfare, and several open questions that need
answers. For instance, the way in which we are to deal with RPM rules are not
obvious, neither in the offline, nor in the digitalized economy. Although RPM
rules offer vertical related firms to facilitate pricing and increase competition,
they also sometimes facilitate collusion. Likewise, it is unclear that not allow-
ing any restrictions on cross-border online sales are enhancing welfare always
and in all cases.

The chapter surveys the new literature on competition and digitalized mar-
kets, and clearly advocates more work. In particular, it shows that despite the
increased data availability from the online economy, very few empirical studies
exist. This is surprising since the theory typically generates ambiguous predic-
tions that depend on the size of the effects at play when it comes to show how
pricing arrangements affect equilibrium prices, profits and welfare.

Many of the issues that surface as important in ‘digitalized” markets are also
evident in more traditional markets. However, the systematic presence of some
key new features like two-sidedness, cost structure and vertical pricing struc-
tures, significantly modifies the nature of the models that should be used. Over-
all, new research on this topic needs to balance the important central results
from the existing IO literature, even if reorganized and reinterpreted, against
new approaches required by the new features of the digitalized economy.

Chapter 6 deals with the problems of trade, globalization and development.
It is well understood that the fortune of workers, consumers, firms, regions
and countries increasingly depends on other regions and countries. This global
interdependence is driven by the flow of goods, capital, information, ideas and
people across them. An almost tautological conclusion of theory is that if coun-
tries choose to interact with one another, they have to be better off than being
in isolation. While there are many quantifiable models to evaluate the gains
from trade, the welfare gains from global production sharing, either via arm’s
length global value chains or via multinational production, are less clearly
quantifiable. Better understanding how multinational firms operate is central
to comprehend and estimate their contribution to the costs and benefits of
globalization.
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An overarching theme is that globalization benefits some more than oth-
ers. In fact, some may even become worse off as their country becomes more
open to the flow of goods, ideas and people. For example, workers in import-
competing industries stand to lose when countries open up to trade. There is a
need for better understanding the redistributional effects of globalization and
to develop policies to mitigate the negative effects. Economists find it difficult
to give definite answers to trade policy challenges, partly because the remain-
ing policy barriers to cross-border transactions are difficult to quantify. There
is broad-based evidence that these frictions are large, but many of them cannot
be captured by taxes and quotas, which are the standard tools to model them for
policy analysis. We need to better understand not only protectionist, but also
precautionary motives for trade policy.

There are also important challenges in measurement. Recent initiatives to
match data from various national sources are very promising, but the national
fragmentation of data collection remains the primary data challenge facing ana-
lysts of globalization. To be more specific, the most relevant tasks in this area
are to:

1. harmonize firm-level trade and balance sheet data across countries;

2. develop statistical methods and computational tools to work with multidi-

mensional data;

3. develop new datasets on workers within firms, while ensuring privacy and

consistency across studies;

build harmonized firm-level data on services trade;

collect data on buyer-supplier links within the EU;

link national administrative data, harmonize data collection and reporting;

synthesize research based on ad-hoc proprietary data; and

construct international input-output accounts from the ground up.

There are some important challenges for theory as well. We need to:

. reeconcile model-based and reduced-form estimates of gains from trade;

. identify losers from globalization and quantify their losses;

. understand and quantify nontax, nonquota frictions in trade;

. develop a toolbox for quantitative analysis of redistribution;

. understand and quantify the effects of standards and harmonization on trade
and welfare; and

6. develop a quantitative theory of supply-chain trade and of multinationals.

Chapter 7 deals with the economic approaches to energy, environment and
sustainability. Different schools of economic theory hold differing views on
the basic characteristics of the relationship between the economy and the
environment. The two principal schools are ‘environmental and resource eco-
nomics’, which considers environmental concerns as an aspect of broader eco-
nomic issues to which the approaches of rationality, marginalism and efficiency
may be suitably applied, and ‘ecological economics’, which considers the
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economy as a component of the global ecosystem, and employs ‘methodolog-
ical pluralism’ to assess different aspects of what proponents view as a highly
complex, multifaceted human—economy—environment interaction. These two
opposing viewpoints produce different concepts of ‘sustainability’ and ‘sus-
tainable development’, and different ways of measuring whether progress
towards such states is being achieved. Environmental and resource economics
takes the position of ‘weak’ sustainability, which advocates that as long as
the total economic value of all capital stock (natural, human and man-made)
can be maintained in real terms, regardless of the distribution, sustainability is
achieved. The monetary valuation of natural capital and ecosystem services is
a central tool in such analysis.

Ecological economics instead takes the position of ‘strong’ sustainability,
which considers some natural capital to be ‘critical’ in that it makes a unique
contribution to welfare or has intrinsic value, and cannot be substituted by man-
ufactured or other forms of capital. The insights of institutional/evolutionary
economics, and behavioural economics, are also important to our conception
of the economy/environment relationship, and challenge the core tenets of neo-
classical economics (upon which environmental and resource economics is
based), including assumptions of rational, maximizing behaviour by all eco-
nomic agents (individuals and firms) according to exogenous preferences, the
absence of chronic information problems, the complexity and limits to cogni-
tive capacity, and a theoretical focus on movements towards or attained equi-
librium states of rest.

Although sometimes contradictory, these schools of thought are complemen-
tary in many respects, and bring different insights to bear on both the issues of
sustainability (such as the ‘wicked problem’ of the ‘Energy Trilemma’; decar-
bonizing the energy system whilst maintaining both energy security and energy
access and affordability) and policy approaches to tackle issues that threaten it.
Whilst the application of economic thought and methodological approaches
has advanced our understanding of interactions within and between the human
and natural world, many important areas of further theoretical, empirical and
methodological research remain. These areas may be broadly delineated into
four interrelated themes.

Basic characteristics of the economy—environment relationship. This con-
cerns the notions of weak and strong sustainability, central to which is valuation
of natural capital and ecosystem services. Particular areas of research should
show how to include or mitigate the impact of behavioural and cognitive com-
plexities on values elucidated, how nonmonetary valuation approaches may be
integrated or made complementary to monetary valuation, whether monetary
valuation, by framing the good or service in such terms, crowds out other forms
of valuation, and the extent to and nature in which monetary valuation can and
does impact decision- and policy-making (including the drivers and barriers
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involved). Another ongoing area for research should be the refinement of robust
approaches to identifying ‘critical’ natural capital, in order to further define our
‘safe operating space’ within ‘planetary boundaries’ that are not open to mean-
ingful monetary valuation.

‘Natural’ (nonpolicy) drivers of changes to this relationship. This contains
two principal longstanding questions. The first concerns the validity of the
Environmental Kuznets Curve hypothesis, which suggests that the relation-
ship between resource depletion and pollution levels and income follows an
inverted ‘U’-shaped parabola; resource depletion and pollution levels increase
with income until a given level of income is reached, after which environmen-
tal pressures decrease (driven by, rather than simply inversely correlated to,
increasing income). Further research using structural equation models, along
with an increased focus on the influence of economic and demographic struc-
tures and the political economy, is required. The second question surrounds
approaches to the robust calculation of marginal social costs of pollution, and
of CO, in particular. Alongside valuation of natural capital and ecosystem ser-
vices (in addition to valuation of human health and comfort etc.), debates about
appropriate social discount rates are central in this field.

The design and impact of policy interventions. Four principal, interrelated
topics for further research are dominant. The first concerns the cost for firms
of environmental policy of different designs (both individually and in a policy
‘mix’), and the effect this has on competitiveness (and in particular ‘carbon
leakage’). The second surrounds the process, drivers and barriers to innova-
tion and diffusion of innovations, and the development of innovation ‘indi-
cators’. The third topic concerns the role, nature and impact of institutions
and behaviour in policy choice, design and impact. In terms of the ‘energy
trilemma’, continued research into the availability of ‘win—-win’ options, and
options for reducing the risks surrounding the inherent uncertainty of future
developments, would also be of substantial benefit. The fourth topic concerns
issues of environmental justice and distributional impacts. Uncertainty sur-
rounds whether instruments utilizing monetary valuation of natural capital and
ecosystem services reduces or exacerbates preexisting economic and social
inequalities, particularly at the local level. Further research is required to deter-
mine the distributional impacts of policy instruments, instrument mixes and
their specific design.

Modelling approaches and techniques. Most models employed to assess
the impact of environmental policy tend to focus on a particular component of
the environmental-economic system. Although numerous Integrated Assess-
ment Models (IAMs) attempt to link different components of the environment
and economy, such dynamic links are usually relatively basic. Further research
should be directed at improving such links. However, improvements to the indi-
vidual components of such models are also required. For example, integration
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of the insights provided by behavioural and institutional economics in macroe-
conomic models is often poor, meaning that such models mischaracterize crit-
ical, ‘real-life’ dynamics. The improved incorporation of such insights into
economic-environmental models should hold a high priority on the research
agenda.

Chapter 8 provides a detailed account of the general economic principles
governing regional growth. It starts from the very basics of spatial economics
to progress to advanced econometric testing of predictions following from
models based on New Economic Geography and New Trade Theory, both of
which attach prominent roles to increasing returns and network effects occur-
ring through complex ‘linkages’. Mostly publicly provided infrastructure and
transport networks are key drivers of these linkages.

The chapter provides sobering insights for advocates of clear, politically
well-intentioned goals such as regional cohesion and (income) equalization in
Europe. As shown, the authors’ conclusions hold in particular against the back-
ground of decreasing transport and communication costs, which has recently
given rise to popular catch-words like ‘the death of distance’ or ‘the flat world’.
The insinuated quasi-irrelevance of distance and location in space and markets
and the intuition that this should foster more equal development across different
regions have no economic foundation.

It appears that regional disparities are inevitable due to the economic forces
of agglomeration and dispersion at work, and the complex ways they are rein-
forced or dampened by transport costs. Moreover, decreasing transport costs
as well as the new transport infrastructure, which better links lagging regions
to thriving markets in urban agglomerations, may work against the aimed con-
vergence of income and living standards, if agglomeration forces become rel-
atively stronger. There is ample evidence that this occurs at a European level.
The crucial point to assess is economic agents’ reaction to these changes, that
is, how firm and labour mobility are affected. Results indicate that differences
between regions matter less than differences between people living there. As
a consequence, helping poor regions need not help poor people in that region.
Thus, investments into training and human capital may be a better development
strategy than additional transport infrastructure.

What are the consequences of these findings for the transport and infras-
tructure policy of the European Union? Firstly, the selection and assessment of
large transport infrastructure projects must be improved. Standard piecemeal
cost-benefit analysis does not suffice as system-wide consequences have to be
accounted for. Secondly, the present use of the existing transport infrastruc-
ture in Europe has to be put to much better use. The EU does not do well in
comparison to the US in using its rail and air transportation systems. Both suf-
fer from the national fragmentation of regulations and operation standards as
well as the ‘protectionist’ interests of large domestic firms. In particular, the
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proportion of rail transport of goods in the EU is very low compared to the
US, as most goods are transported by trucks across Europe. Simple fuel taxes
have given way to new distance-based ‘truck taxes’ imposed by countries with
a high share in transit traffic, such as Germany or Austria. This instrument for
more efficient pricing is very promising. The present implementation of dis-
tance charges, however, is suboptimal as distance-based charges for trucks have
considerably lowered diesel taxes due to tax competition initiated by neigh-
bouring countries. Moreover, distance is not necessarily a good proxy for the
external costs of a road trip, which also depend on local conditions such as
congestion, air pollution and accidents. Taking account of these factors in more
sophisticated formulas for road pricing of trucks cannot ignore the impact of
traffic by passenger cars. Already today the diesel tax is likely to be too low for
passenger cars and too high (combined with distance charges) for trucks. The
political shift in road pricing for trucks must also pave the way to a new system
of road pricing for cars.

The treatment of urban development and spatial planning within the social
sciences underplays the importance of economics in a serious way. This is
mostly self-inflicted by the field, as Urban Economics has never formed a cen-
tral part of mainstream economics. Originally, the development of spatial eco-
nomic theory was almost exclusively driven by German contributors: Heinrich
von Thiinen, Wilhelm Launhardt, Alfred Weber, Walter Christaller and August
Losch. As there are no counterparts to them in the Anglo-Saxon tradition of
economic theorizing, initially spatial economics was completely absent from
neoclassical economics. Even today it is much less central to mainstream eco-
nomics than it should be, because the introduction of space and land use into
economic analysis brings about important ramifications. Space cannot be incor-
porated into the competitive general equilibrium model in a frictionless way as
changing location incurs costs, especially transport costs. This fact lies at the
heart of the phenomenon of agglomeration.

Chapter 9 convincingly argues that agglomeration drives economic growth
and the social cohesion of a society in a fundamental way. This insight holds
important lessons for policy-makers in the European Union: the single most
important insight perhaps is that wealth is increasingly created in cities and
metropolitan areas.

What are the economic driving forces behind this development? For con-
sumers as well as firms, agglomeration produces increasing returns due to
improved learning, sharing and matching opportunities in productive and social
processes. Given consumers’ preferences for affordable housing and dislike
of commuting, cities emerge as the outcome of a trade-off between the gains
and costs of agglomeration. The simultaneous spatial treatment of land use for
housing and business and transportation in spatial theory is not easy. There
are many externalities at work; for example, any person’s decision to use a car
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or occupy a certain flat yields consequences for others who are deprived from
using this particular space. Taking account of these externalities theoretically
and estimating them empirically leads to another remarkable result: cities, in
particular European cities, are likely to be too small rather than too large to reap
the full benefits of agglomeration. The success of cities — much more so than
that of regions — is instrumental for future growth in the European Union.

Improvements to the organization of metropolitan areas and big cities should
hence focus on a reduction of agglomeration costs. Traffic and the transport of
people as a main source of congestion in urban areas are prime targets in this
regard. For example, the single most important external cost of car use in urban
areas is congestion, rather than climate damage. However, much more public
and political attention is paid to climate change than to congestions. The eco-
nomic answer to the problem of congestion is the politically unpopular device
of road pricing. Nevertheless, efficient pricing of congestion will bring about
time and productivity gains, as well as generate valuable revenues. The need
for congestion pricing is reinforced by the finding that in the absence of road
pricing the public provision of expensive new infrastructure and transportation
links will not alleviate the congestion problem. The authors present impres-
sive evidence of the scope and implementation of smart pricing schemes that
have consequences not only for the cost-benefit analysis of large transporta-
tion projects but also for public finance in general; for example, they suggest
spending the revenues from congestion pricing on a reduction in labour taxes.

The bottom line is simple: the European Union needs the design of urban
policies (on behalf of the European Commission and its Member States) similar
in standing, importance and funding to its present design of regional policies.

Chapter 10 focuses on ‘Fiscal and Monetary Policies after the Crises’. His-
torically, macroeconomic policy and research have always been intertwined,
main policy and institutional designs have been rooted in economic analy-
sis (price stability, Central Bank Independence, etc.) and, likewise, economic
research has always been stimulated by macroeconomic events; especially neg-
ative ones. The financial and euro crises (2008-2013) — the Great Recession for
many countries — have been no exception.

These have also been crises of confidence: for advanced societies, who
viewed themselves in a sustainable growth path supported by the ‘great macroe-
conomic moderation’; for policy-makers, who entertained similar self-views to
those of Jean-Claude Trichet, president of the ECB, who wrote on the occasion
of that Institution’s 10th anniversary: ‘The achievements of the past decade
are due to the vision and determination of the Governing Council members,
past and present, and due to the energy and efforts of all staff of the Eurosys-
tem’,* and also for the macroeconomic academic profession who, in the words
of Nobel Laureate Robert E. Lucas Jr. at the dawn of this century, thought that
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‘macroeconomics in this original sense has succeeded: its central problem of
depression prevention has been solved’.?

The chapter provides an overview of the up-growth of research in macroe-
conomics, in response to these severe shocks of the early twenty-first century.
The debate about which instruments to use to stimulate economies in recession,
and which stabilization policies should be pursued when traditional interest rate
policies prove to be ineffective, have become the centre of attention in both
academia and policy-making. The chapter shows how new research has con-
tributed to clarify issues, assess new and old policies, and raise new questions.

The authors present the landscape that policy-makers and researchers faced
after the recession by highlighting the trends observed in three economic
aggregates: output, unemployment and inflation. Their attention then turns to
analysing policy design in economies with low or negative output growth, low
inflation, high unemployment and a binding zero lower-bound (ZLB) for inter-
est rates. Part of the economics literature indicates that the driver leading an
economy to hit the ZLB is a fall in the natural rate of interest. Taking this
literature as a starting point, the chapter discusses both monetary and fiscal
policy alternatives. In particular, three alternative monetary policies are dis-
cussed: forward guidance, quantitative easing and credit easing. On the fiscal
side, the discussion focuses on research that has investigated the effectiveness
of fiscal stimulus when the economy is near the ZLB, as well as on what the
most effective instruments to be used are: labour taxes, consumption taxes and
government expenditures, among others.

The scientific method has prevailed over the ‘crisis of confidence’. That is,
new theories and methods have been developed which build on the existing ones
(not throwing them away as ‘culprits of the crises’, as it was often put in the
media). For example, the authors show how different new contributions can be
mapped into a key ingredient of dynamic macroeconomic models; how policies
and frictions distort the intertemporal choices that households, and societies,
make sense through the Euler equation. From how the fall in the natural rate is
modelled, to how the different proposed policies provide incentives to escape
from a recession at the ZLB, is better understood through the lens of the Euler
equation. The results of this analysis indicate that most of the suggested policies
work through ‘the expectations channel’. More precisely, policies are effective
if they increase expectations of future inflation and consequently lower the real
interest rates. As the authors note, it remains a theoretical and empirical chal-
lenge to effectively assess the size and validity of ‘the expectations channel’ as
the pivotal policy transmission mechanism at the ZLB.

In economic models, a fall in the natural interest rate is commonly mod-
elled as an exogenous increase in the discount factor: consumers become more
patient and want to save more. This is just a convenient modelling strategy
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rather than a fundamental explanation for the fall in the natural interest rate. One
of the main concerns raised by the analysis is that most of the theories based
on standard business cycle shocks only account for a short permanence of the
economy at the ZLB. Contrary to this prediction, Europe has been experienc-
ing this situation for over six years, and Japan for over 20 years. This has moti-
vated the search for theories that can sustain the ZLB as a ‘persistent’ situation.
The chapter discusses two such theories: secular stagnation and self-fulfilling
recessions. As an alternative, it also illustrates how the seemingly temporary
effects of business-cycle shocks could be highly persistent due to labour market
frictions.

Some features of the financial crisis and recession are common to most of
the advanced economies that have experienced them, but the euro crisis and
its ‘South recession’ has some specific elements. For the European Mone-
tary Union (EMU) the ‘crisis of confidence’ was the collapse of ‘the conver-
gence view’ — that is, that the expectation that due to the common currency
and the established fiscal and monetary policies, convergence among EMU
countries would be relatively fast. The debt and banking crises and the diver-
gence among Euro Area countries has added new challenges to EMU fiscal
and monetary policies, and the chapter also discusses these issues, and some
of the research that they have stimulated (most of it undertaken by researchers
based in Europe). For instance, the chapter concludes with a section on risk-
sharing and fiscal policy within a monetary union. The aim is to analyse how
a system of conditional transfers can strengthen EMU, beyond what can be
achieved through private insurance and ECB interventions, without needing a
large ‘federal budget’ or becoming a ‘transfer union’.

Chapter 11 deals with financial regulation in Europe. It has often been said
that the recent economic crisis was mainly caused by worldwide interdepen-
dence and the excessively risky and apparently out-of-control behaviour of
financial markets. This not entirely correct statement has once again brought
to the forefront the debate on the need for coordinated intervention policies
among European countries, and on the optimal degree of regulation in this vital
and already highly regulated sector of the economy.

It is a known fact that it is extremely difficult to keep a balance between free
market forces and regulation in order to both preserve the stability of the overall
financial system and of the banking sector in particular, and enhance financial
innovation, hence the efficiency of financial intermediation and ultimately the
smooth working of real economic activity. Moreover, there exists a seemingly
endless cycle, between regulators, reacting to the last crisis by imposing more
and more sophisticated rules and financial intermediaries always finding new
loopholes and side paths to avoid the regulating constraints.

The debate has been particularly intense in Europe, where economies
are strongly bank-based and where some segments of financial markets, the
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private equity market for example, are not as developed as in other advanced
economies. This implies that the efforts of both policy-makers and regulators
have mainly been directed towards ensuring the stability of the banking sector
using both micro and macro prudential regulation and enforcing the European
Banking Union, a successful endeavour that still needs some finishing touches.
The more recent focus of the financial community, which includes operators
in the field as well as the European Commission, the European Central Bank,
National Central Banks and Regulating Authorities, has also been the design
and implementation of the Capital Markets Union.

This chapter is a comprehensive, clear and detailed review of what has hap-
pened and what was done during and after the crisis in Europe and what still
needs to be done. It may well be considered a reference text to be kept very
close and to be used by policy-makers, practitioners and students interested in
understanding regulation and how it has been applied to European financial
markets, in particular to the European Banking System.

The authors trace the struggle of ‘complexity against simplicity’ in regula-
tion, they discuss the risks attached to financial crises, describe the rules that
have been implemented and review the opinions of economists, both European
and non-European, on the pros and cons of alternative policies. They show that
further economic research is strongly needed. While the risks of a fragile finan-
cial system are well known and have been thoroughly studied by economists,
there exists very little recent theoretical work on how to map basic failures into
regulatory reforms. Most of the published contributions in the last decade are
indeed applied ex post analyses of the effects of the enacted regulatory reforms,
often with ambiguous results, maybe because of the restricted access to data
that Central Banks and regulators in fact collect but are not as yet published.

This state of affairs may partially be the consequence of the particularly
strong and productive interaction between economists, regulators and practi-
tioners: most regulators are themselves economists, while economists that work
in academia are often consultants to policy-makers and regulators. This implies
not only that there is no overwhelming ‘language problem’, but also that reg-
ulators and policy-makers may request relatively quick operative answers to
their questions, not leaving enough time for in-depth theoretical assessments
by researchers. Nevertheless, the involvement of academics in policy-making,
specific to this branch of economics, is extremely welcome and has been the
main driver of the research on financial markets in the last few decades.

Chapter 12 deals with inequality and welfare, and asks whether Europe is
special. Historically economists and politicians alike have been concerned with
inequality and welfare. Recently the topic has regained focus, most notably due
to the work by Thomas Piketty in his book, Capital in the twenty-first, where
he shows that inequality, if anything, has increased in the last decades. It is not
presumptuous to say that the question how inequality affects major topics such
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as education, health, migration, growth, technical progress and innovation and
social security, to name a few, are at the very essence of how the European
welfare state will develop.

Why is this regained focus both important, but also so difficult? First, the
concept of both inequality and welfare have proven difficult to define and mea-
sure in a coherent and agreeable manner. Second, when considering the present
empirics on inequality, most measures show a stark increase in inequality
since the 1970-80s. Third, research has uncovered strong hysteresis effects in
inequality development in the sense that the next generation will inherit much of
the present pattern, suggesting that the situation will take many years to mend.

The situation in Europe seems to be less critical, at least at the average level.
Whereas the US has experienced a 20 per cent-points increase in the top 10
per cent income share since 1970 (from an already high 30%+- level), Europe
started on its own inequality-trip ten years later in the 1980s, increasing their top
10 per cent income share from 30 to 35 per cent from 1980 to 2010. However,
when treating Europe as a unified country, inequality in Europe is as high as
the inequality in the US.

Focusing on the country level, several patterns are visible. First, the Northern
countries have very different inequality levels (lower) than the other countries.
The UK defines the other side of the coin, with the highest inequality levels in
Europe. Second, this heterogeneity is, however, decreasing over time. There is
a clear pattern of convergence in inequality since 1985. Whereas the Northern
countries, starting from a significantly lower inequality level, increase inequal-
ity over time, and more than all others (e.g., more than 25% in Sweden), the
other countries have considerably flatter developments. Even in the UK, we
find a flattening of the upward trend in inequality since 2000. Seen in the light
of a common labour market with open borders and new migration streams, this
suggests several potential explanations, one is a revealed preferences argument
that points towards a more integrated Europe when it comes to the redistributive
preferences across Europe.

A major challenge addressed also in other parts of this volume is migration.
Partly migration seems to change political fundamental views, and partly it
challenges the foundations of traditional welfare states. An example of how
this challenge remains unresolved is Belgium. Two-thirds of the increase in
poverty in Belgium in recent years is attributed to migrants, and at the same time
Belgium is struggling with minority groups that are willing to engage in terror
acts. This picture is not very different from several other EU countries. Some
have even argued that this new development changes the fundamental political
preferences, from earlier being one-dimensional (more or less welfare state) to
a bi-dimensional political agenda where the second political axis is how open
the society should be to people originating from other ethnicities. The choice
along the second dimension interferes with the choice over the redistributive
dimension and changes the equilibrium of the entire political game. Obviously,
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such changes bear consequences when it comes to future inequality acceptance

and the welfare state’s and not states political and economic fundaments.

At present, we do not know enough about peoples’ acceptance towards
inequality, though surveys show a large heterogeneity in views across Europe.
For instance, on questions on why people are ‘living in need’, only around 20
per cent in countries such as Belgium, Netherlands and Sweden attribute this
to ‘laziness or lack of willpower’, this in contrast to more than 50 per cent of
Finnish and Austrian citizens. People from Finland and Austria, however, share
views with many outside Europe and are quite representative of people living in
countries such as the US, Canada and Japan. This heterogeneity partly implies
that people seem to have very different acceptance towards ex ante and ex post
inequality. Ex post inequality that is a direct result of people’s own choices
is generally much more accepted than ex ante inequality resulting from inher-
ited economic situation and birth. Both new and comparable data on people’s
perceived welfare and happiness, as well as a new focus on research on fair-
ness and preferences through experimental studies provide, and will continue
to provide, new insight on these issues.

The European welfare state has other challenges related to these questions.
Tax rules seem to change towards more favourable tax rates for firms in several
countries, resembling a race to the bottom across countries, resulting in large
corporations and firms moving to the most attractive locations. This in turn has
consequences for where the smartest people move to work, and obviously also
for inequality and how the welfare state is to be financed in the future.

Most of the above and several other questions are raised and discussed in
this comprehensive chapter. It concludes with several areas where it is of vital
importance for Europe to gain new knowledge. In particular, it has five clear
research policy recommendations for Europe. It needs to:

1. build a network of researchers in economics and social sciences to under-
stand the fabric of equality of opportunity: ex ante inequality is a major
challenge for the foundations of the future welfare state;

2. build up a large panel of data specific to studying the dynamics of poverty,
how people get in, how people get out;

3. undertake research to prepare the ground for a standing-up policy to fight
poverty and promote equal opportunities;

4. look at the sustainability of national welfare states in an environment where
capital and labour are mobile; and

5. further strengthen the research on the issues that lead to convergence of
Southern societies to the social model of the Nordic societies.

The Relevance of Data and Methods

The last two chapters of this volume deal with developments in data and meth-
ods that cut across policy areas and fields. The past 2030 years have witnessed
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a steady rise in empirical research in economics. In fact, the majority of arti-
cles published by leading journals these days are empirical. This evolution was
made possible by improved computing power but, more importantly, thanks to
an increase in the quantity, quality and variety of data used in economics.

This data revolution has led to significant intellectual breakthroughs in eco-
nomics. Several chapters in this volume allude to the role that better data played
in recent advances of our understanding in important economic issues, such as
innovation and growth (Chapter 1), human capital and education (Chapter 4)
or inequality and welfare (Chapter 12), among others. More and better data are
sometimes even credited for changing the research paradigm in some fields,
where data are no longer used as means for testing theory but as a central input
to theory development, as in trade and globalization (Chapter 6 and Eaton and
Kortum, 2010).6

Equally important, most chapters conclude that our ability to satisfactorily
address the remaining open questions in key policy areas will hinge upon the
availability of better, more comparable (i.e., across countries), or more acces-
sible data.

Data do not, however, come for free: they need to be collected, checked,
harmonized, and organized for easy retrieval and analysis. When they contain
confidential information, access needs to be organized in a way that preserves
the legitimate privacy concerns of data subjects. More fundamentally, data for
economic research come from many different sources and involve many dif-
ferent producers: not only statistical agencies, but also public administrations
and agencies, central banks, private firms, data vendors and, last but not least,
researchers.

Chapter 13 brings together several actors and stakeholders of recent develop-
ments in data for economic research to discuss their drivers, their implications
and the remaining challenges. The chapter starts with microdata, i.e., data at
the individual, household, firm or establishment level, produced from surveys
or collected for administrative reasons. Such data have been at the forefront of
important new research insights. Administrative data in particular is now the
new Eldorado for empirical work. The big issue here is access to these data for
research purposes. Nordic countries are world leaders on this front. They com-
bine some of the best and most comprehensive statistical systems in the world
with some of the highest level of access. Access is often more difficult in other
European countries. However, things are improving and the chapter outlines
recent developments towards greater and easier access in the UK and Catalo-
nia which are illustrative of the ways stakeholders can foster greater access
despite less favourable contexts than those of the Nordic countries.

Another big issue for administrative data, especially when it comes to busi-
ness data, is cross-country data harmonization and data linking (i.e., the ability
to link data from different sources but corresponding to the same firm or statisti-
cal unit). Harmonized cross-country data are essential, as several chapters have
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outlined, to draw sound comparisons between countries and assess the scope
for replicability across borders (e.g., whether the experience of one country
is relevant for another). Moreover, we are living in a globalized world where
firms operate across borders and we need statistical systems that reflect this
reality. Until recently this was not the case. The 2008 economic crisis cast a
crude light on the mismatch between existing data structures in official statis-
tics (mostly organized along national lines) and the reality of global financial
and economic markets. Two developments are taking place in reaction. At the
international level, the G20 Data Gaps Initiative is bringing together Eurostat
and other international organizations such as the Bank for International Set-
tlements, the World Bank and the OECD to coordinate statistical issues and
strengthen data collection to improve its alignment with economic realities. At
the same time, a number of initiatives are under way among national statistical
offices to improve data harmonization and data linking across national borders.
Eventually, this is likely to contribute to improving access to harmonized cross-
country datasets for researchers, even if the impetus for the current changes is
mostly political and access to researchers is not a priority.

Of course, statistical offices are not the only producers of data. Private data
firms have long been involved in harmonizing and linking firm data across
borders. Their data are often used by researchers as a complement or a sub-
stitute to administrative data. A number of researchers are also involved in
large-scale data collection or production efforts. The chapter describes three
such researcher-led data initiatives that illustrate their advantages. First, the
data are typically immediately and easily made accessible to researchers. Sec-
ond, not being subject to the same operational constraints as statistical offices,
the databases produced by these researchers often use innovative designs (such
as internet surveys or automated reporting from handheld devices) that reduce
costs and improve reliability. Third, unlike official data that are collected
because there is a policy or administrative need, data collection can be more
forward-looking and focus on issues and topics that might not yet be recognized
as a policy issue. The Survey of Health, Ageing and Retirement in Europe is a
perfect example. Funding, however, is a critical challenge that all such initia-
tives face.

Another type of data produced by researchers is data generated from eco-
nomic experiments, either in the lab or in the context of randomized controlled
trials. Both types of data have led to major advances in our understanding
of human behaviour and the robustness of economic institutions, for the first
one, and in our understanding of the impact of policies and the mechanisms
underlying them, for the second. Both approaches are now well-established
and registries have been set up to archive the data produced and ensure that
it is accessible for researchers interested in replicating the results. The chapter
describes recent developments, remaining challenges and outlook for each type
of approach.
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An emerging trend in economic research is the development of new forms
of collaborations between researchers and private- and public-sector organiza-
tions. One form that such collaborations have taken is closer relationships with
private firms for access to their proprietary data. A complementary form has
been collaborations between researchers and policy-makers where the focus
is not only on data, but also on helping design and recalibrating policy inter-
ventions. In both cases, these collaborations are providing researchers with
unmatched data access and data quality, as well as opportunities to investigate
novel research questions or existing research questions in new ways. The chap-
ter illustrates the potential of these collaborations but also discusses their risks
and their implications for how research is organized, evaluated and funded.

The chapter concludes that there is no single type of data that is superior to
all others. Each type of data is unique and has advantages over the others for
a given research question. It is important for economic research to acknowl-
edge the benefits of variety and the potential complementarity among data pro-
ducers, and for stakeholders to support — politically, legally, technically and
financially — this diversity.

A benefit of the data revolution in economics is that researchers now have
access to unprecedented amounts of data, a phenomenon that has been popu-
larized under the name of ‘Big Data’. The term itself is used to cover a variety
of data-driven phenomena that have very different implications for empirical
methods. Chapter 14 deals with some of these methods-related issues.

In the simplest case, ‘Big Data’ simply means a large dataset that otherwise
has a standard structure. Administrative data, which cover entire populations
rather than population samples, belong to this category. The large size of these
datasets allows for better controls and more precise estimates and is a bonus for
researchers. It may raise challenges for data storage and handling, but it does
not raise any particularly heavy methodological issues.

But ‘Big Data’ often means more than just standard datasets of large sizes.
First, large numbers of units of observation often come with large numbers of
variables. To continue with the same example, the possibility of linking differ-
ent administrative datasets increases the number of variables attached to each
statistical unit. Likewise, business records typically contain all interactions of
the customers with the business. This ‘curse of dimensionality’ challenges tra-
ditional econometric approaches because coefficients on explanatory variables
may no longer be identified or only poorly so. Second, the term also covers new
datasets that have a very different structure from the structures we are used to
in economics. This includes web search queries, real-time geolocational data
or social media, to name a few. This type of data raises questions about how to
structure and possibly re-aggregate them. If economists want to be able to take
advantage of the data revolution, they will need to be equipped with appropriate
methods to deal with these new datasets and data structures.
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Chapter 14 starts by describing standard approaches in statistics and com-
puter science to overcome the curse of dimensionality. Such approaches usually
take an agnostic stance on the data generation process when seeking to balance
the goal of ‘letting the data speak’ with the need to generate stable estimators.

Economic problems and economic data have specificities, however, to which
it is worthwhile to tailor solutions. One specificity of economic problems is
that we are often interested in measuring a (causal) relationship between some
variable of interest (for example, a policy) and its effects. In other words, there
might be many variables, but one of them (the policy) is of special interest to
the researcher. Recent research efforts seek to combine the power of ‘standard
approaches’ in statistics and computer science with the ability to give, within
the algorithms, a special status to one variable — the policy variable — which we
are interested in identifying precisely.

Economic data also have their own specificities, which vary by context. For
example, macroeconomic indicators tend to be serially correlated, are released
nonsynchronously and with different frequencies. Recent research has shown
that estimators that take these specificities into account outperform standard
approaches in statistics and computer science for dealing with the curse of
dimensionality. We are only at the beginning of these efforts, however, and
much still needs to be done.

Another methodological challenge raised by ‘Big Data’ is the develop-
ment of estimators that are computationally tractable for very large datasets
(e.g., high-frequency trading data, browsing data, etc.). Indeed, despite recent
progress in computing power and storage, these can be a constraint for such
datasets. Estimation methods that take advantage of parallel computing offer a
promising route.

In short, ‘Big Data’ is not only exciting for economics because of all the
things we can learn from these new data, but it is also essential to make sure
economists are equipped to take advantage of these opportunities. On this front,
economists can learn a lot from recent and current research in statistics and
computer science. It is, nevertheless, essential that methods be developed that
account for the specificities of economic problems and data.

Overall, it can clearly be seen from all chapters that a large number of
new results are based on new datasets across all fields of economics. An
immense body of new knowledge has emerged from the analyses of newly
collected/assembled datasets; and from new methods of using existing data.
New questions have surfaced, and new answers have been given to long-
standing questions. Europe could become the leader in the collection and link-
age of new types of big data and related methods. There also seems to be a
genuine need for the economics and policy interface to be strengthened. Unfor-
tunately, few economic policy decisions are based on known and established
economics results, and vice versa, not enough economics research is motivated
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by direct policy questions. Finally, it is also easy to spot that many new use-
ful insights have been provided by the generalization of local (country-related
and/or regional) knowledge into a more general EU-wise understanding, and
vice versa, by the analysis of how general knowledge is interpreted or translated
at the local level. It is fair to say that the critical mass of talented European-
based researchers is available, and it clearly transpires through the chapters of
this volume that they tend to work on problems, challenges and data covering
Europe.
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1 Innovation and Growth: The Schumpeterian
Perspective

Philippe Aghion and Ufuk Akcigit

Abstract

This chapter shows how the Schumpeterian growth paradigm can be used both
to shed light on various aspects of the growth process which cannot be eas-
ily understood using alternative paradigms, and also to think about policies to
foster innovation-led growth in a developed economy. In particular it will: (i)
look at the relationship between growth and competition; (ii) shed light on how
growth relates to firm dynamics and the size distribution of firms; (iii) revisit
the debate on how growth relates to income inequality and social mobility; and
(iv) discuss the role of the state in fostering innovation-led growth, and question
the design and limits of R&D subsidies, or the desirable scope for patent pro-
tection, or whether the government should provide sectoral state aids or instead
limit itself to pure horizontal targeting.

1.1 Introduction

There is a broad consensus among most European leaders and in Brussels on the
importance of structural reforms to foster innovation-based growth in Europe.
However, this consensus has not reached the European public at large. One
recent example is France, where the timid reforms proposed by the Economy
Minister have met opposition from all political parties. So often do we hear that
structural reforms amount to austerity, and therefore are detrimental to growth
and employment. Similarly, a commonly held view is that going for supply
side policies (structural reforms or fiscal devaluations aimed at fostering such
reforms) necessarily means that we have decided to ignore the demand side.
We also hear that a fiscal system conducive to innovation and entrepreneurship
would necessarily aggravate inequality and reduce social mobility. The purpose
of this chapter is twofold: first, to bring the reader up to speed with recent
research in the Economics of Innovation and Growth; second, to provide the
reader with the theoretical and empirical background to think about growth
policy design in EU countries.

29
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We should emphasize right away that this chapter is opinionated in the sense
that it reflects our own biases and uses the lenses of our own work. However,
the reader should feel free (and is welcome) to disagree and take issue with the
models, analyses and statements outlaid in the next sections. Our main purpose
is indeed to encourage debates and criticisms and to inspire future work on the
subject, in particular contributions that involve creative destruction of our own
work.

In particular, we will propose some answers to questions such as:

Why do we need competition policy for innovation-led growth?

How does growth relate to firm dynamics and the size distribution of firms?
Does growth increase or reduce unemployment?

What distinguishes innovation-led growth from other types of growth?
What are the main drivers of innovation-led growth?

5. How can macroeconomic policy help sustain innovation-based growth?
Should we oppose structural reforms and the need for (more flexible)
macroeconomic policy to enhance innovation-led growth?

6. What is the relationship between innovation-led growth, inequality and
social mobility?

7. Should this relationship lead us to dispense with patent protection: in other
words, should we oppose patent protection and competition as potential
drivers of innovation-led growth? Similarly, should the need for competi-
tion policy lead us to reject any form of sectoral (or industrial) policy?

8. How should we reform the welfare state in order to facilitate innovation-led
growth?

9. Should governments subsidize R&D to foster innovation-led growth: is
such government intervention necessary or sufficient?

10. What are the limits to patenting and intellectual property and why do we
need academic freedom and openness?

The remaining part of this chapter will be organized as follows. Sec-
tion 1.2 will succinctly present the main growth paradigms. Section 1.3 will
present some of the main distinctive predictions of the Schumpeterian growth
paradigm. Section 1.4 will discuss growth policy design in advanced countries.
Section 1.5 will talk about technological waves and will touch upon the debate
on secular stagnation. Section 1.6 will provide Schumpeterian insights into the
design of R&D policy. Section 1.7 will analyse the role for openness and free-
dom in a multistage process of innovation. Section 1.8 will build on the policy
discussion in this survey to revisit the issue of how to bring Europe back into a
high growth path. Finally Section 1.9 will conclude the survey.

el S

1.2 Looking for Growth Paradigms to Think about Growth Policy

Today’s research on growth economics, with its double objective of improv-
ing our understanding of the growth process and of helping us think more
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systematically about growth policy design, uses essentially four leading growth
paradigms.

1.2.1 The Neoclassical Growth Model

The primary reference in growth economics is the neoclassical paradigm. The
success of this model first is due to its parsimony; the growth process is
described by only two equations: (i) a production equation that expresses the
current flow of output goods as a function of the current stocks of capital and
labour:

Y = AK°L'™,

where A is a productivity parameter and where o < 1 so that production
involves decreasing returns to capital, and (ii) a law of motion that shows how
capital accumulation depends on investment (equal to aggregate savings) and
depreciation:

K = sY — 8K,
where sY denotes aggregate savings and §K denotes aggregate depreciation.

What also makes this model the benchmark for growth analysis is, paradoxi-
cally, its implication that, in the long run, economic growth does not depend on
economic conditions. In particular, economic policy cannot affect a country’s
long-run growth rate. Specifically, per capita GDP Y/L cannot grow in the long
run unless we assume that productivity A also grows over time, which Solow
(1956) refers to as ‘technical progress’. The problem is that in this neoclassical
model, technical progress cannot be explained or even rationalized. Thus the
model cannot explain long-run economic growth, it can just predict that faster
capital accumulation (through increasing the savings rate) will boost growth
temporarily.

To analyse policies for long-run growth, one needs a theoretical framework
in which productivity growth is endogenous; that is, dependent upon charac-
teristics of the economic environment. This framework must account for long-
term technological progress and productivity growth, without which diminish-
ing marginal productivity would eventually choke off all growth.

1.2.2 The AK Model

The first version of endogenous growth theory is the so-called AK theory,’
which does not make an explicit distinction between capital accumulation and
technological progress. In effect it just lumps together the physical and human
capital whose accumulation is studied by neoclassical theory with the intellec-
tual capital that is accumulated when technological progress is made. When
this aggregate of different kinds of capital is accumulated there is no reason
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to think that diminishing returns will drag its marginal product down to zero,
because part of that accumulation is the very technological progress needed to
counteract diminishing returns. According to the AK paradigm, the way to sus-
tain high growth rates is to save a large fraction of GDP, some of which will
find its way into financing a higher rate of technological progress and will thus
result in faster growth.

Formally, the AK model is the neoclassical model without diminishing
returns. The theory starts with an aggregate production function that is linear
homogeneous in the stock of capital:

Y =AK

with A a constant. If capital accumulates according to the same equation:

K =sY — 8K
as before, then the economy’s long-run (and short-run) growth rate is
g=sA—.

which is increasing in the saving rate s.

AK theory presents a ‘one size fits all’ view of the growth process. It applies
equally to countries that are at the leading edge of the world technology frontier
and to countries that are far behind. Like the neoclassical model, it postulates
a growth process that is independent of developments in the rest of the world,
except insofar as international trade changes the conditions for capital accumu-
lation. Yet, it is a useful tool for many purposes when the distinction between
innovation and accumulation is of secondary importance.

1.2.3  The Product-Variety Model

The second wave of endogenous growth theory consists of so-called
‘innovation-based’ growth models, which themselves belong to two parallel
branches. A first branch within this new class of endogenous growth models is
the product variety model of Romer (1990), in which innovation causes pro-
ductivity growth by creating new, but not necessarily improved, varieties of
products. This paradigm grew out of the new theory of international trade, and
emphasizes the role of technology spillovers.
It starts from a Dixit and Stiglitz (1977) production function of the form:

N,
Y, = Kidi
0

in which there are N, different varieties of intermediate product, each produced
using K;; units of capital. By symmetry, the aggregate capital stock K; will be
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divided up evenly among the N, existing varieties equally, which means we can
re-express the production function as:

Y, = N/ "*K".

According to this function, the degree of product variety N, is the economy’s
aggregate productivity parameter, and its growth rate is the economy’s long-run
growth rate of per-capita output. Product variety raises the economy’s produc-
tion potential because it allows a given capital stock to be spread over a larger
number of uses, each of which exhibits diminishing returns.

The fact that there is just one kind of innovation, which always results in the
same kind of new product, means that the product-variety model is limited in
its ability to generate context-dependent growth. In particular, the theory makes
it difficult to talk about the notion of technology frontier and about a coun-
try’s distance to the frontier, since all intermediate products are on a techno-
logical par.

Moreover, nothing in this model implies an important role for exit and
turnover; indeed increased exit can do nothing but reduce the economy’s GDP,
by reducing the variety variable N, that uniquely determines aggregate produc-
tivity. Thus there is no role for ‘creative destruction’, the driving force in the
Schumpeterian model to be discussed below.

1.2.4  The Schumpeterian Model

The second branch in this new wave of (innovation-based) endogenous growth
models is the Schumpeterian paradigm (see Aghion and Howitt, 1992, 1998).
This paradigm grew out of modern industrial organization theory and put firms
and entrepreneurs at the heart of the growth process. The paradigm relies on
three main ideas.

First idea: long-run growth relies on innovations. These can be process inno-
vations, namely to increase the productivity of production factors (e.g., labour
or capital); or product innovations (introducing new products); or organiza-
tional innovations (to make the combination of production factors more effi-
cient).

Second idea: Innovations result from investments like research and devel-
opment (R&D), firms’ investments in skills, search for new markets, that are
motivated by the prospect of monopoly rents for successful innovators. An
important consideration for thinking about the role for public intervention in
the growth process is that innovations generate positive knowledge spillovers
(on future research and innovation activity), which private firms do not fully
internalize. Thus private firms under laissez-faire tend to underinvest in R&D,
training, etc. This propensity to underinvest is reinforced by the existence
of credit market imperfections which become particularly tight in recessions.
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Hence there is an important role for the state as a co-investor in the knowledge
economy.

Third idea: creative destruction. Namely, new innovations tend to make
old innovations, old technologies, old skills, become obsolete. Thus growth
involves a conflict between the old and the new: the innovators of yesterday
resist new innovations that render their activities obsolete. This also explains
why innovation-led growth in OECD countries is associated with a higher rate
of firm and labour turnover. And it suggests a second role for the state, namely
as an insurer against the turnover risk and to help workers move from one
job to another. More fundamentally, governments need to strike the right bal-
ance between preserving innovation rents and at the same time not deterring
future entry and innovation. This is the paradigm that we find most useful,
and it plays an especially important role throughout the book. We present it
in Chapter 4 and then use it and extend it in the subsequent chapters of the
book.

More formally, Schumpeterian theory begins with a production function
specified at the industry level:

Yy = AL °K, 0<a<l.
where A is a productivity parameter attached to most recent technology used in
industry i at time 7. In this equation, K;; represents the flow of a unique interme-
diate product used in this sector, each unit of which is produced one-for-one by
final output or, in the most complete version of the model, by capital. Aggregate
output is just the sum of the industry-specific outputs Y.

Each intermediate product is produced and sold exclusively by the most
recent innovator. A successful innovator in sector i improves the technology
parameter A; and is thus able to displace the previous product in that sector,
until it is displaced in turn by the next innovator. Thus a first implication of the
Schumpeterian paradigm, is that faster growth generally implies a higher rate
of firm turnover, because this process of creative destruction generates entry of
new innovators and exit of former innovators.

A first distinct prediction of Schumpeterian Growth Theory is therefore:

Prediction 1 The turnover rate is positively correlated with the productivity
growth rate.

Another distinctive implication of the model is that innovation-led growth
may be excessive under laissez-faire. Growth is excessive (respectively insuf-
ficient) under laissez-faire when the business-stealing effect associated with
creative destruction dominates (respectively is dominated by) the intertempo-
ral knowledge spillovers from current to future innovators.?
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1.3 Some Main Applications and Extensions of Schumpeterian
Growth Theory

1.3.1 Growth Meets 10

Both empirical studies® and casual evidence point to a positive correlation
between growth and product market competition, which is at odds with what
most growth models predict. The Solow and AK models assume perfect com-
petition, thus by construction they cannot look at how growth is affected by
changes in the degree of product market competition. In the product variety
model, more product market competition corresponds to a higher degree of
substitutability « between intermediate inputs, and therefore to lower rents for
potential innovators. This in turn has a detrimental effect on R&D and therefore
on growth.

While in Aghion and Howitt’s (1992) model as well, more competition dis-
courages innovation and growth, yet one can reconcile theory with evidence by
allowing for step-by-step innovation in the Schumpeterian growth paradigm.*
Namely, a firm that is currently behind the technological leader in the same sec-
tor or industry must catch up with the leader before becoming a leader itself.
This step-by-step assumption implies that firms in some sectors will be neck-
and-neck. In turn in such sectors, increased product market competition, by
making life more difficult for neck-and-neck firms, will encourage them to
innovate in order to acquire a lead over their rival in the sector. This we refer to
as the escape competition effect. On the other hand, in unleveled sectors where
firms are not neck-and-neck, increased product market competition will tend to
discourage innovation by laggard firms as it decreases the short-run extra profit
from catching up with the leader. This we call the Schumpeterian effect. Finally,
the steady-state fraction of neck-and-neck sectors will itself depend upon the
innovation intensities in neck-and-neck versus unleveled sectors. This we refer
to as the composition effect.

The Schumpeterian growth framework with step-by-step innovation, gener-
ates three interesting predictions:

Prediction 2 The relationship between competition and innovation follows an
inverted-U pattern.

Intuitively, when competition is low, innovation intensity is low in neck and
neck sectors, therefore if we take a picture of the overall economy at any point
in time, we will observe that most sectors in the economy are neck and neck;
but precisely it is in those sectors that the escape competition effect dominates.
Thus overall aggregate innovation increases with competition at low levels of
competition. When competition is high, innovation intensity is high in neck and
neck sectors, therefore if we take a picture of the overall economy at any point
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Figure 1.1 Entry effects near and far from the technological frontier (Aghion
et al., 2009b).

in time we will see that most sectors in the economy are unleveled sectors, so
that the Schumpeterian effect dominates overall. This inverted-U prediction is
confirmed by Aghion et al. (2005a), using panel data on UK firms.

Prediction 3 More intense competition enhances innovation in ‘frontier’ firms
but may discourage it in ‘nonfrontier’ firms.

Intuitively, a frontier firm can escape competition by innovating, unlike a
nonfrontier firm who can only catch up with the leader in its sector. This predic-
tion is tested by Aghion et al. (2009c) again using panel data of UK firms. Fig-
ure 1.1 below (from Aghion et al., 2009b) shows how competition (here mea-
sured by the lagged foreign entry rate) affects productivity growth in domestic
incumbent firms. The upper curve shows averages among domestic firms that
are closer to the technological frontier in their sector worldwide, compared to
the median. We see that on average productivity growth in those firms responds
positively to more intense competition. This reflects an ‘escape competition
effect’, that is, the fact that such firms innovate more to escape the more intense
competition. In contrast, productivity growth, in firms that are farther below the
technological frontier in their sector worldwide than the median, reacts nega-
tively to more intense competition. This reflects a discouragement effect: firms
far below the frontier know they have little chance to win against a potential
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entrant; thus the higher the entry rate, the more discouraged such firms are to
invest in innovation and productivity growth. Now, the closer a country is to
the world leading productivity level, the higher the fraction of firms close to
the corresponding technological frontier, and therefore the more productivity-
enhancing product market competition is.

Prediction 4 There is complementarity between patent protection and product
market competition in fostering innovation.

Intuitively, competition reduces the profit flow of noninnovating neck-and-
neck firms, whereas patent protection is likely to enhance the profit flow of an
innovating neck-and-neck firm. Both contribute to raising the net profit gain
of an innovating neck-and-neck firm; in other words, both types of policies
tend to enhance the escape competition effect.’ This prediction is confirmed by
Aghion et al. (2013) using OECD country-industry panel data. This prediction
cannot be generated by the product variety model where competition can only
counteract the effects of better patent protection (the former reduces innovation
rents, whereas the latter enhances those rents).

1.3.2  Schumpeterian Growth and Firm Dynamics

The empirical literature has documented various stylized facts on firm size dis-
tribution and firm dynamics using micro firm-level data. In particular: (i) the
firm size distribution is highly skewed; (ii) firm size and firm age are highly
correlated; and (iii) small firms exit more frequently, but the ones that survive
tend to grow faster than the average growth rate.

These are all facts that non-Schumpeterian growth models cannot account
for. In particular, the first four facts listed require a new firm to enter, expand,
then shrink over time, and eventually be replaced by new entrants: these and
the last fact on the importance of reallocation are all embodied in the Schum-
peterian idea of ‘creative destruction’.®

However, the Schumpeterian model by Klette and Kortum (2004) can
account for these facts. This model adds two elements to the baseline model:
first, innovations come from both entrants and incumbents; second, firms are
defined as a collection of production units where successful innovations by
incumbents will allow them to expand in product space.’

This model allows us to explain the above stylized facts:

Prediction 5 The size distribution of firms is highly skewed.

Recall that in this model, firm size is summarized by the number of product
lines of a firm. Hence, a firm needs to have succeeded many attempts to innovate
in new lines and at the same time survived many attempts by potential entrants
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and other incumbents at taking over its existing lines, in order to become a
large firm. This explains why there are so few very large firms in steady-state
equilibrium, that is, why firm size distribution is highly skewed as shown in a
vast empirical literature.

Prediction 6 Firm size and firm age are positively correlated.

In the model, firms are born with a size of 1. Subsequent successes are
required for firms to grow in size, which naturally produces a positive correla-
tion between size and age. This regularity has been documented extensively in
the literature.®

Prediction 7 Small firms exit more frequently. The ones that survive tend to
grow faster than average.

In the above model, it takes only one successful entry to make a one-product
firm exit, whereas it takes two successful innovations by potential entrants to
make a two-product firm exit. The fact that small firms exit more frequently
and grow faster conditional on survival have been widely documented in the
literature.’

The previous two sections have implications for how Schumpeterian growth
theory can help bridge the gap between growth and development economics:
first, by capturing the idea that growth-enhancing policies or institutions vary
with a country’s level of technological development; second, by analysing how
institutional development (or the lack of it) affects firm size distribution and
firm dynamics.

1.3.3  Growth Meets Development: Appropriate Institutions

In Section 1.3.1 above we mentioned some recent evidence for the prediction
that competition and free-entry should be more growth-enhancing in more fron-
tier firms, which implies that they should be more growth-enhancing in more
advanced countries since those have a larger proportion of frontier firms. This
idea can be extended to other aspects of growth policy design. Indeed, the
Schumpeterian paradigm is flexible in modelling the contribution of past inno-
vations. It encompasses the case of an innovation that leapfrogs the best tech-
nology available before the innovation, resulting in a new technology parameter
Aj in the innovating sector i, which is some multiple y of its preexisting value.
And it also encompasses the case of an innovation that catches up to a global
technology frontier A, which we typically take to represent the stock of global
technological knowledge available to innovators in all sectors of all countries.
In the former case the country is making a leading-edge innovation that builds
on and improves the leading edge technology in its industry. In the latter case
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the innovation is just implementing (or imitating) technologies that have been
developed elsewhere.

One can thus naturally capture Gerschenkron’s idea'® of ‘appropriate institu-
tions’. Namely, far from the frontier a country will maximize growth by favour-
ing institutions that facilitate implementation; however, as it catches up with
the technological frontier, to sustain a high growth rate the country will have
to shift from implementation-enhancing institutions to innovation-enhancing
institutions as the relative importance of frontier innovation for growth is also
increasing. Institutions which favour innovation-led growth include graduate
schools, competition enforcement, labour market flexibility and financial sec-
tors which emphasize equity financing.

Thus Acemoglu et al. (2006) (Acemoglu-Aghion-Zilibotti, henceforth
AAZ), provide support to the following predictions using a cross-country panel
of more than 100 countries over the 1960-2000 period. Using Frankel and
Romer’s (1996) measures of openness (namely exports plus imports divided
by GDP and instrumented using geographical and regulatory variables), they
show:

Prediction 8 Average growth should decrease more rapidly as a country
approaches the world frontier when openness is low.

AAZ repeat the same exercise using entry costs faced by new firms instead
of openness. They show:

Prediction 9 High entry barriers become increasingly more detrimental to
growth as the country approaches the frontier.

These two empirical exercises point to the importance of interacting institu-
tions or policies with technological variables in growth regressions: openness is
particularly growth-enhancing in countries that are closer to the technological
frontier; entry is more growth-enhancing in countries or sectors that are closer
to the technological frontier.

Next, to the extent that frontier innovation makes greater use of research
education than imitation, the prediction is:

Prediction 10 The more frontier an economy is, the more growth in this econ-
omy relies on research education."!

Finally, one can look at the relationship between technological develop-
ment, democracy and growth. An important channel is Schumpeterian: namely,
democracy reduces the scope for expropriating successful innovators or for
incumbents to prevent new entry by using political pressure or bribes: in
other words, democracy facilitates creative destruction and thereby encourages
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innovation.'? To the extent that innovation matters more for growth in more
frontier economies, the prediction is:

Prediction 11 The correlation between democracy and innovation (or growth)
is more positive and significant, the closer the country is to the frontier.

This prediction is confirmed by Aghion et al. (2007) using employment and
productivity data at industry level across countries and over time.

This dichotomy between catch-up growth and innovation-led growth
explains why countries like China grow faster than all OECD countries: growth
in China is driven by technological imitation, and when one starts far below
the frontier, catching up with the frontier means a big leap forward. Second, it
explains why growth policy design should not be exactly the same in devel-
oped and in less developed economies. In particular, an imitative economy
does not require labour and product market flexibility as much as a coun-
try where growth relies more on frontier innovation. Also, bank finance is
well adapted to the needs of imitative firms, whereas equity financing (venture
capital, etc.) are better suited to the needs of an innovative firm at the fron-
tier. Similarly, good primary, secondary and undergraduate education is well
suited to the needs of a catching-up economy whereas graduate schools focus-
ing on research education are more indispensable in a country where growth
relies more on frontier innovations. This in turn suggests that beyond universal
growth-enhancing policies such as good property right protection (and more
generally the avoidance of expropriating institutions) and stabilizing macroe-
conomic policy (to reduce interest rates and inflation), the design of growth pol-
icy should be tailored to the stage of development of each individual country or
region.

1.3.4  Growth Meets Development: Firm Dynamics in Developing
Countries

Firm dynamics show massive differences across countries. In a recent work,
Hsieh and Klenow (2014) show that while establishments grow 5 times relative
to their entry size by the age of 30, Indian counterparts barely show any growth.

What are the aggregate implications of the lack of delegation and weakness
of rule of law on productivity and firm dynamics? To answer this question,
Akcigit et al. (2014b) (Akcigit-Alp-Peters, henceforth AAP) extend the firm
dynamics model introduced in the previous section, by adding two major ingre-
dients: (i) production requires managers and unless firm owners delegate some
of the tasks, firms run into span of control problem as owners’ time endowment
is limited; and (ii) firm owners can be of two types, high or low. High-type firms
are more creative and have the potential to expand much faster than low type
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firms. Whether this fast expansion is materialized or not depends on the return
to expansion which itself depends on the possibility of delegation.

The predictions, both on the delegation margin and on the firm dynamics can
be summarized as follows:

Prediction 12 Everything else equal, the probability of hiring an outside man-
ager and, conditional on hiring, the number of outside managers is increasing
with firm size, and increasing with the rule of law.

Larger firms operate with more product lines and hence have less time from
the owner directly. Hence, the marginal contribution of an outside manager is
much higher in larger firms. The second part relates the family size to delega-
tion. If the owner has more time (due to larger family size, for instance), then
the owner has already more time to invest in his business and this lowers the
demand for outside managers. Finally stronger rule of law implies higher net
return to delegation. AAP provide empirical support for these predictions using
Indian manufacturing establishments.

Prediction 13 Average firm size increases with the rule of law.

Firm value is increasing with owner time and therefore the firms are will-
ing to innovate and expand more when firm value is higher. The positive link
between firm size and the rule of law has been extensively documented in the lit-
erature (see for instance Bloom et al. (2012) for a detailed discussion). Finally,
AAP show that the link between firm size and family size is weaker in high-trust
regions in India.

Prediction 14 Firm growth decreases in firm size, and the more so when the
rule of law is weaker.

This prediction follows from the fact that in larger firms, the owner has less
time to allocate to each product line and hence the frictions to delegate become
much more important for large firms. Hence, when the rule of law is weak,
larger firms have less of an incentive to grow, which means that the difference in
growth incentives between large and small firms will be much more pronounced
in weak rule of law countries or regions. AAP show that growth decreases faster
in firm size in low-trust regions in India.

Prediction 15 Everything else equal, creative destruction and the reallocation
among firms will be much higher in economies where the rule of law is stronger.

Clearly this latter prediction is in line with the main findings of Hsieh and
Klenow’s work, which showed the missing growth and reallocation in devel-
oping countries. Understanding the reasons behind the lack of reallocation and
creative destruction is essential in designing the right development policies.
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The Schumpeterian growth framework provides a useful framework to conduct
counterfactual policy exercises which can shed light on this important debate.

1.3.5  Growth and Unemployment

Peter Diamond, Dale Mortensen and Christopher Pissarides received their
Nobel Prize in Economics for their research on ‘markets with search frictions’.
Their research was centred on the idea that in markets, buyers and sellers or
workers and firms do not find each other immediately and it takes time for
them to match. This delay was broadly attributed to so-called search and match-
ing (S&M) frictions that exist in those markets that prevent the matches from
happening immediately. But search market frictions in turn imply that creative
destruction and therefore the growth process should affect the unemployment
rate.!?

And indeed the Schumpeterian growth paradigm allows us to analyse the
implications of frictional matching on the labour market for the relationship
between innovation-led growth and unemployment. In particular, it points to
three counteracting effects of growth through creative destruction on the equi-
librium unemployment level. While it is leading to incumbents getting replaced
by new entrants and therefore release the workers of the incumbent firm to the
unemployment pool: hence a positive creative destruction effect of innovation-
led growth on unemployment (i.e., a negative effect of innovation-led growth on
the equilibrium employment rate). However, new firms entering the economy
also create new jobs, hence a negative job creation effect of growth on unem-
ployment (i.e., a positive effect of innovation-led growth on the equilibrium
employment rate). In addition to these two effects, more creative destruction
implies higher growth and therefore a higher discounted value for new firms
entering the market: hence a negative capitalization effect of growth on entry.
Whether this capitalization effect increases or reduces equilibrium unemploy-
ment depends upon which of the creative destruction and job creation effects
dominates. If the creative destruction effect dominates, then the capitalization
effect will reinforce the creative destruction effect. If the job creation effect
dominates, then the capitalization effect will reinforce the job creation effect.

Now, when jobs can be destroyed for ‘exogenous’ reasons, that is, for reasons
that do not have to do with innovation, then innovation becomes more a source
of new job creation than mainly a source of job destruction. More precisely,
the Schumpeterian theory of growth and unemployment with search frictions,
predicts that:

Prediction 16 When the rate of exogenous destruction is small, the job destruc-
tion effect dominates the job creation effect and therefore growth and unem-
ployment should be positively correlated.
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The intuition is simply that when the rate of job destruction is small, then
innovation is the main source of job destruction and job destruction is immedi-
ate, whereas job creation happens later due to the labour market frictions.

Prediction 17 When the rate of exogenous job destruction is high, then the
relationship is negative growth and unemployment: in this case the job creation
effect of innovation-led growth on unemployment dominates the job destruction

effect.

This framework is used by Aghion et al. (2015b) to analyse the relationship
between innovation-led growth and well-being. On the one hand, more cre-
ative destruction implies more job destruction, which should reduce well-being
of currently employed workers. On the other hand, more creative destruction
implies both more new job creation and a higher growth rate, both of which
should be welfare-enhancing.

14 Enhancing Productivity Growth in Advanced Countries

1.4.1  Pillars of Innovation-Led Growth

In the previous section we explained why institutions and policies to enhance
productivity growth should differ between countries at the world technology
frontier and countries that are farther behind the frontier. In particular we saw
that competition is more growth enhancing in sectors or countries that are closer
to the technological frontier. Similarly, Aghion et al. (2005b) show that more
flexible labour markets (which facilitate the process of creative destruction)
foster greater productivity growth in more advanced countries.

A third lever of productivity growth in advanced countries is graduate edu-
cation: indeed frontier innovation requires frontier researchers and therefore
good universities and research centres, whereas good undergraduate education
is sufficient for imitation. Figure 1.2, drawn from Aghion et al. (2009¢). Shows
that research education enhances productivity growth more in more frontier
US states, that is, in states with a higher per capita GDP (California, Mas-
sachusetts, ...): these are states where a higher fraction of firms are ‘frontier-
firms’, that is, firms with levels of productivity that are close to the best prac-
tice in the corresponding sector. On the other hand, two-year college education
is what enhances productivity growth more in less advanced states (Alabama,
Mississippi, ...): in those states, imitation (i.e., catch-up growth) is the main
source of technological progress, and good undergraduate education enhances
imitation. The same is true across countries: higher (and especially gradu-
ate) education enhances productivity growth more in countries with higher per
capita GDP (see Vandenbussche et al., 2006).
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Figure 1.2 Long-term growth effects of $1000 per person spending on edu-
cation, US states (Aghion et al., 2005b).

A fourth lever of productivity growth is the organization of the financial sec-
tor. As shown by Figure 1.3 below (drawn from Koch, 2014), choosing a bank
based financial system enhances productivity growth more for less advanced
countries, whereas choosing a more market-based financial system enhances
productivity growth more in more frontier countries. The intuition is as fol-
lows: frontier-innovation that breaks new ground entails a higher level of risk
than imitation activities, which are already well defined. But this in turn implies
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Figure 1.3 Average growth rate and proximity to the frontier for the bank-
based (left) and market-based (right) countries (per capita GDP growth rate,
Koch, 2014).
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that outside financiers involved in frontier-innovation will ask for a higher share
of upside revenues and also for higher control rights: hence the role of equity
in financing frontier innovation.

1.4.2  Competition Policy against Industrial Policy

Should sectoral policies always be precluded if we (justifiably) believe in the
virtues of competition for innovation-led growth? Our answer is that sectoral
policy can be designed and governed in a way that reconciles it with the need
for more product market competition.

Indeed, the ‘pick winner’ objection against sectoral policy loses bite when
vertical targeting is properly designed and governed: in particular, when: (i) the
government chooses to pick activities, not particular firms: indeed, while gov-
ernments and policy-makers do not have all the knowledge and wisdom needed
for proper vertical selection, identifying activities with high growth potential
is presumably easier than selecting individual firms'#; (ii) the criteria under-
lying the selection of activities are clear and verifiable: in particular, recent
research!” points at skill-intensity and the degree of product market compe-
tition as relevant selection criteria for vertical targeting; and (iii) the vertical
interventions are properly governed: in particular, they should be governed in
a way that preserves or even enhances product market competition in the cor-
responding sectors, and also in a way that guarantees exit from nonperforming
activities.

First empirical support for rethinking sectoral policy is provided by Nunn
and Trefler (2010). These authors use micro data on a set of countries to anal-
yse whether, as suggested by the argument of ‘infant industry’, the growth of
productivity in a country is positively affected by the measure in which tariff
protection is biased in favour of activities and sectors that are ‘skill-intensive’,
that is to say, use more intensely skilled workers. They find a significant pos-
itive correlation between productivity growth and the ‘skill bias’ due to tariff
protection. Of course, such a correlation does not necessarily mean there is
causality between skill-bias due to protection and productivity growth: the two
variables may themselves be the result of a third factor, such as the quality of
institutions in countries considered. However, Nunn and Trefler show that at
least 25 per cent of the correlation corresponds to a causal effect. Overall, their
analysis suggests that adequately designed (here, skill-intensive) targeting may
actually enhance growth, not only in the sector which is being subsidized, but
also the country as a whole.

More recently, Aghion et al. (2015c) argue that sectoral policy should not
be systematically opposed to competition policy. They use Chinese firm-level
panel data. More precisely, they use firm-level panel data from the Chinese
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National Business Survey and regress productivity growth, patenting, or other
measures of innovativeness and entrepreneurship, over various measures of sec-
toral intervention (subsidies, tariffs, etc.) interacted with the degree of compe-
tition in the sector, and also with the extent to which intervention in each sector
is not concentrated on one single firm, but rather distributed over a larger num-
ber of firms. They show that Total Factor Productivity (TFP), TFP growth and
product innovation (defined as the ratio between output value generated by new
products to total output value) are all positively correlated with the interaction
between state aid to the sector and market competition in the sector. Thus the
more competitive the recipient sector, the more positive the effects of targeted
state subsidies to that sector on TFP, TFP growth, and product innovation in
that sector. Moreover, Aghion et al. (2015c¢), show that the interaction between
state aid and product market competition in the sector is more positive when
state aid is less concentrated.

And finally Acemoglu et al. (2013) extend the Klette-Kortum model of
growth and firm dynamics to allow for high versus low R&D productivity firms.
Their model implies that subsidizing incumbents’ R&D inhibits the entry of
high-efficiency firms, which in turn can be detrimental to growth and welfare.
We get back to this paper in more details in Section 1.5 below.

Yet this does not address the issue of why vertical targeting would be at
all needed. A main theoretical argument in support of vertical targeting, is
the existence of knowledge spillovers. Thus, Aghion et al. (2015a) explore a
cross-country panel dataset of patents in the automotive industry. They distin-
guish between ‘dirty innovations’ which affect combustion engines, and clean
innovations such as those on electric cars. Then they show that the larger the
stock of past ‘dirty’ innovations by a given entrepreneur, the ‘dirtier’ current
innovations by the same entrepreneur. This ‘path dependence’ phenomenon,
together with the fact that innovations have been mostly dirty so far, implies
that in the absence of government intervention our economies would generate
too many dirty innovations. Hence a role for government intervention to ‘redi-
rect technical change’ towards clean innovations. Indeed Aghion et al. (2015a)
show that an increase in carbon price (e.g., through carbon taxes) induces
firms to redirect innovation towards clean technologies (e.g., to develop electric
cars).

A reinforcing factor is the existence of credit constraints which may fur-
ther limit or slow down the reallocation of firms towards new (more growth-
enhancing) activities. Now, one can argue that the existence of market failures
on its own is not sufficient to justify vertical intervention. On the other hand,
there are activities — typically high-tech activities — which generate knowledge
spillovers on the rest of the economy, and where assets are highly intangible
which in turn makes it more difficult for firms to borrow from private capital
markets to finance their growth.
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1.4.3  Reforming the State

Aghion and Roulet (2011) use Schumpeterian growth theory to discuss why and
how the welfare state should be reformed in the process of making the transition
to an innovation-led economy. One extreme view is that the state should remain
organized as it was when European countries were in a catching-up phase (from
1945 to the early 1970s). Another extreme view is that the transition from catch-
up growth to innovation-led growth, should lead to a radical reform of the state,
with the state withdrawing from the economy almost completely, except when it
comes to law and order, national security and defence, and basic public services.

However, we depart from these two extreme views on the following grounds.
First, the transition to innovation-led growth, where frontier innovation is asso-
ciated with creative destruction, that is, with the constant replacement of old
activities by new activities, implies that the state must give up the old indus-
trial policies based on the support of few national champions. Instead, the state
must favour and accompany the process of creative destruction, and in particu-
lar implement sectoral policies that are competition-friendly. On the other hand,
the existence of knowledge externalities (reinforced by the existence of credit
constraints) implies that the state cannot completely withdraw from the econ-
omy. Thus one has to look for a third way between these two extremes. This is
what we refer to as the ‘strategic state’ or the ‘smart state’.

In particular a main issue facing countries in the euro area, particularly in its
southern part, is how to reconcile the need to invest in the main levers of inno-
vation-led growth with that of reducing public debt and deficits. To address the
challenge of reconciling growth with greater budgetary discipline, governments
and states must become strategic. This first means adopting a new approach to
public spending: in particular, they must depart from the Keynesian policies
aimed at fostering growth though indiscriminate public spending, and instead
become selective as to where public funds should be invested. They must look
for all possible areas where public spending can be reduced without damaging
effects on growth and social cohesion: a good example is the potential savings
on administrative costs: technical progress in information and communication
makes it possible to decentralize and thereby reduce the number of government
layers, for similar reasons as those that allowed large firms to reduce the num-
ber of hierarchical layers over the past decades. Decentralization makes it also
easier to operate a high-quality health system at lower cost, as shown by the
Swedish example.

Second, governments must focus public investments on a limited number of
growth-enhancing areas and sectors: education, universities, innovative SME:s,
labour market policies and support to labour and product market flexibility;
industrial sectors with high growth potential and externalities as we argued
above.

https://doi.org/10.1017/9781316636404.003 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.003

48 Philippe Aghion and Ufuk Akcigit

1.44  Macroeconomic Policy

Recent studies (see Aghion et al., 2009a, 2012) performed at cross-
country/cross-industry level, show that more countercyclical fiscal and mon-
etary policies enhance growth. Fiscal policy countercyclicality refers to coun-
tries increasing their public deficits and debt in recessions but reducing them in
upturns. Monetary policy countercyclicality refers to central banks letting real
short-term interest rates go down in recessions, while having them increase
again during upturns. Such policies can help credit-constrained or liquidity-
constrained firms to pursue innovative investments (R&D, skills and training,
etc.) over the cycle in spite of credit tightening during recessions, and it also
helps maintain aggregate consumption and therefore firms’ market size over the
cycle (see Aghion and Howitt, 2009, ch. 13). Both contribute to encouraging
firms to invest more in R&D and innovation. This view of the role and design
of macroeconomic policy departs both from the Keynesian approach of advo-
cating untargeted public spending to foster demand in recessions, and from the
neoliberal policy of just minimizing tax and public spending in recessions.

Note that such policies are complementary to the above-mentioned structural
policies aimed at favouring innovation-led growth, namely product market lib-
eralization, labour market flexibility and training, and higher education reform.
As well argued by Mario Draghi in his Bretton Woods speech a year ago, quan-
tity easing and other devices to increase the flexibility of macroeconomic policy
in the Euro area, will have little effect on productivity growth if they are not
accompanied by systematic structural reforms that make it easier for new firms
to enter the product market and hire on the labour market.

1.4.5  Innovation, Inequality, and Social Mobility:
Making Growth Inclusive

Figures 1.4 and 1.5 below show innovation (measured by the flow of patents per
1000 inhabitants) and top income inequality (measured by the share of income
accruing to the top 1% income earners) over the past 50 years, respectively for
the US and for Sweden. In both cases, we see that innovation and top income
inequality follow parallel evolutions, first essentially flat until the late 1970s
and then sharply increasing since the early 1980s.

Does this mean that innovation necessarily leads to increased inequality?
And what can governments do to reconcile innovation-led growth with the need
to avoid excessive inequality and instead maintain social cohesion?

In recent work, Aghion et al. (2015d) use cross-US-state panel data on
patenting and inequality over the period 1975-2010 to show that: (i) the top
1 per cent income share in the US state is positively and significantly corre-
lated with the state’s degree of innovativeness, that is, with the quality-adjusted
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Figure 1.4 Evolution of the top 1 per cent income share and of the total patent

per capita in the US (Aghion et al., 2015d).

0,33 8
0,31 . L5
N . N
0,29 AT AR
4 T 'l \.'6
0,27 A J y
/~/ K \ , -5
0,25 — ; o
7 1
, [ -4
0,23 ) ,
’ AY 7
\\' A 1 ‘3
0,21 Cha - ,
A} i
AN L
0,19 — S 2
\N_‘I
0,17 -1
o5+ 0
S b ook O DR DO DO DL DO
R I SRS SR S q/Qo Q/Qo q,0° Q/QQ q/@ 09\

- - = = Number of patents per 1000
inhabitants

Top 1% income share

Figure 1.5 Evolution of the top 1 per cent income share and of the total patent

per capita in Sweden (Aghion et al., 2015d).

https://doi.org/10.1017/9781316636404.003 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.003

50 Philippe Aghion and Ufuk Akcigit

amount of innovation in this country or state, which they measure by citation
count; (ii) the effect of innovation on top income inequality is (at least partly)
causal, from innovation to top income inequality'® (iii) in cross-state panel
regressions, innovativeness is less positively or even negatively correlated with
measures of inequality which do not emphasize the very top incomes, in partic-
ular the top 2—10 per cent income shares (i.e., excluding the top 1%), or broader
measures of inequality like the Gini coefficient. From cross-section regressions
performed at the CZ level, Aghion et al. (2015d) also find that: (i) innovative-
ness is positively correlated with upward social mobility; and (ii) the positive
correlation between innovativeness and social mobility, is driven mainly by
entrant innovators and less so by incumbent innovators, and it is dampened in
states with higher lobbying intensity.

In short, innovation tends to increase top income inequality, but not inequal-
ity at large.!” And moreover, innovation appears to be positively correlated with
social mobility. However, both entrant innovation and social mobility are damp-
ened by lobbying activities.

What are the implications of these findings for policy design aimed at making
growth more inclusive? Investing more and better in schools and universities,
clearly has the effect of increasing growth, while also fostering social mobility.
But what is more interesting in the sense that it goes against the popular view, is
that structural reforms such as product and labour market liberalization, which
enhance productivity growth as we have argued above, also increase social
mobility to the extent that they favour innovation and creative destruction.'®
Thus the three pillars of an innovation-led growth strategy, namely (higher)
education, product market flexibility, and labour market flexibility, lie at the
heart of an inclusive growth strategy.

Now, what about taxation policy? There is a whole theoretical literature on
how capital and labour income should be optimally taxed. However, somewhat
surprisingly, very little has been done on taxation and growth, and almost noth-
ing in the context of an economy where growth is driven by innovation. Absent
growth considerations, the traditional argument against taxing capital is that
this discourages savings and capital accumulation, and amounts to taxing indi-
viduals twice: once when they receive their labour income, and a second time
when they collect revenues from saving their net labour income. Introducing
endogenous growth may either reinforce this result (when the flow of inno-
vation is mainly driven by the capital stock) or dampen it (when innovation
is mainly driven by market size, which itself revolves around employees’ net
labour income). An analysis of optimal taxation policy in the context of an
innovation-led economy is beyond the scope of this chapter and represents a
huge new research agenda. Yet, one can learn from the tax reforms implemented
in some developed countries during the past decades. In particular, it is widely
acknowledge that by deciding to: (i) lower its maximum tax rate on labour
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income from around 90 per cent before 1991 to 57 per cent after 1991; and
(ii) move from a progressive tax schedule on capital income with a maximum
marginal tax rate at 72 per cent before 1991 to a flat rate of 30 per cent after
1991, Sweden has spurred innovation-led growth (as shown by the accelera-
tion in patenting and in productivity growth after 1991), while still maintaining
public services (health, schools and universities) of high quality and available
to all for free. Moreover, Sweden remains the second least unequal country
worldwide.

1.5 Technological Waves and the Debate on Secular Stagnation

1.5.1 The Debate

Based on the (apparent) slowing down of productivity growth in advanced
countries since 2001, Gordon (2012, 2013) holds that the IT revolution is over
and moreover, that the slowdown is there to last for a long period to come. His
view is that: (i) the IT wave exhausted its growth-enhancing power; and (ii) sev-
eral factors make the arrival of a new wave unlikely in the near future: in partic-
ular, the demographic transition, the limits in the growth of educational attain-
ment, the rising income and wealth inequality resulting in mounting household
debts that add to government debts. We disagree with this pessimistic view for
at least three reasons. First, as pointed out by Dale Jorgenson and others, the IT
revolution has durably changed the technology for producing ideas: in partic-
ular, it has made it easier for researchers to communicate and interact at long
distance, which has certainly contributed to increasing the flow of new ideas.
And we already see new ideas about to be implemented, which could revive
the IT wave, such as 3D chips and 3D printing. Second, there is an obvious
demand for new fundamental innovations, for example in renewable energies
and in bio techs, both by individuals and by governments. Third, as stressed by
Byrne et al. (2013), the apparent slowdown in the contribution of IT to produc-
tivity growth, can be due to measurement problems: in particular Byrne et al.
(2013) make the argument that the BLS price index has not properly factored
in the continuous progress in semi-conductor technology: the rate of decline
in the price of semi-conductor embodying products has been underestimated
according to these authors.

But there is another consideration, made by Bergeaud et al. (2014), which
directly links to the focus of this chapter: the IT wave is diffusing with delays
to countries other than the US, and the delay is most important in countries
which have not yet fully implemented the structural reforms (university reform,
product and labour market liberalization) required for a successful transition to
innovation-based growth.

https://doi.org/10.1017/9781316636404.003 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.003

52 Philippe Aghion and Ufuk Akcigit

1.5.2 Historical Wave Patterns

In the remaining part of this section we take a brief look at technological waves
and their diffusion from the US to other developed countries. In particular we
will point at the relationship between structural reforms and a country’s ability
to take advantage of the new IT wave. We define a technological wave as the dif-
fusion of new General Purpose Technologies (GPT).'” General Purpose Tech-
nologies are defined as generic technologies which affect most sectors of the
economy. Obvious examples include steam energy in the early and mid nine-
teenth century, electricity and chemistry in the early twentieth century, and the
Information and Communication Technology revolution in the 1980s. While
innovation-led productivity growth goes beyond the diffusion of these generic
technologies, the speed at which a country adopts and diffuses a new General
Purpose Technology, reflects the country’s ability to innovate more generally.
It is therefore of interest to compare the diffusion patterns of General Purpose
Technologies across countries, especially when showing that lags in such dif-
fusion reflect market or institutional rigidities which hamper innovation-led
growth more generally.

Two Productivity Growth Waves
Using annual and quarterly data over the period 1890-2012 on labour produc-
tivity and TFP for 13 advanced countries (the G7 plus Spain, The Nether-
lands, Finland, Australia, Sweden and Norway) plus the reconstituted Euro
area, Bergeaud et al. (2014) (BCL thereafter) show the existence of two big
productivity growth waves during this period.

The first wave culminates in 1941, the second culminates in 2001. The first
wave corresponds to the second industrial revolution: that of electricity, internal
combustion and chemistry. The second wave is the ICT wave. This wave is of
smaller magnitude than the first one, and a big question is whether it has ended
in the US.

Diffusion Patterns
Figure 1.6 from Cette and Lopez (2012) shows that the Euro Area?® and Japan
suffer from a lag in the diffusion of technological waves compared to the US.
Thus the first wave fully diffused to the current euro area, Japan and the UK
only post World War II. As for the second productivity wave, so far it does not
show up in the Euro Area or in Japan. Market rigidities contribute to explaining
such delays.

And through an econometric analysis, Cette and Lopez (2012) show that
this lag of ICT diffusion in Europe and Japan, compared to the US, is
explained by institutional aspects: a lower education level, on average, of
the working-age population and more regulations on labour and product
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Figure 1.6 Delayed productivity growth waves in other countries. HP filtering
of TFP growth with A = 500 (Cette and Lopez, 2012).

markets. This result means that by implementing structural reforms, these coun-
tries could benefit from a productivity acceleration linked to a catch-up of the
US ICT diffusion level. The lower quality of research and higher education in
the Euro area and Japan compared to the US also appears to matter for explain-
ing the diffusion lag.

Country-specific Shocks and the Role of Reforms
Figure 1.7 from Bergeaud et al. (2014) shows a positive break in labour pro-
ductivity and in TFP growth in Sweden after 1990. This stands in contrast with
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Figure 1.7 Productivity breaks: country-specific shocks (Sweden), labour
productivity (left), total factor productivity (right). US $ PPP of 2005 (log
scale). Areas in grey: war periods (Bergeaud et al., 2014).
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Figure 1.8 Productivity breaks: country-specific shocks (Japan), labour pro-
ductivity (left), total factor productivity (right). US $ PPP of 2005 (log scale).
Areas in grey: war periods (Bergeaud et al., 2014).

the case of Japan shown in Figure 1.8: there, we see no such break but instead
decelerating labour productivity and TFP growth since 1980. Our explanation
is that Sweden implemented sweeping structural reforms in the early 1990s: in
particular a reform of the public spending system to reduce public deficits, and
a tax reform to encourage labour supply and entrepreneurship. No significant
reform took place in Japan over the past 30 years.

Let us consider from Bergeaud et al.’s (2014) study the four countries which
are commonly presented as lead reformers over the past three decades. The
reforms initiated in Sweden in the early 1990s made the rate of TFP growth
increase from an average of 0.4 per cent over the period 1976-1992 to an
average of 1.9 per cent over the period 1992-2008. Similarly, the 1982 reform
(Wassenaard agreement) in the Netherlands is associated with a break from an
average TFP growth rate of 0.5 per cent over the period 1977-1983 to an aver-
age TFP growth rate of 1.5 per cent over the period 1983-2002. The reforms
initiated in the early 1990s in Canada are associated with a break from an aver-
age TFP growth rate of 0.3 per cent over the period 1974-1990 to an average
rate of 1.1 per cent over the period 1990-2000. Finally, the reforms initiated in
the early 1990s in Australia are associated with a break from an average TFP
growth rate over the period 1971-1990 of 0.4 per cent to an average growth
rate of 1.4 per cent over the period 1990-2002.

These findings are in line with cross-country panel regressions suggesting
that structural reforms play a key role in speeding up the diffusion of techno-
logical waves.

1.6 Schumpeterian Insights into R&D Policy

How should the optimal R&D policy be designed? This question is at the
heart of any policy debate which targets technological progress through R&D
and innovation. Many governments are providing massive subsidies to fos-
ter innovation. As an example, the US spends more than $130 billion per

https://doi.org/10.1017/9781316636404.003 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.003

Innovation and Growth: The Schumpeterian Perspective 55

year at the federal level to support innovation (NSF + NIH + Army Research
Office + R&D tax credit).! The proponents of R&D subsidy have argued that
R&D has spillovers that are not internalized by the innovating firms. The oppo-
nents claim that product market competition already provides sufficient incen-
tives to firms and that any additional subsidy would be wasteful.

In this section, summarizing the findings from recent research on R&D pol-
icy from the Schumpeterian growth viewpoint, we argue that there are at least
two new and important aspects that the design of optimal R&D policy should
consider: namely, firm selection and the distinction between basic and applied
research. The former implies that R&D policy could affect firm survival and
consequently resource reallocation between more productive and less produc-
tive firms, or between incumbent and entrant firms. The latter relates to the fact
that different types of research, in this case basic and applied, could have dif-
ferent spillovers and R&D policy should take into account its impact on the
distinct types of research.

1.6.1 R&D Policies and Firm Selection

The goal of R&D policies is to incentivize firms to undertake greater R&D
investment, produce more innovations, increase productivity, and create more
jobs. However, these policies do not affect every firm in the economy in the
same way. For instance, Criscuolo et al. (2012) have shown that large incum-
bents are better at obtaining government subsidies. Therefore one can argue
that R&D subsidies to incumbents might be inefficiently preventing the entry
of new firms and therefore slowing down the replacement of inefficient incum-
bents by more productive new entrants. The turnover and factor reallocation
between incumbents and entrants is an important source of productivity growth.
Foster et al. (2000, 2006) have shown empirically that the reallocation of fac-
tors across firms accounts for more than 50 per cent of productivity growth in
the US. Given the empirical importance of this reallocation margin, it is nec-
essary that R&D policy takes into account the interaction between innovation
and factor reallocation. This is our focus in Acemoglu et al. (2013).

Recent literature has emphasized the importance of firm size and age for firm
level heterogeneity that are observed in the data (Akcigit and Kerr, 2015). In
particular Acemoglu et al. (2013) use data from the Census Bureau’s Longi-
tudinal Business Database and Census of Manufacturers, the National Science
Foundation’s Survey of Industrial Research and Development, and the NBER
Patent Database. Their analysis focuses on innovative firms that are in opera-
tion during the 1987-1997 period. If we define small and large firms by their
size relative to the median employment in the sample by year, and we define
young and old firms by whether or not the firm is older than ten years, then
the evidence points to small and young firms being both more R&D intensive
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and growing faster.?? It then follows that industrial policies that discourage the
reallocation of resources towards younger firms might indeed be costly in that
they slow the movement of R&D resources from less efficient innovators (strug-
gling incumbents) towards more efficient innovators (new firms).

Acemoglu et al. (2013) extend the Klette-Kortum model of growth and firm
dynamics considered above by allowing for high versus low ability firms, that
is, firms with more versus less efficient R&D technologies. Then they calibrate
their model by matching empirical moments capturing key features of firm-
level R&D behaviour, shipments growth, employment growth and exit, and the
variation of these moments with size and age. Finally, they use the estimated
model as a lab to run counterfactual experiments and test the impacts of various
R&D policy designs on economic growth and welfare. The policies that we
consider include a subsidy to new entrants, a subsidy to R&D by incumbents,
and a subsidy for the continued operation of incumbents.

Their main findings can be summarized as follows. First, subsidizing incum-
bents reduces the equilibrium growth rate and welfare decrease. The reason is
that this may prevent low-ability incumbents from exiting, thereby inhibiting
the entry of high-ability firms. Solving for the optimal policy, the authors find
that it involves a substantial tax on the operation of incumbents, combined with
an R&D subsidy to incumbents. The reason for this result is that taxing oper-
ations makes it harder for low-type firms to survive and forces them to exit.
This way the freed-up factors of production are reallocated to high-type firms,
which make use of them much more effectively.

Overall, this general equilibrium analysis, which incorporates both realloca-
tion and selection effects, highlights the fact that the economy in equilibrium
might contain too many low-type firms and policies that ignore the selection
effect might help low-type firms survive. Another point that is highlighted is the
fact that intertemporal spillovers are sizable and the overall R&D investment is
too little. Therefore a combination of R&D subsidies and taxes on firm oper-
ations could be an effective way of providing innovation incentives to firms,
while also leveraging the selection margin in the economy.

1.6.2  Basic versus Applied R&D

In many countries national funds allocated to basic research have been among
the top items in governments’ policy agendas. For instance, in a recent report
by the US Congress Joint Economic Committee, it is argued that despite its
value to society as a whole, basic research is underfunded by private firms
precisely because it is performed with no specific commercial applications in
mind. The level of federal funding for basic research is deemed ‘worrisome’
and it is claimed that it must be increased in order to overcome the underin-
vestment in basic research (Joint Economic Committee (JEC), 2010). However

https://doi.org/10.1017/9781316636404.003 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.003

Innovation and Growth: The Schumpeterian Perspective 57

the report also complains about the lack of research studies that actually quan-
tify the extent of this underinvestment and about the lack of data.?}

For similar reasons governments introduce programmes to promote collabo-
ration between basic academic researchers and private firms, with the hope that
synergies generated from these interactions could lead to breakthrough techno-
logical advances. For instance, the US government has aggressively promoted
collaboration between universities and industrial researchers through specific
funding programmes. Among many others, the National Science Foundation
(NSF) sponsors the Fundamental Research Program for Industry-University
Cooperative Research (FRP), the Industry-University Cooperative Research
Centers Program (I/UCRC) and Grant Opportunities for Academic Liaison
with Industry (GOALI).

Although the different characteristics of basic and applied research on the
one hand, and academic and corporate research on the other hand have been
widely recognized to be of first-order importance by policy-makers, these
issues have received insufficient attention in the economic literature on produc-
tivity and economic growth. In particular, the endogenous growth literature has
mainly considered a uniform type of (applied) research and overlooked basic
research investment by private firms.

What are the key roles of basic and applied research for productivity growth?
How should R&D policy be geared towards basic versus applied research?
What are the incentives of private firms to conduct basic research? How does
academic research contribute to innovation and productivity growth? Akcigit
et al. (2014a) provide a first attempt at answering these questions. In order to
understand the potential inefficiencies involved in different types of research
investments and to design appropriate industrial policies to address them, it
is necessary to adopt a structural framework that explicitly models the incen-
tives for different types of research investments by private firms. Akcigit et al.
(2014a) take an important step towards developing this theoretical framework,
identifying the potential spillovers, and studying their macroeconomic impli-
cations for innovation policy.

Their analysis starts from the observation that countries allocate a significant
share of their GDP to R&D (around 2-3%). The question then is: which fraction
of it goes to basic versus applied research? The interesting fact is that almost
half of overall spending goes into basic research.>*

Akcigit et al. (2014a) first test Nelson’s (1959) view that ‘firms which sup-
port research towards the basic-science end of the spectrum are firms that have
fingers in many pies’. According to this argument, as the range of its prod-
ucts and industries gets more diversified, a firm’s incentive for investing into
basic research relative to applied research should increase due to better appro-
priability of potential knowledge spillovers. To measure multi-industry pres-
ence, the authors count how many distinct SIC codes a firm is present in.
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Using microlevel data on French firms, they plot average basic research inten-
sity against the total number of distinct 1 digit SIC codes in which the firm
is present. And they find a positive and statistically and economically signif-
icant relationship between multi-industry presence and basic research spend-
ing. A broader technological base is associated with higher investment in basic
research relative to applied research. Thus the authors support Nelson’s hypoth-
esis about the link between multi-industry presence and relative research incen-
tives. These correlations are robust to a large variety of potential confound-
ing factors. This result suggests that cross-industry spillovers are sizable and
using the variation in firms’ technology base, we can estimate the cross-industry
spillovers associated with basic research.

In order to study the policy implications of these spillovers, Akcigit et al.
(2014a) build a general equilibrium, multi-industry framework with private
firms and a public research sector. Firms conduct both basic and applied
research, whereas the public sector focuses exclusively on basic research. In
their model, basic research generates fundamental technological innovations
and generates spillovers, both within and across industries, that affect subse-
quent applied innovations.?® In line with the ‘Ivory Tower’ theory of academic
research, basic research by private firms in this model will turn into consumer
products faster than that undertaken by public research labs. Applied research,
on the other hand, will be done only by private firms and will generate follow-
on innovations building on the existing basic knowledge stock.

The authors then undertake a quantitative investigation of the impacts of vari-
ous innovation policies on the aggregate economy. They first estimate the model
by targeting some of the key moments in the data, especially public and private
spending on basic and applied research in France. Then they use the estimated
model to assess the extent of inefficiencies in basic and applied research and to
study the implications of several important innovation policies.

Their main results can be summarized as follows. First, a large fraction of
spillovers from basic research across industries are not internalized. As a result,
there is a dynamic misallocation of research efforts, which reduces welfare sig-
nificantly. One striking result is that the decentralized economy and the social
planner’s economy are using overall the same level of resources for research.
However, the composition of the total research effort is very distinct. While
the social planner is allocating more resources to basic research, it allocates
less resources to applied research. This implies that the dominant misallocation
here is not that between production and research, but among the various types
of research activities, in this case, applied and basic research. There is actually
overinvestment in applied research in the decentralized economy because of
product market competition, whereas there is underinvestment in basic research
due to uninternalized within-industry and cross-industry spillovers.

This raises an important question: to what extent can public policies address
this inefficiency? The first policy we analyse is a uniform research subsidy to
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private firms. In this environment, subsidizing overall private research is inef-
fective since this will oversubsidize applied research, which is already exces-
sive due to product market competition. Therefore, the welfare improvement
from such a subsidy is limited, unless the policy-maker is able to discriminate
between types of research projects at the firm level, a difficult task in the real
world.

The authors then analyse another policy tool: the level of funding for pub-
lic research labs. We show that due to the Ivory Tower nature of public basic
research, allocating more money to the academic sector without giving property
rights to the researchers (ownership over their inventions) is not necessarily a
good idea. To demonstrate this, they simulate a policy similar to the Bayh-Dole
Act enacted in the US in 1980. They consider alternative scenarios in which
public researchers have no property rights, then 50 per cent and 100 per cent
property rights. And they find a complementarity between the level of property
rights and the optimal allocation of resources to academic research. The optimal
combination turns out to grant full property rights to the academic researcher
and allocating a larger fraction of GDP to public research. This reduces the
welfare gap significantly.

1.7 The Role of Freedom and Openness in the Innovation Process

How do incentives and organizations affect the probability and nature of inno-
vation? As well explained by Pierre Azoulay in his lecture notes, providing
incentives for producing ideas is problematic for at least three reasons. First,
ex ante it is difficult to describe the innovation in advance. Second, ex post
property rights on innovations may be difficult to enforce (for example, how do
we enforce patent breadth). Third, innovation efforts are hard to observe and
verify.

In short, a contract for future innovation is bound to be an incomplete con-
tract, one whereby the contracting parties allocate property rights on the real-
ized innovation and/or decision rights on the innovation process, leaving much
of the revenue sharing to expost bargaining.?¢

In this section we explore one particular implication of contractual incom-
pleteness, namely the issue of how to allocate control rights on the choice of
research agenda in the context of multistage research lines. This leads us to
revisit the role of intellectual property (IP) versus academic freedom and open-
ness in the innovation process.

1.7.1  The ADS Framework and the Role of Academic Freedom

The incentives of academics are known to be different from those of private
researchers (see Dasgupta and David, 1990). Building on an emerging body of
research in the new economics of science (Dasgupta and David, 1994), Aghion
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et al. (2008) (Aghion-Dewatripont-Stein, henceforth ADS) emphasize the role
of intellectual freedom: granting control rights to allow researchers to select
their own research agenda.

More formally, ADS consider a multistage research line. The line starts with
an initial idea. Then the idea is elaborated upon in stages, until it leads to a
marketable product. Each stage on the research line requires one researcher,
and that researcher succeeds with some probability p if she follows a (success-
maximizing) practical strategy at that stage. Instead of the practical strategy, the
researcher may choose to follow an ‘alternative’ strategy which yields a zero
probability of success. One interpretation is that the alternative strategy may
be the one that the researcher enjoys more, even though it does not pay off in
monetary terms. Another interpretation is that the alternative strategy may help
initiate new lines but does not generate progress on the initial line.

There is an infinite supply of researchers at each stage, each of whom has an
outside option R that she can obtain by working in another profession. After
being exposed to the idea from the previous stage, each researcher decides
whether she would better enjoy following the practical strategy or the alter-
native strategy. If she is able to undertake her favoured strategy, she suffers no
disutility from working. However, if the researcher has to undertake the strat-
egy that she likes less, she suffers a positive disutility. ADS assume that the
choice of the practical vs. the alternative strategy is ex ante noncontractible. In
other words, one cannot write a contract that promises a bonus for following
the practical strategy, because the nature of the work that the strategy entails
cannot be adequately described ahead of time.

If the researcher is employed by a university which leaves her with full
control rights over the choice of research strategy (the ‘researcher-freedom’
regime), in equilibrium, she is paid the reservation wage and she always works
on her preferred strategy. This implies that with positive probability the scien-
tist will not work on the practical strategy, but on the alternative strategy.

Suppose instead that the researcher is employed by a centralized firm who
has full control rights on the choice of research agenda. Then, ex-post, the man-
ager has the authority to force the researcher to work on the practical strat-
egy. Anticipating this, the researcher will demand a higher wage in order to
work under this ‘manager-control’ regime. The researcher’s markup over the
researcher-freedom regime represents compensation for loss of creative free-
dom — the fact that the researcher now must always adopt the practical strategy,
whether this turns out to coincide with her preferences or not.

ADS show that it is optimal to allocate control rights on the research agenda
(i.e., to grant academic freedom) in early stages of the research line, as this
reduces the cost of research, whereas for later stages in the research line focus
on the practical strategy becomes paramount, so that it is optimal to have
research performed within a firm.
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More generally, whether the researcher will or will not enjoy control rights —
that is, real authority — over her research agenda, will depend upon how strongly
she is monitored by the firm that employs her.

It is easy to show that: (i) the more the researcher is being monitored by the
firm, the higher the wage the researcher will ask to compensate for her loss of
control rights; and (ii) it is optimal to grant more freedom to the researcher in
the earlier stage of the research process. In other words, research firms endoge-
nously become more hands on in later stages of research projects as the value
of focus increases as one moves down the research line closer to the commer-
cialization stage.

1.7.2  Freedom and Openness

Another implication of the ADS framework, is that openness should play an
important role in early stage research, whereas later stages in the research pro-
cess are bound to be more ‘proprietary’. Indeed, when granted academic free-
dom, researchers are free to explore alternative strategies which may lead to
the creation of new research lines that those researchers may not pursue. Then
there is value in having other researchers freely access the knowledge that will
enable them to pursue these new research lines. Openness is less justified in
later stages of the research process when research is more focused and also
closer to commercialization. However, openness has no value when the firm
owner controls the researcher’s agenda, since the researcher is always forced
to work on the practical strategy in that case.

1.7.3  Evidence on the Limits of IP and the Role of Openness and Freedom

The above model generates the following predictions:

Prediction 18 Earlier stages of research should be managed in a more decen-
tralized way, leaving more freedom to researchers.

There is some empirical research speaking to this prediction, although indi-
rectly. For example, using French and British firm-level data, Acemoglu et al.
(2008) show that firms that encounter newer problems to solve tend to be more
decentralized. This includes firms in more heterogeneous industries (where it
is harder to learn from others), firms closer to the technological frontier (so
that there are fewer other firms to learn from) and younger firms (thus with less
experience to learn from their own mistakes). That more frontier firms should
delegate more may also explain why subsidizing higher education, in particu-
lar graduate education, is more likely to be innovation-enhancing if universities
are more decentralized (as shown for example by Aghion et al. (2010), using
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cross-US-state panel data). Incidentally, universities are a sector in which for-
mal delegation can be more easily enforced.

Prediction 19 More openness: (i) enhances research freedom, (ii) enhances
the creation of new lines and (iii) enhances basic research.

Murray et al. (2015) test the prediction that in a research setting characterized
by a high level of intellectual freedom, greater openness does not only increase
the flow of research, but also increases the diversity of new research discoveries.
More precisely, they consider the following natural experiment in openness:
NIH agreements in the late 1990s that reduced the costs of accessing infor-
mation on genetically engineered mice.?’ Using a sample of engineered mice
linked to specific scientific papers, some of which were affected by the NIH
agreements and some were not, Murray et al. (2015) evaluate how the level and
nature of follow-on research changes after the NIH-induced increase in open-
ness. They find that increased openness encourages entry by new researchers
and the exploration of more diverse research lines.

Particularly influential has been Heidi Williams’s contribution to the field.
In particular, Williams (2013) uses a fascinating dataset on the sequencing of
the human genome to analyse the impact of the IP restrictions imposed by the
private firm Celera until 2003, on subsequent innovation. The author finds that
these restrictions have indeed negatively affected subsequent scientific research
and product innovation.

Both Williams (2013) and Murray et al. (2015) have in common that they
both analyse the impact of nonpatent IP restrictions on subsequent innovation.
More recently, Sampat and Williams (2015) have looked at the potential impact
of gene patents on subsequent innovation on human genes. Somewhat surpris-
ingly, using USPTO data on human genes the authors find that gene patents
have no systematic effect on subsequent innovation.

1.8 Towards a New Growth Pact in Europe

The above discussion suggests some directions for a new growth package for
EU and in particular countries in the Euro area: (i) structural reforms starting
with the liberalization of product and labour markets: here we will argue that
an important role can be played by structural funds provided the targeting and
governance of these funds is suitably modified; (ii) industrial investments along
the lines suggested by our above discussion on vertical targeting; and (iii) more
flexible macroeconomic policies (budgetary and monetary) at EU level.

1.8.1  Structural Reforms and the Role of Structural Funds

There is a broad consensus among European leaders regarding the importance
of structural reforms, in particular product and labour market liberalization and
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higher education reform, to foster long-run growth in Europe. In this section we
first assess the potential increase in growth potential from having all Eurozone
countries converge fully or partly to the best standards with regard to product
or labour market liberalization, and also with regard to higher education. In the
second part of the section we discuss the role that structural funds might play
in encouraging such reforms.

Assessing the Growth Effects of Structural Reforms

As in Aghion et al. (2005b) one can look at the effect of structural policies
using cross-country panel regressions across 21 European countries. Our struc-
tural indicators are the following: For higher education system: the share of
the 25—-64-year-old population having completed tertiary education (SUP); for
product market: an OECD index assessing product market regulation (PMR);
for labour market: an OECD index assessing the strictness of employment pro-
tection (LPE). In fact we focus on the interaction between these two rigidi-
ties, namely the variable PMR x LPE, in the analysis of labour and product
market reforms. Indeed, there are good reasons to believe the effects of lib-
eralizing product markets are complementary to those of liberalizing labour
markets: for example, making entry in a new activity easier is of lesser value
to an entrepreneur if she cannot hire new employees to work on that activity.

We can look at the short- and long-run growth effects of converging towards
the performance levels of ‘target countries’. The target groups include those
countries which are found to be the ‘best performers’ in terms of education,
product and labour market regulations. In order to determine these groups, we
rank countries according to the variables SUP and PMR x LPE and we come
up with two target groups: Non-European target group: USA and Canada; Euro-
pean target group: UK, Ireland and Denmark. The advantage of these two target
groups is that they allow comparisons between countries within the European
Union as well as with non-European counterparts. Interestingly, we found the
same target groups both for the higher education and the labour and product
market regulation. Then we can assess the average effect of converging towards
best practice for the eurozone (EMU) as a whole. Our results are that converging
towards the best practice in terms of product and labour market liberalization
generates a growth gain of between 0.3 and 0.4 already in the short run. Con-
verging towards the best practice in terms of higher education enrollment gen-
erates a growth gain which is initially smaller (if we take the UK, Ireland and
Denmark as the reference countries), but grows up to 0.6 by 2050. Altogether,
a full percentage point in growth can be gained through structural convergence
towards those three countries.

Rethinking the Role and Design of Structural Funds

Here we argue that structural funds can be partly reoriented towards facilitat-
ing the implementation of structural reforms. So far, these funds have been
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used mainly to finance medium-term investment projects and to foster socio-
economic cohesion within the EU. Moreover, these funds are allocated ex ante
based on recipient countries’ GDP relative to the EU average, population and
surface.

We argue in favour of an alternative approach to the goals, targeting and
governance of Structural Funds. On the goals of Structural Funds: these funds
should become transformative, in other words they should help achieve struc-
tural reforms in the sectors they are targeted to. In our above discussion, we
identified some main areas where structural reforms are needed: labour mar-
kets, product markets and education. Structural funds should aim at facilitating
changes in the functioning of these sectors in the various countries. The alloca-
tion of funds should generally be made on an individual basis; in other words,
they should mainly target schools, employment agencies, individual workers,
not so much countries except for infrastructures that help enhance competi-
tion. The funds would help finance transition costs. The allocation of funds
should be to well-specified deliverables (provision of better tutorship in edu-
cation, improvements in the organization of employment agencies, transition
to portable pension rights across two or more countries, setting up of diploma
equivalence for service jobs, etc.) and should be also conditional upon the coun-
try or region not having put in place a general policy that contradicts the purpose
of the fund allocation.

Regarding the governance of Structural Funds, the allocation of funds should
be made by European agencies on the model of the European Research Council:
bottom up approach with peer evaluation ex ante and ex post.

1.8.2  Rethinking Industrial Policy in the EU

Growth in the EU also requires adequate vertical targeting, both by member
states and at EU level. In the previous sections we have emphasized the view
that horizontal targeting should be given priority: basic and applied research,
higher education, labour mobility. But, in light of our discussion in the previous
sections, we also believe that well-governed vertical targeting by member states
and at EU level can help foster growth further within the EU.

At EU level, infrastructure investments in transportation, energy and broad-
band networks should greatly contribute to increasing product market compe-
tition in local markets. In other words, proper vertical targeting at EU level
can help enhance horizontal policies in member states. Another justification
for privileging vertical targeting at EU level, is that targeting at this level is
more likely to preserve product market competition when the targeted activities
involve important fixed costs. What we mean here, is that subsidizing activities
with high fixed costs at local level (i.e., at the level of one particular coun-
try) often boils down to subsidizing one particular firm, which in turn defeats
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the purpose of reconciling industrial policy with the need to enhance product
market competition. This consideration becomes less binding when vertical tar-
geting is done at EU level, since at EU level it is easier to find more than one
potential recipient of vertical subsidies, including for activities involving high
fixed costs.

But EU policy with regard to vertical targeting goes beyond EU level invest-
ments; it also concerns the attitude of the European Commission with regard to
sectoral policies by member states. These are currently perceived by European
authorities as a threat to European integration, which in turn explains the fussy
checks by European competition authorities of all devices supporting industrial
activities. Here, let us mention a remarkable work on state aid in Europe, Japan
and the US by Pierre-André Buigues and Khalid Sekkat, which identifies false
debates and arguments against industrial policy. These authors find a general
tendency in Europe towards lowering state aid (Germany being an exception,
although mainly since the past ten years with the integration of the Eastern lan-
ders). This in turn suggests that the Commission has been remarkably effective
in limiting the scope of state aid. What we recommend is to have the Commis-
sion become less a priori biased against the use of state aid, while at the same
time setting new and clear guidelines for the allocation and governance of that
aid. In other words, the Commission should move from an ‘ex ante’, legalistic,
approach to sectoral state aid to an ‘ex post’, pragmatic, approach where state
aid is sanctioned only when it can be proved that it resulted in lowering product
market competition in the corresponding activity.

Whether at EU level or by member states, vertical targeting should be ade-
quately designed and governed. In the previous section we mentioned the recent
paper by Nunn and Trefler (2010), suggesting that sectoral aid is more likely
to be growth-enhancing if it targets sectors with higher growth potential, one
measure of it being the extent to which various industries are skill-biased. We
also mentioned the work by Aghion et al. (2013) suggesting that vertical tar-
geting is more growth-enhancing if it targets activities with higher degree of
product market competition and enhances product market competition within
the sector.”

1.8.3  More Flexible Macroeconomic Policies at EU Level

In previous sections we have argued that more countercyclical macroeconomic
policies can help (credit-constrained) firms maintain R&D and other types of
innovation-enhancing investments over the business cycle. One implication of
this for European growth policy design, is that all the debt and deficit targets
(both in the short and in the long term) should be corrected for cyclical vari-
ations, in other words they should always be stated in structural terms. Thus,
for example if a country’s current growth rate is significantly below trend, then
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the short-run budgetary targets should be relaxed so as to allow this country to
maintain its growth enhancing investments. However, while the fiscal compact
specifies long-term objectives that are stated in structural terms, the short and
medium term targets agreed between the European Commission and member
states last year, are in nominal terms. This inconsistency is damaging to growth.

1.9 Conclusion

In this chapter we have tried to show how theoretical models of growth and
innovation can deliver testable predictions and also policy recommendations.
Our emphasis has been on the Schumpeterian approach where each innovation
not only induces positive knowledge spillovers on subsequent research but also
destroys rents from previous innovations.

Where do we see the research on R&D, innovation and growth being pushed
over the next years? A first direction is to look more closely at how growth and
innovation are affected by the organization of firms and research. Thus over
the past five years Nick Bloom and John Van Reenen have popularized fasci-
nating new datasets that allow us to look at how various types of organizations
(e.g., more or less decentralized firms) are more or less conducive to innova-
tion. But firms’ size and organization are in turn endogenous, and in particular
they depend upon factors such as the relative supply of skilled labour or the
nature of domestic institutions.

A second and related avenue for future research is to look in more
detail at innovation-led growth, firm dynamics and reallocation in developing
economies. Recent empirical evidence (see Hsieh and Klenow, 2009, 2012)
has shown that misallocation of resources is a major source of productivity gap
across countries. What are the causes of misallocation, why do these countries
lack creative destruction which would eliminate the inefficient firms? Schum-
peterian theory with firm dynamics could be an invaluable source to shed light
on these important issues that lie at the core of the development puzzle.

A third avenue is to look at the role of finance in innovation-led growth.
Recent studies point at equity finance being more growth-enhancing in more
frontier economies. More generally, we still need to better understand how dif-
ferent types of financial instruments map with different sources of growth and
different types of innovation activities. Also, we need to better understand why
we observe a surge of finance during the acceleration phase in the diffusion of
new technological waves, and also how financial sectors evolve when the waves
taper off.

A fourth avenue is to analyse in greater depth the relationship between inno-
vation, income inequality and social mobility, and to gather new data on indi-
vidual patenting and revenues to look at how taxation policy affects the flow

https://doi.org/10.1017/9781316636404.003 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.003

Innovation and Growth: The Schumpeterian Perspective 67

and nature of innovation and the mobility of innovators. These and many other
microeconomic aspects of innovation and growth await further research.
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Notes

1. A precursor version of the AK model is the Harrod-Domar model (see Aghion and
Howitt, 1998). Frankel (1962) developed the first version of the AK model as we
know it, i.e., with Cobb-Douglas production functions (in capital and labour) for
firms and knowledge externalities driven by capital accumulation by firms. Romer
(1986) developed an AK model similar to Frankel but where savings are determined
by intertemporal utility maximization instead of just being a constant fraction of
final output as in Frankel (1962).

2. Which of these effects dominates will depend in particular upon the size of inno-
vations. Assessing the relative importance of these two effects in practice, requires
estimating the structural parameters of the growth model using micro data (see foot-
note 9).

3. E.g., see Blundell et al. (1995).

. See Aghion et al. (1997, 2001).

5. That competition and patent protection should be complementary in enhancing
growth rather than mutually exclusive is at odds with Romer’s (1990) product vari-
ety model, where competition is always detrimental to innovation and growth (as
we discussed above) for exactly the same reason that intellectual property rights
(IPRs) in the form of patent protection are good for innovation: namely, competi-
tion reduces post-innovation rents, whereas patent protection increases these rents.
See Acemoglu and Akcigit (2012) for a general analysis of optimal patent protection
in Schumpeterian models with step-by-step innovation.

6. In the product variety model, exit is always detrimental to growth as it reduces prod-
uct variety.

7. Various versions of this framework have been estimated using micro-level data by
Lentz and Mortensen (2008), Acemoglu et al. (2013), Garcia-Macia et al. (2014)
and Akcigit and Kerr (2015).

8. For recent discussions, see Haltiwanger et al. (2010) and Akcigit and Kerr (2010).

9. See Akcigit and Kerr (2010) and Aghion et al. (2014) for references. In a recent
work, Acemoglu et al. (2013) analyse the effects of various industrial policies on
equilibrium productivity growth, including entry subsidy and incumbent R&D sub-
sidy, in an enriched version of the above framework.

10. See Acemoglu et al. (2006) for a formalization of this idea.

11. Aghion et al. (2005b) show that research-type education is always more growth-

enhancing in US states that are more frontier, whereas a bigger emphasis on

N
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18.
19.
20.

21.
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26.

27.

28.
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two-year colleges is more growth-enhancing in US states that are farther below the
productivity frontier. Similarly, using cross-country panel data, Vandenbussche et al.
(2006) show that tertiary education is more positively correlated with productivity
growth in countries that are closer to the world technology frontier.

. Acemoglu and Robinson (2006) formalize another reason, also Schumpeterian, as

to why democracy matters for innovation: namely, new innovations do not only
destroy the economic rents of incumbent producers, they also threaten the power of
incumbent political leaders.

See Aghion and Howitt (1994) and Mortensen and Pissarides (1998).

Activities that come to mind when talking about vertical targeting most often pertain
to the same four or five sectors, namely energy, biotech, ICT, transportation, etc.
E.g., by Nunn and Trefler (2010), and Aghion et al. (2015c) which we summarize
below.

They establish this result by instrumenting for innovativeness following two differ-
ent strategies, first by using data on the appropriation committees of the Senate, and
second by relying on knowledge spillovers from the other states.

. In Sweden for example, the Gini has not increased over the past 25 years, whereas

both patenting and top income inequality have.

See Aghion and Roulet (2014).

See Bresnahan and Trajtenberg (1995).

The Euro Area is here the aggregation of Germany, France, Italy, Spain, The Nether-
lands, Austria and Finland. These seven countries represent together, in 2012, 88.5
per cent or the total GDP of the Euro Area.
http://www.whitehouse.gov/sites/default/files/microsites/ostp/Fy%202015%20R &
D.pdf.

Likewise Akcigit and Kerr (2015) regress firm growth on log firm size and find an
estimate of —(0.04 and innovation intensity (number of innovations relative to the
firm size) on log firm size and find an estimate of —0.18.
http://jec.senate.gov/public/?a=Files.Serve&File_id=29aac456-fce3-4d69-956f-
4add06f111cl.

See Akcigit et al. (2014a) for references.

By fundamental innovation, we mean major technological improvements that gen-
erate larger than average contributions to the aggregate knowledge stock of society.
In addition, these will have long-lasting spillover effects on the size of subsequent
innovations within the same field.

Of course, the monetary incentives for innovation are not only determined by ex post
bargaining: ex post monetary rewards through prizes, as well as ex ante financing
of R&D as part of research grants or procurement contracts, also play an important
role in inducing innovation.

Specifically, in 1998 and 1999, the National Institutes of Health negotiated two
Memoranda of Understanding with the firm DuPont, which granted academic
researchers low-cost, royalty-free and independent access to both the use of
DuPont’s methods and to the transgenic mice associated with them through the
Jackson Laboratory, a nonprofit research mice repository.

While it is part of the EU mission to promote product market competition, at the
same time, natural monopolies are prevalent in network sectors, and having too
many networks, may result in Europe becoming underequipped in the field of
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broadband optics and more generally disadvantaged in digital industry activities.
This consideration should of course be also taken into account when designing ver-
tical targeting at EU level.
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2 European Union Dual Labour Markets:
Consequences and Potential Reforms

Juan J. Dolado

Abstract

This chapter provides an overview of a growing literature on the emergence of
dual labour markets and their persistence in some EU countries, as well as the
impact that dualism has on a large range of labour market dimensions including,
among others, job and worker flows, (overall and youth) unemployment, wage
setting, training, labour mobility, household formation, and technology adop-
tion. A distinctive feature of the chapter is that it places the accumulated evi-
dence on these issues in a general equilibrium framework, which helps under-
stand why dual labour markets have performed so poorly since 2008, and also
to identify promising avenues of research for the near future. The chapter also
evaluates recent reforms and reform proposals (single and unified labour con-
tracts) to eliminate the undesirable consequences of excessive dualism in the
labour market.

2.1 Introduction

This COEURE Survey deals with the consequences of dual labour markets,
namely labour markets where workers are entitled to different employment
protection depending on the contract they hold, and where these differences
are large. The effect of dualism on several labour-market dimensions has been
widely analysed in the literature but many of these issues have strongly re-
emerged during the recent crisis due to the poor performance of countries sub-
ject to strong dualism. In this survey we review the main lessons drawn from
past experience with these labour market regimes, where they originate from,
why they are so difficult to change, why they have failed during the Great
Recession and the subsequent sovereign crisis, what reform proposals have
been posed and which ones are more likely to work. In addition to review-
ing the accumulated stock of knowledge on these issues, we place them in a
general equilibrium framework to understand which ones constitute the most
promising avenues of research for the near future. The rest of the survey is
organized as follows. Section 2.2 deals with the historical origins of dual labour
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markets. Section 2.3 considers conditions under which labour contracts become
too different, leading to optimal versus nonoptimal arrangements of stability
and flexibility in the labour market. Section 2.4 looks at the performance of dual
labour markets since the onset of the Great Recession. Section 2.5 documents
the case of Spain, as an epitome of a dual labour market. Section 2.6 discusses
the effects of dualism on youth labour market outcomes. Section 2.7 critically
evaluates different proposals to abolish inefficient dualism. Finally, Section
2.8 provides some concluding remarks. An Appendix summarizes the main
features of different proposals for the introduction of Single/ Unified labour
contracts.

2.2 The Emergence of Dual Labour Markets in Europe

Since the oil crisis in the 1970s, the fight against unemployment in Europe has
centred on allowing more flexibility in the labour market. In line with this goal,
employment protection legislation (EPL) has been subject to frequent policy
changes in many EU countries.! Although in several instances EPL reforms
have taken place across the board, this has not always been the case. A well-
known example is provided by labour market reforms in the Southern Mediter-
ranean countries of the Euro Zone (EZ) where, until recently, rules for regular
open-ended contracts have hardly been modified. Instead, changes in EPL regu-
lations have mostly affected new hires, either through the introduction of a large
spectrum of flexible fixed-term contracts or by expanding the opportunities to
use existing temporary contracts (probation, replacement, training, internships,
etc.) for regular economic activities. As a result, strong differences in the degree
of employment protection between workers hired on permanent/open-ended
(PC) and temporary/fixed-term (TC) contracts have emerged as the most salient
feature of the so-called dual labour markets (see Booth et al., 2002a).

Not surprisingly, segmented labour markets have been hotly debated in aca-
demic circles and the policy arena over the last few years. After all, they have
been largely responsible for the disappointing performance of employment
and unemployment in Europe since the onset of the Great Recession (GR),
as reflected by the large differences in labour market outcomes between the
North/Centre and the South/Periphery during the crisis.

Following seminal work by Saint-Paul (1996, 2000), the political economy
of these two-tier reforms has received a lot of attention over the past couple
of decades. In particular, this literature has shed light on the determinants and
timing of different types of EPL reforms. Among the relevant issues analysed
from this viewpoint, the following stand out:

1. identifying the median voters in union elections (typically middle-aged
middle-skilled workers with PC) as a key element in the development of
insider-outsider models,
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2. characterizing the cyclical properties of EPL reforms where rules pertain-
ing to PC have been liberalized (these reforms are typically approved in
recessions rather than in expansions because protected workers face higher
exposure to job losses in the former business cycle phase),

3. analysing the dynamics of insiders and outsiders (driven by the pressure
placed on union decisions by a growing share of unemployed or work-
ers under nonregular contracts), etc. (cf. Boeri, 2010 and Bentolila et al.,
2012a).

Following these two-tier reforms, the use of temporary workers has increased
in total dependent employment, especially in those countries where EPL for
permanent workers was higher to start with. For instance, this was the case of
the olive-belt countries (Greece, Italy, Portugal and Spain) as well as in France.
The reason why labour law was stricter in the first set of countries has to do
with the fact that, in different periods of the twentieth century, they experienced
transitions from authoritarian dictatorships to democratic regimes. In effect,
though EPL regulations were mostly approved in the aftermath of World War I
(see Table 2.1 for a chronology of these rules; Aleksynska and Schmidt, 2014),
social pressure in military regimes with low productivity and wages (typical of
autarkies) was kept under control by means of very stringent rules regarding
worker dismissals, in conjunction with the ban of most trade unions. When
democracy was restored and unions became legalized, upward wage pressure in
collective bargaining took place but the prevailing rigid employment protection
was kept fairly unaltered in order to get the support of unions.

As regards France, the origin of the implementation of stringent EPL can
be traced back to the 1960s, when large migration inflows, especially from
the Maghreb, led to downward pressure on wages (see Comte, 2015). As is
well known, stagnating wages and deteriorating working conditions resulted in
French wage earners’ revolt in May 1968. The crisis was solved through a sharp
increase in the minimum wage and its reassessment mechanisms (with the cre-
ation of SMIC in the 1970), which, from 1968 to 1982, almost tripled in real
terms. The role of such an aggressive policy was to establish a barrier to down-
ward wage pressure driven by increasing competition from migrant workers.
The high minimum wage initially caused the ousting of less skilled migrant
workers and a slight increase in the share of native’s wages. However, after
a while, the continuous rise in labour costs led to a surge of unemployment,
especially among the youth. As a result, French unions successfully pushed for
stricter conditions for dismissals and higher protection of the regular employ-
ment contract.

Yet, regardless of differences in the historical origins of EPL in the Southern
Mediterranean area, the loss of competitiveness associated with upward pres-
sure on wages in the context of the large adverse supply shocks of the 1970s and
the increasing global trade competition in the 1980s called for drastic reforms
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Table 2.1 Chronology of EPL reforms in EU countries (Aleksynska and
Schmidt, 2014)

Area of regulation/country FRA GBR ITA ESP  GRC PRT
Employment protection legislation

Maximum trial period - - 1919 1976 1920 1969
Regulation of fixed-term contracts 1890¢ 1963 1919 1926 1920 1969
Obligation to provide reasons to the 1973 1975 1966 1956 - -

employee

Valid grounds (justified dismissal) 1973 ~ 1963 1966 1926 - -
Prohibited grounds (unfair dismissal) 1910 1971 1966 1931 1920 1933
Workers enjoying special protection 1910 - 1919 1931 1928 1933
Notification requirements 1958 - - 1956 1930 1969
Notice period 1928 1963 1919 1931 1920 1969
Severance/redundancy pay 1967 1965 1919 1972 1930 1969
Compensation for unfair dismissal 1890 1975 1950 1926 - 1969
Procedure of reinstatement 1973 1975 1950 1931 - -
Court procedure (preliminary 1941 1918 1919 1926 1920 1933

mandatory conciliation, competent
court(s), existing arbitration, time

limits)
Regulation of collective dismissals 1975 - - 1972 19347 1974
Unemployment insurance 1905¢ 1911 1919/ 1919 1945 1979

Recognition of the use of temporary contracts as the laws on contracts of employment are only
applicable to indefinite contracts.

The law acknowledges the existence of such contracts and provides an attempt to regulate them.
Case law.

Only applicable to public utility undertakings with more than 50 employees.

This very first unemployment insurance system was founded by Decree of September 9, 1905
and consisted of state support to provincial syndicates that established sectorial unemployment
benefits schemes for their members.

/' The Legislative Decree as of 1919 contains information on the Decree No. 670 as of April 29,
1917 introducing a general compulsory unemployment insurance.

of the existing EPL schemes in all these countries. With labour relations still
dominated by highly protected workers affiliated to unions (the median voter in
union elections) and by firms pushing for a quick implementation of cost-saving
policies, the only politically feasible way of allowing for internal and external
flexibility in firms’ adjustment to demand/supply shocks was through reforms
at the margin, that is, only applicable for newcomers. The typical reform made it
easier for firms to use fixed-term contracts or TC with low firing costs, without
significantly changing the protection of open-ended or PC (see Figure 2.1 where
time patterns of OECD indices of EPL strictness are displayed). This resulted
in a rapid increase of the share of fixed-term contracts, to the point of eventu-
ally representing virtually all hires. Furthermore, subsequent reforms have also
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Figure 2.1 Time trends in EPL for permanent and temporary jobs, 1990-2008
(OECD, 2008).

blurred the boundary between dependent employment and self-employment, as
illustrated by the growing use of nonregular forms of employment regulated by
commercial laws, like freelance work contracts in Italy or contracts for services
in Poland (see Bertola et al., 2000, OECD, 2014).

23 Temporary Contracts: Stepping Stones or Dead Ends?

It should be evident that temporary work is a key element in the good func-
tioning of any labour market because it is tailor-made to cope with seasonal
changes in demand or other activities of a fixed-term nature (e.g., project-
related, replacement and substitution contracts). On top of that, TC can pro-
vide a useful device for employers in screening the quality of job matches,
especially with young inexperienced workers, as well as ease the transition of
entrants towards better stable employment. Indeed, whereas in some countries
(Austria, Denmark, Sweden, UK and US), these jobs become ‘stepping stones’
(see Holmlund and Storrie, 2002, Booth et al., 2002b, Heinrich et al., 2005)? to
more stable jobs, the key issue is why they have become ‘dead-end’ jobs and a
source of excessive labour market volatility in others (see Boeri and Garibaldi,
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Probability of moving from temporary to permanent job for a typical
labour market entrant after 3 and 10 years
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Figure 2.2 Probability of upgrading a TC to a PC (OECD, 2014).

2007). As Figure 2.2 shows, the probability of reaching a PC ten years after
entering the labour market with a TC is lower than 60 per cent in countries like
Italy or Spain, whereas is close to 100 per cent in Germany. After all, the con-
ventional justification of all these nonregular contracts is to improve the labour
market outcomes of disadvantaged workers in countries where employment
protection is stringent.

But are temporary contracts really so helpful? In theory, by decreasing fir-
ing costs, they can help some workers to accumulate human capital and/or job
experience. Yet, in parallel, there is the danger that they may end up moving
from one fixed-term contract to another, leading to lower employment stabil-
ity and no transition towards better jobs (see Blanchard and Landier, 2002,
and Cahuc and Postel-Vinay, 2002). Indeed, it has been argued that the large
discontinuity created by two-tier EPL schemes (i.e., the so-called EPL gap)
in dual labour markets has negative consequences on unemployment, human
capital accumulation and innovation. This is so because a large gap in redun-
dancy pay leads to excessive worker turnover. In effect, given this discontinu-
ity in EPL and the lack of wage flexibility, firms prefer to use TC in sequence
rather than converting them into PC. The reason is that in case of dismissal,
the latter become much more expensive, and wage rigidity prevents offsetting
transfers from workers to firms in exchange for being insured against job losses
(see Lazear, 1990). As a result, as the expected duration of temporary jobs gets
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Figure 2.3 TFP in some OECD countries (Index 1950 = 1, Fernindez-
Villaverde and Ohanian, 2015).

shorter, firms become more reluctant to invest in workers’ training because they
can benefit less from this investment in human capital.

By the same token, temporary workers may lack the right incentives to
improve on their job performance through exerting more effort and accumulat-
ing better productive capabilities. Further, given that these skills are important
determinant of multifactor productivity, this mechanism may have played a rel-
evant role in explaining the unsatisfactory development of TFP growth in EU
countries with segmented labour markets, as depicted in Figure 2.3.

The empirical evidence about the impact of temporary work on labour mar-
ket outcomes shows that, in general, it could be beneficial in unified labour
markets (stepping stones) while it is unambiguously detrimental in dual labour
markets (dead ends). As mentioned above, this is especially the case when wage
bargaining is ruled by an insider-outsider model which prevents wages to offset
labour turnover costs. For example, Zijl et al. (2004) and Dolado et al. (2015a)
find that TC do not improve access to PC. Furthermore, they create excessive
wage pressure (see Bentolila and Dolado, 1994), lead to low firms’ training
investments on workers (see Cabrales et al., 2014, OECD) and incentivize
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the adoption of mature rather than innovative technologies (see Saint-Paul,
2000, Bassanini et al., 2009, Garcia-Santana et al., 2015). Thus, it is quite well
established that the coexistence of workers with quite different seniority rights
could have important undesirable consequences for wage setting, human capital
accumulation and even for the political economy of labour market reforms (see
Saint-Paul, 1996). For example, given than the median voter in union elections
is often a worker with a PC, reforms entailing cuts in EPL will take place in
recessions, when this type of workers feel the risk of losing their jobs, instead of
in expansions, when the benefits of higher contractual flexibility would trans-
late into higher job creation rather than job destruction (Wasmer, 1999).

24 Dual Labour Markets Before and After the Great Recession

Overall, the Great Moderation and GR periods have shown that economies
with higher segmentation in the labour market exhibited most of the follow-
ing salient features:

1. A growing specialization in low value-added sectors (such as construction,
tourism or personal services) as the engine of rapid output and employment
growth during expansions, followed by very dramatic negative adjustments
during recessions,

2. A significant productivity (TFP) slowdown,

3. A high dropout rate both in secondary and tertiary education, together with
an increasing degree of over-education among college graduates,

4. Large immigration inflows,
5. A very large cyclical volatility in the labour market.
There is an extensive literature analysing the developments of these economies
from the early 1990s to the mid-2000s, before the onset of the GR (Dolado et al.,
2002, OECD, 2004, and Boeri, 2010). However, a common feature of these
studies is that they address the above-mentioned salient features separately or,
at best, they treat them from a partial equilibrium viewpoint. For example, there
are studies dealing with the rise of the construction sector and its complemen-
tarities with the immigration (see Gonzalez and Ortega, 2011), as well as with
innovation deficit and specialization in low-value added sectors (see Cingano
et al., 2010). Given this background, it would be advisable for future research
to unify all these themes under the umbrella of a single (general equilibrium)
framework. This could be useful to understand the course of events, which has
led to the current recession, as well as to draw policy lessons for subsequent
recovery. The basic roadmap guiding this unifying approach could be as fol-
lows:

1. Following large cuts in real interest rates, as a result of the Great Moderation
period in general and of accession to the EZ in particular, future profitabil-
ity of mid- and long-run investment projects experienced a large boost in
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Figure 2.4 Unit labour costs in some EU countries, 1970-2008 (Eurostat).

several EU countries, especially in those with high inflation whose nominal
interest rates became assimilated to the German ones. In countries with dual
EPL, for reasons spelled out in the next paragraph, cheap credit fuelled job
creation through flexible TC in less skilled labour-intensive sectors. These
were fixed-duration jobs which are much cheaper to open and destroy than
permanent jobs (leading to the so-called ‘honeymoon effect’; cf. Boeri and
Garibaldi, 2007). The fact that the latter were subject to high statutory and
red-tape dismissal costs inhibited job creation either through PC or conver-
sion of TC into PC. That initial surge in job creation led to a rise in school
drop-out rates and to lower on-the-job training. As regards the first phe-
nomenon, high wages paid in the growing industries meant larger opportu-
nity costs for youth staying in school. With regard to the second feature, it
was due to the fact that in most of these countries neither temporary workers
nor firms creating these jobs had incentives to accumulate and provide much
human capital, as reflected by the low rate of conversions from temporary
to permanent jobs (see Dolado et al., 2015a, and Cabrales et al., 2014). This
hampered TFP growth and increased unit labour costs (as a result of the
high demand for real estate), reinforcing the choice of retarded technolo-
gies (see Figure 2.4). For example, employment in the construction sector
reached levels close to 15 per cent of overall employment. Furthermore, the
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widespread use of temporary contracts led to a huge workers’ turnover rate,
which increased labour market risk impinging negatively on labour mobil-
ity, household formation decisions and fertility (see Ahn and Mira, 2001,
and Becker et al., 2010). Not surprisingly, this ‘job-bust, baby-bust’ phe-
nomenon, with negative consequences for the sustainability of pay-as-you-
go pension systems, has been further aggravated during the GR (see Figure
2.5).

2. As mentioned earlier, these mechanisms implied a relative abundance of
less-skilled labour which favoured large investments in nontradable indus-
tries like construction and some service sectors (tourism, hotel and catering
etc.), as well as in the public sector (Greece and Portugal). Notice that this
did not happen in other countries with more unified labour markets (and bet-
ter education systems) which experienced similar cuts in real interest rates.
A well-known example is Finland, which in the aftermath of the collapse of
its main trade partner, the USSR, invested in IT rather than in ‘bricks and
mortars’. On top of this, the dual nature of contracts in the labour market
induced a rigid wage-setting system (Bentolila and Dolado, 1994) making it
inadequate to specialize in more innovative sectors: more flexibility would
have been required to accommodate the higher degree of uncertainty associ-
ated with producing riskier higher value-added goods (see Saint-Paul, 1997
and Beaudry et al., 2010). In parallel, the size of the cohorts entering the
labour market (e.g., someone born in 1980 and entering the labour market in
1996 after completing or dropping out of compulsory lower-secondary edu-
cation), proved to be too small for the needs of the highly labour-intensive
sectors where entrepreneurs had targeted their investment. As a result, large
inflows of less-skilled immigrants were attracted, as in Italy or Spain (see
Figure 2.6). The rapid increase in the population of these countries meant
an additional increase in the demand for residential housing, which was fur-
ther reinforced by the higher demand of youth workers, stemming from an
increasing home-leaving rate resulting from the high employment growth
process fuelled by the booming sectors. Thus, ‘Say’s law’ got resurrected
in labour markets subject to strong search frictions: supply created its own
demand and mortgage loans soared.

3. Since the industrial structure chosen in some of the Southern-European
countries had favoured the expansion of small- and medium-sized firms,
which heavily relied on cheap credit, the financial crisis hit these compa-
nies hard, leading to bank failures and the burst of housing bubbles (see
Bentolila et al., 2014). The large gap between the firing costs of perma-
nent and temporary workers and the lack of response of insider-dominated
bargained wages led to a free fall of employment where flexible TC bore
most of the burden and the unemployment rate surged. Moreover, the uncer-
tainty surrounding TC as stepping stones to indefinite contracts gave rise to
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Figure 2.5 Fertility rates in OECD countries (OECD, 2012)
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Figure 2.6 Immigration inflows in some OECD countries (2000-2007).

very low geographical mobility and therefore a higher mismatch (the Bev-
eridge curve shifts outwards in countries like France and Spain, whereas it
shifts inwards in countries like Germany; see Figure 2.7). Higher mismatch
reinforces higher equilibrium unemployment via a reallocation shock com-
pounded with the initial aggregate financial shock (see Carrillo-Tudela and
Visschers, 2014).

2.5 Lessons from Spain

Having become the epitome of a dual labour market, Spain provides the best
illustration of the pervasive effects that temporary contracts may have in the
long run. For almost three decades (see Figure 2.8), about one-third of employ-
ees worked on this type of contracts, although currently the rate of temporari-
ness has gone down to about 25 per cent since temporary workers have suffered
massive layoffs during the GR and the subsequent sovereign debt crisis. Thus,
without any substantial changes, it seems that TC will remain the predomi-
nant entry route to employment as the Spanish economy starts recovering (see
Caggese and Cunat, 2010). This seems to be the case in 2014 and 2015 when
temporary employment is shooting up again and conversion rates remain low.>
In a recent paper using Spanish social security data, Garcia-Pérez et al. (2014)
find that cohorts of native male high-school dropouts who entered the labour
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Chart 3: Beveridge curves of the EU-27
and selected Member States
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Figure 2.7 Shifts in Beveridge curves in some EU countries (Eurostat).
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Figure 2.8 Share of temporary work in EU countries (OECD, 2014).

market just after the total liberalization of TC in Spain in 1984, experienced
worse labour market outcomes than cohorts that had just preceded them.
Specifically, they spent 200 days at work (i.e., a 7% drop) less than the control
group, whereas their wages drop by about 22 per cent in the long run. Lacking
any major changes in EPL legislation, these effects are bound to materialize
again in the future. Yet, the negative side of TC becomes especially marked
once the economy enters a recessionary period. Relying again on the Spanish
experience, employment fell by 18 per cent between 2007 and 2013, making
it evident that the inadequate design of Spanish labour market institutions and
their pervasive effect on industrial specialization are key factors in explain-
ing this extremely volatile employment scenario. In effect, as shown in Figure
2.9, the standard deviation of the (HP filter) cyclical component of employ-
ment in Spain doubles the one in the US, but with the important difference
that inefficient churning in Spain is mostly borne by one-third of the employ-
ees, namely those on temporary contracts, rather than by the whole population.
Coupled with a rigid collective bargaining system at the sectoral/provincial
level (also anchored in the needs of a rapid transition to democracy in the late
1970s), the dysfunctional design of hiring and firing procedures in Spain forces
firms to use external adjustment mechanisms (via job destruction) rather than
internal adjustment mechanisms (via wage moderation or reduction in working
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Figure 2.9 Standard deviation of cyclical employment (Spain and US; HP fil-
ter, Bentolila et al., 2012a).

time) when hit by adverse shocks. The same happened in Portugal and Greece
prior to the GR, before their dual EPL systems were dismantled as part of their
memorandums of understanding with the Troika. In contrast, some other EU
countries, like, for example, Germany or UK, with similar or greater declines
in economic activity, suffered considerably smaller reductions in employment
over the GR, basically because of their much lower EPL gaps, higher wage flex-
ibility and less dependent sectoral specialization on low-value added industries.
Indeed, before 2010, the EPL gap in Spain between the severance pay of work-
ers with PC (typically 45 days of wages per year of seniority (d.w.y.s) for unfair
dismissals) and TC (8 d.w.y.s. or even zero in some cases) was quite substantial.
For example, a firm deciding whether to hire a worker on a permanent contract
for five years or five workers on fixed-term contracts of one-year each, would
pay 225 d.w.y.s. (=5 x 45) in the first case and 40 (=5 x 8) in the second
case. Furthermore, were the firm to promote a temporary worker to a perma-
nent position after two years, it would bear again a cost of 225 d.w.y.s. in case of
dismissal in the fifth year, since the corresponding redundancy pay scheme for
PC after the third year also applies to the initial two-year period on TC. Thus
the EPL gap would rise to slightly above half a year of wages (225 — 40 = 165
days) making the firm reluctant to upgrade temporary contracts. To those gaps,
one should add sizeable red-tape cost stemming from the frequent appeals to
labour courts by workers dismissed for fair (economic) reasons to get higher
mandatory redundancy pay for unfair reasons (see Galdon-Sanchez and Giiell,
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Figure 2.10 Share of temporary work in OECD countries (OECD, 2014).

2003). In this respect, there is concluding evidence showing that almost 45 per
cent of the astonishing surge of the Spanish unemployment rate (from 8% to
23%) over 2007-2011 could have been avoided had the EPL gap in red-tape
cost been halved to reach the levels in other countries with milder segmenta-
tion, as is the case of France (see Bentolila et al., 2012b).*

2.6 Dual Labour Markets and Youth Unemployment

It is not surprising that that the countries with the highest youth unemploy-
ment and NEET (‘not in education, employment, or training’) rates in the EU
are the olive-belt countries (see Figures 2.10 and 2.11). Greece is a case apart
because of its dramatic real GDP contraction of 29 per cent between 2008 and
2013, a fall about five times greater than that experienced in the other three lag-
gard economies (—4.7% in Italy, —6.5% in Portugal and —6.4% in Spain). Yet,
Italy, Portugal and Spain share segmented labour markets. Introducing TC for
regular activities was key in reducing youth unemployment in otherwise rigid
labour markets, since the low employment protection for these contracts made
them useful in creating (and destroying) jobs. However, as discussed earlier, the
high EPL gap in these countries has led to excessive churning, underemploy-
ment and poor training, especially among youth, as reflected by NEET rates
among the 15-24 population exceeding 20 per cent in some instances. Yet,
there are interesting differences among these countries. Figure 2.12 displays
the ratios between youth (15-24) and adult (25-54) unemployment rates as of
2013. As can be observed, the reported ratios are above 3.5 in Italy (also in
Sweden and the UK) and close to 3.0 in Portugal, while they lie between 2.0
and 2.5 in Greece and Spain. Notice also that countries with strong dual voca-
tional training systems — like Austria, Germany and Switzerland — exhibit the
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Figure 2.11 NEET rates in OECD countries (OECD, 2014).

lowest ratios. Thus, a lesson to be drawn from this evidence is that in some
countries youth labour market problems just reflect general difficulties (Greece
and Spain), while in others there is a specific issue about youth (Italy and Por-
tugal).

At any rate, all of the olive-belt countries share a poorly designed voca-
tional training (VT) system. A large share of small firms hinder the use of
apprenticeships, lack pre-apprenticeship tracks and the use of Active Labour
Market Policies (ALMP) based subsidized permanent contracts is widespread.
This has limited impact due to the large substitution effects suggesting that the
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Figure 2.12 Ratio of youth to adult unemployment rates in EU countries (own
ellaboration from EU LFS data).
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scarring consequences of the GR for youths in these countries are bound to be
long-lasting. Further, the recent strong signs of recovery in the Portuguese and
Spanish economies have been mostly based on the creation of temporary and
part-time jobs so that one cannot discard that in a few years we may observe a
repetition of some of the episodes of the past.

The concern that there may be a lost generation led the European Commis-
sion to launch the Youth Guarantee (YG) scheme in 2013 as a pledge by mem-
ber states to ensure that youths under 25 (whether or not they are registered in
the public employment services, PES) receive an offer of employment, contin-
ued education, an apprenticeship or training within four months of becoming
unemployed or leaving formal education. Relying on the successful experiences
of some Nordic countries, the YG aims to combine early intervention with acti-
vation policies, involving public authorities and all social partners, in order to
improve school-to-work transition and the labour market outcomes of youths,
especially in the crisis-ridden countries. The EU will top up national spending
on YG schemes through the European Social Fund earmarked to help NEETSs in
regions with youth unemployment exceeding 25 per cent. In comparison with
the annual needs, this is clearly an insufficient amount. Yet, as in the case of
the Junker Plan for investment in infrastructure, the hope is that the leverage
multipliers will be large.

It is too early to evaluate the effects of the YG, but past experience of similar
schemes in Scandinavia and elsewhere (Card et al., 2010, 2015) indicates that
the expected gains from its introduction are not too large, at least in the short
run and in the absence of an agenda to stimulate growth in Europe. Further,
there is a risk that the introduction of the YG may delay the adoption of more
politically sensitive reforms, such as measures to reduce labour market dualism
in the peripheral countries.

Nevertheless, the YG contains elements that may improve the labour mar-
ket outcomes for youths in Europe. The most important of these is having a
specific target in the form of NEETs, rather than a blurred target. The lessons
drawn from some successful experiences in Scandinavian countries should be
applicable to the rest of Europe. Some will be easier to implement, like the
introduction of pre-apprenticeship tracks in the education system or a fruitful
collaboration between the PES and private agencies. In exchange for reason-
able fees for each difficult NEET that receives one of the above-mentioned
offers, the latter could help PES (dealing with the easier cases) in achieving
training and job sustainability, initially for disadvantaged young people but
later also for older starters. What the YG should definitely avoid is provid-
ing unlimited subsidies to firms that rarely translate into stable jobs and lead to
a lot of churning due to their deadweight and substitution effects (see Garcia-
Pérez and Rebollo, 2009). It should also avoid handing control of training funds
over to trade unions and employer associations without strict surveillance by
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public authorities. As proven in Spain, where there have been several big scan-
dals relating to the mishandling of these funds, this is not a good strategy. Fur-
ther, the difficulty in implementing apprenticeships and traineeships in small
firms could be circumvented by encouraging large (and profitable) firms to sup-
port this type of action targeted at small firms.

Finally, a drastic reform of EPL in dual labour markets is paramount. As
mentioned earlier and as will be further discussed in the next section, marginal
reforms do not seem to work, and the introduction of a single/unified contract
with severance pay smoothly increasing with job tenure (up to a cap), or the
combination of this and a so-called ‘Austrian capitalization fund’ (i.e., work-
ers’ notional accounts involving a few percentage points of payroll taxes, which
can be used along the lifecycle and not necessarily when a dismissal takes
place) should be prioritized before the YG funds reach the countries concerned.
The recent approval in Italy in December 2014 of a draft law involving a sin-
gle open-ended contract shows that the usual excuses from other governments
for blocking its introduction — under the claim that it is against their constitu-
tions are not justified. A few fixed-term contracts (e.g., replacement contracts)
should be allowed to persist, since they may play a role in rapid job creation
when the economy picks up speed (Lepage-Saucier et al., 2013). Even in coun-
tries that signed Convention C158 of ILO requiring a cause for termination of
employment at the initiative of employers there could be two different profiles
of SOEC: one related to economic dismissals and another to unfair dismissals
with minimal intervention by judges.

2.7 How to Dismantle Dual Employment Protection Legislation

2.7.1  Recent EPL Reforms

Given the pervasive effects of large EPL gaps documented above and the weak-
ness of dual labour markets during recessions, there has been a growing pres-
sure to close the gap between the severance payments of permanent and tem-
porary contracts.’

For example, this was the basic strategy adopted in the last labour market
reform in Spain in early 2012, and the recent ones in Greece and Portugal fol-
lowing the intervention of these last two countries by the Troika.® In Greece,
recent legislation has abolished PC for new employees in all public enterprises
and entities though it still needs to rebalance employment protection for dif-
ferent occupations, in particular reduce high severance costs for white-collar
workers, in order to bring them in line with those for blue-collar workers.

As for Portugal, the severance payments for PC have been aligned to those
of TC (20 d.w.y.s., with a cap of 12 months in total), while a mutual fund to
partly finance severance payments has been created. Redundancy pay for the
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new open-ended contracts has been reduced from 30 to 10 d.w.y.s. plus 10 addi-
tional days to be paid by the mutual fund. The preexisting minimum redundancy
allowance of three months is eliminated. Total severance pay for fixed-term
positions has been reduced from 36 to 10 d.w.y.s for contracts shorter than 6
months and from 24 to 10 d.w.y.s. for longer contracts, again with an additional
10 days from the mutual fund. Finally, in consultation with social partners, the
definition of fair individual dismissals for economic reasons has been eased,
and the reform of severance payments has been extended to all current con-
tracts, without reduction of accrued-to-date rights.7

With regard to Italy, Article 18, which required employers with at least
15 employees to reinstate permanent employees whose employment had been
unlawfully terminated, has been changed in the recent Jobs Act reform. Now
reinstatement only applies to employees who are dismissed for discriminatory
reasons. In contrast, those subject to other unlawful terminations (e.g., due
to economic reasons), will only be entitled to mandatory redundancy pay (60
d.w.y.s., with a min. of 4 months’ salary and a max. of 24 months), not rein-
statement. In addition, project-based employment contracts (co-co-co’s), which
were often misused by employers, are now prohibited. Finally and foremost, a
new type of open-ended employment contract has been introduced including
gradual protections for new employees that increase with the employee’s job
tenure. This contract will be subject to further discussion below.

In Spain, besides other important changes regarding unemployment benefits
and collective bargaining, reforms have tried to reduce the EPL gap. However,
the gap continues being quite substantial: after the approval of the latest labour
market reform in 2012, compensation for end of fixed-term contracts is cur-
rently 12 d.w.y.s. (8 d.w.y.s. before), while the mandatory cost of unfair dis-
missals for all new permanent contracts was set equal to 33 d.w.y.s. (45 d.w.y.s.
before), while the cost of fair dismissals remained the same (20 d.w.y.s.). Exist-
ing permanent contracts keep the accrued-to-date rights up to the implementa-
tion of the 2012 reform, with a cap of 720 d.w.y.s., and the new one afterwards.
Additionally, a new PC has been designed for firms with below 50 employ-
ees (entrepreneurship contracts) with a probationary period of one year during
which firms can lay off workers without a cause and at zero cost. Beyond that
period, workers are entitled to the same redundancy payments as workers on
ordinary open-ended contracts. The flaw in the design of this contract is the
fact that dismissal costs are effectively zero during the first twelve months. This
means that the discrete jump in employment protection after twelve months is
bigger than the EPL gap between PC and TC. Moreover, this probation period
may come after several years of employment on fixed-term contracts, implying
that many workers may still be trapped during extended periods on precarious
contracts. Overall, this reduction in the gap has not been large enough and the
incentive of employers to hire on a permanent contract is still very low (only
8.1% of all contracts signed in 2014 in Spain have been permanent).
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2.7.2  Single/Unified Contracts in Theory

As mentioned earlier, the alternative to partial reforms could be to achieve a
full convergence through the elimination of most fixed-term contracts and the
introduction of a single open-ended contract (SOEC) with termination costs
smoothly increasing with job tenure (up to a cap) and applied to all workers
in line with the Portuguese reform. In principle, the level of termination costs
could be chosen in a way that matches each country’s social and political prefer-
ences for worker protection, thus not necessarily implying convergence towards
low degrees of employment protection.?

One of the first proposals in this vein was made by a group of Spanish
economists (see Andrés et al., 2009 and Dolado, 2012) where they asked for a
drastic simplification of the available menu of labour contracts in Spain (more
than 40 types) and the implementation of a SOEC with the characteristics listed
above. The Spanish proposal is an example of an extended single contract with
reduced dismissal requirement but with stringent rules for the use of fixed-
term contracts. These are allowed for replacements and to contract workers
from a temporary work agency. Agency contracts can be used to cover peaks in
demand, but the contract between the worker and the TWA would be subject to
the same restrictions as the ordinary employment relationships between a firm
and its employees. These contracts can also serve to cover seasonal fluctuations
in labour demand, but if the firm wishes to hire the same worker several years in
a row, they should use what is called a discontinuous open-ended contract that
allows for interruptions. Finally, the regulation should include the possibility
of training contracts for labour market entrants.

Its basic goal was to prevent massive redundancies before the deadline when
firms face the decision of converting TC into PC (between the second and the
third year in Spain, depending on the contract type). To avoid legal uncertainty,
they propose creating a SOEC with two scales of compensation — correspond-
ing to fair and unfair dismissals (see Bentolila and Jansen, 2012). In particular,
they suggest that compensation for TCs should be higher than at present and
grow at a moderate rate until it reaches a value similar to the average severance
pay in EU countries (around 21 d.w.y.s.). Furthermore, in order to maximize
the social and economic benefits of the introduction of the SOEC, they argued
that a high degree of legal certainty should be reached in dismissal procedures.
Finally, this contract could be part or full-time and should be the basic hiring
contract for all firms (some other contracts could also be needed: for example
a well-designed training contract and an interim contract that could cover most
of the companies’ needs to train and/or replace workers). Firms could use Tem-
porary Help Agencies, which should also hire their workers under this SOEC
to accommodate their short-term hiring needs. Figure 2.13 presents an example
for a SOEC which begins with severance payments as it is currently the case
for a TC in Spain (12 days) after seven years, and ends up with the same rate
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Figure 2.13 Severance pay in Spain (Bentolila et al., 2012a).

as it is currently the case for permanent contracts, under unfair dismissals (33
days).

Garcia-Pérez and Osuna (2014) have recently quantified the steady-state
effects of introducing a similar SOEC in Spain. In particular, they simulate the
effects of the so-called ‘12-36 Single-Contract’ (12-36 SOEC), where com-
pensation starts as before from 12 d.w.y.s. and smoothly increases by 2 days for
each additional year of tenure, until it reaches a cap of 36 d.w.y.s. (see Figure
2.12).” The main goal of this simulation is to compare the steady-state effects
of introducing this SOEC with the EPL rules prevailing in Spain until 2012
(status quo), when a new EPL reform was implemented (see further below in
this section). The main findings are that both unemployment (by 21.0%) and
the job destruction rate (by 28.0%) decrease substantially with the introduction
of the aforementioned SOEC. What is most interesting is that the tenure dis-
tribution could be smoother than under the status quo, as 22.5 per cent more
workers could have job tenures exceeding three years, whereas there would be
38.5 per cent fewer one-year contracts. The insight for these results is that the
job destruction rate of the TC rate was still rather high under the status quo
because the EPL gap induced massive firings at the beginning of the fourth
year in order to prevent the high future severance costs of PCs in the event of
a contract conversion. Under the proposed SOEC, however, the probability of
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being fired on contracts with tenure equal to or below three years is reduced
substantially (from 26.7% to 6.1%) because, with the smoother tenure profile
of redundancy pay, the pervasive incentives to destroy jobs at the termination
of fixed-term contracts (beginning of fourth year) are largely diminished.

Regarding welfare consequences, see Garcia-Pérez and Osuna (2014), a tran-
sition exercise is also presented that shows that the SOEC would be highly
beneficial for the majority of workers, especially for the unemployed, because
their prospective job stability increases quite substantially. According to their
calculations, less than 5.5 per cent would experience reduced tenure as a result
of this reform, while 24.6 per cent would not be affected, ending up with the
same severance payments and tenure as if the system remained unchanged. For
firms, this contract would not necessarily increase the average expected sev-
erance cost because job destruction is lower than under current legislation. In
fact, the average compensation (weighted by the job destruction rate for any
duration) decreases by 9.1 per cent. Another advantage from the firms’ point
of view would be the reduction in the degree of uncertainty due to the much
simpler schedule of dismissal costs under a SOEC. However, for this to be true,
it would also be necessary to redefine the legal reasons for firing so that uncer-
tainty over the type of firing and over the official decision on its fairness is
reduced.

There have been similar proposals for introducing SOEC in France (see Blan-
chard and Tirole, 2004, and Cahuc and Kramarz, 2005), Italy (see Boeri and
Garibaldi, 2008 and Garibaldi and Taddei, 2013), Poland (see Arak et al., 2014)
and Portugal (see Portugal, 2011). Although the details vary (see next section),
most basic features are common. First, the distinction between a fixed-term and
an open-ended contract in terms of workers’ protection disappears and, sec-
ondly, the tenure profile of compensations under the SOEC increases gradually
rather than abruptly.

However, it is interesting to distinguish three types of single-contract propos-
als.'® A first type would consist of introducing a new open-ended contract for
new hires with an ‘entry’ phase (say 4 years), during which worker entitlements
in the case of dismissal are reduced and identical in the case of both fair and
unfair dismissal, and a ‘stability’ phase, during which the worker would obtain
the standard PC with no changes in his/her rights in case of termination.'! As
explained in OECD (2014), the main problem of this proposal resides in the dif-
ficulty of eliminating the discontinuity induced by passing from the ‘entry’ to
the ‘stability’ phase, to the extent that worker rights in current open-ended con-
tracts are different in the case of fair and unfair dismissal. Therefore, employers
would generally face a strong disincentive to keep their employees beyond the
‘entry’ phase.

A second type of single-contract, like the one advocated by Andrés et al.
(2009) explicitly aims at avoiding discontinuities in severance payments and,
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thus, proposes a smooth increase of the job tenure profile coupled with a redef-
inition of unfair dismissal, which should be restricted only to cases of discrim-
ination and prohibited grounds. One shortcoming of this type of proposals is
that, by tying workers’ rights to the firm where they are working, it is likely to
reduce efficient turnover and prevent mobility across jobs. In order to address
this problem, the idea of a SOEC based on experience-increasing rights to sev-
erance pay has also been explored (Lepage-Saucier et al., 2013). In this case,
for the whole duration of the employment relationship, employers would pay
additional social security contributions into a fund tied to the worker, as the
one in place in Austria since 2003, which could be carried across jobs when
the worker changes employers. Then if the worker is dismissed, the fund would
finance his/her severance pay. However, as explained in Blanchard and Tirole
(2008), this system may create excessive firing (i.e., inducing a social cost),
which could be prevented by financing unemployment benefits by layoff taxes
(as in the US experience-rate system) deposited in a Mutual Fund. An alterna-
tive based on a mixed model where severance payments and a capitalization
fund coexist has been proposed for Spain by Conde-Ruiz et al. (2011). The
main objective here is to restrict the standard application of LIFO (last in, first
out) rules in the firms’ firing decisions by reducing the marginal cost of dis-
missal for all workers, thus making continuation easier in the firm, especially
for younger workers.

An important caveat in the aforementioned proposals is that suppressing all
fixed-term contracts would run the risk of introducing excessive rigidity in
hiring decisions and could lead to less employment growth, especially during
recovery upturns, given that not all temporary jobs would be substituted by per-
manent ones. Furthermore, it may also foster the use of other types of atypical
contracts, as the ones mentioned above, that is an even less protected form of
employment. In this case, an alternative could be what Cahuc (2012) calls a uni-
fied contract with the same termination costs applying to all contracts, except
in cases of discrimination and prohibitive grounds, irrespectively of whether
they are TC or PC but embedded in a unified contract. In other words, the new
contract can be formalized as a fixed-term contract or a regular open-ended con-
tract, and upon termination the firm needs to pay redundancy pay to the worker
and a solidarity contribution to the state. This layoff tax would yield resources to
mutualize the reallocation costs of displaced workers and induce firms to inter-
nalize the social cost of dismissals, without any need of reinstating workers, if
set at a sufficiently high level (Cahuc and Zylberberg, 2008). Payment of the
solidarity contribution frees the firm from the obligation to offer reintegration
or outplacement services to dismissed workers. These costs are mutualized and
the assistance to the unemployed is provided by the PES. The unified contract
combines essential features of the existing fixed-term and open-ended positions
in France. Firms that sign fixed-term contracts are committed to pay the wages
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until the pre-fixed end of the contract. This means that an employer must pay
the employee until the end of the contract in case of a premature termination
(except in case of force majeure). Moreover, French employers are obliged to
pay workers on fixed-term contracts a bonus equal to 10 per cent of the worker’s
gross salary at the moment of termination to compensate the employee for the
instability of the relationship.

Relying on these ideas, recent research by Dolado et al. (2015b) develops an
equilibrium search and matching model to investigate the effects of introducing
a SOEC in a labour market subject to EPL discontinuities, such that its tenure
profile is chosen according to some pre-specified welfare function. A distinc-
tive feature of this model is that workers are risk averse and therefore demand
insurance to smooth out consumption in the presence of productivity shocks. In
addition, their model has a lifecycle structure where young and older workers
coexist in the labour market. Both receive severance pay but differ as regards
the use they can make of this compensation. While young workers are modelled
as living from hand to mouth, and therefore consume dismissal compensation
upon reception (say, because of binding credit constraints associated to lower
job stability), older workers are allowed to buy annuities in order to smooth
out their consumption until retirement. The latter feature captures the fact that
older workers often have a hard time re-entering the labour market close to
retirement. In this way, job security provided by EPL can play an important
role in bridging the gap until full retirement.

Optimality is defined in terms of the welfare (defined in terms of
consumption-equivalent units) of a newborn in a steady state but the average
welfare across the current population at the time of the EPL reform is also
considered when taking into account the transition from a dual EPL system
to the chosen SOEC. In particular, during the transition workers with existing
matches have redundancy pay according to the accrued-to date rights until the
date when the reform is approved, while later on the new redundancy profile
applies. For illustrative purposes, the model is calibrated to the Spanish labour
market before the GR, at a time when the unemployment rate in this country
was similar to the EU average rate, namely about 8.5 per cent, which seems to
be areasonable estimate for a steady-state equilibrium. An alternative insurance
mechanism to SOEC is provided by an unemployment insurance (UI) system
that is financed through social security contributions. Using conventional val-
ues for the coefficient of risk aversion, Ul replacement rates, quit rates (not
entitled to EPL) and share of red-tape costs, they find that an initial ‘entry’
phase of one year (with no redundancy pay in case of termination) and a slope
of 14 d.w.y.s. maximize the chosen welfare criterion. Figure 2.14 shows the
status quo (cumulated) tenure profile in 2008 (8 d.w.y.s. for the first two years
and 45 d.w.y.s. later on, with a cap of 42 months), 12 at the onset of the GR, and
the optimal SOEC.
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Figure 2.14 Severance pay in Spain (2008) and optimal SOEC (Dolado et al.,
2015b).

This profile is rather robust to the above-mentioned parameter values, except
when risk aversion increases and the slope becomes 11 d.w.y.s. or when quits
or the share of red-tape costs increase, in if which case the slope goes down
up to 4 or 5 d.w.y.s. Compared to the status quo in a steady state, this SOEC
implies an increase in welfare of 2.8 per cent, an increase in output of 1.1 per
cent and, foremost, a reduction in the job destruction rate of about 1 percent-
age point (pp.) and a rise in the job creation rate of around 3 pp. It is worth
noticing that during the transition, job destruction increases initially due to the
lower slope of the SOEC but then converges to a lower steady-state value after
two years (see Figure 2.15).!3 By contrast, the job finding rates immediately
jumps to a much higher steady-state value (see Figure 2.16).'* Overall, youth
unemployment and the nonemployment of older workers go down by about 10
and 15 per cent, respectively. Furthermore, using the welfare function for the
whole population at the time of the reform, Table 2.2 shows the fraction of each
group of workers (defined by age and labour market status) who would benefit
from the implementation of this SOEC and who therefore would be in favour,
against or indifferent to this EPL reform.

Finally, a comparison is made between the welfare gains of implementing
SOEC and the reduction of the gap in severance pay that took place in the 2012
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Figure 2.15 Job destruction rate during transition (Dolado et al., 2015b).
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Figure 2.16 Job finding rate during transition (Dolado et al., 2015b).
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Table 2.2 Political support for transition to SOEC
(Dolado et al., 2015b)

Pro Con Indiff
Young workers Employed 100¢ 0 0
Not employed 100 0 0
Older workers Employed 31.7 68.3 0
Not employed 0 0 100

Overall 79.7 10.2 10.1

¢ All numerical entries refer to population measures in per cent.

EPL reform, when EPL for unfair dismissals of workers on PC went down from
45 d.w.y.s. to 33 d.w.y.s, whereas compensation for nonrenewal of TC went up
gradually from 8 d.w.y.s. to 12 d.w.y.s. The main finding is that while SOEC
will bring in a welfare gain (in terms of consumption equivalent units for the
current population at the time of the reform) of 1.93 per cent, the 2012 reform
would imply half of that gain.

2.7.3  Single/Unified Contracts in Practice

Nonetheless, a key requirement of all these proposals is the restriction of the
definition of unfair dismissal to false reasons, discrimination and prohibited
grounds. In other words, any economic motive or personal reason related to the
worker’s performance (such as reduction of individual productivity or unsuit-
ability) would be a fair and justified reason for dismissal, with the judicial
review of courts restricted to just assessing that the purported reason is not
in fact masking prohibited grounds. However, implementing this requirement
might be very difficult in countries whith a long tradition of judicial review of
employers’ decisions (see Ichino et al., 2003 and Jimeno et al., 2015). 15 For this
reason, since the aim of SOEC is to ensure that open-ended contracts become
the default option of firms, they should include a probation period to screen
applicants, as Dolado et al. (2015b) suggest. The objective is not to eliminate
short-duration jobs, but rather to avoid the rotation of temporary workers on the
same job as a means to save costs. Nonetheless, it is clear that the termination of
an open-ended contract is more costly and/or time-consuming for the firm than
the expiration of a fixed-term contract. This is true even if redundancy pay were
equalized across TC and PC. Workers on PC must receive an advance notifica-
tion explaining the motive for the dismissal and they have a right to challenge
this decision in court. Moreover, the dismissal of several workers within a short
time may entitle the worker to higher compensation or additional services as
part of a collective dismissal procedure. None of these obligations exists in
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case of fixed-term positions when the relationship is terminated at the sched-
uled date or in accordance with the predetermined conditions for termination.
Hence proposals that advocate the abolishment of most TC and their replace-
ment by a SOEC with increasing severance pay at ever slower rates would face
the problem that almost any worker could appeal to labour courts, so that the
labour market would end up being run by judges making it more rigid rather
than more flexible.

One solution to this problem may be provided by the introduction of a new
open-ended contract with slowly increasing redundancy pay in the recent Jobs
Act reform in Italy (see Ichino, 2014). The Jobs Act comes on top of two ear-
lier reforms that restricted the application of the right to reinstatement (Article
18) and that exempted firms from the obligation to state a cause for the tempo-
rary nature of the employment relationship. The main advantage of the newly
created contract is the fact that it eliminates the discrete jump in dismissal pay-
ments for unfair dismissals. After the Monti-Fornero reform in 2012, firms had
to make redundancy payment between 12 and 24 for months for an unfair dis-
missal for economic motives. The Jobs Act replaces this severance pay with a
smooth schedule and introduces a fast-track settlement. While a legal decision
entitles the worker to redundancy pay of 60 d.w.y.s. (min. 4 months and max. 24
months) subject to income taxation, the fast-track settlement guarantees redun-
dancy payment of 30 d.w.y.s. (min. 2 months and max. 18 months) exempted
of income taxation. Figure 2.17 illustrates the job tenure profiles of the two
modalities of single contract in terms of monthly wages. Furthermore, offering
this single contract for new hiring entails a reduction of employers’ social secu-
rity contribution for three years (with a cap of € 8,060). Besides new hiring, the
new contract can be offered to workers after conversion from a TC. In paral-
lel, fixed-term contracts entail no redundancy pay to workers upon termination
of the contract. One could argue that this is equivalent to a unified contract as
firms are not obliged to pay an indemnity in case of a fair dismissal either, but
the fast-track settlement may lead to a situation in which firms prefer to pay
an indemnity after any dismissal to avoid the cost and uncertainty associated
with lengthy legal procedures. If so, then the economic costs of terminations
are clearly not equalized across all contingencies.

A similar contract to the Italian ‘fast track’ has been used in Spain since 1980
under the slightly different labelling of ‘express dismissal’. In order to avoid
lengthy legal processes in labour courts and the associated payment of interim
wages, firms in Spain can deposit the mandatory amount of compensation for
unfair dismissal (33 d.w.y.s. nowadays and 45 d.w.y.s. before the 2012 reform)
in the labour court within two days of the redundancy and, in case of with-
drawing this deposit, the worker is not be entitled to appeal to a labour court. A
noticeable difference with the fast-track contract is that the two tenure profiles
in Figure 2.16 would be reduced to a single profile in Spain, namely, one that
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involves the highest redundancy pay. Although Spanish employers could avoid
paying expected red-tape costs in case of appeal, the ‘express dismissal’ led
them to layoffs for unfair reasons even in the deepest troughs of the business
cycle; for example above two-thirds of individual dismissals in Spain during the
GR were filed under this category, although it was a period where redundancies
for economic reasons should have been the norm rather than the exception.

The Italian ‘fast-track’ contract avoids this shortcoming by both cutting the
firm’s conventional costs of unfair dismissals and benefiting workers, since the
after-tax ‘fast-track’ compensation is likely to be more attractive than the gross
mandatory one, at least for workers with long tenures.'® Yet, in light of the
results in Dolado et al. (2015b), albeit in a model calibrated for Spain, the
mandatory severance pay in both options of the unified contract seems exces-
sive: 30 d.w.y.s. in the ‘fast track’ is about the same as the unfair dismissal rate
in Spain after 2012 (33 d.w.y.s.). Yet, it reaches a cap of 12 months after 18
years while in Spain the cap of 24 months is reached after 22 years. By the
same token, a rate of 60 d.w.y.s. for the conventional unfair-dismissal option is
about twice the corresponding rate in Spain, but again the cap of 24 months is
reached much earlier (in 12 months) than in Spain. At any rate, recent evidence
on the Italian unified contract is positive: the share of PC in all contracts signed
each month has doubled since its implementation, going up from 17 per cent to
35 per cent. In contrast, the corresponding share in Spain still remains below
10 per cent.

In addition, as in Spain, the new contract in Italy is heavily subsidized in the
first three years. Though it is still too early to evaluate its success, a key question
is whether its promising start in early 2015 will continue once the subsidies are
phased out. The conclusive evidence in Spain about considerable substitution
(employees with nonsubsidized contracts replaced by others with subsidized
contracts) and deadweight (employers would have hired workers irrespectively
of the subsidies) is likely to apply to Italy as well, given the step tenure profile
of redundancy pay chosen for the new contract. Moreover, the Jobs Act does
not involve any employer’s contribution to a capitalization fund, as in Austria,
to inhibit the low labour mobility in this country. In this respect, a potentially
good idea for countries with high youth unemployment and NEET could be
that a fraction of redundancy pay should go to financing training courses. This
amount should be transferred to a notional account in the name of the dismissed
worker and its availability to the worker should be conditional on having found
a job. In this way, there would be an incentive for job search so as to maximize
the remaining balance in the notional account that the worker could receive in
cash (see Garcia-Perea and Molinas, 2015).

A final issue to consider is the role that higher wage flexibility may bring
about in reducing the employment turnover effects of dual EPL. Reforms fol-
lowing the crisis in southern European countries have made wages much more
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flexible than before. Even if the scars of the GR have made individuals more
risk averse than in the past, it may be conjectured that EPL in general and dual
EPL in particular may have smaller real effects than in the past.

2.8 Conclusions

This chapter has tried to show how both theoretical models and good empir-
ics can help identify the features of labour market models with contractual
diversity that push them to become dual labour markets, and the pros and cons
of dualism. Our emphasis has been on how a combination of historical facts,
politico-economic models and search and matching models can deliver testable
predictions and also policy recommendations which help describe the past in
a coherent way and improve the future. Where do we see the research on Dual
Labour Markets moving over the near future? A first direction is to have better
datasets combining information reflecting incentives for temporary and perma-
nent workers. For instance, there are no longitudinal datasets on the relative
productivity of workers under PC and TC, nor on the probability of the lat-
ter being upgraded. This is important because, according to that view, TC is a
screening device and tournament considerations should be quite relevant. For
example, temporary workers could end up exerting more effort than permanent
workers, and employers may react by offering them more training, like in the
stepping stone hypothesis. Having this data available would help understand
how multiple equilibria can arise and identify the best possible way of transit-
ing from a bad equilibrium (dead end) to a good one (springboards).

A second avenue of research is to investigate further the dynamics of social
partners. How do the characteristics of pivotal workers in trade unions and
employer associations’ election change with the business cycle or with reforms
entailing more or less duality? In this way, we would be able to characterize
the dynamics of political support to different types of reforms, we would know
when are they triggered and who the winners and losers are.

A third avenue of research is to dig deeper into the role of labour market dual-
ism into technology adoption. It is often argued that temporary contracts arise
because of the sectoral composition of some economies (e.g., those where the
weather is better and tourism or construction is a leading sector) but, as argued
above, maybe causality is also relevant the other way around: EPL regulations
provide incentives to invest in specific sectors which are profitable in the short
run but may be more vulnerable in the medium and longer runs.

Finally, we need more theoretical work to evaluate the different proposals in
relation to single/unified contracts in setups where workers can have insurance
against job losses through a variety of mechanisms: savings, unemployment
insurance, EPL, etc.

https://doi.org/10.1017/9781316636404.004 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.004

European Union Dual Labour Markets 105

Acknowledgements

This chapter is based on a survey prepared for presentation at the COEURE
workshop on Dual Labour Markets, Brussels, June 2015. T am grateful to all
participants in this workshop for valuable ideas and suggestions that helped
improve a preliminary draft. Part of the ideas contained in this chapter stem
from joint research and endless discussions with Samuel Bentolila, Florentino
Felgueroso, Marcel Jansen and Juan Jimeno, whose inputs are gratefully
acknowledged.

Appendix

Summary of Proposals
Single Contract

Spain

The original Spanish proposal Andrés et al. (2009), known under the name of
Contrato Unico or Contrato de Igualdad de Oportunidades, contemplated the
introduction of a single contract with a unique severance pay schedule for eco-
nomic dismissals that increases gradually with tenure, starting at a level compa-
rable to the one that firms in Spain need to pay upon termination of a fixed-term
position and ending at a level somewhere in between the costs associated with
fair (20 days of salary p.y.o.s) and unfair dismissals (45 days of salary) for the
existing open-ended contracts.!” This first proposal suppressed the distinction
between fair and unfair dismissals for economic dismissals. As this suppression
could be interpreted as a violation of the right to legal protection against unfair
dismissals, a later version proposed separate schedules for fair and unfair dis-
missals (Bentolila and Jansen, 2012). Under the legal fast track that existed at
the time (despido expres Law 45/2002), employers could opt to pay the indem-
nity associated with unfair dismissals to bypass legal control on the economic
causes of the dismissal. In practical terms, the two proposals therefore had the
same implications.

Italy
Boeri and Garibaldi (2008) launched an alternative proposal for a single con-
tract with an extended trial period known under the name of Contratto Unico
a Tiempo Indeterminato. Their proposal is an example of a single contract
with an extended trial period. An employment relationship would start with
an entry stage of up to three years in which workers would only be entitled to
a redundancy payment in case of an unfair dismissal, equal to 5 days of salary
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per month of work (60 days of wages p.y.o.s) and a maximum of six months of
salary (180 days). After this entry phase, the contract enters the stability phase
in which the worker is entitled to the full employment protection of the exist-
ing open-ended contracts. At the time, this included the right to reinstatement
after an unfair dismissal for economic motives if the worker was employed in
a firm with more than 15 employees (Art. 18). This discontinuity would have
induced a strong discontinuity in the level of protection that would probably
have caused considerable churning around the three year threshold as it is com-
parable to the costs associated in Italy with the conversion of fixed-term into
open-ended contract. However, it should be stressed that the right to reinstate-
ment has been severely limited in Italy since the adoption of the Monti-Fornero
reform in 2012.

The proposal of Boeri and Garibaldi (2008) does not foresee the elimination
of fixed-term contracts or freelance contracts, but rather than specifying specific
tasks or contingencies for the use of nonregular contracts, their use is restricted
on the basis of salary thresholds. Fixed-term contracts would be allowed in jobs
with an annual gross salary above € 20,000 and freelance contracts for workers
who earn more than € 30,000 per year. In other words, Boeri and Garibaldi
propose the introduction of a single contract for low-paid workers as these are
the workers that are most exposed to the risk of lengthy periods of employment
in precarious contracts. By contrast, for skilled workers the proposal preserves
the choice between fixed-term and open-ended positions.

It is clear from the above discussion that the Italian proposal is more con-
servative than the Spanish one. In part this can be explained by the much
higher incidence of fixed-term contracts in Spain since their use was liberal-
ized in 1984. Moreover, workers in Spain are not entitled to reinstatement after
an unfair dismissal for economic motives and the fast track mentioned above
offered a secure (but expensive) procedure for dismissals.

Unified Contract

France
Economists in France have formulated several proposals for the introduction
of a unified contract. The most recent and detailed proposal is the recent pro-
posal for a unified contract by Cahuc (2012). It is based on a 2005 proposal of
Francis Kramarz and Pierre Cahuc. Cahuc proposes the introduction of a new
contract in which the legal cost of termination depends exclusively on senior-
ity. The new contract can be formalized as a fixed-term contract or a regular
open-ended contract, and upon termination the firm needs to pay a redundancy
compensation to the worker and a solidarity contribution to the state. Pay-
ment of the solidarity contribution frees the firm from the obligation to offer
reintegration or outplacement services to dismissed workers. These costs are

https://doi.org/10.1017/9781316636404.004 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.004

European Union Dual Labour Markets 107

mutualized under Cahuc’s proposal and the assistance to the unemployed is
provided by the Public Employment Services.

The unified contract combines essential features of the existing fixed-term
and open-ended positions in France. Firms that sign fixed-term contracts are
committed to pay the wages until the pre-fixed end of the contract. This means
that an employer must pay the employee until the end of the contract in case of
a premature termination (except in case of force majeure). Moreover, French
employers are obliged to pay workers on fixed-term contracts a bonus equal
to 10 per cent of the worker’s gross salary at the moment of termination to
compensate the employee for the instability of the relationship.

By contrast, workers on open-ended contracts are entitled to redundancy pay
for tenures above 18 months. The unified contract combines both monetary
compensations in a single redundancy pay schedule for economic dismissals.
During the first 18 months of any contract the worker is entitled to a redundancy
payment of 10 per cent of the gross wages and from then onwards the redun-
dancy payment grows at the same rate as in the existing open-ended contracts
(20% of a monthly salary for each year of service until 10 years of tenure and a
third of a month salary per year of service for job tenures above 10 years). More-
over, after any separation the firm has to pay a solidarity contribution which
equals 1.6 per cent of the total wage sum.

The proposal creates a single redundancy pay schedule without any breaks as
the difference between fair and unfair dismissals for economic motives is sup-
pressed. In Cahuc’s proposal, the redundancy payment is the only legal pro-
tection against dismissals for economic reasons. Together with the solidarity
contribution, they force firms to internalize the social costs of a dismissal, and
the legal intervention of judges should therefore be restricted to avoid viola-
tions of fundamental rights. Similarly, there is no distinction between the level
of protection between individual and collective dismissals. The costs of out-
placement services are mutualized through the solidarity contribution, and the
assistance to displaced workers is provided by the public employment services.

Italy

In the case of Italy, the best-known example of unified contract proposal is the
one formulated by labour law expert Pietro Ichino. His proposal is part of a
wider legal initiative to simplify the Italian labour code (see Ichino (2014)).
Ichino’s proposal foresees the introduction of a new open-ended contract with
gradually increasing employment protection that firms can use in future hiring.
The contract starts with a probation period of six months. After that time, the
right to reinstatement (Art. 18) applies to dismissals due to discrimination, dis-
ciplinary motives (when proved unfounded) and dismissals due to other illicit
motives. Only economic dismissals entitle the worker to an economic compen-
sation.
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The economic motives for dismissals are unified. During the first two years of
an employment relationship, being either of a temporary or permanent nature,
the worker is entitled to a redundancy payment of one month of salary per year
of service. In addition, in case of a dismissal due to economic reasons beyond
the third year the worker is entitled to an additional contribution on top of the
redundancy payment and the statutory unemployment benefits introduced after
the Monti-Fornero reform. This additional component is supposed to bring the
replacement rates of the worker during the first months of unemployment to
levels comparable to the level prevailing in a country like Denmark, but this
point is not essential.

The true value of Ichino’s proposal is his defence of redundancy pay as a
valid legal instrument against unfair dismissal. The costs associated with dis-
missals prevent that firms dismiss a worker without some ground and the inter-
vention of the judges should be limited to preventing that these grounds are
illicit, that is, judges should not be asked to perform an in-depth review of
the economic motives for a dismissal. Thus his views are close to the view of
economists who interpret firing costs as a Pigouvian tax that helps to align the
private and social costs from separation.

Ichino’s proposal does not include outright restrictions on the use of fixed-
term contracts. After the introduction of severance pay obligations for fixed-
term contracts, the new open-ended contract should offer sufficient advantages
to employers and workers to become the voluntary default option in the vast
majority of hirings. In that sense, the proposal is less ambitious than the one
formulated by Boeri and Garibaldi. By contrast, Ichino is in favour of much
stronger limitations on the interventions of judges.

Notes

1. EPL is multidimensional and includes regulations pertaining to severance pay and
advance notice of layoffs, restrictions on valid reasons for individual and collective
dismissals, rules governing the use of fixed-term contracts, and restrictions concern-
ing temporary work agencies. EPL may affect labour cost directly (via mandated
severance pay) or indirectly via red tape costs.

2. See Autor and Houseman (2010) for a more negative view on the role of temporary
help-jobs relative to jobs placements through direct-hire employers in the US.

3. Almost 92 per cent of all new hires in Spain over the last two years have relied
on temporary contracts. The same happens in Italy (83.4% in 2013 according to
Garibaldi and Taddei, 2013).

4. According to the Spanish Labour Force Survey, two-thirds of workers dismissed
during that period in Spain had a TC.

5. The evidence offered in Garcia-Pérez and Rebollo (2009) shows that five years of
seniority and more than seven contracts were required on average until the year 2008
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to earn a PC. Furthermore, almost 40 per cent of the workers who have a TC at the
age of 20 still have one at the age of 40.

. The Netherlands is another EU country where there is widespread use of atypi-

cal contracts and which is moving towards a unified contact. The last initiative in
this respect is the Wet Werk en Zekerheid (Law on Employment and Security) that
became effective on July 2015. This country has traditionally counted on two sep-
arate dismissal procedures: (i) administrative approval with no right to redundancy
pay, and (ii) dismissals approved in court with a right to redundancy pay according
to a pre-established formula (‘kantonrechtersformule’). The most recent reform cre-
ates a single route for all economically motivated dismissals and entitles all workers,
irrespective of the fixed-term or open-ended nature of their contracts, to redundancy
payment (transitievergoeding/transition compensation).

. The definition of economic dismissals in Portugal has been broadened to include

‘unsuitability of the worker’. The latter implies that fair dismissals are not limited
to situations of the firm’s economic difficulty. Workers may be laid off if they are
no longer suited to perform their task. The latter comes very close to the definition
of fair dismissals in the UK.

. In the Annex, we provide further details on the different proposals.
. There exists a maximum compensation of two years of wages.
. The following classification is due to Chapter 4 in OECD (2014), where all single

contract proposals have been precisely surveyed.

This is the proposal Boeri and Garibaldi (2008) made for Italy.

For example, the red line in Figure 2.14 indicates that a worker suffering an unfair
dismissal after 10 years (40 quarters) of job tenure in a firm, would get a severance
package of 1.23 his/her yearly wages (= 45 x 20/365), etc.

In the horizontal axis of Figure 2.15 there is time in years prior to the SOEC reform
(t < 0), at the time of the reform (¢t = 0) and after the reform (¢ > 0). The vertical
axis displays job destruction rates in percentage.

The meaning of the horizontal axis in Figure 2.16 is as in Figure 2.15. The vertical
axis displays job finding rates in percentage.

For example, some of the provisions in this respect in the 2012 labour reform in
Spain have been restated by some recent court decisions.

Assuming an average income tax of 30 per cent, the ‘fast track’ compensation would
be preferable to the ‘unfair’ dismissal compensation when a worker exceeds 16.8
years of employment(= 24 years x 0.7). Before that it is doubtful unless other
administrative costs associated with the appeal, and borne by the worker in case
of losing are large.

Most of this Appendix has been drafted by Marcel Jansen to whom I am very grate-
ful.
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Abstract

We review the literature on recent demographic changes in Europe, focusing
on two of the main challenges brought about by an ageing population: severe
labour shortages in many sectors of the economy and growing pressures on
both health and welfare systems. We discuss how and to what extent migration
can contribute to addressing these challenges both in a short and a long-term
perspective. Finally, we identify several areas in which more research is needed
to help devise more effective policies to cope with a greying society.

3.1 Introduction

As European countries experience rapidly ageing populations, two major chal-
lenges have emerged for policy-makers. First, the decline in the size of the
domestic labour force implies severe shortages in the availability of key skills
needed in several sectors of the economy.! Possible consequences are reduced
productivity growth and decline in global competitiveness. Second, the increase
in life expectancy will typically imply longer periods spent in retirement, gen-
erating pressures on the sustainability of existing pension systems, as well as
new needs to provide care for a growing elderly population.

Immigration is often referred to as a possible response to address both of
these challenges. Young foreign workers can fill some of the short-term skill
shortages that have emerged and contribute in the medium and long run to
reversing the trend towards population stagnation. At the same time, cultural
differences and the common perception that foreigners might be a threat for
the domestic population, in conjunction with the large migrations required to
counter demographic developments in many European countries, suggest that
migration can only be part of a broader mix of interventions.

The goal of this survey is to provide a systematic overview of the literature
that has analysed the interplay between population dynamics, ageing, health
and migration, aimed at offering policy-makers a sound understanding of the
state of the art in this important research area. At the same time, we will identify
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key issues where more research is needed both to foster our knowledge, as well
as to provide guidance for effective policy interventions. The review is carried
out from the perspective of the economics literature, but given the complexity
of the question we also refer to relevant studies carried out by demographers
and sociologists.

Following an initial description of the main stylized facts on population age-
ing, migration and health in Section 3.2, the survey focuses on current demo-
graphic developments and fertility trends among the migrant and native popu-
lations in destination countries (Section 3.3) and on the length of the migration
spell (Section 3.4). We then review the main findings in the literature on the
fiscal effects of migration in European countries and the US (Section 3.5) and
describe the role that migration can play in addressing skill and labour shortages
(Section 3.6). Section 3.7 analyses the health care sector, focusing on shortages
of health care workers in European countries and the international migration
of health professionals. Finally, we present the main findings from the very
recent literature on amenity-driven migration of retirees from Northern Euro-
pean countries towards Mediterranean coastal regions (Section 3.8). Section
3.9 summarizes our main conclusions and policy implications.

3.2 Main Stylized Facts

Europe’s population is ageing rapidly? and, as shown in Figure 3.1, the most
recent forecasts suggest that the phenomenon is likely to become more severe
over the next 45 years (see European Commission, 2014a). By 2060, less than
57 per cent of the population is expected to belong to the economically active
group.

There are two main reasons why a population ages. First, a decline in overall
fertility rates. Second, an increase in life expectancy. Considering the 28 current
members of the EU, average total fertility rates were on a steady downward path
over the period from 1960 to 2005. While in 1960 the average European woman
was expected to give birth to 2.67 children, this number dropped to only 1.49
children by 2005. There was a slight improvement in total fertility over the last
decade, with fertility reaching 1.56 by 2012. This basic trend conceals impor-
tant differences across countries, however. For instance, while fertility rates in
Ireland have been consistently higher than in the rest of the EU, countries like
Portugal or Spain had substantially higher fertility rates than the EU average in
the 1960s, 1970s and even 1980s, but then saw them drop below the EU average
starting in 1990. Other countries like France have been able, through a series of
targeted policies, to maintain fertility rates close to the replacement rate of 2.1
children per woman (see Figure 3.2). The most recent forecasts indicate that we
should expect a slight improvement over the next 45 years, with total fertility
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Figure 3.1 Working age population in the EU28: Past trends and projections
(European Commission, 2014a, p. 409). Figures always refer to the same
group of countries.

rates reaching 1.76 children by 2060, a figure that is still substantially short of
the natural replacement rate (see European Commission, 2014a).

Over the same period, life expectancy has increased dramatically. The Euro-
pean Commission Ageing Report (2014a) shows that the average man born
in an EU country in 1960 is expected to live 66.9 years, whereas the average
woman lives 72.3 years. By 2010 these figures had increased dramatically to
75.6 years for men and 82 years for women, that is, by a staggering 13 per cent
(see Figure 3.3), and life expectancy is forecast to continue to rise. By 2060
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Figure 3.2 Past trends in total fertility rates (TFR), 1960-2012: Selected EU
countries (European Commission, 2014a, p. 9).
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Figure 3.3 Life expectancy at birth in the EU28: Past trends and projections
(European Commission, 2014a, pp. 12-13). Figures always refer to the same
group of countries, with the exception of 1960, when no data are available for
Cyprus and Romania, and 1970, when no data are available for Cyprus.

it is expected to reach 84.7 years for males and 89.1 years for females (see
European Commission, 2014a).

Population ageing will generate growing pressures on welfare states, adding
strains to existing pension systems, which might no longer be able to guarantee
adequate living standards in old age. Similarly, health systems are expected to
require more resources and to adapt to an increased demand for long-term care
(LTC) for a growing elderly population.

In fact, as pointed out by the European Commission (2015), the expected
gross replacement rate of public pensions has declined in all EU countries.
Furthermore, the burden of health and long-term care (LTC) on public finances
is expected to increase. Figure 3.4 reports forecasts for the EU Health and LTC
expenditures as a percentage of GDP for the next 45 years. Health expenditures
will reach 7.9 per cent of GDP by 2050 and level off the following decade, while
spendings on LTC services are predicted to increase by 1.1 percentage points
by 2060 (European Commission, 2015).

In principle, immigration can help offset these trends by increasing both the
size of the working age population and the total fertility rate. Considering the
EU, a positive net inflow? has been consistently observed since the second half
of the 1980s (see European Commission, 2014a). In particular, new arrivals
peaked in 2003, averaging well over a million per year. Following a sharp drop
during the global economic crisis, net migration flows picked up once again
after 2011 and reached pre-crisis levels by 2013 — the last year for which data
are available (see Figure 3.5%).
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Figure 3.4 Projections of health care and long-term care spending as percent-
age of GDP for EU28 countries (European Commission, 2015, pp. 265, 271).

According to the most recent projections,’ between 2013 and 2060 cumu-
lated net inflows to the EU are expected to reach 55 million. The main destina-
tion countries will be Italy, the United Kingdom, Germany, and Spain, with a
forecasted cumulated net inflow of 15.5 million, 9.2 million, 7 million and 6.5
million migrants respectively (see European Commission, 2014a).

Whether migrants help rejuvenate Western countries ultimately depends on
their age structure and fertility behaviour. In the next section, we will review
the main differences in fertility patterns among the migrant and native popu-
lations, and discuss the extent immigration represents a viable solution to the
host countries’ ageing workforce.

33 Migration and Demographic Developments

Migrants are typically younger than natives when they arrive, and in the short
run they contribute to rejuvenating the host country’s labour supply. In the
medium to long run, migrants will age as well, and new immigration will be
required to counteract population ageing. One key factor determining to what
extent the host country’s age structure is affected by immigration in the medium
or long term is the relative fertility of the immigrant compared to the native
population.

To understand the importance of immigration in shaping future popula-
tion dynamics, Table 3.1 (taken from Sobotka, 2008) displays the share of
total births accounted for by immigrant women in eleven European countries.
Almost all countries in the table have experienced a steady increase in the
share of births to immigrant women since the mid-1990s. Southern European
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Table 3.1 Births to immigrant parents (Sobotka, 2008, p. 230)

Births to Births to At least
Births to immigrant mothers one parent
immigrant women, 1st + with foreign foreign
Country” Period women (%) 2nd gen. (%) nationality (%) national (%)
Austria 2000 13.5
2005 11.7
Belgium 2003-04 16.8 12.4
(Flanders)
Denmark 1999-03 13.5 11.1
England and 1980 13.3
Wales
1995 12.6
2005 20.8
2006 21.9
France 1991-98 12.4
1998 21 14.5
2004 15 12.4 18.2
Germany 1980 15
1985 11.2
1995 16.2
2004 17.6
Italy 1999 5.4
2004 11.3
2005 12.2
The Netherlands 1996 15.5 21
2005 17.8 25.5
Spain 1996 33 4.5
2000 6.2 7.9
2004 13.7 16.9
2006 16.5
Sweden 2005 19.5 11.8
Switzerland 1980 15.3
2000 223
2005 26.3

¢ Notes: Country data sources: Austria: Kytir (2006); Belgium: VAZG (2007); Denmark: Statistics Den-
mark (2004); England and Wales: ONS (2006), ONS (2007), Schoorl (1995); France: Héran and Pison
(2007), Prioux (2005), Toulemon (2004), Tribalat (2005); Germany: Schoorl (1995), Statistisches
Bundesamt (2006); Italy: ISTAT (2007); Netherlands: CBS (2006); Spain: INE (2006), INE (2007),
Roig Vila and Martin (2007); Sweden: Statistics Sweden (2006); Switzerland: Coleman (2003), SFSO
(2006).

countries in particular report a sharp increase in fertility, which is at least partly
due to the high immigration inflows they experienced in the 1990s and early
2000s.

Three main mechanisms affecting migrants’ fertility behaviour have been
studied in detail: selection, disruption and adaptation (for a comprehensive
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overview, see Adsera and Ferrer (2015). In the remainder of this section we
will consider each one of them in turn.

3.3.1  The Selection Hypothesis

The first hypothesis we consider suggests that immigrant women are a self-
selected sample of the country of origin’s population in terms of their level
of education, potential income, age, etc. This may make them different from
women left behind when it comes to fertility and childbearing behaviour.

Kahn (1988) is one of the first systematic analyses of fertility differentials
between native and foreign born women, and in particular of the role played by
selection into emigration. Using individual level data from the 1980 US Cen-
sus and aggregate data from origin countries, she performs a simple covariance
analysis, highlighting the role of sending-country fertility levels in determining
migrants’ fertility behaviour. Migrants from high-fertility countries report, on
average, higher fertility once in the host country compared to migrants from
lower fertility countries. This positive relationship, however, is partly offset by
self-selection: when immigrants are positively selected in terms of education,
the influence of the high-fertility source-country norms is weaker and their fer-
tility tends to be lower. Kahn also examines the fertility behaviour of child and
adult immigrants separately and finds that adult immigrants have higher mean
levels of fertility. This is partly explained by the fact that the latter tend to be
older and somewhat less educated than child immigrants.

Using data from the 1970 and 1980 US Census and focusing on high fertil-
ity sending countries located in the Middle East, Asia, Latin America and the
Caribbean, Blau (1992) finds evidence of a broadly similar fertility behaviour
between immigrant and native women. In particular, her results indicate that
immigrant women observed in 1970 have slightly fewer children than their
native counterparts. She explains this finding by the positive selection of immi-
grants with regard to education, and by the fact that highly educated immigrant
women tend to have fewer children than native women with comparable charac-
teristics. Blau also finds indirect evidence of a higher demand for child quality
among immigrant than among native women. In a more recent paper, Avitabile
et al. (2014) use German data to show that the acquisition of citizenship rights
is likely to reinforce migrants’ preferences for child quality rather than quantity
and reduce immigrants’ fertility.

Evidence of migrants’ positive selection on education is also reported by
Choi (2014). The novelty of her study lies in combining nationally representa-
tive datasets from Mexico and the US: the 2002 Mexican Family Life Survey
and the 2002 and the 2006-2010 US National Survey of Family Growth. The
rich dataset built by the author allows her to identify a disruption in fertility in
anticipation of migration, but a resumption of pre-migration fertility patterns
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and partial compensation for the earlier fertility loss after migration. Interest-
ingly, she also finds that fertility levels among Mexican-Americans decrease
both within and across generations, as increasingly educated immigrants adopt
the fertility patterns of white Americans. Still, the data show that Mexican-
American fertility has not yet fully converged to that of white Americans.

3.3.2  The Adaptation Hypothesis

Even if migrants are a selected group relative to both the source and destina-
tion country populations, their behaviour is likely to change once they settle in
the new country. Immigrants may adapt and adjust their initially higher fertility
rate to that of the native population over time. Research on fertility assimila-
tion processes has addressed the issue following three different approaches: by
distinguishing between first and second generation immigrants (Stephen and
Bean, 1992, Parrado and Morgan, 2008, Dubuc, 2012), by focusing on foreign
born migrants who migrated as children (see e.g., Kahn, 1988, Bleakley and
Chin, 2010, Adsera et al., 2012), or by studying the impact and strength of cul-
tural and ethnic ‘ties’ over time (Fernandez and Fogli, 2009, Blau et al., 2013).

The findings in the literature indicate that second generation and child immi-
grants’ fertility behaviour is closer to that of the native population. Country of
origin characteristics, like language and cultural heritage, may also contribute
to the gap between immigrants and natives, and to the pace of assimilation.

For the US, Parrado and Morgan (2008) assess the fertility assimilation
hypothesis for Hispanic and Mexican immigrants. They estimate fertility by
computing the average number of children ever born for three immigrant gen-
erations of Hispanic and Mexican women born between 1885 and 1964. Their
cohort and generational analysis reveals a declining trend in immigrants’ fer-
tility, which is consistent with the assimilation hypothesis. Mexican immigrant
women are found to have significantly lower fertility levels than nonmigrant
Mexican women. Evidence of convergence to the fertility of white women
across immigrants’ generations is also found.

Using data from the 1970 and 1980 US Census, Stephen and Bean (1992)
likewise focus on Mexican women’s fertility trends in the US, considering both
first and second generation migrants. The authors report evidence consistent
with assimilation across generations to non-Spanish-origin white women’s fer-
tility patterns: US-born Mexican immigrants have lower fertility rates than the
first generation born in Mexico.

Evidence of fertility assimilation emerges also from European studies.
Dubuc (2012) analyses fertility rates of second generation immigrants in the
UK and compares them to those of their parents and to those of recent immi-
grants from the same ethnic group. While she finds evidence of fertility differ-
entials by ethnic groups, she uncovers at the same time a convergence towards
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lower UK average fertility levels. The decrease in the fertility gap over time
is found to be the result of both a decline in fertility of immigrants originat-
ing from high-fertility countries and lower fertility rates of second generation
immigrants.

In an interesting paper, Adsera et al. (2012) focus on the fertility behaviour of
women who migrated as children to Canada, the UK and France. Focusing on
adaptation mechanisms, they perform a Poisson regression analysis to estimate
the main determinants of the number of live births per woman. Their results
are consistent with the assimilation hypothesis. They also illustrate a consider-
able heterogeneity in the effect of time spent in the destination country on the
fertility of immigrants who are from different origin countries.

The heterogeneity in fertility behaviour driven by differences in migrants’
countries of origin has been explained in the literature by the cultural and lin-
guistic characteristics of the sending countries. Bleakley and Chin (2010) inves-
tigate the interrelation between English proficiency and social integration of
immigrants in the US using microdata from the 2000 Census and exploiting
information on immigrants’ age at arrival and on whether they were born in
an English-speaking country. Interestingly, they find evidence that immigrants
who are more fluent in English have fewer children than less fluent immigrants.

Besides language, immigrants’ cultural heritage may alter or delay the pro-
cess of fertility assimilation through the intergenerational transmission of fer-
tility behaviour. Ferndndez and Fogli (2006) try to disentangle the effects of
personal-family related experiences (e.g., the number of a woman’s siblings)
from those driven by source country heritage. Their findings indicate a positive
and significant impact of both family fertility experience and cultural heritage
on fertility behaviour of US-born immigrant women. In a related paper, Fer-
nandez and Fogli (2009) use data from the 1970 US Census and find a similar
effect of the migrants’ culture of origin on the fertility behaviour of second
generation immigrants.

Blau et al. (2013) extend Ferndndez and Fogli’s analysis and allow the cul-
tural heritage to vary across birth cohorts of second generation immigrants in
the US. To this end, they combine information on second generation women
immigrants taken from the 1995-2006 March Current Population Survey with
parental characteristics constructed using the 1970, 1980, 1990 and 2000 Cen-
suses. The authors are in particular interested in studying the transmission of
first-generation immigrants’ education, fertility, and labour supply to second-
generation women labour supply and fertility behaviour. Their rich dataset
allows them to separately study the effect of each parent’s (mother and father)
characteristics. Their results indicate that second-generation women’s educa-
tion, fertility and labour supply are positively affected by the corresponding
immigrant generation’s characteristics, even within an overall pattern of assim-
ilation. Moreover, fertility and labour supply behaviours appear to be more

https://doi.org/10.1017/9781316636404.005 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.005

Population, Migration, Ageing and Health: A Survey 123

strongly influenced by the fertility and labour supply characteristics of the
mother’s country of birth, whereas educational attainment is more strongly
influenced by the norm prevailing in the father’s country of birth.

3.3.3  The Disruption Hypothesis

The decision to migrate might affect reproductive behaviour, for instance,
because a migrant decides to postpone childbearing after arrival into the new
country due to a temporary negative income shock. Migrants may also be forced
to postpone childbearing due to separation from the spouse around the time of
migration (see Blau, 1992).

Disruption mechanisms can be observed when a decline in fertility occurs
right before or right after migration, which may or may not be followed by a
catchup. Assessing the disruption hypothesis empirically presents significant
challenges as it requires information on pre-migration fertility patterns and
because the migrant population is likely to be a nonrandomly selected subgroup
(Adsera and Ferrer, 2015). US studies report evidence of migrants interrupting
fertility around the time of migration, while results for European countries vary
substantially by destination.

In an early study, Kahn (1994) exploits information from the 1980 US Cen-
sus and the 1986 and 1988 June Current Population Surveys on the actual num-
ber of children ever born and the number of children women expect to have in
the future. In particular, she runs a synthetic cohort analysis to trace the fer-
tility pattern of a fixed cohort of immigrants in the 1980s and then compares
the results with migrants’ fertility expectations. The observed increase in the
immigrant-native fertility gap in the 1980s is explained as a consequence of a
sharp decrease in natives’ fertility compared to immigrants’ rather than a rise
in migrants’ fertility. The fertility gap is mainly explained by socio-economic
and demographic differences between the migrant and native populations in
terms of skills, income and ethnicity. However, the synthetic cohort analysis
reveals that part of the fertility differential is driven by a disruption followed
by catchup in fertility behaviour. Kahn’s analysis of fertility expectations con-
firms this result: while recent immigrants are found to have had lower than
average fertility compared to older immigrants’ cohorts and natives, they are
also found to compensate for this gap by expecting to have more children in
the future. Blau (1992) also finds evidence of disruption in the fertility profiles
of US immigrants, and attributes it to demographic factors such as delayed
marriages or spouses’ temporary separation due to migration, rather than to
economic factors such as spouses’ temporary income loss. Focusing on Mexi-
can immigrants to the US, Choi (2014) finds evidence of disruption in fertility
right before migration. Migrants seem to partially make up for the initial loss
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in fertility once they are in the destination country, but she finds evidence of a
long-term effect of the initial shock.

In Europe, Andersson (2004) uses Swedish longitudinal register data and
finds evidence of a before-migration disruption in fertility, which is followed by
a right-after-migration catchup. Toulemon (2004) and Toulemon et al. (2008)
also find evidence of disruption patterns in fertility for immigrants to France.
Different results emerge instead in a study carried out by Garssen and Nicolaas
(2008) on migrants to the Netherlands. Using information from Dutch munici-
pal population registries for 2005, they find that Turkish and Moroccan women
display higher fertility rates than those reported in their country of origin, and
argue that migration for family formation reasons might explain this trend.
Female migration from Turkey and Morocco, in fact, is mainly motivated by
family reunification, given the traditional role of women in these source coun-
tries. Similar results are obtained also by Mayer and Riphahn (2000) in their
analysis of assimilation and/or disruption patterns in the fertility of immigrants
to Germany.

Open Issues
Data limitations is one of the main difficulties researchers face when studying
immigrant fertility. In particular, detailed information on immigrants’ lifetime
events such as age at migration, complete birth histories (i.e., before and after
migration), return migration and the socio-demographic characteristics of their
families of origin would allow for a more comprehensive analysis of migrants’
demographic trends.

Overall, and despite current limitations in fertility estimates and projections,
the evidence we have reviewed suggests that migrants tend to assimilate to the
destination country’s fertility patterns. Immigrants’ younger age and initially
higher fertility rates may help rejuvenate the host countries’ populations in the
short run. However, migrants’ assimilation to the host country fertility patterns
implies that such rejuvenation will largely have to rely on a continuous inflow
of immigrants. Therefore, migration alone is unlikely to compensate for the
ageing workforces in European countries.

34 Permanent versus Temporary Migration

To fully understand the demographic and fiscal impact of immigration on the
host countries, we must consider whether migrations are permanent or tempo-
rary, and more generally what their durations are. If immigration is predomi-
nantly permanent, older migrants will contribute to the ageing of the host coun-
try population in the longer run, and to an increase in the demand for health
and long-term care services. If, however, most migrations are temporary, immi-
grants may contribute to rejuvenating the existing workforce and contribute in
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terms of taxes, and will burden the host country to a lesser extent in old age.
Also, as immigrants are heterogeneous, it is important to understand whether
those who leave the host country are systematically different from those who
remain in terms of skill level and labour market outcomes. Temporary migra-
tions can take different forms. They may be return migrations, where migrants
return permanently to their countries of origin after a period in the host coun-
try; they may be circulatory migrations, with migrants migrating back and forth
between origin- and destination country; or they may be transient migrations,
where individuals move from country to country before reaching a final destina-
tion (see e.g., Nekby, 2006; see Dustmann and Gorlach, 2016 for a discussion).

Nonpermanent migration plays an important role in many destination coun-
tries. Figure 3.6 — taken from Dustmann and Gérlach (2016)° — plots the esti-
mated share of immigrants who leave the host country against the number of
years since migration. The figure illustrates that European countries display
significantly higher outmigration rates compared to the more traditional des-
tination countries. In particular, almost 50 per cent of immigrants to Europe
have already left their first destination country ten years after arrival, while this
is true for only about 20 per cent of immigrants to Anglo-America, Australia
and New Zealand. These figures are in line with other studies that quantify the
extent of return migration for specific countries. For instance, Dustmann and
Weiss (2007) report that in the UK, more than 40 per cent of each arrival cohort
has left the country after about 5 years.

Starting in the late 1980s, scholars began to investigate why migrants out-
migrate from destination countries, and who the return migrants are, addressing
the selectivity in the return migration decision and its effects on the host econ-
omy (see early papers by Dustmann, 1995, 1997, 2003, Borjas and Bratsberg,
1996 and Dustmann et al., 2011).”

3.4.1  Why Do Migrants Return?

In simple neoclassical models the migration decision only depends on differ-
ences in relative wage levels net of relocation costs, and on expectations of
higher earnings in the country of destination. Within this framework, the indi-
vidual migrates assuming to remain permanently in the destination country.
Return migration in this setting is the result of mistaken expectations, meaning
that the migrant assessed the benefits of migration inaccurately. More recent
contributions, however, have introduced models of endogenous return migra-
tion decisions. In a recent paper, Dustmann and Gérlach (2016) discuss differ-
ent factors that may contribute to a migrant’s return decision, such as a higher
preference for consumption in the country of origin than in the host country, a
lower price level in the migrant’s origin country compared to the host country,
and the possibility for the migrant to accumulate human capital faster in the
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Figure 3.6 Estimated outmigration rates by host region (y-axis, Dustmann
and Gorlach, 2016).

host than in the origin country. Dustmann and Gorlach (2016) develop a gen-
eral dynamic framework within which return and circulatory migrations can be
studied, and discuss various extensions, such as the introduction of shocks to
earnings and preferences. The authors emphasize that many choices and deci-
sions of immigrants, such as human capital investment, labour supply or sav-
ings, depend on the expected duration of the migration, and that such decisions
should therefore be jointly modelled with migration and re-migration decisions.

Structural dynamic models of migrants’ decision problems have been devel-
oped, for instance, by Colussi (2003), Thom (2010) and Lessem (2013), in
which time varying location preferences determine location choices. See also
Kennan and Walker (2011) for a dynamic model of internal migration deci-
sions.

3.4.2  Who Are the Return Migrants?

The second important question that needs to be addressed is whether there
are systematic differences between permanent and temporary migrants. This
potential heterogeneity is particularly relevant as it might have important con-
sequences for the host country’s demographic and fiscal trends. In particular,
several papers have emphasized that, if outmigration is selective, it may affect
the analysis of immigrants’ earnings assimilation in the host country (see e.g.,
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Borjas, 1989, Borjas and Bratsberg, 1996, Lubotsky, 2007, Dustmann and Gor-
lach, 2015).

Borjas and Bratsberg (1996) use a one-dimensional Roy model to explain
selective outmigration. There are two reasons for return migration: human cap-
ital that has a higher return in the home country is accumulated faster in the
host country, and there are unforeseen shocks that result in lower than expected
earnings in the host country. The main prediction of the model is that selection
of return migrants accentuates the original selection of immigrants to the des-
tination country. In particular, if immigrants are positively selected, then those
who stay are likewise positively selected, while if immigrants are negatively
selected, then those who remain end up being the worst of the worst.

While Borjas and Bratsberg (1996) implicitly assume a fixed migration dura-
tion for all temporary migrants, Dustmann and Gorlach (2015) extend the
model by allowing a migrant’s gain in human capital to vary with the time
spent in the host country, and study the implications for the length of migra-
tions. Dustmann et al., 2011 introduce instead a dynamic multidimensional Roy
model with return migration, where migrations may occur for the purpose of
skill accumulations, or because earnings are higher in the host country, of which
the Borjas and Bratsberg (1996) model is a special case.

Some recent data sources report retrospective histories of immigrants (e.g.,
the Mexican Migration Project dataset). Further, administrative data, especially
in Nordic European countries, often include information on year of emigration,
the countries of destination, and the migration trajectories back and forth from
these countries over time (see Dustmann and Gorlach, 2015, for a survey of
available data sources).

Evidence on outmigration patterns and selectivity has shown that differ-
ences in the probability to return depend on migrants’ country of origin, and
on the different motives to migrate, that is, whether the focus is on labour
migrations, asylum seekers or family migrants (see e.g., Jasso and Rosenzweig,
1982 and Bijwaard, 2010). For instance, using combined Dutch register data at
the national and municipal level, Bijwaard (2010) finds that non-Dutch labour
migrants display a higher probability of leaving the host country compared to
family migrants.

The literature also reports evidence on the relation between educational
attainment and the propensity to outmigrate. Using German data from the Ger-
man Socio-economic Panel (GSOEP) and IAB data on Turkish migrants in
Germany, Dustmann (1996) finds that years of schooling increase the proba-
bility that a migration is intended to be permanent. However, higher educa-
tion decreases the residual time spent in the country for those who intend to
return. Constant and Zimmermann (2011) claim that more than 60 per cent of
the migrants belonging to the countries with which Germany had guest-worker
agreements in place engage in repeat and circular migration, and that being
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highly educated reduces the number of exits, while being a male and owning a
German passport positively affects the number of exits from Germany.

Reagan and Olsen (2000), using instead longitudinal data from the 1979
cohort of the US National Longitudinal Survey, show that migrants with a
higher earnings potential are less likely to outmigrate, though obtaining a col-
lege degree increases the possibility of return. Moreover, the authors find that
time since migration has a negative effect on the probability of return, while
the opposite is true for age at migration.

The nonrandom selection of return migrants has important consequences
for their performance in the host country’s labour market and for their likely
impact on the host country’s welfare state. Borjas (1989) uses information
from the 1972-1978 Survey of Natural and Social Scientists and Engineers
to estimate outmigration rates from the US and finds evidence of lower
average earnings of return migrants in comparison with permanent migrants
to the US. Lubotsky (2007) takes a more systematic perspective linking
information from administrative sources, that is, the US Social Security
records, to data from the US Survey of Income and Program Participation
and to the Current Population Survey to construct migrants’ employment
and earnings histories. He finds evidence of both selective return migration
and circular migration to and from the US. His results indicate that returnees
are characterized by lower than average earnings, and that ignoring selective
outmigration leads to an upward bias in the estimates of immigrant earning
assimilation.

Open Issues

The temporariness of migration and the potential selectivity of outmigration
opens up a multitude of future research avenues. One recently emerging stream
of literature investigates immigrants’ assimilation paths in destination coun-
tries and models migrants’ migration plans in conjunction with their economic
decisions, including labour supply and human capital investments (Adda et al.,
2015, Dustmann and Gérlach, 2016). Such approaches coupled with more and
better data will help to push future research in this important area.

3.5 The Fiscal Effect of Immigration

Demographic developments (see Section 3.3), as well as the mobility of immi-
grant populations (see Section 3.4) must be taken into account when studying
the fiscal impact of immigration on the host country. This topic has received
considerable attention over the past few decades, and the recent financial crisis
has contributed to making this debate even more controversial.

The characteristics and preferences of a country’s citizens determine its
public budget constraint via tax rates corresponding to different levels of
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government spending (Preston, 2014). Immigration may also impact public
finances of the host country by increasing a country’s workforce and changing
the age composition of the population. The fiscal system may not only benefit
from immigrants’ tax contributions, but may also face a rise in the demand for
public services. The literature on migrants’ potential fiscal effects on Western
countries has followed a variety of different methodologies. Two broad groups
of studies can be identified, depending on whether they followed a ‘static’ or a
‘dynamic’ approach. In this section we briefly review each of them in turn.

3.5.1 Static Frameworks

Static analyses allow us to answer questions such as ‘What is the net fiscal
contribution of immigrants who arrived after year X, compared to natives?’
This is a politically important question. The approach essentially compares the
immigrants’ and natives’ utilization of public services, and contrasts this to
tax revenues collected from the two groups. This is achieved by combining
public accounts information on expenditures and tax revenues with microdata
that allow constructing group specific weights for each public account item, so
that these can be allocated to different demographic groups, such as immigrants
and natives.®

We briefly report the main findings from some studies for European coun-
tries characterized by different welfare systems, such as Norway, Sweden and
Germany. We also review some evidence from the analysis of the overall fiscal
effects of immigration to the US, the UK and Sweden.

Bratsberg et al. (2010) use longitudinal administrative register data on male
immigrants who arrived in Norway from developing countries between 1971
and 1975, and follow their employment history over time. They report a sig-
nificant drop in labour market participation rates ten years after arrival, much
larger than the decline estimated for the native reference group. The authors
also find evidence of high social security dependency rates for those migrants
who exit the labour market. Their analysis is extended in Bratsberg et al. (2014)
to a larger set of migrant entry cohorts. Unlike immigrants from develop-
ing countries, immigrants from Western countries exhibit lifecycle patterns in
terms of employment, earnings and welfare dependence that resemble those of
natives.

Using a different methodology, Hansen and Lofstrom (2003) study differ-
ences in welfare utilization between immigrants and natives in Sweden over
the period 1990-1996. Their findings suggest that migrants’ welfare benefit
utilization patterns become more similar to those of natives as they spend time
in the host country. Despite evidence of assimilation, Hansen and Lofstrom
(2003) report persistently higher dependency rates for immigrants and a gap
that does not disappear even after 20 years spent in the host country.
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Evidence from Germany shows that foreign households display a lower prob-
ability of welfare utilization than natives, after controlling for observable socio-
economic and demographic characteristics such as a household’s head labour
force status, family composition and home ownership (Riphahn, 2004). Using
several waves of the German Socioeconomic Panel (1984—1996), Riphahn finds
that higher take-up rates for foreign born families are driven by differences
in socio-economic characteristics between native and foreign households. She
also uncovers a positive trend in welfare take-up by the immigrant population,
indicating that welfare utilization increases with time spent in the new country.

Another stream of research uses cross-sectional data to estimate immigrants’
net contribution to the fiscal system by simultaneously considering the expen-
ditures and revenues side of the government budget. Drawing information from
the 1990 US Census, Borjas (1994) calculates the annual net fiscal contribution
of immigrants in the US and finds that they are net contributors to US public
government finances. For the UK, Dustmann et al. (2010a) assess the net fiscal
contribution of immigration from Central and Eastern European countries (the
A8 countries) that joined the EU in 2004 and show that they are not only less
likely than natives to receive welfare benefits and to live in social housing, but
they are also more likely to be net contributors to the UK public finances, due
to higher participation rates in the labour market and lower benefit transfers.
Dustmann and Frattini (2014) estimate the net fiscal contribution of immigrant
arrival cohorts to the UK since 2000. Overall, immigrants are found to be less
likely than natives to receive welfare state benefits or tax credits, and make a
positive net fiscal contribution over that period. Ruist (2014) performs a simi-
lar analysis for European A10 accession migrants to Sweden and finds results
close to those in Dustmann et al. (2010a).

3.5.2  Dynamic Models

Dynamic analyses are ‘forward looking’, computing the net present fiscal con-
tribution of a particular arrival cohort (i.e., the net present value of the stream
of future taxes and expenditures over the entire lifecycle corresponding to a
given cohort or flow of immigrants). This requires strong assumptions regard-
ing future fertility, employment, government tax rates and expenditures pat-
terns (Rowthorn, 2008). Typical examples of this approach are two papers by
Storesletten (2000, 2003), which consider the fiscal impact of immigration on
the US and Sweden.

Storesletten (2000) develops and calibrates a general equilibrium overlap-
ping generation model to compute the net present value (NPV) to the gov-
ernment of admitting one additional immigrant to the US. The model allows
for return migration, which is assumed to depend on the time spent in the
host country, but is not endogenously determined,® and for the portability of
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social insurance benefits from the host to the source country in case of return.
When comparing an initial situation which allows for migrants’ return to the
case of no outmigration, the model predicts an increase in government’s NPV
profiles when admitting highly skilled migrants who are less than 49 years old,
while reducing the NPV in the case of other migrant groups (old, unskilled etc.).
The intuition for this result is that young, highly skilled workers are net con-
tributors to the welfare state, and restricting their mobility will increase their
overall fiscal contribution to the destination country.

Storesletten (2003) extends the analysis focusing on Sweden. He uncovers
also in this case potential gains from migration. While the qualitative effects of
immigrant’s fiscal impact on the host country finances are similar for the US and
Sweden, the size of potential benefits from high-skilled migration to Sweden
is much smaller than in the US, reflecting important differences between the
two countries in terms of labour market outcomes, fiscal burden and size of the
welfare state.

A second approach applied to study the long-term effect of immigration is
based on the generational accounting technique. This methodology assesses
the redistribution of the tax burden across generations by taking into account
the lifecycle contributions made by current and future generations; it allows
for an in depth analysis of the costs and benefits of immigration in terms of
revenues and expenditures and for a comparison of the potential fiscal effects of
alternative migration policies. The information needed, however, is substantial
and involves reliable demographic forecasts, as well as data on the tax and
transfers structure for each demographic group, detailed data and projections
on government expenditures, information on the initial stock of public debt etc.

Findings from the numerous papers that have applied this methodology indi-
cate a net fiscal gain if immigrants are highly skilled and relatively young, but
the magnitude of the effects depends on institutional features of the destina-
tion countries. Auerbach and Oreopoulos (1999, 2000) study the fiscal effects
of immigration to the US. They find little evidence of either a positive or neg-
ative effect of changes in the overall level of immigration on public finances.
Only when looking at the impact of skilled immigration do they obtain clear-cut
results: an increase in the share of skilled immigrants unambiguously improves
the US fiscal position. Chojnicki (2013) carries out a similar exercise focus-
ing on France. His findings indicate a slight positive effect in the long run,
mainly driven by the continuous inflows of working age migrants and by the
net positive contribution of the descendants of first-generation immigrants. The
net gain from immigration is larger if the immigrants entering the country are
highly qualified. However, the magnitude of the effects is not large enough to
significantly reduce government fiscal imbalances. A more sizable positive fis-
cal effect of immigration is found by Collado et al. (2004) for Spain, and by
Mayr (2005) for Austria.
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The immigrants’ impact on the government budget in the host country might
have important policy consequences, which have also received some atten-
tion in the literature. Razin and Sadka (1999, 2000) develop an overlapping-
generation model where each generation lives for two periods, two types of
skills coexist, and a pay as you go pension system is in place, which requires the
young generation in employment to finance retirement benefits for the elderly
through income taxes. Under the assumption of free capital mobility,'" the
model predicts a net gain from migration for both low and high income groups
and young and old age groups of individuals living at the time of the immi-
grant flow. This is possible since, in an everlasting economy, the potential net
burden immigrants impose on the native population may be indefinitely shifted
onwards to the next generation. This result crucially depends on the assumption
of free capital mobility, which ensures that factor prices are unaffected. If this
assumption is relaxed, Razin and Sadka (2000) show that an anti-immigration
sentiment may arise and weaken or even overturn the positive effects of migra-
tion: the migrants’ net contribution may turn into a loss for some native income
groups of both current and future generations.

Open Issues

The analysis of the fiscal impact of immigration in destination countries still
does not systematically include return or circular migration when modelling
migrants’ net contributions to the host country public finances. Moreover, the
assumptions needed for dynamic models of the fiscal impact of immigration,
especially in the generational accounting context, are very strong, and predic-
tions are highly sensitive to small changes in these assumptions. For example,
in a recent study Bonin et al. (2014) show that the findings of traditional gener-
ational accounting exercises are significantly affected when the impact of busi-
ness cycle fluctuations is taken into account. The more robust approach, with
minimal data requirements and at the same time answering politically impor-
tant questions, is developed by Dustmann and Frattini (2014).

3.6 Migration and Skill Shortages

Immigration can — at least partially — offset the effects of a shrinking population.
In this section we review research concerned with how the inflow of foreign
workers can help to fill labour shortages and bring about skills that are in short
supply in destination countries, thus relaxing important bottlenecks leading to
inefficiencies in the production of goods and services.'!

Even if the notions of labour and skill shortages are extensively used by
economists and policy-makers, there is no consensus over a universal defini-
tion of ‘shortage’ (see UK Migration Advisory Committee — MAC, 2008, 2010
and Dustmann et al., 2010b). From a theoretical perspective, a shortage arises
when supply and demand for a given type of worker are not in equilibrium and
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the demand is greater than the supply.'? In this context, a shortage of workers is
resolved if wages increase to balance demand and supply. Labour market fail-
ures, however, may generate shortages due to factors unrelated to the economic
cycle and, although wage increases may affect native population skill-specific
human capital investments in the long run, it may take several years before the
economy reaches the equilibrium. Moreover, labour market imperfections such
as wage rigidities in specific sectors (e.g., the public sector) may make equilib-
rium adjustments harder and lead to persistent shortages of workers in specific
occupations (see MAC, 2010).

Two major approaches have been adopted to identify and measure shortages:
a microeconomic perspective focuses on the employers’ viewpoint, whereas
a macroeconomic approach relies on aggregate indicators such as wages (see
MAC, 2008). Current methodologies to identify and forecast labour and skill
shortages often use a combination of the two, relying on macro-level model-
based projections, on sectoral and occupational studies and on stakeholder sur-
veys.

Descriptive findings from Europe reveal shortages in various occupations,
across a broad spectrum of skill levels. Table 3.2 ranks occupations according
to the ‘bottleneck’ vacancies'® reported by employers in European countries,'*
and summarized in a recent study carried out by the European Commission
(European Commission, 2014b). Among the most affected groups, we have
both occupations which require a highly qualified workforce, such as cooks
or engineering and health professionals,'> as well as low-skilled occupations,
such as waiters and heavy truck and lorry drivers. Occupations experiencing
shortages are not only those characterized by growing employment, but also
those in sectors which have been severely hit by the recent economic crisis,
such as manufacturing and construction.

In order for a migration policy to be effective in addressing a labour market
shortage, policy-makers should be able to design and develop a selection pro-
cess able to attract the required type of migrants in a sufficiently short time, and
to direct foreign workers towards the parts of a country where they are mostly
needed (International Organization for Migration, 2012). Countries that have in
place specific policies to attract skilled workers employ a wide array of instru-
ments, which can be broadly classified as ‘immigrant driven’ or ‘employer
driven’ (Chaloff and Lemaitre, 2009), and which focus on addressing tempo-
rary or permanent needs. In an ‘immigrant driven’ system, a foreigner is admit-
ted without necessarily having a job offer in hand, and the selection is based
upon a set of desirable attributes. In an ‘employer driven’ system, on the other
hand, the worker must have already received a job offer in order to gain admis-
sion.

‘Immigrant driven’ systems use ‘point assessment’ to determine how desir-
able a foreign national is. This type of framework was first used in Canada
in 1967, followed by Australia in 1989 and New Zealand in 1991 and more
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Table 3.2 Top 20 bottleneck vacancies in
European countries (European Commission,

2014b, p. 9)
Rank Specific occupation
1 Cooks
2 Metal working machine tool setters and operators
3 Shop sales assistants
4 Nursing professionals
5 Heavy truck and lorry drivers
6 Welders and flamecutters
7 Mechanical engineers
8 Software developers
9 Specialist medical practitioners
10 Carpenters and joiners
11 Commercial sales representatives
12 Electrical engineers
13 Waiters
14 Civil engineers
15 System analysts
16 Primary school teachers
17 Plumbers and pipe fitters
18 Accountants
19 Building and related electricians
20 Health care assistants

recently by the UK, Denmark and, to a lesser extent, the Netherlands. The
selection process is based on the stipulation of a ‘pass rate’ and points are
attributed based on a set of five main criteria: occupation; work experience;
education; destination country language proficiency and age. A second set of
criteria might also be used, including: employer nomination/job offer; prior
work in the destination country; education obtained in the destination coun-
try; settlement stipulations; and presence of close relatives and prior earnings
(Facchini and Lodigiani, 2014).16

Broadly speaking, two different economic models lie behind the attribution
of ‘points’ to the first set of criteria. On the one hand, we have a short-term
approach, which emphasizes the need to fill current gaps in the destination
country’s labour market. In this framework, the applicant’s recent occupation
and work experience are particularly highly rewarded. On the other hand, we
have a longer term approach, that is, a model based on the earnings capacity
of immigrants, where education, age and official language proficiency are the
main focus.

In ‘employer driven’ skilled immigration systems — like the US H1-B visa
system or the current UK Tier 2 system — the focus is typically on temporary
work permits,!” and employers play a key role. They offer the migrant a job,
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sponsor his/her application and often carry out a ‘labour market’ test, whose
purpose is to establish that the vacancy advertised cannot be filled by a local
worker. The stringency of such tests varies substantially depending on an array
of country specific factors.

Even if selection based on skill involves only a limited share of the total
number of migrants admitted by Western destination countries, the existing
literature suggests that migrant-driven schemes have been successful in ras-
ing the skill level of the average migrant (Aydemir and Borjas, 2007, Aydemir,
2011). However, the evidence on employer driven schemes is ambiguous. Some
countries have successfully deployed these frameworks to retain the best and
brightest foreign students, graduating from their universities. The U.S. US H1-
B scheme is a well-known example, and the literature has emphasized the
role of immigrants admitted through this programme in promoting innovation
(Kerr and Lincoln, 2010). As for other destinations less successful in attracting
foreign students, such as some continental European countries, the employer-
driven model has shown important limits, in particular when it comes to the
identification of suitable candidates (Facchini and Lodigiani, 2014).

Over the past several years, the EU has become increasingly aware of the role
that high-skilled migration may play in addressing labour market shortages. To
systematically regulate and promote high-skilled migration by allowing access
to the EU wide labour market, the European Council has introduced in 2009 a
Directive on ‘the conditions of entry and residence of third-country nationals
for the purpose of highly qualified employment’ (Directive 2009/50/EC), but its
effect has not yet been thoroughly investigated (Facchini and Lodigiani, 2014).

Labour and skill shortages are often geographically localized, as destination
countries face a population concentration in urban centres and depopulation
in rural areas. Immigration may thus help to balance geographical mismatches
within national labour markets, but the results have been mixed (International
Organization for Migration, 2012). At the same time, some evidence indi-
cates that by being more geographically mobile within the destination country,
migrants might help address local labour shortages. For instance, Borjas (2001)
emphasizes the ‘greasing’ effects that immigration may have in the wheels of
the labour market by bringing a workforce that is highly responsive to differ-
ent wages and economic opportunities across regions. Interestingly, empirical
evidence for the US indicates that foreign migrants do play an important role
in speeding up the process of wage convergence and in helping the national
labour market reach an efficient allocation of resources. Similar evidence has
been uncovered by Dustmann et al. (2010b) for the UK.

One important caveat to bear in mind when addressing shortages via migra-
tion, is that there might be potentially negative effects in the long run. In partic-
ular, complete reliance on foreign workers may lead to dependence on them and
generate perverse effects. For example, employers might end up adopting less
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advanced, labour intensive technologies, and in order to remain competitive
they will continue to require migrants in the future, contributing to the creation
of new shortages (see e.g., Martin and Ruhs, 2011, International Organization
for Migration, 2012).

Open Issues
Better tools, based on robust conceptual models, are needed to identify and
measure labour and skill shortages at both the national and subnational level.
Better data will certainly help. The development of effective policies to address
shortages requires understanding the short- and the long-term effects of inter-
national migrants’ recruiting and how they compare with available alternatives.
Much more work is needed in this area.

3.7 International Migration and the Health Care Sector

In the previous section, we have argued that migration can be a short-term solu-
tion to skill shortages affecting destination countries’ labour markets. We now
turn to two specific sectors, health care and old age care. We start by investi-
gating the role of immigrants as suppliers of those services (Subsections 3.7.1
and 3.7.2), and turn next to considering their impact on the demand side of this
market (Subsection 3.7.3).

3.7.1  International Migration of Health Care Professionals

Migrant workers play an increasingly important role in the health care sector.
Immigration is often seen as the quickest and cheapest solution to perceived
short-term shortages in the availability of medical staff. Foreign trained workers
may also be important in addressing local shortages in underserved and/or rural
areas or in case of shortages in specific medical specialties, for example, those
related to an ageing population. Moreover, Western countries are starting to use
foreign health care professionals to address the needs of an increasingly diverse
population whose health needs may be more efficiently met by an ethnically
diverse medical staff (see Grignon et al., 2013 for a recent review).

Major suppliers of health-care workers are African countries, India and the
Philippines, whereas destination countries who have historically recruited large
numbers of foreign trained health professionals are Australia, Canada, the UK
and the US (Bach, 2003). Recent data collected by the World Health Orga-
nization (WHO, 2014) show that employing immigrants in the health indus-
try'® is becoming more widespread (Table 3.3). By 2008, almost half of the
nurses employed in Ireland were foreign trained, and the same is true for over
a third of the doctors registered there. In New Zealand, almost 39 per cent of
the doctors are foreign trained, and so are almost a quarter of the nurses. At
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Table 3.3 Foreign-trained (or foreign) nurses and doctors in selected OECD
countries, based on professional registries (WHO, 2014, p. 87)

Year? Number Share (%)
Nurses
Foreign-trained
Finland 2008 530 0.5
Netherlands 2005 3479 14
Sweden 2007 2585 2.6
Us 2004 100791 35
Denmark 2005 5109 6.2
Canada 2007 20319 7.9
United Kingdom 2001 50564 8
New Zealand 2008 9895 22.1
Ireland 2008 37892 47.1
Foreign
Belgium 2008 2271 1.5
France 2005 7058 1.6
Portugal 2008 2037 3.6
Italy 2008 33364 9.4
Doctors
Foreign-trained
Poland 2005 734 0.6
Austria 2008 1556 4.1
France 2005 12124 5.8
Denmark 2008 1282 6.1
Netherlands 2006 3907 6.2
Belgium 2008 289 6.7
Finland 2008 2713 11.7
Canada 2007 14051 17.9
Sweden 2007 6034 18.4
Switzerland 2008 6659 22.5
us 2007 243457 259
United Kingdom 2008 48697 315
Ireland 2008 6300 35.5
New Zealand 2008 4106 38.9
Foreign
Slovak Republic 2004 139 0.8
Japan 2008 2483 0.9
Greece 2001 897 25
Italy 2008 14747 3.7
Germany 2008 21784 52
Portugal 2008 4400 11.1
Norway 2008 3172 159

¢ Notes: Country data sources: Austria: Austrian Medical Chamber; Belgium: Federal Public Service Health,
Food Chain Safety and Environment; Canada: CIHI Workforce Trends of Regulated Nurses in Canada, SMDB
Scott’s Medical Database; Denmark: Labor Register for Health Personnel, National Board of Health, Nursing
Adviser; Finland: National Supervisory Authority for Welfare and Health (Valvira); France: ADELI, DREES,
Ordre des Médecins; Germany: Bundesarztekammer; Greece: General Secretariat of the National Statisti-
cal Service of Greece; Ireland: An Bord Altranais, Irish Medical Council; Italy: AMSI Associazione Medici
di Origine Straniera, based on ENPAM, Federazione Ipasvi; Japan: Statistic Bureau, Ministry of Internal
Affairs and Communication; Netherlands: BIG Register (Beroepen in de Individuele Gezondheidszorg); New
Zealand: Ministry of Health, Information Directorate, Nursing Council of New Zealand; Norway: Den Norske
Legeforening; Poland: Polish Chamber of Physicians and Dentists; Portugal: ACIDI, I.P., Immigration Obser-
vatory, Ordem dos Enfermeiros; Slovak Republic: Ministry of Health of Slovak Republic; Sweden: Swedish
National Board of Health and Welfare; Switzerland: FMH Swiss Medical Association; UK: General Medi-
cal Council, Nursing and Midwivery Council; US: American Medical Association, National Council of State
Boards of Nursing (NCSBN).
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the same time, the US continues to remain the main destination of medical
professionals, with over 100,000 foreign trained medical doctors and almost a
quarter of a million foreign trained nurses. Important differences exist though
among the OECD countries for which data are available. In particular, Nordic
European countries report very small numbers of registered foreign medical
professionals, and in many Eastern European countries the number of foreign
trained professionals is negligible.

The arrival of foreign medical professionals has both short- and long-term
consequences on the host country’s labour market. In particular, it may affect
the employment and wages of natives in the sector and, importantly, it might
have a significant impact on the overall quality of the health care services pro-
vided.

Most of the existing evidence comes from the US. Combining data from the
National Survey of Registered Nurses and data from the Current Population
Survey for the period 1995-2008, Schumacher (2011) studies earnings differ-
entials between foreign-born/trained and native nurses and the effects of foreign
nurses’ immigration on natives’ wages. He finds evidence of a negative wage
gap only for recent immigrants and of a very small, if any, negative effect of
immigration on native wages. Cortés and Pan (2014) also analyse the labour
market impact of foreign health professionals. Following Card’s (2001) spatial
correlation approach, they exploit the variation in the distribution of foreign
nurses across US cities and across labour market experience groups within
cities. They find a large displacement of native nurses and provide evidence
that the crowding out is due to natives changing occupation or to individuals
deciding not to enter the nursing profession at all. The overall wage effect is
instead negligible even if immigration might lead to a deterioration in working
conditions.

Given the specific status of the health-care industry, a particularly important
question often at the heart of the debate on the migration of health care profes-
sionals concerns the ‘quality’ of human capital supplied by migrants. Dustmann
and Frattini (2011) find that immigrants employed in the public sector in the
UK have on average more years of education than natives, which suggests that
immigrants may positively affect the ‘quality’ of public services provided.

Cortés and Pan (2015) tackle this important issue by comparing foreign edu-
cated and native born nurses in the US. Interestingly, they find a positive wage
gap for Filipino nurses, whereas no significant wage premium is found for
nurses educated in other countries. Moreover, the positive wage gap for Fil-
ipino nurses cannot be explained by socio-demographic or economic charac-
teristics, thus suggesting that it is driven by unobserved positive human capital
attributes. Cortés and Pan (2015) conclude that the ‘high quality’ of Filipino
nurses is likely to be driven by a strong positive selection into the profession in
the country of origin.
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Besides selection in the country of origin, the high ‘quality’ of foreign health
care professionals is likely to be driven also by the strict rules put in place in
immigrant destination countries, which severely limit access to health-care pro-
fessions and often discriminate against foreigners. Several papers have tried to
study the extent these policies are in place to respond to legitimate public con-
cerns, or rather respond to pressures by native physicians to limit competition
in the sector. Also in this case, the main evidence comes from the US.

Glied and Sarkar (2009) focus on the institutional factors affecting the size
of the International Medical Graduate (IMG) population in the US, and assess
the medical profession’s role in shaping it. To this end, they construct estimates
of the stringency of the tests required for foreign educated professionals over
time and combine it with evidence on the underlying IMG cohort characteristics
taken from Census data. They then investigate the quality of different cohorts
of foreign graduates and construct an indicator for the ‘rate of return’ to the
investment in human capital in the medical profession over time. Interestingly,
their analysis suggests that in setting the pass rate for the medical licensing
examination required for the IMGs, the medical profession tries to maintain a
constant rate of return to the human capital investment of domestic doctors.

The role of medical associations in shaping access to the profession has been
investigated also in a recent paper by Peterson et al. (2014), exploiting US cross-
state variation in licensing requirements for foreign educated physicians over
the period 1973-2010. The authors find that states with self-financing — rather
than state government — funded medical boards end up with stricter rules for
migrant licensing, and in particular foreign trained doctors require lengthier
residency training in the US in order to gain access to the profession. The role
of relicensing requirements in creating rents for native health professionals is
also analysed by Kugler and Sauer (2005) using quasi-experimental data from
Israel.

The migration of health care professionals has received considerable atten-
tion also in the development literature, and much has been written to assess
whether it creates a ‘brain drain’ or a ‘brain gain’ for the source country. While
this issue is very important, it goes beyond the scope of this survey and we
refer the interested reader to the excellent review by Docquier and Rapoport
(2012).

3.7.2  International Migration of Old Age Carers

Population ageing in Europe is expected to significantly increase the demand
for long-term care (LTC). While the international flow of highly skilled health
professionals has received a lot of attention in the literature, much less is known
about the migration of old-age care workers.
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Employment in the LTC sector continues to be female-dominated in most EU
Member States (Bettio and Verashchagina, 2012). However, different patterns
in the division of care work between the state, the private market and the family
have given rise to a variety of models of care, in which foreign migrants play a
very different role.

In what follows, we provide an overview of the different long-term care
regimes, and compare their main features, focusing on the role of migrants
and their employment conditions. While little is known of the direct effect of
immigrant workers on natives employed in the same sector, a few studies have
highlighted the impact of migration on the labour supply decisions of younger
and possibly better educated Europeans, who would otherwise have been in
charge of caring for their elderly family members.

Models of Long-Term Elderly Care
Migrants’ role in LTC provision varies with the destination country traditions
and institutional contexts. Three main arrangements have been identified in the
literature.

Broadly speaking, a ‘migrant in the family’ model characterizes Southern
European countries. In this context, care for the elderly is typically not dele-
gated to private or public institutions, remaining instead the responsibility of
the family (see Bettio et al., 2006). Italy is a fitting example of this tradition.
A large demand for care workers, and a limited supply of native providers, has
led many Italian families to rely heavily on migrant workers to manage family
care needs. The majority of workers in this sector come from Eastern Europe
(Van Hooren, 2012). They are typically middle-aged females, with children
and family left in their origin country. This type of migration is often tempo-
rary or rotational, with migrant women regularly visiting their origin country
to maintain ties with their families left behind (Bettio et al., 2006). Migrants’
employment conditions vary substantially, and are highly sensitive to their legal
status (Van Hooren, 2012).

Two additional models of care are common in other Western European coun-
tries. The United Kingdom represents the so-called ‘migrant in the market’
case, where access to publicly provided services is means-tested and high-
income people often have to purchase care services on the market. Within this
framework, migrants are often employed in the private formal sector, rather
than in the informal or public sectors. Foreign workers’ employment condi-
tions, however, are found to be on average worse than those of natives and
carers employed in the public sector. In particular, migrants are more likely
than natives to work longer hours and do night shifts (Van Hooren, 2012). The
last model is prevalent in the Netherlands and in Nordic countries, where cit-
izens are entitled to publicly financed services. Care services are provided by
private organizations, working in close collaboration with the government. In
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this context, the proportion of immigrants is much lower than in the other two
regimes and their employment conditions are typically comparable to those of
native workers.

Care Workers and Highly Skilled Natives’ Labour Supply

Besides directly addressing specific needs for long-term elderly care, the avail-
ability of immigrant care workers — and more generally of low-skilled domes-
tic workers — is likely to impact the native labour supply and, in particular, the
employment decision of highly skilled women. The available empirical evi-
dence, building both on US and European data, indicates a positive impact of
low-skilled immigration on the labour supply of highly skilled native women.

Cortes and Tessada (2011) provide evidence from the US, using data from
the 1980, 1990 and 2000 Census. In particular, they find a positive effect of low
skilled immigration on the number of hours worked per week by women in the
top quartile of the female wage distribution. They also show that this positive
effect decreases in size and significance for women at lower points of the wage
distribution, becoming insignificant for those with wages below the median.
Importantly, immigration affects mainly the intensive margin, that is, the num-
ber of hours worked, whereas no significant effect is found on the extensive
margin, that is on the probability to enter the labour market. The former effect
is particularly large for occupations demanding long hours of work, like law,
medicine and research. Similar results have been found, using Italian data, by
Barone and Mocetti (2011) and using Spanish data by Farré et al. (2011).

3.7.3  Immigrants’ Demand for Health Care

As migrants represent an increasing proportion of the European population, we
need a better understanding of their health patterns and their access to health
care. For many European health systems, equity in access remains a fundamen-
tal objective, and understanding the impact of immigrant flows on the sustain-
ability of existing public health care systems is an important policy priority.

Traditional models for the demand for health care have highlighted the main
factors able to explain differences in access to health services by groups of
individuals. Predisposing characteristics (such as socio-demographic status and
health beliefs), enabling factors (such as personal/family and community char-
acteristics like income and health insurance systems), need variables (both per-
ceived and assessed needs) and characteristics of the health care system have
been identified as the main drivers of the demand for health services.

Health care demand is a derivative of migrants’ health. Many studies report
that immigrants have a good health status at their arrival in the host coun-
try (see e.g., Kennedy et al., 2006, Fennelly, 2007). The so-called ‘healthy
migrant effect’, however, tends to disappear once individuals’ demographic
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characteristics such as age are accounted for. Moreover, once in the host coun-
try, immigrants’ exposure to risk factors such as poverty and exclusion may
deteriorate their mental and physical health status (see WHO, 2010).

Evidence on immigrants’ health is scarce, given the lack of exhaustive and
cross-country comparable data on health status (see e.g., Ingleby, 2009, Nielsen
etal., 2009). Where data are available, large heterogeneity is found in migrants’
health depending on age, gender, country of origin, legal status and economic
wellbeing (see Rechel et al., 2011). Overall, however, migrants appear to be
particularly vulnerable to communicable diseases (see Carballo, 2009a), report
higher rates of accidents at work and work-related diseases (see Carballo,
2009b) and a higher incidence of mental illnesses (see Ingleby, 2008) com-
pared to the native population. Evidence of higher maternal and infant mortality
is also found in some destination countries (see the overview by Bollini et al.,
2009, Carballo, 2009b). The migrants’ higher vulnerability to specific diseases
can be partly explained by migration-related traumatic events, health condi-
tions in the country of origin and migrants’ over-representation in occupations
characterized by low wages and poor working conditions (see the overview by
Gushulak et al., 2010).

The empirical literature also emphasizes a substantial heterogeneity in access
to health care across countries, with much emphasis on the provision model. In
the US, where health care is dominated by the private sector and traditionally
health insurance coverage has not been universal, the empirical literature has
looked at both differences in health insurance takeup between migrants and
natives, and at their respective use of health care services. In an interesting
study, Akresh (2009) examines the utilization patterns of Asian and Hispanic
immigrants included in the 2003 New Immigrant Survey (NIS) and finds that
duration of residence, knowledge of host country language, and being insured
increase immigrants’ access to health care services. This evidence confirms
previous findings by Leclere et al. (1994), using data from the 1990 National
Health Interview Survey.

Unlike in the US, health care provision in Europe is dominated by a model
based on universal coverage. Most EU Member States extend health coverage
to third country nationals, but the empirical evidence suggests that inequalities
in access and health status between migrants and natives are pervasive also
in Europe (see e.g., Ingleby et al., 2005, Mladovsky, 2007), even though the
patterns differ substantially across countries.

Solé-Auré et al. (2012) carry out a cross-country analysis of the patterns of
utilization of health services among elderly migrants and natives and find that
immigrants significantly over-utilize health care services compared to natives,
even after controlling for socio-economic and demographic characteristics.

Other studies focus on specific types of health services. The evidence on
the usage of general practitioners’ health care services does not exhibit a clear
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pattern: some papers emphasize a over-utilization by the immigrant or minor-
ity ethnic population (see e.g., Smaje and Le Grand, 1997, Reijneveld, 1998,
Winkelmann, 2002, Morris et al., 2005, Uiters et al., 2006), which is almost
completely explained though by gender and health status, whereas other
researchers find no significant differences in primary care use between migrants
and nonmigrants (see e.g., Antén and De Bustillo, 2010, Wadsworth, 2013)
or even under-utilization of primary health care services by migrants (see e.g.,
Gimeno-Feliu et al., 2013). Overall, these studies suffer from a lack of detailed,
comparable data across countries. A similar inconclusive picture emerges from
the study of the usage of specialist and hospitalization services. However, a
consistent pattern emerges when it comes to access to preventive care. Women
and undocumented migrants appear to face significant barriers. In particular,
migrant and ethnic minority women are found to have difficulties in accessing
prenatal care services, as well as cancer screenings (see e.g., Webb et al., 2004,
Wolff et al., 2008, McCormack et al. (2008), Moser et al. (2009), Price et al.,
2010). Similarly, the existing evidence indicates that migrants tend to over uti-
lize emergency services compared to natives (see Dyhr et al., 2007 for Denmark
and Cots et al., 2007 for Spain).

Open Issues
The studies we have reviewed highlight that we have a good understanding, at
least for some countries, of the effect of immigration on the supply of skilled
health care professionals, and on how they impact the destination country’s
labour market.
More work is needed to understand the impact of LTC workers. In particular, we
need better individual level data on both the migrants themselves and the native
households benefiting from their services. Given the often informal nature of
work arrangements in this area, collecting these data will not be an easy task.
As for the analysis of the impact of migration on the demand side of health care
services, a large array of studies exist, but there is clearly a need to improve the
cross-country comparability of the data used in the analyses, to better under-
stand the sources of the significant differences reported in the various studies
we have reviewed.

3.8 The Floridization of Europe: Old Age North—-South Migration

The relatively recent phenomenon of amenity led migration of retirees from
Northern European towards Mediterranean coastal areas is likely to have impor-
tant consequences on the demographic structure, health care demand and pro-
vision and more generally the working of welfare states in both source and
destination countries.
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Little systematic evidence exists on intra-European old age migration, but
several studies have considered late-age migration within the US. We will
review this evidence, which will help identify the important questions that need
to be addressed in the European context. In Section 3.8.1 we consider the exist-
ing evidence on the drivers of old age migration. We turn next to considering
the effects of retirement migration on destinations (Section 3.8.2).

3.8.1  Determinants of Old Age Migration

A useful conceptual framework to understand the main forces at play in shaping
old age migration decisions has been developed by Litwak and Longino (1987).
Three main stages are identified: the first occurs at retirement, and the migration
decision is driven by the maximization of utility, which depends upon environ-
mental and lifestyle amenities. At this stage migrants are likely to be married, in
good health and wealthy. The second stage is characterized by a decline in the
health status and the potential loss of the spouse. Migration is mainly driven by
the need to migrate back to the origin country to be close to the family. Finally,
in the last stage the migrant needs permanent care, the health status has declined
and the individual moves into structures providing formal care to the elderly.

Conway and Houtenville (1998) develop a theoretical model for the migra-
tion of the elderly, which takes into consideration the role of government poli-
cies, with a focus on state or local fiscal policies. By estimating out-migration
and in-migration equations using US data, the authors conclude that state gov-
ernment public expenditures on education, as well as crime levels and taxa-
tion on property and income are important determinants of elderly migration
behaviour. Gale and Heath (2000) extend Conway and Houtenville’s model by
decomposing state revenues and spending. Interestingly, they find that elderly
migrants are more likely to move towards states where the costs of public gov-
ernment policies are mainly borne by individuals who are still active in the
labour market. The composition of local revenues and spending is found to
play an important role also at the county level (Duncombe et al., 2001).

In order to analyse the role of age-related heterogeneous effects, some empir-
ical studies divide the elderly population into subgroups. Conway and Hout-
enville (2003) examine patterns of elderly migration by age groups using data
from the 1990 US Census. Younger elderly migrants’ location decisions are
mainly affected by characteristics such as the presence of specific amenities,
climate and government fiscal policies; older migrants are more likely to react
to push factors driving them out of their origin state, such as income and prop-
erty taxes and the cost of living in their origin country.

Among the main determinants of elderly migration, the portability of social
security benefits'® between source and destination countries is likely to play
a key role in affecting, for instance, how return migration (see Section 3.4)

https://doi.org/10.1017/9781316636404.005 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.005

Population, Migration, Ageing and Health: A Survey 145

impacts the fiscal cost of ageing in destination countries (see Section 3.5).
While this question is receiving growing attention in the literature (see Holz-
mann and Koettl, 2015), our understanding of the actual role of portability is
limited, even though ‘bad experiences’ with the portability of welfare bene-
fits have been found to reduce the likelihood to move abroad for professional
reasons, whereas ‘good experiences’ tend to increase it (d’Addio and Caval-
leri, 2015). To understand the main difficulties involved in transferring across
borders social security entitlements, note that social security benefits are char-
acterized by both a pre-funded and a redistributive component. The latter is
particularly important for European countries, where the welfare state is also
relatively more generous compared to other immigrant destinations. The sepa-
ration and identification of each component of a benefit is fundamental in order
to make the pre-funded component readily transferable across countries, and
informs also the need to set up bilateral or multilateral agreements to coordi-
nate the mobility of the redistributive component.

The existing arrangements imply that international migrants who move for
work reasons and then decide to retire in the host country have their portabil-
ity rights more clearly regulated and are in a better position than those who
decide to migrate after retirement (see e.g., Ackers and Dwyer, 2004, Dwyer
and Papadimitriou, 2006). Under EU regulation, migrants’ social status and
rights to claim welfare benefits in the host country strongly depend on their
relations with the host country labour market. In particular, economically inac-
tive individuals’ right to reside in the host country is constrained by a ‘resources
requirement’?” according to which migrants must provide proof that they have
sufficient resources not to become a burden on the host country welfare state.
At the same time, elderly migrants’ decision to return home after some time
spent in the host country may not entitle them to the rights they could have
enjoyed in their origin country before departure, since entitlement to specific
benefits may require proof of habitual residence (Dwyer and Papadimitriou,
2006). This translates into large numbers of migrant retirees who do not regu-
larize their position since they fear there might be difficulties if at some point
they decide to migrate back to their origin country. Moreover, elderly migrants
fear that by regularizing their position they may lose some of the benefits they
would otherwise be entitled to (see Dwyer, 2000, Legido-Quigley and La Parra,
2007).

3.8.2  Effects on Host Country Economy

Late-age migration flows might have significant effects on the host country
economy, but little systematic evidence exists on this issue, and most of the
existing studies focus on the US.
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Overall, late-age migration appears to have positive effects on the destina-
tion’s economy, at least in the short run, and some US sunbelt and coastal
states have progressively adopted aggressive policies to attract wealthy and
relatively young retirees (Haas and Serow, 2002). The positive effects for the
host communities are mainly associated with the increases in overall demand
and tax payments. However, in the long run, migrant retirees may increase the
demand for health care and long-term care services. The net effect on the des-
tination’s public finances has not yet been exhaustively studied, even though
some attempts have been made, by separately considering old age and young
age retirees. In particular, using data from the Bureau of Labor Statistics’ Con-
sumer Expenditure Survey, Stallmann et al. (1999) find an overall positive fiscal
impact of both young and old elderly migrants, with the rise in local govern-
ment expenditures being covered by the increased revenues, even in the case of
older elderly.

To reach more general conclusions on the long-term economic effect of
retirement migration, further research is needed. In particular, more informa-
tion should be made available and included in the analysis of whether elderly
migrants return back to their origin country once they have to rely on family or
formal assistance.

Open Issues
Even if most observers expect intra-EU amenity-led migration to become
increasingly important over the coming decades, very little is known about who
migrates and about the effects of elderly European migration on the destination
countries. Much of our ignorance is due to the lack of systematic data in this
area so more efforts should be devoted to fill this gap.

39 Conclusions

Demographic developments in Europe and beyond, the rapid increase in popu-
lation flows, both within Europe and between Europe and the rest of the world,
and their consequences for the provision of health care services raise a host
of vitally important policy questions reviewed in this survey. Several elements
emerge from our discussion.

First, existing work addresses most of the issues we have discussed in isola-
tion. Only few papers have attempted to develop general frameworks to capture
the interactions between demographic changes, migration and health care pro-
vision. More work is required to develop richer theoretical models and empir-
ical analysis to understand the interplay between these different forces, taking
into account that they are intrinsically dynamic in nature.

Second, on the measurement side, our analysis has identified several key
critical areas where more research is needed. Our current understanding of
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migration and population dynamics is shaped by our limited ability to sys-
tematically track individuals over time and across different countries. Exist-
ing administrative data sources allow in principle to trace individuals across
national borders, but few efforts have been made to link them. When com-
plemented by cross-border surveys, linked individual level administrative data
would enable tremendous progress in the study of migration movements both
towards and within the EU. Overcoming data limitations should be a priority if
we want to better understand the issues covered in our survey.

Third, our analysis has argued that immigration plays a key role in provid-
ing a flexible response to short-term skill shortages, and in particular, for the
health care sector and for long-term care services. While progress has been
made in understanding the impact of foreign care workers on the destination
country’s labour force, the existing evidence is still rather sparse, and more
work is needed to assess the impact and future importance of migration on the
health sector and care services.

Finally, population ageing in a common market where people are free to
move is likely to lead to migrations of individuals looking for better amenities
while retired. The phenomenon has been ongoing for several decades in the
US, and we have some basic understanding of the drivers and consequences
of old age migration for the sun-belt states. However, little is known about the
European context, where the flows of elderly migrants to the Mediterranean is
increasing. More work is needed in this area, and data allowing us to capture
individual level migration histories would greatly facilitate the analysis.
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Appendix

Glossary of Terms

« Brain drain is defined as the reduction in the per capita human capital in the
emigration country (see Dustmann et al., 2011).

o Circular/repeat migration refers to the systematic and regular movement
of migrants back and forth from their country of origin towards foreign
countries.
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« Destination/host country refers to the place where the migrant has settled.

o Immigrants are identified as individuals born in a different country from the
one they live in.?!

« Net migration is the difference between the inflow and the outflow of indi-
viduals over a given period. In most official statistics, inflows and outflows
include both the native born and the foreign born.

« Origin/source country refers to a migrant’s country of birth.

o Outmigration refers to migrants moving out of the host country either to
return to their country of origin (return migration) or to move onwards
towards a third destination.

« Replacement (fertility) rate is the total fertility rate per woman which gen-
erates the stability of a population under the hypothesis of no migration flows
and unchanged mortality rates. This is estimated by the literature at about 2.1
children per woman for most countries, although it may vary slightly with
mortality rates.

o Return migration refers to re-migration from the host country back to the
country of origin by the migrant’s own choice (see Dustmann, 2000).

« Total fertility rate is an indicator of the level of fertility calculated by sum-
ming age-specific birth rates over all reproductive ages. In a specific year, it
refers to the number of children that would be born to a woman if she were to
live to the end of her fertile years and if throughout her life she were subject
to the age-specific fertility rates observed in a given year.

Notes

1. Germany is a leading example of this phenomenon, as pointed out by The Economist
on 15 June, 2013. For more details, see http://www.economist.com/news/special-
report/21579148-overcome-its-skills-shortage-germany-needs-remodel-its-
society-erasmus-generation.

2. We follow most of the existing literature in measuring ageing by looking at the
evolution of the share of the population aged 15-64 in the total. For an alternative
definition, see Sanderson and Scherbov (2010).

3. The figure includes both immigrants born in other EU/Euro member countries and
immigrants born elsewhere.

4. Net migration is measured as the difference between the total population on 31
December and 1 January for a given calendar year, minus the difference between
births and deaths (or natural increase).

5. Projection estimates are carried out starting from the EUROPOP2013 demographic

projections by Eurostat.

. See the original paper for the sources of the data used to produce the figure.

7. Migration policies play an important role in shaping the length of the migration
spell. For more on this, see Section 3.6.

8. See Dustmann and Frattini (2014) for an application, and a detailed explanation of
this approach.

(o)
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9. See Kirdar (2012) for an extension of the model in which outmigration is
endogenized.

10. This assumption ensures that factor returns are not affected by migration.

11. One important caveat to bear in mind though is that — as pointed out by the OECD
(2014) and the European Commission (2014b) —less than 40 per cent of the migrants
coming to the EU from outside the area gain access to it for work related reasons.
The most important channel is instead family reunification.

12. Shortages are therefore the result of a disequilibrium condition in which a labour
market does not clear.

13. Bottleneck occupations are defined at the ISCO 4 digit level and are ‘occupations
where there is evidence of recruitment difficulties, that is, employers have problems
finding and hiring staff to meet their needs’ (European Commission (2014b) Report
on ‘Mapping and Analysing Bottleneck Vacancies in EU Labour Markets’, p. 7).

14. The sample includes EU Member States, Iceland, Liechtenstein and Norway.

15. See Section 3.7 for a detailed analysis of the health sector.

16. For a recent proposal on the construction of an ‘optimal’ point-based system, see
by McHale and Rogers (2009).

17. Change of status is often allowed though, as in the case of the US H1-B visa pro-
gramme.

18. Information is available for foreign trained and foreign citizen registered workers.

19. Holzmann and Koettl (2015) define portability as a mechanism to grant and transfer
social security rights independently of an individual’s country of residence, citizen-
ship status or current or previous occupation.

20. Article 1 of the European Union Council Directive 90/365 limits economically inac-
tive persons’ right to reside by two important conditions: ... [that they] are covered
by sickness insurance ... [and] ... have sufficient resources to avoid becoming a bur-
den on the social assistance system of the host Member State during their period of
residence.’

21. An alternative definition used by some researchers is based on citizenship.
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4 Education Systems: Assignment, Admissions,
Accountability and Autonomy

Simon Burgess

Abstract

This chapter focuses on education market systems, as one of the key issues
for policy in education. Research suggests that a coherent market structure for
schools is very important for attainment. The key elements are: assignment
of pupils to schools and admissions policies, and school accountability and
autonomy. The central element of the market structure is the assignment mech-
anism, which allocates each child to a school. There are different such mech-
anisms available: school choice, neighbourhood schooling and elite schooling
or ‘tracking’, which assigns pupils on the basis of an exam. Other key ele-
ments include governance rules and hierarchy: school accountability and school
autonomy. Finally, the nature of school leadership is tied up with the degree of
autonomy — leaders are far more important in autonomous schools.

4.1 Introduction

Education is crucially important for many of the policy outcomes that citizens
and politicians care about. At an individual level, your education affects your
earnings, your employability and your chance of succeeding in life starting
from a disadvantaged neighbourhood. It also affects your health, future family
structure, intellectual fulfilment and other aspects of a good life. At a national
level, a country’s stock of skills matters hugely for its prosperity and growth
rate. The distribution of skills is a big determinant of inequality, and the rela-
tionship of a person’s skills to their background is central to the degree of social
or intergenerational mobility.

Providing education costs a lot: on average in 2011 OECD countries spent
over 6 per cent of their GDP on educational institutions; and it accounted for
almost 13 per cent of total public spending in the OECD (http://www.oecd.org/
edu/Education-at-a-Glance-2014.pdf), so governments are keen to make it as
productive as possible. And schooling takes up a lot of time in young lives —
if you’re under 20 years old, being at school, thinking about school and doing
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school work take up a huge fraction of your time awake, on average perhaps
around 10,000 hours in school over the OECD. And in older lives too, parents of
school-age children also spend a lot of time, energy and stress worrying about
their child’s education.

Unsurprisingly then, there has been a lot of research on education. A lot
of progress has been made, there are a number of things researchers are now
fairly confident about. But there are also many open questions, and no doubt
new questions yet to be asked, so a great deal of research is still needed. One
of the corollaries of this is that more and different datasets are needed. New
knowledge has been gained by using traditional surveys, including the differ-
ence in earnings that people receive for having higher skills. But increasingly,
new data types are being exploited in this field and it is often these that are
yielding the current big breakthroughs.

I'take ‘human capital’ to mean the stock of skills, traits and knowledge that an
individual possesses. It is important to be clear that there are multiple valuable
skills, and that human capital does not just mean IQ. It is really only relatively
recently that researchers have begun to map out the range of skills that can be
considered part of human capital and we cannot yet determine precisely which
types of human capital matter most in particular areas and contexts. Like other
capital, human capital grows through being invested in, and that investment
is called education. Not all education is done in schools; families are a very
important part of the process. But education in schools is perhaps the primary
lever for policies on human capital.

The full review as a whole aims to describe the research frontier on human
capital and education in economics research. It delineates what is known and
largely agreed, and what the most promising lines for future research are.'

In this chapter, I focus on education market systems, as one of the key issues
for policy in education. A coherent market structure for schools to operate in
is very important for attainment, as cross-country comparisons suggest. The
central element of the market structure is the assignment mechanism, which
allocates each child to a school. There are different such mechanisms avail-
able: school choice, neighbourhood schooling and elite schooling or ‘tracking’,
which assigns pupils on the basis of an exam. Other key elements include gover-
nance rules and hierarchy: school accountability and school autonomy. Finally,
the nature of school leadership is tied up with the degree of autonomy — leaders
are far more important in autonomous schools. The evidence reviewed in this
chapter will chiefly consist of research that identifies causal effects.

Education policy-making in the European Union happens on different levels.
Policy is determined at a national level,? but the European Commission offers
support to its members addressing common educational challenges, primarily
focussing on skills deficits. The relevant framework is ‘Education and training
2020’3 ET2020 has four common EU objectives: enhancing lifelong learning;
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improving the quality and efficiency of education; promoting equity and social
cohesion; and enhancing creativity, innovation and entrepreneurship. In 2015,
the EU set new priorities for education again around promoting employability
and skills, increasing social mobility, but also this time aiming to counteract
‘fanaticism’ and promote democracy.

4.1.1  What Can Economics Contribute to the Study of Education?

The decisions by families and individuals on how much to invest in human cap-
ital are the standard types of decisions that economics can fruitfully analyse.
They involve trade-offs between current costs and future benefits, interrelated
dynamic decisions and risk. The education system has actors with goals and
constraints who interact in an allocative mechanism. This is well-suited to an
economic analysis. Researchers are using the tools of industrial economics to
understand the incentives and constraints of all the different players in the mar-
ket, and to analyse their interactions. Typically in Europe and the US, education
does not function as a straightforward marketplace, so there has been interest
in other forms of accountability to replace pure market discipline.

Another key contribution of economics is a strong quantitative approach.
The majority of research in the economics of education is empirical, and uses
a range of techniques including computable general equilibrium models and
programme evaluation (see Meghir and Rivkin, 2011 for a review of methods
in the field). However, perhaps the most important feature is an emphasis on
trying to estimate causal relationships. Causality is not everything and descrip-
tive studies can be extremely useful, for example in identifying need for action,
but a policy discussion can really only take off from causal studies.

Of course, other disciplines also bring insights to education. In recent years,
economists have started to combine effectively with psychologists and neuro-
scientists in the study of the development of cognitive and noncognitive abili-
ties and traits (for example, Cunha et al., 2006), with geneticists in studying the
origins of traits and abilities (Benjamin et al., 2012) and also with behavioural
scientists in trying to understand motivations and the best way to design incen-
tives (for example Levitt et al., 2012).

4.2 The Aims of Education: Rates of Return, Inequality
and Social Mobility

Education is central to three very important policy domains. First, human cap-
ital and education are key, causal, drivers of growth and prosperity. Second,
the distribution of human capital across people is an important determinant of
income inequality, ever more important with a high wage premium for skills.
Third, with higher inequality has come a renewed interest in social mobility,
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and the relationship between a person’s human capital and their background is
a major determinant of social mobility.

Starting with growth, Goldin and Katz (2008) write simply that higher lev-
els of education lead to higher labour productivity, and that higher aggre-
gate levels of education in a country support faster national economic growth.
They explain why: ‘Economic growth ... requires educated workers, managers,
entrepreneurs, and citizens. Modern technologies must be invented, innovated,
put in place and maintained’ (pp. 1-2). Recent cross-country analysis bears this
out. Hanushek and Woessmann (2012) show that measures of cognitive skills
are strongly associated with economic growth. Previous research had found
mixed evidence of a role for education in influencing growth, but Hanushek
and Woessmann argue that this previous research used the wrong measure of
attainment, and that completed years of schooling or national enrolment rates
in education do not capture skills. Instead, they use direct measures of cogni-
tive skills from international tests of maths and science abilities among pupils
in 50 countries. The effect size is not trivial, since even small additions to a
long-run growth rate are valuable. A quarter of a standard deviation rise in
the cognitive skill score implies a higher growth rate of 0.3 to 0.5 percent-
age points; for comparison, the authors note that the difference between the
US’s PISA performance and the top performers is 40 per cent of a standard
deviation.

To establish that the relationship is causal, Hanushek and Woessmann imple-
ment an instrumental variables strategy and use school institutional features
(the presence of external exit exams, the share of privately operated schools,
and the centralization of decision-making) as instruments. The implication is
therefore that these policies are effective drivers of growth. They have since
expanded the argument at greater length in Hanushek and Woessmann (2015),
and quantified the very high cost of low skills to national income in Hanushek
and Woessmann (2010).

Turning to inequality, Goldin and Katz (2008) argue that we can think of
earnings inequality and growth as the outcomes of a ‘race’ between education
and technology. When the education system produces skilled people at a fast
rate (at least keeping up with the increasing demand for skills from techno-
logical advance) then average income rises and inequality falls. For example,
they argue that this picture characterizes the US for the first three-quarters of
the twentieth century. But when the supply of skill slows behind technological
advance, then inequality rises, distinguishing the time since the 1980s. They
say ‘the skill bias of technology did not change much across the century, nor
did its rate of change. Rather, the sharp rise in inequality was largely due to
an educational slowdown’ (p. 8). A lot of the foundational work understanding
the sharp rise in inequality was carried out by Katz and co-authors, summarized
in Katz and Autor (1999). It has been established that the higher inequality is
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largely accounted for by a rising premium for skills, for education, from the
1970s. Whilst a lot of the early discussion focussed on technological change,
it is now clear that the return to skills depends on both demand (‘technology’)
and supply (‘education’).

One of the enduring concerns in developed economies is the question how
you get on in life. Getting an education has always been part of the answer,
evidenced by innumerable stories from around the world. At an individual
level, education can be seen as a way out of an unpromising start in life, an
escape route. Over the last decade, policy-makers have focussed on this, and
comparing rates of intergenerational mobility between countries (Jantti et al.,
2006). Intergenerational mobility or social mobility is about where you end up
in an economy relative to where you started; basically a correlation between
the income of the present generation and their parents’ income.

Black and Devereux (2011) see a substantial shift in emphasis in economists’
studies of intergenerational mobility over the previous decade, away from refin-
ing measures of persistence towards understanding the underlying mechanisms
that generate that persistence. Education, skills and (natural) abilities are at the
heart of this. A very useful simple model by Solon (2004) considers intergener-
ational transmission as depending on parents passing on genetic endowments
and investing in the education of their children, on the return to that educa-
tion, and on the progressivity of government policy on education. Since heri-
tability is fixed, Black and Devereux note that we can best understand differ-
ences in intergenerational mobility by focussing on ‘differences in the returns
to skills ...and differences in government investments [in education]’ (p. 1500).
Evidence from international cross-sections (Ichino et al., 2009) and across US
states (Mayer and Lopoo, 2008) backs up the idea that social mobility is higher
when public education is better funded. Recently, Chetty et al. (2014) have
used administrative data to characterize cities in the US as having high or low
intergenerational mobility; they show considerable variation across the coun-
try, and one of the correlated factors is the quality of primary education. Gregg
et al. (2013) in an international comparison stress variations in the return to
education as a driver of differences in intergenerational income persistence. A
much more focussed version of essentially the same question is put by Dobbie
and Fryer (2011a) and Fryer and Katz (2013): is a high-quality school enough
to break out of a cycle of intergenerational poverty? Focussing on the Harlem
Children’s Zone schools and using quasi-experimental methods, they answer
optimistically.

So education matters centrally in many of the biggest economic policy
debates. Before moving on, it is worth noting that education has been shown
to have impacts on other outcomes too: health, crime, household structure and
happiness. Last in this list, but first for some people, it is a source of personal
fulfilment and inspiration.
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4.3 Education Systems: Assignment, Admissions, Accountability
and Autonomy

The processes underlying the formation of human capital, the delivery of effec-
tive education, and the returns to schooling form the ‘fundamentals’ of human
capital. The systemic issue is to design an education system that facilitates
the best outcome given these fundamentals. The important role of the family
in early education suggests that an education system could be construed in a
very broad sense to include areas of social policy. However, that is beyond the
scope of this chapter and this section relates to the education system as typically
understood, relating to schools and higher education.

4.3.1  Assignment Mechanisms

At the heart of every school system is a set of rules to assign pupils to schools.
Consider one city; there is a set of pupils with particular characteristics (loca-
tion, parental background, ability) and a set of school places with characteristics
(for example, a highly effective school or an ineffective school, a particular spe-
cialism, location). Assuming that there are enough places overall, the question
is: which pupil goes to which school? What is required is a mapping that assigns
each pupil to a school based on her characteristics and its characteristics. The
dependence on characteristics can be null — for example, a simple lottery over
all pupils into all schools. Or the function might assign pupils purely on loca-
tion, or on ability, and so on. Another mechanism is choice: families list their
preferred schools and this plus school priorities, determines the assignment.

The assignment mechanism constitutes the main element in the ‘rules of the
game’ in the education market. As such, it is part of the incentive structure of
all the players, families and pupils, and schools. Different assignment mecha-
nisms will generally yield different outcomes for a range of measures of inter-
est: mean attainment, variation in attainment, school sorting, social mobility
and inequality.

The most common assignment mechanisms are: neighbourhood schooling
(each pupil goes to her local school); tracking or elite schooling (schools are
allocated on the basis of a test score); and choice-based schooling (school
assignment depends on parental choice and school capacity). I also consider
assignment based directly on income — the role of the private sector interacting
with state schools. I discuss these in turn, and the evidence on how they affect
outcomes. But first, I review evidence on parents’ preferences for schools.

What Are Parental Preferences for Schools?
Preferences matter most obviously under a regime of school choice. But they
also matter whatever the assignment mechanism, as there will in general be

https://doi.org/10.1017/9781316636404.006 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.006

Education Systems: Assignment, Admissions, Accountability, Autonomy 165

strategies available to parents to raise their chance of getting their most pre-
ferred school. This includes moving house under a neighbourhood schooling
rule, and intensive additional coaching under an exam-based assignment rule.

There are a number of empirical challenges in estimating preferences for
schools, particularly around identification. It is generally impossible to know
the pool of schools that parents consider when making their choice, so this
has to be estimated. Also, given that admissions to popular schools have to
be rationed, it can be difficult to disentangle parental preferences from school
priorities. Finally, as I discuss below, it is not always optimal to put down the
truly preferred school as the top choice and this also complicates the analysis.

Hastings et al. (2008) use school choice data from Charlotte-Mecklenburg,
North Carolina, to estimate a mixed-logit demand model for schools. They
find that parents value school-home proximity and academic attainment highly.
They also find considerable heterogeneity in preferences and for example show
that the preference attached to a school’s mean test score increases with house-
hold income and with the child’s academic ability. They use their model to esti-
mate the elasticity of demand for each school with respect to mean test scores in
the school. They find that demand at high-performing schools is more respon-
sive to increases in mean test scores than demand at low performing schools.
Their model also implies a ‘mobile’, more affluent group of families exerting
pressure on school performance, and a less mobile, less affluent group essen-
tially going to the local school.

Hastings and Weinstein (2008) make an important distinction between a fam-
ily’s preferences for school characteristics and the information they are able to
access about the schools. Using a mix of field and natural experiments, they
show that the provision of additional information on school characteristics does
change school choices, particularly for disadvantaged families.

Burgess et al. (2015a) estimate the preferences of parents for schools in the
UK, as a function of the school-home distance, the academic performance of
the school, school composition in terms of socio-economic status and ethnic-
ity, and whether it is a faith school. They pay attention to the key method
for rationing access to over-subscribed schools (distance) and define a set of
schools for each family in the data that they could almost surely access. They
also find academic performance and proximity to be highly valued; social com-
position is also valued, but ethnic composition has no effect. By comparing
schools that are feasible by distance and the subset to which the family has
almost-sure access, they show that the use of the distance rule for rationing
access has strong regressive effects.

There are a few other studies using different techniques. Schneider and Buck-
ley (2002) use an online schools database in Washington, DC to track parent
search behaviour for schools as an indicator of parent preferences. They find
that patterns of search behaviour depend on parent characteristics, and find a
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strong interest in the demographic composition of a school. Rothstein (2006)
adopts a more indirect approach to evaluate the relative weight parents place on
school effectiveness and peer group and finds little evidence that parents focus
strongly on school effectiveness.

Pupil Assignment by School Choice
School choice has been much studied, principally, but not only, in the US. It is
seen as a way ‘out’: a way of escaping a low-quality local school and attending
a better school further away. It is also seen as the basis of school competition,
raising standards in all schools. Research has considered the outcome of this
process, for individual pupils as well as at a systemic level.

It is useful to distinguish two senses of ‘school choice’: as a systemic market
rule for assigning all pupils to schools; and as a specific individual entitlement
to attend a different school to your current one, rather like a voucher. I deal with
the systemic market rule first.

Does School Choice as a Systemic Market Rule Raise Attainment?

The claim is that school choice induces competitive pressure on low-
performing schools to improve (Hoxby, 2003b). If parents value academic
attainment and have the information to recognize it in a school, if their choices
make a difference to the allocation, and if schools benefit and expand with
greater demand, then the market should operate to raise the attainment. Low-
performing schools lose pupils, lose funding and so work to reverse this by
raising their performance. A counter-claim is that enhanced choice results in
greater sorting or stratification across schools in poor and affluent neighbour-
hoods. Academic and policy debates on school choice remain controversial and
unresolved. A recent contribution from Avery and Pathak (2015) reminds us of
the complexities of school choice programmes when residence is a choice vari-
able, and that the distributional consequences can be surprising.

Research in this field proceeds by defining some measure of the degree of
choice that families have, and relating this measure to attainment scores. As
always, the key issue is to identify a causal effect; there are many studies report-
ing associations between the two (reviewed in Belfield and Levin, 2003), but
plausibly exogenous differences in competition are much harder to find.

A market for school places is inherently spatial — you have to actually be
in the school all day, so measures of competition are about geography. This
includes the number of different school districts that are close together (so could
be chosen whilst working in the same job for example), the number of schools
within a short drive from home and so on. For example, a number of stud-
ies use the HHI (Herfindahl-Hirschman Index) of local districts as proxies for
competition (Hoxby, 2000, for example). Alternatively, Burgess et al. (2007)
combine school locations with a complete road map to define 10-minute drive
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time zones around each school, and then for each school count the number of
other schools in the zone. Feasible school choice is almost always going to be
higher in densely populated urban areas, which are, of course, different in many
ways from rural or suburban areas. Consequently, simple associations between
this measure of choice and attainment are likely to be biased by confounding
variables.

The best known attempt to establish causality is Hoxby (2000), who uses nat-
ural landscape features to instrument for historical school district boundaries
and the HHI. She shows that areas with more school districts — higher compe-
tition — raise attainment. The findings have been strongly questioned by Roth-
stein (2007), however, arguing that they are not robust to simple changes in data
coding; taking these into account he finds no impact of competition. A more
structural econometric approach is taken by Bayer and McMillan (2010), who
adopt an equilibrium sorting model between neighbourhoods (see Bayer et al.,
2007) and use the slope of the school’s demand curve to measure the degree of
competition each school faces. They find that a one standard-deviation increase
in competition leads to a 0.1 standard-deviation improvement in attainment.

In the UK, there have been two attempts to estimate a causal effect, both
yielding low to zero impacts of competition. Gibbons et al. (2010) use the dis-
tance of a school from its nearest local authority boundary to instrument the
amount of competition it faces; they find no overall effect of choice or compe-
tition on school performance. Burgess and Slater (2006) use the administrative
boundary change of 1998 that split Berkshire into six local authorities to esti-
mate the impact on pupil progress of possible falls in competition across the
new boundaries. They also find no significant impact of these boundary changes
on pupil achievement.

School choice as a systemic rule has a long history in the Netherlands and
in Denmark, and something of a history in Sweden since 1992. A number of
studies of the Swedish system are discussed below. In the Netherlands, parental
choice of school has been in place since the early twentieth century. Dijkgraaf
etal. (2013) find that increases in competition as measured by the HHI are asso-
ciated with a small decrease in attainment, but this is not a causal study. Compe-
tition specifically from Catholic schools also appears not to have an impact. de
Haan et al. (2011), using a law change for identification, find a negative effect
from a city having more but smaller schools, although the effect disappears
once school size is controlled for.

Lavy (2010) considers a school reform in Tel Aviv that switched from an
inter-district bussing programme to a school choice system. As this is not exper-
imental variation, Lavy uses alternative identification strategies and compar-
ison groups and shows that the choice system increases school completion
and raises cognitive achievement (it also raises students’ satisfaction with the
school).
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Choice as a Voucher

The idea of an educational voucher is that it entitles a child to go to a differ-
ent school than her default or ‘normal’ school. Details vary hugely by scheme,
but in essence it is seen as an ‘escape’ from a low-quality local school. This is
generally a specific entitlement (for example, Figlio and Page, 2002 consider
a scheme in Florida in which students in ‘failing’ schools are given vouchers,
which they can use to move to an alternative school) rather than a system-wide
assignment mechanism, although it is sometimes combined in system-wide
reforms as in Sweden. The outside option school can be a private school (as
in Sweden, though with capped fees) or a charter school as is often the case in
the US. The biggest voucher programmes are in Chile and Colombia (see Bet-
tinger et al., 2011, for a survey) but they are also part of the system in Sweden
and the Netherlands; and of course in the US.

In all of these cases, there are two main research and policy questions: what
is the impact of the voucher on the individual who receives it? And what
is the impact on the system as a whole, on those ‘left behind’ in the low-
performing schools? There are also complex general-equilibrium theoretical
issues in voucher schemes that are summarized by Epple and Romano (2012).

There still appear to be no definitive answers to the two core empirical ques-
tions. In a substantial recent review, Epple et al. (2015) argue that the bulk of
the findings suggest no significant effect, yet ‘multiple positive findings support
continued exploration’. The task now seems to be to understand the role of the
context in determining the variation in outcomes. In surveying work outside
the US, Bettinger et al. (2011) argue that evidence from Columbia on the
impact on the voucher-user is possibly the strongest, but it may not be
causal. On the second question, there is some evidence that the system
improved in Sweden (for example, Bjorklund et al., 2004 and Bohlmark and
Lindahl, 2007) but it is difficult to single out the voucher component as
many reforms were introduced together in 1992. More recently Bohlmark and
Lindahl (2012) now find small positive results from competition and choice,
ten years after the reform.

Evidence from the US is also complex and contested, and generalizing is
difficult given the differences in design (Ladd, 2002) and in some cases small
numbers. The evidence on the impact on the voucher-using student is mixed.
Peterson et al. (2003), for example, examine data from three privately funded
school voucher programmes in New York, Washington DC and Dayton, Ohio.
In all three schemes, a lottery is used to allocate vouchers among eligible (low
income) families, and the voucher does not cover full costs. Test-score gains
from switching to private schools are evident for African-Americans but not
for students from other ethnic backgrounds. Hoxby’s (2003b) review of the
evidence from recent studies using randomized control groups of students from
lottery allocation mechanisms shows the same. Cullen et al. (2006) collect data
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from the lotteries used to allocate students to oversubscribed schools in the
Chicago Public School (CPS) system; arguably in the CPS choice is essentially
systemic as over half the pupils do not attend their default school. Cullen et al.
(2006) find that winning a lottery has no impact on test scores at ninth or tenth
grade. They speculate why this might be, but it is not because the treatment
had no effect, as the lottery winners did attend schools that are better across
several dimensions. Nor is it that winners had longer school commutes and
more disruption to their friendship groups. It is true that lottery winners have
lower in-school rank than the losers, which may be a factor in greater school
drop-out. They do find positive effects on nonacademic outcomes and consider
that this might be the reason that parents enter school lotteries rather than for
attainment improvements. Howell’s (2004) work on New York City also cau-
tions that the final users of targeted vouchers may differ significantly from the
average intended user: among targeted voucher schemes, those actually using
them tend to be the better off in the group.

Turning to the question of the systemic impact, Hoxby (2003c) investigates
the causal impact of three school choice reforms: vouchers in Milwaukee, char-
ter schools in Michigan and charter schools in Arizona. In each case, state
schools responded to competition from the choice programme by raising the
achievement levels of their remaining students. This increase was sufficient
to outweigh any negative allocation effects. Hoxby’s analyses are not unchal-
lenged, Ladd and Fiske (2003) noting that the Milwaukee programme was part
of a broader package. Bettinger (2005) challenges the findings for Michigan,
and Bifulco and Ladd (2006) find negative impacts in North Carolina.

Does Choice Raise Sorting?
Analysis of choice and sorting is complex with theoretical analysis as well as
empirical work contributing insights. Hoxby (2003a) argues that there are no
general theoretical predictions about student sorting with choice. In particu-
lar, she argues that ‘cream skimming’ (schools actively selecting high ability
students) is not a general prediction, but is more likely with broad eligibility
for vouchers and a uniform value of vouchers; if vouchers are targeted, this
will necessarily reduce sorting. Nechyba (2003a,b, 2006) uses a theoretical
approach to explore the complex ‘spillover’ effects of school choice and sort-
ing. For example, Nechyba (2003b) shows that a pure state school system leads
to more spatial segregation than a private system. Nechyba (2006) summarizes
work on income and ability sorting, discussing different channels of sorting.
Similarly, Epple and Romano (2003) analyse three different student assign-
ment regimes: neighbourhood schooling (a strict residence requirement for
admission); school choice with no choice costs; and choice over many school
districts and show that different public policy regimes have dramatic effects
on the nature of sorting. Neighbourhood schooling leads to strong income
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stratification across neighbourhoods, whereas costless, frictionless choice
equalizes peer groups across schools. Much of this theoretical work, however,
analyses a system where individual schools can grow or shrink costlessly to
accommodate the outcome of parents’ choices; this flexibility is often lacking,
in which case the theory is not so useful a guide.

Evidence from England, New Zealand, Sweden and the US suggests that the
degree of choice does influence the degree of sorting. For example, Burgess
et al. (2007) analyse student-level data from England, and show that the degree
of student sorting in terms of ability and socio-economic status varies consid-
erably across the country. Looking at choice, they measure the degree of choice
as the number of schools that can be reached within a particular drive time and
show that school sorting relative to residential sorting is considerably higher in
areas where there is more choice. Cullen et al. (2006) show that in the Chicago
state school system, the exercise of parental choice leads to an increase in sort-
ing by ability, although Hoxby (2003b) argues that Chicago does not have pure
school ‘choice’ as money does not follow students, and schools cannot expand
or contract much in response to the demand. Again it is worth noting that the
last feature is not uncommon. Soderstrom and Uusitalo (2010) analyse student
level data from Sweden, and compare student sorting before and after a sig-
nificant reform to the school admission process in Stockholm, switching from
a predominantly residence-based admissions system to an explicitly ability-
based system. Unsurprisingly, they find a significant increase in ability sorting
in schools, but no change in residential sorting.

Overall, the evidence suggests that, compared with neighbourhood school-
ing, parental school choice with supply-side flexibility reduces sorting. Parental
choice plus poor flexibility on the supply side means that schools have to use
some criteria to choose students. The evidence from a number of countries sug-
gests that this combined process of choice by parents and proximity rationing
schools leads to greater sorting.

What Are the Best (Truth-revealing) Market Mechanisms to

Implement Choice?
Allocations based on school choice need a way of aggregating parental choices
and school priorities to yield an assignment. In turn, the nature of the mecha-
nism will affect parents’ school nominations (Roth, 1984). Ideally, that mecha-
nism should have optimal properties, for example including the Pareto char-
acteristic that there is no other assignment preferable to all; and whether it
elicits parents’ true preferences. Abdulkadiroglu and Sonmez (2003) set out the
mechanism design approach to school assignment, and Abdulkadiroglu et al.
(2005a,b) apply this approach to the Boston and NYC school districts respec-
tively, and Pathak and Sonmez (2008) and Abdulkadiroglu et al. (2009b) subse-
quently update the design. These papers determine the properties of particular

https://doi.org/10.1017/9781316636404.006 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.006

Education Systems: Assignment, Admissions, Accountability, Autonomy 171

assignment mechanisms and whether they elicit true preferences from the par-
ticipants. Revealing true preferences is a weakly dominant strategy in two com-
mon mechanisms, Student Proposing Deferred Acceptance (SPDA, Gale and
Shapley, 1962, also called Student Optimal Stable Matching) and Top Trading
Cycles. More recent refinements, for example restricting the number of schools
that parents are allowed to nominate, show that when parents can make only
limited nominations, truth telling is not optimal in some circumstances even
with an SPDA mechanism (Haeringer and Klijn, 2009 and Calsamiglia et al.,
2010).

What is the Effect of Tracking and Selective Schools on the

Distribution of Attainment?
An alternative way to assign pupils to schools is by a measure of ability, typi-
cally by setting an exam. This is the way that the school system works in a num-
ber of European countries. The public school system in Germany is tracked,
with entry to the Gymnasium schools determined by exam performance. In the
Netherlands, Switzerland and France (from age 15) too, pupils are assigned to
different curricula based on their ability or attainment. In some cases these are
different curricula within the same school, and in others, different schools; I
return to this issue below. This was also the case in England and the Nordic
countries until a wave of comprehensive reforms were adopted from the 1950s
through the 1970s. In the US, elite ‘exam schools’ in New York or Boston are
accessed by taking a competitive exam.

The two main questions that researchers have asked are: What is the impact
on the system as a whole in terms of inequality and social mobility, and what
is the benefit to the student of attending the elite schools? Again the empirical
concerns are around dealing with the selection issues inherent in the problem
and identifying a causal effect. A theoretical contribution from Brunello (2004)
sets out the trade-off in designing an optimal tracked system, differentiating
vocational and general education in terms of required labour market skills.

There are two core distributional questions on tracking. Using cross-country
evidence and a difference-in-difference methodology, Hanushek and Woess-
mann (2006) show that it raises inequality. Brunello and Checchi (2007) show
that tracking from an early age across schools reinforces the impact of fam-
ily background on attainment and labour market outcomes and so reduces
social mobility. On the other hand, they report more nuanced results of track-
ing on the scope to access vocational training. The overall level of attain-
ment is lower under tracking and it seems plausible that some families and
pupils might reduce their investment in schooling if they know that they can-
not go on to higher education. Atkinson et al. (2006) use NPD data to com-
pare value-added attainment across selective and nonselective school districts
in England. They use matched selective and nonselective districts and show that

https://doi.org/10.1017/9781316636404.006 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.006

172 Simon Burgess

grammar-educated children in selective districts outperform similar children
in nonselective districts on average, while nongrammar-educated children in
selective districts underperform compared to similar children in nonselective
districts. This fits well with the results of Burgess et al. (2014), which show
that earnings inequality among children growing up in selective areas is greater
than that of similar children growing up in nonselective areas.

Major systemic school reforms took place in Sweden in the 1950s and Nor-
way in the 1960s. These raised the school-leaving age so that mandatory school-
ing was extended by two years and the system became comprehensive so that
all students followed the same track. These have been studied by Meghir and
Palme (2005) and Aakvik et al. (2010). Both studies found a weakening of
the influence of family background, and Meghir and Palme (2005) show a
causal impact of increased earnings among pupils from disadvantaged fami-
lies. Pekkarinen et al. (2009) exploit a similar reform in Finland in the 1970s
and show that the elimination of tracking reduced the intergenerational elastic-
ity of income very substantially.

Students in the elite schools may benefit in many ways, as Brunello and
Checchi (2007) describe: pupil peer effects, more effective teachers and possi-
bly greater resources. Estimating the gain to the marginal student of attending
an elite school, Clark (2010) uses access data from a district in England to esti-
mate the causal impact of attending a grammar school. He finds small effects
of grammar schools on test scores at 16 but larger effects on longer-run out-
comes such as taking more advanced courses and more academic courses. Clark
and Del Bono (2014) implement a regression discontinuity design to assess the
impact of attending a grammar school for a cohort of young people born in
Aberdeen in the 1950s. They find large effects on educational attainment, and
for women there are long-run impacts on labour market outcomes and reduced
fertility. For men no long-term impacts were identified. In the US, Abdulka-
diroglu et al. (2011) and Dobbie and Fryer (2011b) assess the effect of attend-
ing elite exam schools in Boston and New York on attainment and test scores.
Both studies find limited impacts on student achievements, though Dobbie and
Fryer (2011b) find positive effects on the rigour of the courses taken.

The top-level distinction is between comprehensive and tracked systems.
As with the discussion of peer groups above, the key trade-off is between the
unequalizing effect of differential peer groups (and potentially lower overall
investment) in tracking, against the potentially more efficient teaching possible
from more homogenous classes that tracking brings. There is also an important
distinction between within-school tracking and between-school tracking; the
former meaning different curricula, different tracks, offered within the same
school, and the latter meaning different schools. Here the issues are about
the difficulty of rectifying incorrect assignment of children to schools, versus
the cost and practicality of running many curricula within the same school. It
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seems that the slowly increasing age of tracking and the greater frequency of
within-school tracking suggests that the latter is less of a problem.

What Are the Effects of Neighbourhood Schooling Assignment Rules?
Neighbourhood schooling means that every child goes to her neighbourhood
school. This is well illustrated by Fack and Grenet (2010) for Paris: ‘During
the period under study (1997-2004), primary and middle school assignment
was purely residence-based. It was also “strict” in the sense that each school
catchment area contained one school only, which means that in principle par-
ents had no control over the choice of their child’s public school’ (p. 62) and
‘School catchment areas are released every school year in the form of book-
lets that indicate, for each street section, the assigned public middle school’
(p. 63).

What are the implications of this? It does not make families into passive
players in the school choice process; it simply turns the school choice into a
choice of residence. Given parents’ preferences for schools discussed above
and a rule that you gain access to a certain school by living in a certain place,
popular schools imply popular neighbourhoods. This affects housing demand
and so house prices.

There is a substantial literature trying to estimate the true house price pre-
mium arising from a popular local school. An influential study is that of Black
(1999), in which she adopts a regression discontinuity approach, comparing
house prices either side but very close to a school assignment boundary to
model the impact of school quality on house prices. She finds that families paid
2 per cent more on the value of the house for a 5 per cent increase in academic
quality measured by test scores. Gibbons and Machin (2003, 2006) carry out a
similar analysis for primary schools in England, with similar results. The liter-
ature as a whole has been summarized by Black and Machin (2011): ‘parents
are prepared to pay substantial amounts of money to get their children edu-
cated in better performing schools. ...A not unreasonable benchmark summary
of the magnitude of the average causal impact is that a one standard deviation
increase in test scores raises house prices by around 3%’.

This has implications for schools and for neighbourhoods themselves. These
are principally around sorting or segregation as discussed above; there are sub-
tle externalities and dependencies at work. Nechyba (2003b) and Epple and
Romano (2003), among others, have shown that neighbourhood schooling in a
model with peer effects implies income and residential sorting in equilibrium.
One of these models’ key parameters is the valuation of school performance by
parents: the higher this parameter, the higher the level of sorting. It is important
to stress that, far from producing an even mix of students (no sorting), neigh-
bourhood schooling produces strong sorting of students by income and ability.
This is because parents take steps to achieve their chosen school through other
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means — by choosing where they live. So the level of sorting in the absence of
choice is potentially quite high.

This sorting produces very heterogeneous income-segregated neighbour-
hoods, which may matter for reasons beyond education. For schools, this will
affect the distribution of attainment if peer groups are important in the edu-
cation production function. But it also matters for inequality in access to the
best schools. The high house prices exclude access to the highest-performing
schools. Note that this also applies to choice-based schooling when the prox-
imity criterion is used for rationing places under choice rules (see Burgess and
Briggs, 2010 and Burgess et al., 2015b, for estimates of this effect).

Assigning by Income: Private Schools and the State Sector

A fourth mechanism for assigning children to schools is by income and choice,
to private, fee-paying schools. There is huge variation across the OECD in the
fraction of pupils attending private schools, see OECD, 2012, p. 21. This vari-
ation arises in part exogenously from different national laws and regulations,
and in part endogenously from the attractiveness of free state schools. There are
different dimensions of ‘private’ schooling. This includes the degree of pub-
lic/private funding and also whether the school is privately managed (again see
OECD, 2012, pp. 19-21). An alternative way of thinking about this is whether
private schools fees’ are unregulated (for example in England) or are capped
at the level of state funding (for example in the Netherlands and Sweden), in
which case the ‘private’ aspect is in the operations and management of the
school, and the system is more akin to a voucher scheme.

‘What are the implications of these schools for the national education system?
Focussing first on the pupils themselves, since attending these schools is a pro-
active choice, the revealed preference suggests that the parents are happy with
the outcome relative to the marginal state school (for example, Green et al.,
2012, track the changing earnings return to a private school education in Eng-
land). As Brunello and Rocco (2008) note, this outcome may not always be
the level of attainment, but may be the ability to cope with difficult-to-teach
children.

The main question is about the systemic impact, and the interaction between
state and private sectors. Epple et al. (2004) set out a model of price-setting
by private schools faced by state schools in the same market. Fack and Grenet
(2010) discuss interaction in admissions — the impact of a local private school
on admissions in an otherwise neighbourhood schooling scheme. The OECD
(2012) shows that socio-economic stratification across schools is not associated
with the prevalence of privately managed schools in a country, but is associated
with the level of public funding to those schools. For example, in Sweden, Ger-
many, Belgium, the Netherlands and Ireland, over 80 per cent of school funding
for privately managed schools comes from the government. By contrast, in the
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United Kingdom and Greece 1 per cent or less of funding for privately man-
aged schools comes from the state. In those countries where privately managed
schools receive higher proportions of public funding, there is less stratification
between publicly and privately managed schools. Green et al. (2008) consider
competition between state and private schools in the market for teachers. They
show that private schools are increasingly recruiting teachers from the state sec-
tor. Teachers in the private sector report greater job satisfaction; while this may
be causal, it may well be about selection into sector and a better worker—job
match.

4.3.2  Accountability, Autonomy and Regulation

Schools are given two very valuable resources by the government — a large
amount of public money and, far more valuable, the future skills of the nation’s
children. Schools should be accountable for how they deal with these resources.
This accountability is enacted in different ways and to differing extents in coun-
tries around the world. The implications of this are discussed below.

Accountability makes most sense when those being held accountable can
actually make a difference to the outcome — that is, have some autonomy in the
running of their schools. Strong accountability mechanisms seem inefficient
and unfair without autonomy. Evaluating school autonomy is a relatively recent
topic of research generating interest in the US and the UK in particular, and this
is reviewed below. Studies using international comparative tests suggest that
market features enabling school accountability and autonomy are important for
student performance (e.g., Woessmann, 2007).

School Accountability

The essence of school accountability is the provision of rewards or sanctions
attached to the test performance of pupils in the school. The sanctions or
rewards can be explicit, such as the replacement of school leaders, or implicit,
such as good performance raising applications to the school. The theoreti-
cal argument basis for the accountability system is a principal-agent model;
the publication of school performance data helps to monitor the output of the
school. These tables might be scrutinized by parents, who could react by avoid-
ing low-performing schools and/or by the education authorities, who may take
action against such schools.

What Effects Does the Accountability System Have

on Pupil Performance?
Researchers face two main difficulties in trying to establish the impact of
accountability systems on pupil performance. Figlio and Ladd (2008) note that
typically a multifaceted performance management reform is introduced all at
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once, removing the possibility of evaluating an individual component; and that
finding an adequate control group for the counter-factual is often hard.

Causal evidence on this comes from changes in accountability systems.
Burgess et al. (2013) are able to exploit a policy experiment that changed
school accountability in Wales but not in England. Following a referendum,
power over education policy was devolved to the Welsh Assembly Govern-
ment, which immediately stopped publication of school performance tables.
This event is useful for analysis as it sidesteps the two issues raised above.
First, we have a ready-made control group of students in England as the edu-
cation systems of the two countries were practically identical until that point.
Second, there were no other major changes to the education system in Wales at
the same time. Using a difference-in-difference analysis, Burgess et al. (2013)
find significant and robust evidence that this reform markedly reduced school
effectiveness in Wales. The impact is sizeable, 0.23 of a (school-level) stan-
dard deviation, equivalent to 0.09 of a pupil-level standard deviation. In this
study, the significant heterogeneity shows a much stronger effect on attainment
of low-achieving pupils.

Two other recent studies have evaluated the introduction of school account-
ability in Portugal and the Netherlands. In Portugal, Reis et al. (2015) show that
the publication of school rankings makes a significant difference to parents’
choice of schools and to schools’ enrolment. Koning and van der Wiel (2012)
show that once school quality scores are published (following campaigning by
a newspaper), the lowest ranked schools raised performance substantially.

Much of the available evidence uses the introduction in the US of a manda-
tory school accountability system under the No Child Left Behind (NCLB) Act
in 2002; this evidence is usefully summarized in Figlio and Loeb (2011). Dee
and Jacob (2009) use the federal introduction of NCLB to estimate its effect on
school performance, comparing states that had implemented a system of school
accountability before NCLB as the control group. They found that NCLB had
no impact on reading scores and a 0.15 pupil-level standard deviation impact
on maths scores. Wong et al. (2009) triangulate their evidence using different
approaches, essentially by defining different control groups; they find a posi-
tive impact of the introduction of accountability in both approaches on both the
fourth and eighth grades. Hanushek and Raymond (2005) actually use state-
level accountability, pre-NCLB, and adopt a state-level fixed effects model to
identify the introduction of NCLB and find a positive effect of around 0.2 of
a (state-level) standard deviation on test scores. Other studies exploit discon-
tinuities in school accountability ratings and adopt a regression discontinuity
approach. They show that schools receiving low ratings subsequently showed
positive conditional impacts on pupil achievement gains, with strong and sub-
stantial effects (for example, Figlio and Rouse, 2006, Chiang, 2009, Rockoff
and Turner, 2010 and Rouse et al., 2013).
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There is consensus that accountability measures raise performance, and typ-
ically more for low-performing pupils. There are fewer studies showing how
this is achieved. Rouse et al. (2013) show that schools do change their teaching
practices, for example spending more of the school day on instruction; Reback
et al. (2014) show that teachers work harder but also narrow the curriculum,;
and Craig et al. (2015) show that school district administrators reinforce the
effect of the ratings, rewarding high-performing schools by allocating them
more funds.

To date there have been few studies of the long-run consequences of account-
ability; Deming et al. (2013) find substantial positive long-run effects of
accountability pressure on high-ability pupils, but find equally substantive neg-
ative effects for low-ability students.

What About Gaming, Unintended Consequences and Cheating?
Whilst one of the main issues in this literature is the impact of accountability on
attainment, the other main focus is quantifying the strategies that schools under-
take to game the system. These behaviour distortions can take many forms,
from a particular concentration of teacher time and effort, to outright cheating
in the exams.

It has been generally established that schools will tend to focus their
resources on whatever is tested: the subjects that are tested, the topics within
subjects that are tested, the topics in which scores can be increased most easily,
the school grades that are tested, and on the pupils who may be pivotal in reach-
ing a threshold. Figlio and Loeb (2011) summarize all this evidence, and Rouse
et al. (2013) also review evidence on a range of responses by schools. Whether
this focus on the things tested is a bad thing depends on the tests: this focus
may in fact be what society wants and intends, and if the test is well-designed
it may be wholly appropriate. Conversely, if the high-stakes tests are not well-
designed, then the lack of broader knowledge and skills can be deleterious.

Boyd et al. (2008) also show that high-stakes testing also altered the allo-
cation of teachers to grades in New York. Relatedly, teachers face greater
work pressure from accountability. Reback et al. (2014) show that account-
ability pressure from NCLB lowers teachers’ perceptions of job security and
causes untenured teachers in high-stakes grades to work longer hours than their
peers.

One way of gauging the degree of ‘feaching to the test’ is to compare per-
formance on high-stakes tests with that on low-stakes tests covering the same
material. Jacob (2005) compared test score gains in maths in high stakes tests
to those on comparable, but low-stakes, tests; he shows that the gains for eighth
graders were confirmed in the low-stakes tests, but that those for fourth-grade
pupils were not. Similarly, Figlio and Rouse (2006) find a smaller impact of
accountability on low-stakes tests than on high-stakes tests.
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Beyond focussing school resources on a subset of subjects, topics and pupils,
researchers have documented other practices which, while not illegal, are cer-
tainly not what the accountability systems’ designers would have had in mind
as appropriate tactics. Figlio and Winicki (2005) show that schools change
their lunch menus at the time of the tests, ‘substantially increasing calories in
their menus on testing days’; Bokhari and Schneider (2009) show that pupils in
schools under stronger accountability threat ‘are more likely to be diagnosed
with Attention Deficit/Hyperactivity Disorder (ADHD) and consequently pre-
scribed psychostimulant drugs’; and Anderson et al. (2011) find that pupils in
such schools have a higher chance of being obese, with one of the channels
they cite being less exercise in school.

Finally, there is straightforward cheating on the test by teachers or school
administrators. Jacob and Levitt (2003) show that the frequency of cheating
appears to respond strongly to relatively minor changes in incentives, such as
those implied by school accountability measures. Bertoni et al. (2013) also
implicitly detect cheating by noting that test scores in Italy are lower when
external monitoring of tests takes place.

Of course, the existence of these inappropriate behaviours does not mean
that accountability measures should be abandoned; the costs need to be weighed
against the benefits. There are also implications for the design of the tests under-
lying the system and perhaps for the monitoring of the testing system.

What Is the Best Content for an Accountability System?

A subsidiary, but important question, is the nature of the performance data to
be included in the accountability system. One key issue is whether it should be
based on the level of student performance, or the per-pupil change in test score,
also called value-added. The former is certainly of interest to policy-makers
and parents, but the latter is fairer to the schools in that it takes account of prior
attainment. An excellent early analysis of the statistical issues involved for the
implementation of NCLB is in Kane and Staiger (2001). Allen and Burgess
(2011) and Allen (2013) use the long run of pupil-level data available in Eng-
land to model different possibilities. There is a trade-off between functionality
(whether the data actually help parents to identify high-performing schools)
and comprehensibility (whether the presentation is straightforward enough to
make sense).

There is reasonable consensus that test-based school accountability measures
raise pupil attainment, sometimes substantially. It is also clear that schools can
be very sophisticated in designing strategies to game the metrics; some of these
are arguably positive or benign (such as assigning strong teachers to the key
classes), while others are strongly negative (risking pupil obesity, or cheat-
ing). Research priorities in this field include further exploration of the long-run
impacts of schooling under strong accountability, and the impact of introducing
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accountability systems in a number of other countries, including Australia,
Poland and Spain.

School Autonomy

There are two introductory questions to answer: why autonomy and autonomy
from what? The basic concept behind the attraction of school autonomy is a
simple one and a familiar one in economics: the people best placed to make
‘production’ decisions are those with most information, those closest to the
process. This means teachers and school leaders; it follows that they should
be able to implement those decisions, free from constraints from higher up the
hierarchy. The argument is that school autonomy will therefore raise attain-
ment, which is the empirical question I discuss below. The constraints placed
on schools vary over time and countries. Typically, autonomy involves schools
being able to determine all or some of: their own curriculum; hours and days
of teaching; pedagogy and general approach; hiring and firing of teachers, and
teachers’ pay.

Does School Autonomy Raise Pupil Attainment?
The main cases of experimentation in school autonomy are Academies in Eng-
land, Free Schools in Sweden (and more recently in England, too) and Charter
schools in the US. Of these, the most secure evidence comes from recent quasi-
experimental studies of the US case.

In England, there have been many new school ‘types’ tried over the past three
decades, some introduced as offering more autonomy. One of these was Grant
Maintained (GM) schools, studied by Clark (2009). These schools were able to
opt out of the control of local government, and given control of teacher contracts
and admissions. This reform is particularly susceptible to evaluation because
the conversion to GM status required a vote of parents, and Clark is therefore
able to do a like-for-like comparison between schools that just voted to convert
and those that just voted not to (a regression discontinuity design). Attainment
in the GM schools rose substantially, by about a quarter of a school-level stan-
dard deviation. Clark notes that GM schools were also more generously funded
and he cannot rule out that this contributed to the rise in attainment. Looking at
a more recent reform and schools with similar types of ‘freedoms’, Foundation
schools, Allen (2013) repeats the regression discontinuity approach and finds
little evidence for improved attainment having taken account of a rich set of
pupil characteristics.

Academy schools are the latest type of school offered much greater free-
doms in England. Machin and Vernoit (2011) evaluate the impact on attainment
of attending such schools, updated in Eyles and Machin (2015). This analysis
provides the most robust evidence on Academies but was undertaken early in
the Academy programme and relates to the schools set up under the Labour
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government before 2010, not those set up under later governments under very
different criteria. There is no natural identification structure so the authors
compare early converters to similar late converters. They find positive effects
on attainment, of around 18 per cent of a school-level standard deviation.
The effect appears to be stronger the greater the increase in autonomy, either
because of simply more time as an academy, or because of switching from a
school with the lowest initial degree of autonomy.

The establishment of Free Schools followed a 1992 reform in Sweden, allow-
ing schools with great operational and strategic autonomy to compete with state
schools for pupils and funding. The evidence is mixed and studies vary in find-
ing no, small or large effects. Because of the data they assemble, Bohlmark
and Lindahl (2007, 2008) is possibly the most persuasive approach (see Allen,
2010, for a useful summary). They find a small positive impact of municipality-
level free school growth on municipality-level academic performance for 16-
year-olds, though this dissipates by age 19. Again, the larger positive effect is
on higher ability pupils. Using siblings data, Bohlmark and Lindahl show that
this improved performance is due in part to the greater effectiveness of the free
schools, but that competitive threat played a bigger role. Other studies include
Ahlin (2003), Bjorklund et al. (2005) and Sandstrém and Bergstrom (2005).

However, it is not clear that these results can be attributed to increased school
autonomy itself, as that reform was introduced alongside others (as documented
in Bjorklund et al., 2005) and the increased autonomy is confounded with
increased parental choice.

Turning to the US, Charter schools have much more autonomy than regular
state schools, and there are now many thousands of such schools since the first
in 1992. Whether this improves the attainment of pupils is a controversial ques-
tion. A comprehensive study of Charter schools across 16 states is published
in CREDO (2009). The authors use matching techniques (creating a ‘virtual
twin’ for each Charter school pupil based on demographics and poverty sta-
tus) to compare the outcomes for pupils in Charter schools and regular schools.
They find that about half the Charter schools do no better for their pupils, 17 per
cent of Charter schools perform better and the remaining 37 per cent perform
worse than the comparator regular school. Epple et al. (2015) provide a wide-
ranging survey of the Charter movement as it approaches its 25th anniversary.
They concur that the impact of Charters on pupil performance is very variable:
some produce dramatically higher performance, but most are about the same,
a bit worse or a bit higher.

More recently, an important set of studies has used an experimental approach
to isolate the role played by Charter schools. The key is that some Charter
schools that are over-subscribed use random chance, lotteries, to determine
which of the applicants are given a place. This means that among the set of
applicants to a school, Charter attendance is exogenous. While these studies are
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small-scale, this may be appropriate: charter schools are very heterogeneous,
so charter school treatment effects are also likely to be heterogeneous. On the
other hand, the very fact that the schools are over-subscribed suggests that they
are likely to be at the higher end of the outcome distribution rather than repre-
sentative. Hoxby and Rockoff (2004) is an early example, studying the Chicago
Public School system. They find that pupils who win the lottery and enroll in
lower elementary grades have higher subsequent attainment than students who
are lotteried-out, but find no effect for pupils joining in the upper elementary
grades. Using the same methodology, Hoxby and Murarka (2009) find positive
and significant effects of charter school attendance in New York City charter
schools, with the impact increasing for each additional year spent at a char-
ter school. Sticking with New York, Dobbie and Fryer (2011a) focus on the
charter schools associated with the Harlem Children’s Zone (HCZ). They too
find significant increases in attainment in both maths and English, for pupils
of all abilities. Likewise, in Boston, Abdulkadiroglu et al. (2009a) also using
assignment lotteries find large and significant gains in attainment for lottery
winners in both middle school and high school. In a related paper, Angrist et al.
(2010) focus on a school belonging to the largest charter group, the Knowledge
is Power Program (KIPP), a strong advocate of the ‘No Excuses’ approach to
public education. This means they have a long school day and a long school
year, highly selective teacher hiring, strict rules for behaviour and a focus on
traditional learning. The lottery methodology shows huge gains in attainment:
0.35 standard deviations in maths and 0.12 standard deviations in reading for
each year spent at KIPP Lynn.

The comparison of winners and losers within lotteries only provides a causal
effect for charter school applicants, who might be very different to nonappli-
cants. Abdulkadiroglu et al. (2014) study a case in which regular public schools
are taken over by charter schools so the pupils are not as selected a group as
lottery applicants. They confirm substantial test score gains for these pupils
too, suggesting that there is something in the schools that substantially and sig-
nificantly raises attainment. Discovering what that something is, is clearly a
question of the first importance. Dobbie and Fryer (2013) and Angrist et al.
(2013) make a start on explaining this, and Fryer (2014) reports the impact of
attempting to introduce those practices into regular public schools.

What Aspects of Autonomy Are Crucial?
Given that autonomy matters, what sorts of ‘freedoms’ matter for attainment?
The main evidence on this comes from Abdulkadiroglu et al. (2009a) who
are able to compare regular charter schools with Boston Pilot schools: ‘These
schools have some of the independence of charter schools, but operate within
the school district, face little risk of closure, and are covered by many of the
same collective bargaining provisions as traditional public schools.” The same
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lottery methodology that found large effects for the regular charter schools
found small and insignificant effects for the Pilot schools.

Reviewing this evidence, the results from Sweden are mixed, but are some-
what difficult to evaluate as the increased school autonomy coincided with other
major changes to the school system. In England, this was not the case and the
increased autonomy was legislated within a settled system of parental choice.
However, the way that academies were introduced means that the identifica-
tion of a robust causal effect is difficult. The best evidence to date is from the
lottery-based studies of US charter schools. There are two caveats here, how-
ever. First, the effect is identified among applicants to charter schools, so it is
not clear how the findings will carry over to the wider population of pupils,
although as discussed Abdulkadiroglu et al. (2014) find similar nonexperimen-
tal results. Second, as is widely noted, charter schools are very heterogeneous,
and lottery-based results necessarily imply that these are very popular schools.

The stand-out results are for ‘No Excuses’ schools, both the HCZ schools and
the KIPP schools, which bring very substantial causal impacts on attainment.
Dobbie and Fryer (2011a, 2013) make a start on understanding what it is about
these schools that works, but this is surely a key endeavour for future research.
We cannot necessarily expect similar results for all charter schools, and so from
a systemic perspective, the rules on monitoring performance and awarding and
removing autonomous status are likely to be very important.

School Leadership

The nature of school leadership varies directly with the level of school auton-
omy. In a system of tight central control, school leaders are middle managers,
line-managing teachers and implementing policies from the centre. The com-
mitment to a centrally run system means that the values and beliefs of any one
headteacher should not impact on the education outcomes for her pupils. In a
decentralized model, the system needs good and great leaders, since there is
much less central direction on how to run a school.

Policy-makers seem to set great store by the idea of transformational school
leadership. The changing of headteachers or principals is taken very seriously
as a school improvement policy. There are plenty of stories of how charismatic
headteachers have turned failing schools into beacons of achievement. Grissom
and Loeb (2011) and Branch et al. (2012) both document prior research, much
of it qualitative, associating excellent school leadership with positive school
outcomes.

But this is a hard arena in which to do quantitative research, and very hard to
robustly identify causal effects. Changes in school leadership are rarely exoge-
nous, and policy-makers are unlikely to be keen on randomizing high- and low-
quality principals across schools. Typical changes in school leadership may
occur when a school is under-performing, for example, making it difficult to

https://doi.org/10.1017/9781316636404.006 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.006

Education Systems: Assignment, Admissions, Accountability, Autonomy 183

disentangle other compensatory responses, as well as mean-reversion from the
leadership change.

While there is now a small literature on what effective schools do (for exam-
ple Dobbie and Fryer, 2013 and Angrist et al., 2013), this has yet to be linked
across to research on what effective or indeed transformative principals do.

Recent research on school leadership can be split roughly into papers
attempting to measure the effectiveness of principals; papers looking at the
career path or turnover history of principals and an association with school
effectiveness; and a set of papers on what principals do, or the management of
schools.

The Effectiveness of Principals

Grissom et al. (2015) set the scene by highlighting some of the problematic
issues involved in using test score data to estimate principal effectiveness, and
setting out a series of models to capture different ways of thinking about what
principals do. This useful foundational work shows that the choice of model
matters as different approaches can yield very different results, ranging from
18 per cent of a standard deviation to 5 per cent using the same data. They
also compare the results with other school outcomes including administrative
evaluations, although this yields some puzzling results.

Going down the same track, Coelli and Green (2012) can identify princi-
pal effects using a dataset in which principals were rotated amongst schools
by districts (using Rivkin et al.’s 2005 approach) and assuming constant effec-
tiveness within-school. They find substantial effects, with one standard devia-
tion of principal effectiveness implying 33 per cent of a school-level standard
deviation in graduation rates. Branch et al. (2012) also find large variation in
principal effects; they also show greater variation for schools in disadvantaged
neighbourhoods. They also note that schools with ineffective principals are esti-
mated to have higher than average teacher turnover, and that this might be a
mechanism through which low effectiveness affects school performance.

A different approach to estimating the importance of principals is taken
by Lavy (2008). He exploits an experiment in Israel giving a very large pay
rise (50%) to school principals. He finds statistically significant but quantita-
tively modest effects on attainment, probably insufficient to justify an expensive
treatment.

Principals’ Careers and School Effectiveness
Béteille et al. (2012) provide an overview of principals’ career paths, and docu-
ment substantial turnover rates: more than a 20 per cent annual separation rate
for principals. A typical path is to use a low-attaining, disadvantaged school
as a stepping-stone to a more preferred school. They show that high principal
turnover rates are generally associated with lower school performance: ‘The
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departure of a principal is associated with higher teacher turnover rates and
lower student achievement gains’ (p. 905) and that this negative relationship is
stronger in more disadvantaged neighbourhoods. Because of the interlocking
issues of principal’s desired career paths, endogenous principal mobility and
school performance, robustly attributing causality to this is likely to be difficult.
All of this research paints a picture of schools in disadvantaged neighbourhoods
underperforming and struggling to hire principals, struggling to keep them, and
struggling to hire effective principals.

Clark et al. (2009) try to characterize what effective principals look like
in terms of observable characteristics. As with teachers, they find little evi-
dence for a role for the principal’s own academic record, nor for their pre-
principal experience. Again as with teachers, there is evidence of learning
through experience, particularly steep in the early years. By contrast, Grissom
and Loeb (2011) try to characterize what effective principals do, combining
survey responses with administrative data. They isolated five skill categories —
instruction management, organization management, administration, internal
relations and external relations. The results suggest that only organization and
management skills are consistently associated with school performance across
different outcome measures and sources.

School Management
This stress on organizational management ties in well with the findings of Loeb
et al. (2010), who document principals’ time use and relate that to school out-
comes including student attainment, but also teacher and parental assessments.
They show that time spent on organizational management is associated with
positive outcomes.

Bloom et al. (2014) collect data on management practices in nearly 2000
schools (educating 15-year-olds) in eight countries. They show that higher man-
agement quality is strongly associated with better educational outcomes, and
in particular that autonomous public schools have significantly higher manage-
ment scores than regular government schools and private schools. They high-
light the role of the principal, assigning a high fraction of the effect to dif-
ferences in leadership and governance. Consistent with the evidence above on
the connection between ineffective principals and high staff turnover, Bloom
et al. (2014) note that schools are generally weak in people management
practices.

A big part of what principals need to do well is the selection of teachers.
Jacob and Lefgren (2008) show that principals can generally identify teachers
at the extremes of the distribution of effectiveness, but are much less able to
distinguish teachers in the middle of the distribution. In a companion piece,
Jacob (2010) shows that principals do weight measures of teacher effectiveness
when firing probationary teachers, but only alongside demographic factors.
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4.3.3  Education Market Structure: Policy Summary

Two notes of caution are needed before offering a policy summary. As has
been evident throughout this chapter, much of the research in the economics of
education is about policy. However, it should be clear that we are nowhere near,
for example, an engineering level of precision in policy discussion. An engineer
could say ‘if you want the bridge x% longer it will need y% more concrete and
be subject to z% more stress’. As education economists we cannot equivalently
say: ‘if you reduce the schools budget by x% by raising class sizes and put that
money into y% more child care, then end-of-schooling attainment will rise by
z%’. Secondly, European countries differ in very many ways, including in their
education systems,* both in terms of the overall system and in the detail, so it is
impossible to describe the ways in which specific policies might work in each
country.

This is the industrial organization approach to schools, determining the mar-
ket rules and the market incentives. There are a number of interlocking fac-
tors that create an effective school system. Accountability matters for schools’
performance, even relatively low-stakes accountability (Reis et al., 2015).
Accountability requires some common and consistent form of assessment, typ-
ically centralized external exit exams. Accountability also makes more sense
if schools have autonomy in their operations. All of these factors have been
robustly shown to raise school performance and pupil attainment. Such a pol-
icy also leads to a focus on two other things. First, if schools are held to account
on a specific assessment basis, then this is undoubtedly what schools will focus
on. So governments need to take care that the assessment is well designed, and
that it does indeed test the skills that society wants pupils to have. Teaching to
the test is detrimental if a test is badly designed. Second, publication of rankings
showing schools are better performing can in principle increase socio-economic
sorting of pupils, though the evidence on this is mixed. Whether it does so
depends on the admissions process to schools and whether this is manipula-
ble by parents. While the broad characteristics of a successful market structure
are reasonably clear, the details of any implementation will vary according to
existing institutional arrangements.
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Notes

1. The full review is available at http://www.coeure.eu/wp-content/uploads/Human-
Capital-and-education.pdf; for space reasons, only a portion can be included here.

2. See https://webgate.ec.europa.eu/fpfis/mwikis/eurydice/index.php/Countries for
levels of devolution.

3. ET2020; http://ec.europa.eu/education/policy/strategic-framework/index_en.htm.

4. See https://webgate.ec.europa.eu/fpfis/mwikis/eurydice/index.php/Countries.
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5 Competition and Regulation in Markets for
Goods and Services: A Survey with Emphasis
on Digital Markets

Nikolaos Vettas

Abstract

In the last couple of decades, competition policy has been receiving increasing
attention and has obtained a central role in microeconomic policy in Europe.
Ensuring that markets work as competitively as possible is viewed as key for
economic growth and welfare. While much progress has been made in the
research that studies and shapes competition policy, the nature of competition in
markets is also evolving and new issues are emerging. An important novel fea-
ture is related to the increase in the size of the digital sectors of the economy and
especially to the way that digital technologies and e-commerce practices revo-
lutionize essentially all other sectors of the economy. These developments rep-
resent some new challenges for research. One key issue is that with digital mar-
kets and technologies we are more likely to have intense competition ‘for the
market’, rather than competition ‘in the market’. It follows that we need models
that are more dynamic and incorporate to a larger extent network effects, other
increasing returns to scale and uncertainty. At the same time, it is important that
one does not ignore the lessons of the earlier and current literature, especially
in core areas like pricing and vertical relations. On the empirical research side,
the availability of relevant data can be expected to increase exponentially, due
to the fact that electronic transactions can be recorded almost automatically.
The need and opportunity for new empirical studies, given the nature of avail-
able data, thus emerges. New technologies also tend to minimize the distances
between buyers and sellers in markets and facilitate information flows; ‘single
market’issues therefore come to the forefront and their analysis can be contro-
versial. This challenge becomes a clear priority since the Digital Single Market
is a stated objective of the European Commission.

51 Introduction

Competition and innovation can be identified as the two, closely interrelated,
pillars of long-run growth. Over the last decades, in particular, economic policy

194

https://doi.org/10.1017/9781316636404.007 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.007

Competition and Regulation in Markets for Goods and Services 195

has focused systematically and as a priority on how to protect and strengthen
the factors that facilitate both competition and innovation. Importantly, the rel-
evant policy design has to take into account that the relation between the two
economic forces is complex and typically not monotonic. From a static view,
competition among firms allows consumers to have access to goods that are
less expensive and of higher quality, while overall reducing profit levels. From
a more dynamic perspective, however, it is exactly the profit motive that makes
firms proceed in their innovative activities, either in product innovation (that is,
offering new and better products) or in process innovation (that is, producing
goods more efficiently).

Policy at the European Union (EU) level has made the more efficient func-
tioning of products’ markets a clear priority. Worldwide, in the last couple of
decades we have also seen very important progress both on the competition
policy and the innovation policy fronts. This has led to a more systematic, clear
and consistent approach to the design and application of policy, to some conver-
gence of views, and in particular to bringing the legal and the economics-based
approaches of the issue closer to each other, with the goal of contributing to
a more efficient functioning of markets and to increases in social welfare. In
fact, how structural reforms that improve the functioning of markets can lead
to sustainable growth is the focus of the modern economics of growth (see e.g.,
Aghion and Akcigit, 2015).

Regarding competition policy itself, it has grown from an area that was
peripheral, of secondary importance and perhaps relatively more important
only in the US (building on the more than century-long tradition that followed
the Sherman Act of 1890), into one of the most active and important areas
in micro-economic policy. In particular, starting in the mid-1980s, the explo-
sion of important research in industrial organization (IO) economics has been
gradually and naturally blended with developments in competition policy and
law. This research in 10, directly linked to developments in game theory and
information economics (with its first wave of key contributions reflected in
Tirole, 1988), has contributed towards narrowing the gap between the more
formalistic and the ‘Chicago school’ approaches, and has proved fruitful.!
Overall, progress in competition policy in the EU has been made, on a num-
ber of important fronts, both at the level of the European Commission (DG-
Competition) and the more decentralized level of the National Competition
Authorities (NCAs). Recently, a set of new and important challenges have
appeared for the application of competition policy, specifically in the context
of how markets work in the ‘digitalized” economy and electronic trade.’

The efficient functioning of the digital and online markets is of high impor-
tance for welfare and is expected to become increasingly so in the near future;
therefore progress in the related research and policy areas should be of high
priority. Importantly, not only is it true that digital markets, more narrowly
defined, are an increasingly larger part of the economy, but also that the new
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technologies tend to change in important ways how all other markets essentially
work.? For instance, ‘cross-channel’ retail sales in Europe (that is, purchases
that consumers begin using a digital channel, but do not complete online) are
expected to reach € 704 billion by 2020, up from € 457 billion in 2015; com-
bined with online sales, these cross-channel sales are expected to reach € 947
billion, with the result that 53 per cent of total European retail sales over the
next five years will be web-impacted.* This chapter focuses, therefore, on how
the literature examines some issues related to the economic phenomena that
become important due to the development of digital markets, and shape the
basis for competition policy. On this policy front, we have seen a series of recent
and high-profile cases at the EC against the largest companies in the digital or
high-technology sectors.

From an economics perspective, a key distinguishing feature of trade in the
digitalized world is the ability of sellers and buyers to access some important
information about their trading partners in ways that, for practical reasons, are
essentially impossible in traditional markets. As a result, with constraints and
incentives for the market participants becoming significantly modified, equi-
librium strategies and outcomes are expected to change. In turn, competition
policy also has to take a stand on a number of issues that were not present in
traditional markets or were much less important.’

More specifically, one of the main new areas that pose challenges in their
analysis is related to the significantly enhanced ability that firms have to price
differently to different clients and under different conditions in a digitalized
environment. Possible competition restrictions in e-commerce include geo-
graphical targeting both for the digital content and for the online sale of goods.
Online sellers may sell goods to different countries using terms that may dif-
fer substantially across countries. This also includes the frequent practice of
directing buyers from different areas to different websites and also blocking
digital content, such as sports or movies. Often an important part of the online
distribution of digital content takes place through licensing arrangements that
include explicit territorial restrictions.

Related to the above matters are also ‘parallel trade’ restrictions, in e-
commerce and otherwise, that prevent a distributor from selling a good outside
a particular country. It is often the case in practice that retailers are prevented
from distributing a service or a good in a certain territory as a result of a silent
understanding, or of a particular contractual restriction. A related recent phe-
nomenon of increasing importance is that of imposing limitations on the sales
through third party platforms (or ‘marketplaces’). These limitations include the
sale through websites that operate in different countries and the application of
‘most favoured nation’ (MFN) clauses.

More broadly, pricing restrictions and other vertical restraints, such as resale
price maintenance (RPM) and types of MEN clauses, have emerged as quite
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important in competition policy practice. In fact, NCAs in different EU member
states have reached decisions that appear to be moving in opposite directions,
especially in the area of vertical pricing practices, indicating that a more solid
scientific basis would be useful for the comprehension and analysis of such
cases.

In addition to competition policy objectives, a stated core goal in the EU is the
promotion of the ‘single market’.® This objective is often served by the appli-
cation of competition and other policy measures, however, it is often viewed as
a goal in itself. It can be interpreted in a narrower or a broader way. The nar-
rower way is that all buyers should have access to products and services on the
same terms, regardless of the member state where they reside. In close relation
to the topic of this chapter, the Single Digital Market objective has been set
by the European Commission (EC) as one of its top priorities, as also detailed
in its May 2015 Communication,’ while the Commission launched at the same
time an antitrust competition inquiry into how the e-commerce sector functions
in the EU. The inquiry, as already announced by Competition Commissioner
Margrethe Vestager in March, will allow the Commission to identify possible
competition concerns affecting European e-commerce markets.® While making
this issue a priority appears a reasonable policy choice, interpreting the single
market objective as a way to eliminate all price discrimination practices is likely
too narrow an approach and not based on solid economic principles. Economic
analysis does not always offer clear predictions about the welfare effects of
price discrimination. If the single market objective is understood to mean uni-
form prices across all EU areas, then that would be an extreme view; after all,
prices are not typically the same even within the same country. Prohibiting price
discrimination may not lead to everyone having access to the goods or services
at the lower possible price, which is often implicitly assumed. Instead it is pos-
sible that it may lead to some markets not being served at all, which would be
contrary to the single market principle.

Overall, while in this chapter we are motivated by some important recent
cases and emphasize new aspects of how markets work and the need for new
research, we also wish to stress the continuity that should exist both in the eco-
nomics analysis and in competition policy: when moving forward to applica-
tions in new markets, ignoring past research is not an appropriate way to pro-
ceed. Many of the issues that surface as important in digital markets are not
absent in other markets and therefore (should) have also already been stud-
ied in some way. However, the difference in scale is often so dramatic that
from a practical viewpoint the priorities for what matters, the nature of how
the market forces interact and the application of policy analysis, is often per-
ceived as a completely different market environment. The challenge therefore
is to try to identify the new elements that play the key role for each case.
Online travel agencies, for example, make searching for a hotel reservation a
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very different activity than it used to be. However, we could in principle have
had (and we did have) travel agents before the Internet and also we could have
(and we sometimes still have) online searches without online platforms to act
as intermediaries.

To argue that the new markets require a whole new set of research that would
make the existing one obsolete would not necessarily be a reasonable way to
proceed. Instead, the key is how to use existing results, to refine, extend and
enrich them in the context of digital markets. In particular, there are at least
two important literatures within 1O that are relevant here and, by their nature,
necessarily closely related to the currently open issues. These refer to the study
of vertical relations (integration and vertical restraints) and to pricing practices:
in particular, price discrimination and nonlinear pricing. We sketch some of the
progress that has been made in areas that are still open and important. The chal-
lenges faced by researchers in these areas are not trivial. The study of vertical
relations necessarily finds in its way the issue of bargaining between vertically-
linked firms. Such firms act both as collaborators, since they trade goods and
services with each other, and at the same time as competitors, since they com-
pete in sharing the joint surplus.

Pricing itself has naturally been a core issue in economics. However, we
may not have a full understanding of how pricing functions when there is price
discrimination and various types of nonlinear pricing under oligopoly compe-
tition, when there are vertical relations, or what the welfare implications are of
the various restrictions, especially under important dynamic effects.

It is beyond the scope of this chapter to discuss in depth the important related
competition cases that have been recently examined or are under examination.
Instead, we use these as a motivation to focus on some related ideas and results
from the relevant literature. We also discuss areas and topics where further
research would be useful and possibly important for policy. This refers both to
more basic research (that could be useful across a number of competition policy
issues and other cases) and to research that is motivated by specific competition
cases.

The remainder of this chapter is organized as follows. The next section starts
with a general perspective on competition policy in the EU, before turning to
some recent developments there. We discuss digital markets and differentiate
according to the features of the goods supplied and other dimensions, since
the digital nature of each market does not have to be the same. Then we dis-
cuss some recent competition cases in Europe (including e-books and online
travel agencies) that can serve as leading examples for the analysis and relate
to the Commission’s Single Digital Market initiative. We close this section
with a comparison between online and offline trade. Section 5.3 sketches some
selected results from the IO literature, looking at pricing (with a focus on price
discrimination) and at vertical relations (with a focus on restraints). Section 5.4

https://doi.org/10.1017/9781316636404.007 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.007

Competition and Regulation in Markets for Goods and Services 199

turns to research that is motivated specifically by recent and current compe-
tition issues, such as how to treat online and offline sales, geographical and
other pricing restrictions and ‘most favoured nation’ clauses. Section 5.5 dis-
cusses the main challenges that economics research is facing when analyzing
and supporting competition policy in digital markets. Section 5.6 concludes.

5.2 A View on Competition Policy Developments in Europe

5.2.1  Competition Policy: The General Context

Policy at the EU level has made the more efficient functioning of product and
services markets a priority. Related policy is organized around four areas, col-
lusion and cartels, abuse of dominance, merger control and state aid. Activity
has been high in each of these areas, as is also manifested by the several high-
profile cases examined and by the increasing level of fines imposed. In terms
of the foundations for policy, significant progress has been made in a number
of important fronts; the challenges, however, have not been trivial.

A central issue has been the tension between following an economics-based
and a more formalistic approach in policy, a distinction that often expresses
itself as a choice between a more effects-based and a per se approach to com-
petition. While there has been progress on this front, the matter is not resolved
and will likely remain a core element of the debate about competition policy for
the decades to come. Industrial organization economists have studied system-
atically topics directly or indirectly related to competition policy, while some
policy-makers have appeared open to receiving guidance for their decisions by
economic analysis.® The primary area where economic analysis has contributed
significantly in the last few years in European policy-making is in identifying
economic efficiencies and the related trade-offs of policy actions. This was pri-
marily effective in the areas of vertical relations, as well as in mergers and
in state aid. However, certainly not everyone agrees on the importance of the
progress economic analysis has made, or even how important a role economics
could or should play in competition policy decisions in any event.'?

A second important area where progress has been made is in defining the
limits of the application of competition policy. The main issue here is the rela-
tion between the competition policy principles (which typically refer to ad
hoc and ex post interventions) and sectoral regulation (which typically aims
to establish economic efficiency by ex ante and often comprehensive interven-
tions). Where should one draw the line between the two approaches and how
can one facilitate the transition from a more regulation-based to a more ‘free-
market’ operation, that is, without systematic regulation but with an application
of competition law when this is needed? This question is central in many mar-
kets including telecoms, energy, transport and banking and, of course, affects
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the relation between DG-Competition and the other Directorates in the Com-
mission. A related important challenge has been the gradual harmoniza-
tion of policy between countries, especially with the US and also within
the EU.

A third challenge has been to clarify the relation between competition policy
and other policy areas. In relation to innovation policy, such as in intellectual
property protection, the central question is to understand how static efficiency
(where high profit is often a measure of market inefficiency) and dynamic effi-
ciency (where it is exactly the prospect of profit that may drive innovation) are
related. Related key challenges have been made evident by the recent financial
and macroeconomic crisis. Should one think differently about the application
of competition law, especially in the areas of merger control and state aid, when
important firms (including banks) or even entire sectors face distress, or is the
importance of the rules exactly to offer guidance at the more difficult times,
even if this means that a significant part of economic activity will be elimi-
nated?

Overall, and looking across the four core areas (cartels, abuse of dominance,
mergers and state aid), the amount of work that has been put in place in the EU
over the recent years has been significant, although the issues described above
are too deep and complex to be fully resolved. A useful summary of the eco-
nomic analysis used in DG-Comp in recent years, including both cases based on
some innovative economic analysis and new issues, can be found in a sequence
of articles: Neven and Albak (2007); Neven and de la Mano (2009, 2010);
Kiihn et al. (2011, 2012); Buettner et al. (2013), and Buehler et al. (2014)."!

5.2.2  Digital Trade and Online Markets

While it is now commonplace for economists and business people to concern
themselves with the issues that the digital economy brings, it is important to try
to clarify what the term ‘digital markets’ really means and what (if anything)
is really fundamentally new there and in online trade (or electronic-trade, e-
trade). One way to approach and organize the various aspects of the issue is as
follows.

1. A first category refers to cases where the Internet is used so that the end
user has access to a good that is being offered (online) in digital form.
This includes movies, music, news, e-books, scientific articles, and various
other such types of goods that would typically have informational or enter-
tainment value. The user goes online and can obtain access directly. Some
remarks for this case:

i. Goods in this category can typically also be supplied in some other form,
through some alternative channel. Access to them in digital form could
be made without the Internet (i.e., by using a CD, DVD or some other
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such medium). They could also be used in a nondigital form, but in
other traditional ways: Casablanca was being watched by large audi-
ences years before the digital format became possible; the New York
Times was published only in paper format for decades. In many cases
the two channels, digital and traditional, coexist in the market either
complementing or competing with each other.

ii. Users of these goods obtain access to them typically by paying directly
online and this payment could take the form of either paying for each
item separately, or by purchasing a subscription. Some other times the
end user could have access to the good without making any payment
and the supplier only benefits indirectly.'?

iii. How convenient and secure the payment is can be crucial for the effi-
cient operation of such markets. Therefore, the development of elec-
tronic payments systems is complementary to such markets.'?

2. A second category involves markets where the end good that will be con-
sumed is not in digital form and instead the online operation merely facil-
itates search and purchasing. In cases such as searching or booking for
hotel stays, travel, car rentals, housing, clothes or theaters, the Internet can
be used either for providing information about the good (directly from the
supplier or indirectly through other sources) or by proceeding to a book-
ing and possibly payment. The actual consumption in all of these cases is
not made online but in the ‘real’ world. In this sense, digital markets can
affect literally any other market and they are offering a complementary good,
which is the facilitation of the contact between the supplier and the potential
buyer.

* One possibility in this case is that online search could only serve compari-
son purposes, without completing the actual transaction. The search would
typically be about information for the goods’ characteristics and prices. It
may include access to information that is not only provided by the sup-
plier, but also by past users or by third-party experts. For the search to be
more useful, at some level some comparison should be possible between
alternative purchases and substitute goods.

* Another possibility is that, in addition to the information provided, a book-
ing or a full purchase is made online. In this case, and depending on the
physical nature of the good, the actual consumption will then take place
either with the end-user travelling to it (visit a hotel or a theatre) or with
the final good being transferred to the user (e.g., clothes shipped to home).
Some comments for this case follow:

i. The sale could be made online through a website that is operated
exclusively by the supplier. In the same way that the selling company
could have a traditional brick-and-mortar store, it may (also) have an
online store.
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ii. The online sale could also be made through a platform which allows
the comparison and sale of goods offered by several competing brands
and items. In this case, the platform plays the role of an intermediary,
a type of ‘online shopping mall’. The platform acts as an agent for
the various suppliers and would typically charge a fee for the service.
The delivery of the actual good could be the responsibility of either
the platform (e.g., Amazon shipping a book) or the supplier (a hotel
providing services purchased through Booking.com).

3. A third category may involve digital markets only at the wholesale level
(B2B). These may take various forms (e.g., they may be exclusive, or open,
with or without paying a subscription fee) and their goal is to facilitate trade
between businesses, such as suppliers and distributors. Many of these mar-
kets do not employ the Internet but other internal electronic systems. Sev-
eral also existed independently and before the explosion of online trade at
the retail level.'*

4. Online auctions (at the retail or wholesale level) are also a distinct cate-
gory. Auctions, even when organized offline, are market activities that oper-
ate on the basis of some clear and precise rules, and their conduct online
mainly provides some gains in terms of lower transaction costs. However,
the changes that are being introduced relatively to the traditional format are
in general less important than in other markets, where the rules are initially
less formal in the traditional format."

Given the above categorization and description of characteristics, it would be
useful to make some initial remarks. A key feature of digital markets from an
economics viewpoint is the much lower search and transaction costs, relative
to how these markets tend to operate offline. At the same time, suppliers and
intermediaries have much easier access to potential buyers than before and also
to key data about their characteristics. Issues related to vertical restraints and
price discrimination become central.'® In many cases we tend to have two-sided
market features. In addition, whether content is sold online, or the online nature
simply is confined to facilitating trade, intellectual property issues become very
important and an analysis of the effects of patents and copyrights may be nec-
essary. This feature becomes even more important due to the cost structure,
which is tilted heavily towards the fixed components and not the marginal ones.
Finally, whoever controls pricing and access to the means via which trade takes
place is important, including the question of pricing internet access.

The nature of the concerns that competition authorities express in recent
cases in this broad digital context varies. In the electronic-books markets (e.g.,
Apple, Amazon), the main concern is about the format in which pricing takes
place (e.g., wholesale pricing vs. agency); in the online travel agency cases
(e.g., HRS) the concern has been about ‘best price’ (or MFN) clauses in con-
tracts between the platform and the hotels. In distribution cases (e.g., Adidas
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or Asics) the main concern is if it could make economic sense for a supplier
not to allow some broader platform to offer their products. We turn next to a
description of some recent cases.

5.2.3  Some Recent Competition Cases

A number of high-profile competition cases have been recently examined or are
currently open in Europe and are related, directly or indirectly, to online trade
and similar issues. While the details in each case are different, online pricing
raises issues of possible abuse of a firm’s dominant position: a theme that often
emerges is that of pricing restrictions that tend to exclude some suppliers or
distributers, or tend to discriminate among categories of buyers.

MasterCard: Cross-border Rules and Inter-regional

Interchange Fees
In July 2015, the EC sent a Statement of Objections to MasterCard, expressing
the view that MasterCard’s rules prevent banks from offering lower interchange
fees to retailers based in other Member States, where interchange fees may
be higher. This follows a series of important previous actions on interchange
fees, while there is also an on-going investigation into Visa Inc.’s interregional
interchange fees policy.'”

According to the preliminary view of the EC, retailers cannot benefit from
lower fees in other areas and cross-border competition between banks may be
restricted. It is also stated that MasterCard’s interchange fees for transactions
in the EU using MasterCard cards issued in other regions of the world (e.g.,
in the US or Russia) breach European antitrust rules by setting an artificially
high minimum price for processing these transactions. It is further explained
that payments by card play a key role in the Single Market, both for domestic
purchases and for purchases across borders, or over the Internet. Banks use
MasterCard to set on their behalf the interchange fees that apply between them.
The Commission takes the preliminary view that the practices outlined violate
Article 101 of the Treaty on the Functioning of the European Union (TFEU)
that prohibits cartels and other anticompetitive business practices.

Two interrelated concerns were raised in the statement. First, interchange
fees vary considerably from one Member State to another. MasterCard’s rules
prevent retailers in a high-interchange fee country from benefitting from lower
interchange fees offered by an acquiring bank located in another Member State.
A second concern is about the high levels of MasterCard’s ‘inter-regional inter-
change fees’. These fees are paid by an acquiring bank for transactions made
in the EU with cards issued in other regions of the world. High interregional
fees may increase prices for retailers and may in turn lead to higher prices for
products and services for all consumers, according to the EC.
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This case follows recent important developments in the markets for digital
payments and, in particular, regarding how market competition is related to the
appropriate regulation of interchange fees.'® The more controversial part of the
new case may be that, under the current practice, banks in one EU Member
State are prevented from offering lower interchange fees to a retailer in another
EU country where interchange fees may be higher. If this practice is found to
violate the law, a move towards high concentration is expected to be observed.
In particular, banks from all Member States may move towards acquirers in
other Member States where, because of their currently larger volume of trans-
actions, fees can be set at lower rates. This possibility generates an interesting
tension for policy-makers. On the one hand, the single market initiative should
allow any agent to have access to lower prices at any level and available any-
where in the EU. On the other, in a market where a large installed base plays a
crucial role and smaller players cannot survive, removing all barriers may lead
to greatly increased concentration and ultimately to lower welfare, at least for
consumers in some Member States.

Amazon: e-books

In June 2015, the EC opened an investigation into Amazon’s electronic book
contracts with publishers in the EU. According to the announcement, the main
concern is about clauses requiring publishers to inform Amazon of terms with
its competitors that may be more favourable, known as ‘most favoured nation’
(MFN) clauses. The view of the EC is that the use of such clauses may make
it more difficult for other e-book distributors to compete with Amazon by
developing new and innovative products and services.!” It is stated that cer-
tain clauses included in Amazon’s contracts with publishers concerning such
e-books could constitute a breach of EU antitrust rules that prohibit the abuse
of a dominant market position and restrictive business practices. In particular,
the investigation focuses on clauses which may shield Amazon from competi-
tion from other e-book distributors, such as clauses granting it the right to be
informed of more favourable or alternative terms offered to its competitors or
the right to terms and conditions at least as good as those offered to its com-
petitors.

MEFN clauses were at the centre of the ruling against Apple and five major
US publishers in 2013. Apple settled a big e-book antitrust case in the US that
was driven in part by Amazon’s complaints over Apple’s deals with publishers.
In December 2011, the EC had also opened proceedings in the sector, because
it had concerns that Apple and five international publishing houses (Penguin
Random House, Hachette Livres, Simon & Schuster, HarperCollins and Georg
von Holtzbrinck Verlagsgruppe) may have colluded to limit price competition
at the retail level for e-books. In December 2012 and July 2013, respectively,
the companies offered a number of commitments, to make changes to their
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contracts with Apple, which addressed the Commission’s concerns. Overall,
the significant increase in e-book reading in Europe has drawn the attention of
the EC. The new case will focus mainly on the largest markets for books, in
English and German.

Cross-border Provision of Pay-TV Services

In July 2015, the EC sent a Statement of Objections to Sky UK and six major
US film studios (Disney, NBC Universal, Paramount Pictures, Sony, Twenti-
eth Century Fox and Warner Bros). The Commission’s preliminary view is
that the studios and Sky UK have bilaterally agreed to put in place contrac-
tual restrictions that prevent Sky UK from allowing EU consumers located
elsewhere to access, via satellite or online, pay-TV services available in the
UK and Ireland. Without these restrictions, Sky UK would be free to decide
on commercial grounds whether to sell its pay-TV services to such consumers
requesting access to its services, taking into account the regulatory framework
including, as regards online pay-TV services, the relevant national copyright
laws.?0

US film studios tend to license audio-visual content to a single pay-TV
broadcaster in each Member State (or combined for a few Member States with
a common language). The investigation identified clauses in licensing agree-
ments between the six film studios and Sky UK which require Sky UK to block
access to films through its online pay-TV services (‘geo-blocking’) or through
its satellite pay-TV services to consumers outside its licensed territory. Such
clauses may restrict Sky UK’s ability to accept unsolicited requests for its pay-
TV services from consumers located abroad, that is, from consumers located in
Member States where Sky UK is not actively promoting or advertising its ser-
vices (‘passive sales’). Some agreements also contain clauses requiring studios
to ensure that, in their licensing agreements with broadcasters other than Sky
UK, these broadcasters are prevented from making their pay-TV services avail-
able in the UK and Ireland. As a result, these clauses grant ‘absolute territorial
exclusivity’ to Sky UK and/or other broadcasters. They eliminate cross-border
competition between pay-TV broadcasters and partition the internal market
along national borders.?!

In related cases, the EC currently investigates licensing agreements between
the film studios and other major European broadcasters (Canal Plus of France,
Sky Italia of Italy, Sky Deutschland of Germany and DTS of Spain). In its Octo-
ber 2011 ruling on the Premier League / Murphy cases, the EU Court of Justice
addressed the issue of absolute territorial restrictions in licence agreements for
broadcasting services. The Court held that certain licensing provisions prevent-
ing a satellite broadcaster from providing its broadcasts to consumers outside
the licensed territory enable each broadcaster to be granted absolute territorial
exclusivity in the area covered by the licence, thus eliminating all competition
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between broadcasters and partitioning the market in accordance with national
borders.

Google: Online Comparison Shopping
In April 2015, the EC sent a Statement of Objections to Google concerning its
comparison shopping service. The allegation is that the company is abusing its
dominant position in the market for general internet search services by system-
atically favouring its own comparison shopping product in its general search
results pages. The view expressed is that such conduct infringes EU antitrust
rules, because it stifles competition and harms consumers.

According to the EC, comparison shopping products allow consumers to
search for products on online shopping websites and compare prices between
different vendors. The preliminary conclusion of the Commission is that
Google gives systematic favourable treatment to its own product ‘Google Shop-
ping’, for example, by showing Google Shopping more prominently on the
screen. It may therefore artificially divert traffic from rival comparison shop-
ping services and hinder their ability to compete on the market. The Commis-
sion is concerned that users do not necessarily see the most relevant results in
response to queries — this is to the detriment of consumers, and stifles innova-
tion. Further, the Commission’s preliminary view is that to remedy such con-
duct, Google should treat its own comparison shopping service and those of
rivals in the same way.

Online Marketplaces and Selective Distribution

Some important cases in Germany, in July 2014, considered the terms of dis-
tribution via online marketplaces. The German Federal Cartel Office (Bun-
deskartellamt, or BKartA) and the Schleswig Court of Appeals (Oberlandes-
gericht, or OLG Schleswig) have held that Adidas, ASICS and Casio must
allow their approved resellers to use internet auction sites and online market-
places to resell their goods. These cases suggest that a supplier may not pro-
hibit, but merely regulate, such online resale by way of a selective distribution
system in which requirements and restrictions on online sales do not exceed
similar obligations imposed on resellers for other, namely offline, distribution
channels.

These cases, as well as the ruling of the Berlin Court of Appeals (Kammerg-
ericht, KG) in 2013, on Scout satchels (Case 2 U 8/09 Kart), suggest that a
supplier may only restrict the use of internet platforms and marketplaces in
a selective distribution system in which the criteria imposed on online sales
are at least overall equivalent to criteria imposed for other sales channels, for
example, sale in physical shops, as explained in the Guidelines of the European
Commission on vertical restraints.
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In a statement relating to the Adidas case, BKartA took the view ‘that the
trading possibilities offered by the Internet create new challenges for both man-
ufacturers and retailers’ and that it is its ‘task to keep markets and opportunities
open for the benefit of retailers and consumers’. The statement continues, ‘It
goes without saying that manufacturers can select their distributors according
to certain quality requirements. However, both under European and German
competition law they are prohibited from largely eliminating a principal distri-
bution channel such as the web.’

5.2.4  Online Travel Agencies and MFNs

In a series of cases across Europe, competition authorities have looked at MFN
clauses and other pricing restrictions in relation to the operation of online travel
agencies. In January 2015, the Diisseldorf Higher Regional Court rejected the
appeal of Robert Ragge GmbH’s Hotel Reservation Service (HRS) against the
decision of the Federal Cartel Office (Bundeskartellamt) of December 2013. In
its decision, the authority had prohibited HRS from continuing to apply its ‘best
price’ clause and at the same time initiated proceedings against the hotel book-
ing portals, Booking.com and Expedia, for applying similar clauses in their
contracts with their hotel partners. Under the ‘best price’ clauses the hotels are
obliged to always offer the hotel portal their lowest room prices, maximum
room capacity and most favourable booking and cancellation conditions avail-
able on the Internet.

The Diisseldorf Higher Regional Court decision has confirmed that HRS’s
‘best price’ clauses restrict competition to such a degree that they cannot be
exempted under the TFEU Block Exemption Regulation, or as an individual
exemption. The Federal Cartel Office originally issued a statement of objections
against HRS in early 2012 focusing on the company’s policy which bans hotels
from offering better deals to customers who book directly through the hotel or
through another booking platform. The concern was that, while the clauses used
(also by other travel websites) may appear to benefit consumers, in reality they
may eliminate competition for lower room prices between the hotel booking
portals. Consumers are worse off because they cannot get a better price or better
quality service conditions by exploring alternative reservation paths.??

Several other competition authorities in Europe have also recently conducted
similar investigations against hotel booking platforms in relation to their ‘best
price’ clauses. These include the UK’s Office of Fair Trading case against Expe-
dia Inc. and Booking.com in coordination with InterContinental Hotels Group
PLC and the Swiss Competition Commission’s case against several online
travel agencies, including Booking.com, Expedia and HRS.?

How competition policy should treat the employment of MEN clauses (by
online platforms or otherwise) is not a simple matter and how economic
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analysis can help the formulation of policy will be discussed in subsequent parts
of the chapter. Many interesting applied policy analyses have also appeared; for
example, P. Akman in a July 2015 article considers the acceptance of commit-
ments offered by Booking.com to the French, Swedish and Italian competition
authorities.’* She argues that these commitments may represent at best an inef-
fectual solution to any problem existing on the relevant market.>> Booking.com
has agreed not to use the ‘broad” MFN clauses in its contracts with its hotel
partners for a period of five years, from 1 July 2015. As a result, Booking.com
can no longer require hotels to offer Booking.com the best price across plat-
forms or the best price that the hotel charges through its offline channels. Yet,
the commitments do not stop Booking.com from imposing MFN clauses to the
extent that the clause seeks parity between the prices on Booking.com and the
prices on the hotel’s online channels such as the hotel’s own website. This com-
mitment is different from the infringement decision taken by the Bundeskartel-
lamt in the HRS case and does not prevent Booking.com from seeking parity
between prices on Booking.com and the hotel’s online channels, whereas the
Bundeskartellamt’s infringement decision prohibited all types of MEN clauses.

Resale Price Maintenance

Resale price maintenance (RPM) is a common vertical restraint which has
received much attention in competition policy. The view is often adopted that
minimum RPM or fixed RPM, since it is a restraint, is bad for competition and
violates the law. In particular, in a recent series of cases, some NCAs find that
fixed price or minimum RPM directly violates the law, even when the market
shares of the related firms are low, focusing, in other words, only on contrac-
tual freedom and without a reference to efficiencies and other economic impli-
cations. In other cases, some NCAs have recently taken a different route. In
particular, in October 2014, the Swedish Competition Authority adopted a rea-
soned priority decision not to pursue the investigation of a complaint regarding
RPM.?® In April 2015, the Dutch Competition Authority published a paper set-
ting out its strategy and enforcement priorities relating to vertical agreements.
It confirms its relatively lenient economic approach towards vertical restraints
and assumes that vertical restraints are generally pro-competitive in the absence
of market power. This claim includes typical hard-core restraints, such as resale
price maintenance.?’

5.2.5  The Digital Single Market Initiative

Partly motivated by some cases like the ones described above, the EC considers
that too many barriers still block the flow of online services and entertainment
across national borders. The Digital Agenda is set to update the EU Single
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Market rules for the digital era and creating a Digital Single Market is stated
as one of the priorities of President Juncker.”® According to the EC, its Digi-
tal Agenda is one of the seven pillars of the Europe 2020 Strategy. The Digital
Agenda proposes to better exploit the potential of Information and Communica-
tion Technologies in order to foster innovation and growth. The main objective
is to develop a digital single market in order to generate ‘smart, sustainable and
inclusive growth’in Europe and is made up of seven pillars. A key consideration
towards achieving the digital single market goal is that internet access should
not ‘stop’ at Member States’ borders. Instead it becomes a goal that consumers
should ‘benefit from the best content, deals and services, wherever we are in
the EU, without being geo-blocked. Businesses should be able to market and
share their bright ideas across the EU.

The associated Sector Inquiry, announced in May 2015 by the EC, could help
reveal possible problems with competition in digital markets in Europe and
where interventions may be warranted at present or future times. This could
become an important document, if it is guided by sound and state of the art
economic analysis. It should be noted, however, that the Single Market objec-
tive does not always coincide with the application of competition principles as
understood by economists, in particular welfare maximization, especially when
it comes to enforcing uniformity of market outcomes across Member States.>

5.2.6  Distinguishing Features of Digital Markets

While there are differences between how markets operate and should be reg-
ulated in the digital world and in the ‘traditional’ context, there are also of
course similarities. All markets share some common features and more tradi-
tional economic analysis never relied on the assumption that sellers and buyers
would meet at the same physical space. Frictions, search costs and asymme-
tries in information have always been part of how economists would analyze
a market. So what may be the distinguishing features of digital markets? Are
there characteristics that may make our current understanding of how markets
work obsolete?

It would be useful to distinguish some of the main features, also building on
some previous approaches. Lieber and Syverson (2012), for example, offer a
review of the basic facts, as well as a related analysis.>® One could attempt to
present the following list.

1. The supply of digital products typically involves a specific cost structure:
fixed costs tend to be high while the marginal cost of supply can be trivial
(often practically zero).

2. When it comes to the production of content (news, scientific, entertain-
ment, etc.) this fixed cost is typically sunk when the market operates. In
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this sense, copyrights and other forms of intellectual property protection
are essential for the functioning of many digital markets.

3. When selling nondigital products online, distribution and storage costs are
typically much lower than when selling through traditional ‘brick-and-
mortar’ stores.

4. Search costs for buyers, at least in reference to prices, can be much
lower than through traditional stores where a physical visit would be
required.

5. Distance (the ability to have contact only online) makes it difficult for buy-
ers to inspect some products, with respect to some important characteris-
tics. Therefore, asymmetric information may be high. Reputation and hav-
ing the trust of the buyers is essential for the success of any firm selling
online, often much more that a firm selling through traditional stores, where
physical inspection is possible.

6. When selling physical goods online, delivery will take some time; having
a large enough size that allows economies of scale and scope in delivery
could be important.

7. Online sellers could collect key data for their potential buyers, either by
tracing their past browsing and purchasing history, or from other sources.
These data may be valuable when designing pricing strategies, in particular
for price discrimination. Data collection and processing may often repre-
sent a market opportunity in itself.

8. Significant privacy issues may be raised that may concern online buyers.
Personal data protection is important.

9. Services are often provided by multi-sided platforms. Size may play an
important role, and often competition for the market may be more relevant
than competition in the market.

10. Online and offline sale activities could be substitutes but also often com-
plements.

We next briefly turn to the IO literature, which is important and relevant, even
when not produced only having competition policy in digital market issues in
mind. Subsequently, in Section 5.4, we review some work that has been moti-
vated by specific aspects of how competition policy should approach digital
markets.

53 Approaches in Industrial Organization

There are at least two important related literatures within IO that by their nature
are closely related to the currently open competition issues. These refer to the
study of vertical relations (integration and vertical restraints) and to pricing
practices, in particular, price discrimination and nonlinear pricing. We sketch
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some of the issues that have been analyzed in these areas and discuss some
open topics in relation to policy.

5.3.1  Pricing

Pricing is naturally an important concern in economics. However, we may not
yet have a complete understanding of how pricing functions when there is price
discrimination and various types of nonlinear pricing under oligopoly com-
petition, when there are vertical relations, and what the welfare implications
are of the various related restrictions, especially when we may have impor-
tant dynamic effects. Overall, a key challenge is how to determine the welfare
effects of (direct or indirect) price discrimination or of price restrictions, espe-
cially in rich environments where the technology significantly facilitates the
identification of buyers or groups of buyers by (some of) the sellers and where
the technology may make possible (often inexpensive or automatic) price com-
parison practices (e.g., through websites). The matter is complex and, not sur-
prisingly, the literature is not conclusive.

An obvious starting point for the review of the broad issues in price dis-
crimination is Tirole (1988, Ch. 3), Varian (1989) and Armstrong (2008b) and
on nonlinear pricing, Wilson (1993) and Armstrong (2015). Prices play two
interrelated roles in economics: they determine how surplus is divided between
buyers and sellers, for a trade that takes place and, at the same time, what trades
will and what will not take place. With price discrimination, two identical (in
practice, ‘similar’) products have the same marginal cost to produce but are
sold by a seller at different prices. This definition is generalized to cover the
case of different costs: then the proportional mark-ups should not be different.
The impact that price discrimination has on consumers’ surplus, rival firms and
welfare is mixed. In general, price discrimination will tend to allow more trades
to take place, but at the same time allows the sellers that employ this practice
to capture more of the surplus created (see e.g., Varian, 1985).

Price discrimination is important for competition policy for at least three
reasons (see Armstrong, 2008a). First, one may consider price discrimination
as part of an ‘exploitative’ abuse by a dominant firm. However, in practice and
probably for good reasons, this path is only rarely followed by most competition
authorities, although the legal framework in Europe may allow it. Second, as
also discussed earlier in this text, promoting the single market across the EU is
stated as an independent objective by the EC. It is often expressed in practical
terms as not allowing firms to set different prices across regions, or at least
to not prevent arbitrage across regions that would tend to indirectly equalize
prices. Third, and a matter that has received much attention from competition
authorities, price discrimination can be used by a dominant firm to ‘exclude’
(or weaken) actual or potential rivals. The question that arises is in which cases

https://doi.org/10.1017/9781316636404.007 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.007

212 Nikolaos Vettas

price discrimination can be an effective way to put rivals at a disadvantage so
as to make them exit the market or compete less aggressively.

For price discrimination to be possible and effective, three factors are known
to be important and required, (and are all related, in fact, to the study of dig-
ital markets). First, pricing firms have to have some market power (otherwise
they will have to be price takers). In digital markets, we typically have one, and
sometimes two firms with significant market power (or at least with high mar-
ket shares), and these could in principle price discriminate, while some other
players are too small for that. Second, there has to be some information about
buyer values (either directly or indirectly, e.g., through past sales or some other
correlated characteristic of the buyer population). In digital markets, informa-
tion about the identities of actual or prospective buyers tends to be much easier
to obtain (e.g., through web-browser cookies or the exact purchasing history of
end users), and this is why price discrimination comes to the centre of the pic-
ture in the analysis. At the same time, ‘geo-blocking’, where access to content
can be allowed to users residing only in some areas, even though technologi-
cally a wider access would be very easy is an important issue. Third, there have
to be restrictions on arbitrage, which would otherwise tend to undo the effect of
discrimination. Some vertical restraints and other pricing restrictions are very
important in this regard.

That new technologies allow firms to have detailed digital information about
their customers, whether they are returning or new, is an important feature
which provides mechanisms for price discrimination. When firms can have reli-
able information about consumers’ previous buying behaviour at low costs, they
would benefit from using this information to offer different prices or products
to consumers with different purchase histories. With web-browser cookies and
other technologies firms can collect and process important information about
consumers, and can affect the prices and products offered to them, individually
or as groups.*!

In terms of some fundamental results, Hart and Tirole (1988) have consid-
ered the problem of pricing over time when consumer valuations are not chang-
ing across periods, and a monopoly seller can trace the identity (although not
the exact reservation value) of those who have bought in the past. Competition
has been introduced into this problem by Villas-Boas (1999) and Fudenberg
and Tirole (2000), where firms learn both about the values of the buyers that
buy from them but also from rivals. Chen and Pearcy (2010) extend the theory
model by allowing variation of values across time periods. Buyers may also
wish to act strategically, as in Villas-Boas (2004). The more relevant part of
this literature perhaps is when learning about consumers’ values may be active,
that is the firms strategies include how much information about key buyer char-
acteristics they may obtain. Relevant two sided market issues can be found, for
example, in Armstrong (2006) and subsequent work.
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Geographical restrictions imposed by firms are an application of price dis-
crimination strategies in order to separate across market segments where
demand elasticities may differ. Parallel trade, in turn, is a way to seek alter-
native channels, so that the buyers can seek the most favourable price or prod-
uct characteristics, in the context of arbitrage that would tend to undo price
discrimination. Parallel trade specifically has been studied among other work
in Ahmadi and Yang (2000), also by Valletti and Szymanski (2006), while an
early paper on ‘most favoured nation’ clauses across markets is by Akman and
Hviid (2006).

5.3.2 Vertical Relations

Along a ‘vertical chain’ there is a need to analyse the relation between a whole-
saler and a retailer, or more abstractly an ‘upstream’ and a ‘downstream’ firm.
Vertical chains differ in many ways: how many stages there are before reach-
ing the final consumer, whether firms are vertically separated (independent) or
vertically integrated (one firm that operates both upstream and downstream)
and whether trade is exclusive (with an exclusive supplier or exclusive buyer
or both). Any study of vertical relations necessarily finds in its way the issue of
the distribution of power across vertically linked firms and possibly of bargain-
ing among them. An excellent starting point for the review of the broad issues
in vertical relations and in particular of vertical restraints are the analyses and
reviews of Motta (2004, Ch. 6), Rey and Tirole (2008), Rey and Vergé (2008)
and Lafontaine and Slade (2008).

Under vertical separation and linear pricing, when we have a constant price
for each additional unit sold, vertical separation leads to higher final product
prices than those we would have under vertical integration (VI). This ‘dou-
ble marginalization’is a fundamental result in the literature (Spengler, 1950).
It relies on each firm acting independently from the others, in the sense that it
seeks to maximize its own profit and not that of the entire chain. It implies prices
for the final consumers that are higher than the prices that would emerge under
vertical integration. In this sense, vertical separation with linear pricing can
hurt both the consumers and the firms, because independent firms fail to inter-
nalize the vertical externality between them. Thus, one solution to this prob-
lem would be vertical integration.>?> However, the problem can also be elimi-
nated or greatly minimized if alternative pricing schemes are used instead, like
two-part tariffs. Under such arrangements, and in the absence of uncertainty,
if the per-unit price is set at the competitive level (cost) and the fixed fee is
set just a little lower than the total monopoly profit, the monopoly solution
can be recovered, without having formally a vertical integration arrangement.
Another way to address the double marginalization problem would be some
vertical restraint, in particular a RPM that would fix the final market price at
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the monopoly level. Importantly, the outcome depends on the distribution of
bargaining power across the chain. If, for example, we allow the downstream
firm to have the price setting power, against both the final consumers and the
upstream firm, only one profit margin can be applied and there is no additional
distortion relative to the standard monopoly. Finally, when the downstream firm
is able to participate in setting the price at which it transacts with the upstream
firm, the formal or informal bargaining procedure that is expected to take place
between the upstream and the downstream firm would restrict the market power
of the upstream firm and would lead to the internalization, at least partially, of
the final market price considerations. As a result, the final price will be lower
in the equilibrium of the game when the bargaining power is balanced between
the upstream and the downstream firm, or when the downstream firm is more
powerful than the upstream firm.

In a typical market, of course, one encounters much richer vertical struc-
tures than the simple one-supplier-one-distributor chain. Thus, in addition to
the basic vertical double marginalization effect, there may also be horizontal
externalities in the competition among wholesalers or among retailers, a phe-
nomenon that we could call ‘intra-brand’ competition. In such cases, it is not
only the vertical strategic interaction between suppliers and distributors that
matters, but also all the horizontal relations.*® In cases where only intra-brand
competition downstream is important, nonlinear pricing schemes or other verti-
cal restraints could be effective in ‘softening’ the competition in the final market
and, by implication, maximizing the suppliers’ (upstream) profits. With a two-
part tariff, the wholesale price can control the horizontal externality and soften
competition between the distributors, while profit may be shifted upstream in
the form of a fixed fee. RPM, or other resale restrictions set by the supplier, such
as restrictions on the retailers’ discretion to set a price, or restrictions impos-
ing that each retailer only deals with a part of the final demand, in a territorial
or other sense, could also lead to higher downstream prices and higher profit
for the entire chain.** Rey and Vergé (2008) provide an excellent analysis of
how vertical restraints operate and a review of recent work in the area, focusing
on the horizontal externalities that such constraints may affect along with the
vertical contracting issues.*

Resale price maintenance is a common vertical restraint which has received
much attention in competition policy. The economics literature finds that there
are both anti-competitive and pro-competitive effects from the use of RPM.3®
On the one hand, a possible anti-competitive effect could be related to the solu-
tion of the ‘commitment problem’ of a monopolist, which would impede even
a monopolistic supplier from enjoying full monopoly profits. This is because
this supplier would have the temptation to reduce the wholesale price set to one
distributor to allow that distributor to expand its market share, even when this
hurts rival distributors (see Hart et al., 1990). A market-wide RPM, if credible to
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all parties, could solve this problem because it could prevent the opportunistic
behaviour on the part of the supplier. RPM may also soften competition when
two or more suppliers sell their products to two or more distributors ( ‘interlock-
ing relationships’). RPM might also facilitate collusion, either among suppliers
or among distributors (see e.g., Jullien and Rey, 2007). In particular, collu-
sion among suppliers may be easier to achieve because RPM can help offer a
superior monitoring of deviations from the collusive agreement. On the other
hand, however, there may be very important pro-competitive effects, since RPM
may help protect necessary ‘specific investments’ by preventing opportunistic
or free-riding behaviour among distributors. It may also help by signalling the
quality of products, or help establish a price reputation and the overall brand
image for the supplier’s product.

The publication of the Commission Regulation No 2790/1999, on the appli-
cation of Article 81(3) of the Treaty to certain categories of vertical agree-
ments and concerted practices,’’ was an important development in the area of
vertical relations. This ‘Block Exemption Regulation’ (BER) was intended to
provide a ‘safe harbour’ to firms with less than a 30 per cent market share and
was accompanied by the relevant Guidelines on Vertical Restraints.*® The BER
was viewed as the first of a new generation of block exemption regulations and
guidelines, inspired by an ‘effects-based’ approach, where economic analysis
should play an important role and it has been followed by similar reforms in
other areas of competition policy. The core of this approach is that, in order
to reach an assessment about a given vertical agreement, the precise poten-
tial effects of the agreement on the market should be analyzed, thus moving
away from the old formalistic approach. The 1999 BER established that article
81(1) (now article 101 TFEU) did not apply to vertical agreements in which
the supplier does not hold more than 30 per cent market share, since verti-
cal agreements are likely to harm welfare only if the firms using them possess
substantial market power. In addition, in its Article 4, it also stated that the
exemption should not apply to some vertical agreements that the Commission
considered harmful. These ‘blacklisted’ or ‘hardcore’ clauses include in par-
ticular RPM (more precisely resale price fixing and minimum resale price) and
vertical clauses, which aim at restricting ‘active’ sales from one territory to the
other.?’

The revised BER, No 300/2010 of April 2010, still contains a list of restric-
tions that are ‘blacklisted’, including RPM and other (that is, nonprice) resale
restrictions.*’ The view is still taken that there should be a presumption in the
EC law that they should be prohibited. Specifically, according to Paragraph 47
of the Guidelines, if an agreement contains a ‘blacklisted’ restriction, the agree-
ment presumptively falls within the scope of prohibited agreements under Arti-
cle 101(1) as having actual or likely negative effects, and it presumptively does
not satisfy the justification standards of Article 101(3). It follows that once a
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hardcore restriction is established, the agreement is presumptively both anti-
competitive and unjustifiable. Nevertheless, it is recognized that this double
presumption is rebuttable and the parties can bring forward evidence that the
positive effects of the agreement under examination outweigh the presumed
negative effects. Regarding minimum price and fixed price RPM, in particu-
lar, the Guidelines offer a detailed exposition about evidence that could be put
forward in RPM cases.*! However, a restriction on passive sales (responding
to ‘unsolicited’ requests from customers outside the specified territory or con-
sumer group) would be considered a hard-core restriction. Regarding selective
distribution, the BER allows suppliers to have a selective distribution system,
where distributors are selected according to some specified criteria.*> On the
basis of academic research, many economists would not necessarily agree with
the approach taken by the EC Guidelines regarding the treatment of RPM and
would favour a less formalistic approach that recognizes efficiencies.

Perhaps one of the important areas where research can offer greater clarity is
the more detailed definition and study of online sales. Treating all online sales
as ‘passive’, and with restrictions on these not being allowed, the assessment of
practically any restriction of cross-border online sales is a one way street which
does not necessarily lead to a correct assessment. Resale price maintenance is
also an important topic for further research, with part of the relevant economic
approaches not being always aligned with the direction of the Guidelines or
with some recent policy practice. Naturally, especially with the presence of
both online and offline sales, when competition is examined, it is also important
to examine the relevant investment incentives by the suppliers, since quality
improvement may often be at least as important an issue as pricing.

54 Recent Research on Competition Issues Related
to Digital Markets

Some recent work specifically considers the effects that the ability to price dis-
criminate or restrictions to this ability (because of strategic or regulatory rea-
sons) may have on markets with vertical relations. In particular, Edelman and
Wright (2015) examine the implications of ‘price coherence’, the constraint that
the purchase from an intermediary has to occur at the same price as the purchase
of the same good directly from the initial supplier or through some alternative,
competing, intermediary. This pricing practice is often used in payment card
systems, travel reservation systems, rebate services and other related services.
It differs from some other vertical restraints like RPM. RPM would restrict the
absolute prices (not necessarily at the same level for every intermediary), while
price coherence restricts relative price differences.

In the Edelman and Wright (2015) model, an intermediary provides a benefit
to buyers when they purchase from sellers using the intermediary’s technology,
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relative to the possibility of a direct purchase. They show that the intermedi-
ary would want to restrict sellers from charging buyers more for transactions
that it intermediates. With this restriction, an intermediary can profitably raise
demand for its services by eliminating any extra price that the buyers may face
for purchasing through the intermediary. The authors show that this leads to
inflated retail prices, excessive adoption of the intermediaries’ services, over-
investment in benefits to buyers, and a reduction in consumer surplus and even
sometimes welfare. Since there is no surcharge for the services of the interme-
diary, consumers tend not to consider the cost of the intermediary’s services
and thus consumers tend to use more such services. This allows the interme-
diary to extract more fees from sellers than what would be the case without
price coherence. In equilibrium, prices are higher under price coherence, ulti-
mately harming consumer welfare. Competition among intermediaries inten-
sifies these problems by increasing the magnitude of their effects. In a setup
with price coherence, competition among intermediaries is focused on offering
more benefits, such as rebates etc., to consumers, rather than reducing costs. As
aresult, prices increase further, to cover the higher benefit offers. Nevertheless,
the model discussed by the authors only fully applies to cases where buyers tend
to rely on a single intermediary, while sellers can join many intermediaries to
reach buyers. Moreover, the model does not account for the potentially benefi-
cial effects of price coherence, as a tool to address the problem of consumers
using the intermediary’s services to identify or test a product, and then buy the
product directly from the seller (the problem of ‘showrooming’).

There are now also several papers motivated by the Apple e-books case and
other related cases in markets where content providers supply content via online
platforms.*> We review some representative ones.** Several analyses compare,
in different models, standard wholesale pricing schemes, where the upstream
firm (say a publisher, or other content provider) charges a wholesale price for
the good to the downstream retailer, who then sets a final price for the good,
to agency contracts. In agency contracts, in contrast, the retailer sets a per-
centage commission that he will collect from the sales of the good, and the
upstream firm is free to set the good’s final price. Effectively, via the agency
model, upstream firms choose the retail prices of their products (that is, we
have effectively RPM) subject to a fixed revenue-sharing rule. The matter has
received significant attention, with competition policy-makers being generally
adverse to the agency model.

Johnson (2013) contrasts wholesale and agency agreements. The paper
extends standard models of product differentiation (spatial competition) to
incorporate bilateral oligopoly in order to investigate the agency model of pric-
ing when there is consumer lock-in. For example, in the e-book market lock-
in may exist because a consumer becomes accustomed to using, for example,
Amazon’s e-book store or e-book reading app. The equilibrium analysis shows
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that the agency model raises prices initially, but lowers them in the future. The
author points out that in markets where consumers are locked in a particular
retailer’s platform, wholesale agreements, in letting retailers determine prices,
allow retailers to exert market power in the long run, ultimately harming con-
sumer surplus. In a market with significant consumer lock-in, under whole-
sale agreements retailers would compete intensely in early periods, lowering
prices, in order to lock in more consumers, so that these consumers may be
harvested in the future. In contrast, under agency agreements suppliers have
no such incentive to subsidize early consumption, as suppliers sell through
many retailers. However, in later periods, agency agreements ensure that robust
competition exists between suppliers, leading to lower prices. Suppliers setting
prices and selling through many retailers are not influenced by consumer lock-
in in either retailer. In contrast, wholesale agreements allow retailers in later
periods to internalize competition between suppliers and further harvest con-
sumers. Therefore, while price increases are a natural consequence of the tran-
sition from the wholesale to the agency model, it is not correct to conclude that
consumers are worse-off overall. Indeed, consumers are better off under agency
agreements, despite price increases in the early stages following the move to
the agency model, as they benefit from competition between suppliers in the
long run.

In a related model, Johnson (2014) focuses on the use of MFN clauses and
their impact under both agency and wholesale agreements. The author finds that
the agency pricing model does not eliminate double marginalization. The rea-
son is that the revenue-sharing contracts that the retailers select distort the per-
ceived marginal cost of suppliers. Under revenue-sharing, the supplier receives
only a fraction of the sold product’s price. This has similar effects to an increase
in the supplier’s marginal cost. When retailers compete in revenue shares, how-
ever, adopting the agency model lowers retail prices and industry profit, while
retailers’ profits increase, compared with the wholesale model. MFN clauses
that impose retail price parity can facilitate the emergence of high industry
prices, as retail price parity eliminates retailer competition on revenue shares.
Without price parity, a retailer offering his suppliers a lower revenue share,
will induce a higher perceived marginal cost to the supplier, resulting in higher
prices for that retailer, relative to his competitors. Retail price parity eliminates
this downside. However, in some cases it may also raise market-entry incen-
tives and in this way eventually benefit consumers. These results provide an
explanation for why many online retailers have adopted both the agency model
and MFN clauses.

Abhishek et al. (2015) study entry and compare equilibrium outcomes under
wholesale and agency agreements when a monopolist producer sells online
goods through two competing distributors (e-retailers). They find that when
sales in the electronic channel lead to substantial stimulation of demand in the
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traditional channel, e-retailers prefer reselling. Under the agency model, in the
presence of such positive cross-effects on demand, a producer would set low
prices in the e-channel, in order to benefit from increased demand in the tradi-
tional channel. Yet, this would trim the e-retailer’s profits, hence the e-retailer
prefers reselling. Conversely, when the e-channel has a negative cross-effect on
demand in the traditional channel, it is optimal for the e-retailers to adopt the
agency selling agreement. The authors also find that as the intensity of com-
petition among e-retailers increases, they prefer agency selling over reselling.
Using the agency model and thus letting the producer set retail prices, allows
e-retailers to mitigate retail competition. In addition, under an agency arrange-
ment, e-retailers set the agency fees first and the producer then sets prices.
Therefore e-retailers under agency are in a sense Stackelberg leaders, enjoy-
ing the strategic advantage that goes with being an early mover. Furthermore,
the authors find that agency selling is beneficial for consumers, as prices are
lower under agency selling and consumer surplus is higher.*>

Foros et al. (2014) also study the equilibrium properties of the agency pricing
model and the impact of market competition at both the retailing and the pub-
lishing (upstream) level. They study a set of alternative assumptions, depend-
ing on how intense competition is at each stage and on how contract terms
are selected. They show that employing the agency pricing model leads to
higher prices if the competitive pressure is relatively higher downstream than
upstream. The authors also demonstrate that upstream firms earn positive sur-
plus even when platform providers have all the bargaining power. In addition,
with asymmetric business formats, that is when only some platform providers
use the agency model, an MFN clause at the retail level leads to retail prices
that resemble the outcome under industry-wide RPM.

Gaudin and White (2014) study more closely the effects of Apple’s entry into
the e-book market in 2010 and the related equilibrium pricing incentives. Like
the work of Foros et al. (2014), they contrast agency and wholesale vertical
agreements. The model equilibrium is characterized both in the presence and
in the absence of an ‘essential device’ sold by the retailer. This part of the model
corresponds to the fact that, before the Apple entry, Amazon, who was a dom-
inant retailer, controlled an essential access device (the Kindle) while agree-
ments regarding e-book pricing followed wholesale pricing. Subsequently, two
distinct changes took place, first no device was any longer essential (with the
introduction of the iPad) and second Amazon’s pricing agreements with pub-
lishers took the agency form. The novel aspects of the model are the interaction
between the device and pricing contracts (with the device prices endogenous
in the analysis) and also that properties of the downstream demand favouring
one or the other pricing arrangement are identified. There are two main results.
First, the comparison between price levels arising under agency and whole-
sale contracting arrangements hinges crucially on whether one of the firms
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controls a complementary market (that is, the device). Second, a demand
feature is identified (loosely, that demand does not become too convex too
quickly — more formally that the elasticity of demand strictly decreases as quan-
tity increases, up to the point where marginal revenue reaches zero) as the key
for the pricing comparison. The basis for the first main result is that, when
the good can be consumed without using the essential device (or equivalently
when there is competition among substitute devices), there is double marginal-
ization under both forms of pricing. Moreover, the authors’ model shows that
an increase in e-book prices can be explained by heightened competition for
reading devices. Depending on the shape of demand, final prices under whole-
sale may be higher than under agency.

Condorelli et al. (2013) also study alternative pricing terms when the down-
stream firm has more information about the final demand than the upstream
firm. The analysis provides a justification for the prevalence of the agency
model in online markets. In the model, a seller has an object for sale and can
reach buyers only through intermediaries, who also have private information
about buyers’ valuations. Intermediaries can either mediate the transaction by
buying the object and reselling it, or refer buyers to the seller and release infor-
mation for a fee, the agency model. The merchant model suffers from double
marginalization. The agency model suffers from adverse selection, since inter-
mediaries would like to refer low-value buyers, but retain high-value ones and
make profits from resale. In equilibrium, intermediaries specialize in agency.
Joint profits equal the seller’s profits when he has access to all buyers and all
intermediaries’ information and the division of profits depends on seller’s and
intermediaries’ relative bargaining power.

Kwark et al. (2015) demonstrate that the choice of pricing model, wholesale
or agency, can serve as a strategic tool for online retailers, allowing them to
benefit from third-party information, such as product reviews posted online
and used by consumers to help them make more informed decisions. Con-
sumers collect third-party information both regarding the quality of products
and regarding the extent to which products are fit for their individual needs
and tastes. When product quality is more important than fit to particular con-
sumer tastes, reliable third-party information regarding product quality intensi-
fies upstream competition. When upstream competition is strong, retailers ben-
efit from the wholesale model of pricing. Conversely, when product fitness is
relatively more important than quality, third-party information regarding prod-
uct fitness heterogenizes consumers’ estimated fit to the products, thus soft-
ening upstream competition. Under such circumstances, retailers benefit from
agency pricing.

Lu (2015) compares the wholesale and the agency pricing models in the setup
of a bilateral duopoly with differentiation at both the upstream and the down-
stream level. The author finds that suppliers benefit from the wholesale model
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and retailers benefit from the agency model, so long as upstream differentiation
is sufficiently high. Under the wholesale structure, high upstream differentia-
tion benefits suppliers and harms retailers and, similarly, high downstream dif-
ferentiation benefits retailers and harms suppliers. However, under the agency
structure the incentives of suppliers and retailers are better aligned. The author
stresses that if the degree of differentiation at both levels is high enough, agency
is a more efficient business format.

Wang and Wright (2014) examine why platforms, such as Amazon or Visa,
rely predominantly on fees proportional with transaction prices (ad-valorem
fees), rather than fixed fees per transaction, despite facing small per-transaction
costs. The authors demonstrate that ad-valorem fees serve as tools that allow
efficient price discrimination, when the costs and valuations of the goods a
platform deals with vary widely. A fixed per-transaction fee would result in a
disproportionate amount being charged on low-cost, low-value goods, and thus
demand elasticity for such goods being too high, compared to high-cost, high-
value goods. Nevertheless, the authors show that ad-valorem fees can also lead
to higher welfare, and argue that welfare did increase due to the use of such
fees in the cases of Amazon and Visa.

Wirl (2015) compares the wholesale and agency pricing models in a setup
with an upstream oligopoly and Bertrand competing retailers, where retailers
can increase demand by incurring a cost and thus the retailers’ efforts mat-
ter (the model was inspired by the e-book market). Wholesale pricing can be
preferable to agency pricing, despite double marginalization, because whole-
sale pricing can help incentivize retailers to exert effort and increase demand
(or equivalently add value to the product).

Adner et al. (2015) study how platforms decide to make their content avail-
able to the users of competing platforms. In the authors’ setup, designed to
describe the e-book market, two competing platforms generate profits both
through royalties from content sales and through hardware sales. Depending on
what the primary source of profit for each platform is, incentives may arise to
establish one-way compatibility. One-way compatibility leads to greater social
welfare and in some circumstances, one-way compatibility may be more prof-
itable for both platforms than incompatibility.*¢

Finally, some work studies pricing in payment systems or other platforms.
For example, Bourguignon et al. (2014) study the incentives of merchants to
differentiate price based on the payment method used. Assuming that con-
sumers are imperfectly informed about the merchants’ payment policy (cash
only, credit card acceptance etc.), the authors identify the conditions under
which merchants, concerned about missed sales, will be willing to accept card
payments and examine how cash discounts, card surcharges and platform fees
are set. The authors find that a ban on surcharges for card payments intensifies
merchants’ incentives to accept card payments. Furthermore, platforms tend to

https://doi.org/10.1017/9781316636404.007 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.007

222 Nikolaos Vettas

charge higher fees for credit cards than for debit cards and merchants always
prefer to apply a card surcharge than to offer a cash discount.

In another study on card payment platforms, Ding and Wright (2014) exam-
ine a monopolist card platform that can price discriminate, setting different
interchange fees (fees a merchant’s bank pays to the card-holder’s bank) for
different types of retailers. The authors find that the platform would tend to
set interchange fees too high, resulting in low fees for card usage and exces-
sive usage of cards. Compared to the case where only a single interchange fee
can be set, price discrimination by the platform can result in a lower average
interchange fee, but also in lower welfare.

One of the main issues in digital markets is the use of personal data and
related privacy issues. Access to data about buyers (e.g., from past purchases)
can be used by the buyers themselves, however such datasets certainly have
a value and, depending on the legal restrictions, could be transferred to third
parties.*’ Spiegel (2013) examines how privacy issues are related to the choice
between selling new software commercially and bundling it with ads and dis-
tributing it for free. The willingness of buyers to offer access to personal data
may also be dependent on their understanding of the market and legal environ-
ment. See Cabral and Hortacgsu (2010) and Cabral (2012) for reputation issues
and Belleflamme and Peitz (2012) for digital piracy. The matter is also related to
behavioral approaches to markets and competition (see e.g., Eliaz and Spiegler,
2008, Acquisti, 2010, Zhang, 2011 and Koszegi, 2014).

The work reviewed above is on the theory side of the analysis. Viewed as
a set, the results obtained in this recent literature generally cast doubt on the
view that one pricing model leads to higher prices or lower welfare compared
to another and in particular to the standard wholesale pricing model. The anal-
yses are conducted with different model specifications, such as with buyers’
switching costs, asymmetric information, complementary goods, and demand
interaction between online and traditional sales. It follows that competition pol-
icy may need to seek more guidance when it comes to banning pricing accord-
ing to the agency model.

On the empirical side, there is still only very little work on the topic of
how different pricing arrangements affect equilibrium prices, profits and wel-
fare. This is despite the fact that the theory analysis offers mixed results, as
explained above, with the outcomes depending crucially on some parameters;
therefore the empirical guidance towards the formulation of policy would be
very useful. One notable study on the empirical side is by De los Santos and
Wildenbeest (2014). They perform a difference-in-differences analysis to esti-
mate the impact of the switch from the agency agreements to wholesale pric-
ing on e-book prices. The dataset used in the analysis contains daily prices of
e-books for a large number of titles, collected in the US across some major
online retailers. The analysis exploits cross-publisher variation in the timing
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of the return to the wholesale model to estimate its effect on retail prices. It is
found that e-book prices for titles that were previously sold using the agency
model on average decreased — by 18 per cent at Amazon and 8 per cent at
Barnes & Noble. The results illustrate a case where upstream firms prefer to set
higher retail prices than retailers. In this way, the analysis helps clarify some
of the conflicting predictions in the theory work described above.

The authors also investigate the pricing strategies of the retailers and publish-
ers in some greater depth, examining some alternative theories. The data shows
that due to the relatively higher commission kept by the retailers, on average
e-book profit margins for the publishers were lower during the agency period
than afterward. The analysis does not provide evidence that the pricing strate-
gies of the retailers are primarily intended to lock-in consumers, as argued in
the analyses by Johnson (2013) and Gaudin and White (2014) sketched above.
In particular, Amazon’s retail prices decreased after it regained the ability to
set retail prices, and have remained consistently low despite having reduced
means to leverage the Kindle platform due the availability of Kindle apps for
mobile phones etc. The paper therefore characterizes as likely that other factors
explain the publishers’ adoption of the agency model, such as fears that lower
e-book prices may cannibalize print book sales or diminish the perception of
the books’ value. Another important effect may be the one examined by Jullien
and Rey (2007), where upstream firms may engage in RPM at high retail prices
as part of a collusive upstream agreement that prevents them from engaging in
secret wholesale price cuts. Yet the analysis does not find any indication that
wholesale prices went up, even though publishers’ coordinated move towards
the agency model raised retail prices. Clearly, more empirical studies of other
related cases would be extremely useful.

Baye et al. (2015) study empirically how different online platforms that con-
sumers use to search for books and booksellers operate. They find that the use
of these platforms is shifting over time. The data they present suggest that, as a
result of digitization, consumers are increasingly conducting searches for books
at retailer sites and closed systems and not so much in general search engines.
This paper also identifies and discusses some areas where more work would be
needed in relation to the pricing of e-books and digital media but also specific
challenges that will make it difficult for researchers to measure internet-based
search behaviour in the future.*’

5.5 Challenges for Research on Competition Issues
in Digital Markets

It is useful to discuss here the main novel challenges that research has to face
in order to analyze and support the design of competition policy in digital
markets. These markets tend to be characterized by strong network effects:
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platforms provide the basis for aggregating and delivering content and services,
acting as intermediaries between providers and end users; the related network
effects, direct or indirect, will tend to promote high concentration, consumers
may be locked-in and first mover advantages may be of critical importance.
Service providers may have different interrelated routes for delivering digital
services, with some key market positions being contestable — one may expect
that ‘tipping’is a frequent phenomenon following some innovation. Combining
the above features, it is crucial for competition policy to prevent the creation
or reinforcement of entry barriers: it is not actual competition that matters so
much, but making sure that entry is allowed for efficient and innovating new
players. As a result, the more traditional analysis of competition policy, even
when proceeding to market definition and measuring market shares, may face
significant difficulties, since the boundaries are fluid. It is, in fact, important to
understand the underlying dynamics of the market in terms of technology and
strategic incentives.

Access to end user data is valuable since it may greatly facilitate price dis-
crimination and also versioning according to individual needs. Established,
large players in the market will tend to obtain a very significant advantage
through the access to such data relative to newcomers. In addition, by pro-
ceeding to the combination of user data from multiple platforms, an owner of
such multiple platforms will tend to be able to offer a more valuable service.
The much enhanced ability to sell to wider sets of diverse buyers makes price
discrimination, or blocking access to content, or other services, a higher con-
cern relative to traditional markets. In particular, such practices that fragment
the markets, pose, almost by definition, challenges to the single market goal.
However, neither the literature nor practice necessarily suggests that imposing
price or content uniformity across all areas is necessarily the optimal policy.
Instead, imposing uniform prices and qualities across otherwise different areas
too soon, may prove an obstacle for market development.

Suggestions about how research can proceed could be organized around
four distinct themes. First, ‘digital’ markets may be different but they are still
markets and some of the issues arising in ‘digital’ markets can be found, in
some form, even if less systematically, in other markets. Therefore, the stock
of knowledge from the existent IO literature is valuable. This statement may
be obvious, but the temptation may emerge to ignore economic principles alto-
gether and to follow a completely formalistic approach, using the idiosyncrasies
of these new markets as a pretext.*

What economics analysis has to offer is primarily the identification of effi-
ciencies that should be considered. Placing the maximization of economic wel-
fare as an anchor, it ensures that there is some consistency in legal approaches
that may otherwise run the risk of becoming too formalistic. Especially with
market shares that tend to be quite high, it may be too easy for competition
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policy to position itself against pricing and other strategies of large firms that
may not be viewed as safe, simply because they are not well-enough under-
stood.

Second, while the application of competition policy should be characterized
by continuity whenever possible, the coexistence of some systematic charac-
teristics implies that there are some high challenges that the digital economy
poses, which at least require a change in focus and priorities. So the creation
of some fundamental new theory is most likely needed. When network effects
and economies of scale or scope are very strong, the analysis of equilibrium
in markets and of the optimum economic welfare becomes more challenging.
‘Standard’ economic models often rely on optimization over ‘concave sets’ or
proceed by ruling out local deviations. Under conditions such as the ones that
digital technologies imply, the optimum may in principle involve large market
shares by firms, or even ‘near monopolies’. This is for two reasons, both so that
economies of scale are adequately exploited and as a reward to successful (but
costly and risky) innovative activity.

In terms of theory, in digital markets we are more likely to see competition
‘for the market’ (and races where the occasional winner ‘takes it all”) rather
than competition ‘in the market’. This feature, in turn, has two implications.
First, that in the application of competition policy, more attention should be
given to ensure that innovative activity is high and entry barriers (including, of
course, those created strategically by rivals) are as low as possible. This appears
to be the first-order effect, while any other within market conduct effects are
of second order. Second, the economic models for analyzing the matter need
to be more dynamic. Naturally this comes at a cost. Increased complexity is
an important issue, especially when the results and model implications eventu-
ally need to be informing policy-making and legal documents and decisions. A
related problem will likely be the lack of robustness. Moreover, in other fields
in economics, where dynamic analysis is the norm, like in macroeconomics, it
is only rarely the case that analytical model results can be obtained and often
the situation is understood through numerical simulations. It is unclear if the
profession (e.g., in terms of publication standards for IO work in top journals)
and policy-makers are fully ready to accept such a shift in emphasis and in
modelling approaches. Currently, at any rate, it appears that there is a gap in
the literature, since essentially no IO approaches on which competition policy
builds put the emphasis on a fully dynamic analysis of the relevant markets.

Nonetheless, the above analysis strongly suggests that, quite likely, we do not
currently have the suitable theory background to deeply understand how policy
should proceed in markets with many of the features that we encounter in digital
markets. The challenge for economic theory is significant — perhaps the build-
ing of some new ‘price theory’ is indeed needed to understand how product
markets work.>® The general foundation for economic research in competition
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policy has been the fundamental price theory analysis in general equilibrium
theory and the associated welfare analysis. Under certain conditions regarding
technology and consumers’ preferences, a competitive equilibrium exists and
is efficient. Competition policy starts from this point and attempts to correct
or prevent local deviations. In other words, the role of competition policy has
been viewed as trying to bring markets as close as possible to the competitive
equilibrium benchmark. However, when the fundamentals of markets are very
different from the generally accepted assumptions (and this does happen when
we have network externalities, significantly increasing returns to scale in pro-
duction and competition for the market), a competitive equilibrium may not
exist or may not be efficient. Thus, the need to fully rethink and characterize
what we consider as the optimum in markets emerges as a priority. With the
characteristics of digital markets, it is not obvious if the way that these markets
work fits the standard microeconomic paradigm. It may even be that temporary
monopolies, especially when they respond to competition for their markets by
other firms who are attempting to replace them, represent the optimal organiza-
tion in markets. In this light, competition policy has to be extra careful to find
some solid ground on which to base its arguments so that it does not risk doing
more harm than good.

Third, there are also important implications for empirical current research.
Empirical research that can inform competition policy, and such research in
industrial organization more generally, has been constrained by the limited
availability of data. In addition, the particular techniques developed have also
been developed partly to respond to this limitation. This is in contrast to other
fields, like in financial economics or labor economics where some important
data is easier to find. With digital markets becoming the norm, this picture may
become quite different, since retail transactions may become much easier to
record. In principle, a researcher can have access to a wealth of data that do
not refer only to the prices and quantities in each market transaction, but also
key characteristics of the buyers and sellers, like their age, past purchases, or
location. As a result, the opportunity arises for new methods to be developed
and for a sequence of important empirical papers to be written that would shed
significant light on how markets work in practice.

Fourth, with online sales, ‘single market’issues emerge as even more impor-
tant than before. Online sellers could, in principle, reach buyers across geo-
graphical and perhaps language barriers, typically without a significant addi-
tional cost. This is a development consistent with the notion of a single market,
which is central in EC policies. The idea is to allow buyers and sellers to have
market access regardless of their location or other characteristics. However,
it is not clear what such a development could imply for pricing and invest-
ment incentives. A standard result from economics research is that if a ‘sin-
gle market’ is understood to imply uniform pricing, the implications for the
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market participants and for welfare will tend to be mixed. Removing the abil-
ity to price discriminate from the toolkit of firms, will tend to raise the price
for some buyers (or to prevent them from having access at all) and may reduce
social welfare, especially if it leads to a reduction in traded volume. This obser-
vation is important and very relevant because if the objective of the Single Dig-
ital Market currently pursued by the EC is viewed as a way to impose price
uniformity across all areas and market participants, the implications may not
be positive. Further, price discrimination may be a mechanism to ensure the
profit level required for the necessary initial investments to be made, thus in its
absence a market may not operate efficiently. Some of the competition cases
that are currently open in Europe, such as the cross border pay-TV cases, pri-
marily have such a ‘single market’ character.’!

5.6 Conclusion

Despite the important progress that has been made in academic research and
in competition policy itself, developments that modify the way that markets
work are calling for additional work and a modification of the approaches that
should be used. New issues, related to the size increase in the digital sectors of
the economy, and especially the way that digital technologies and e-commerce
practices revolutionize essentially all other sectors of the economy, imply some
new and important challenges for academics and policy-makers. Many of the
issues that surface as important in ‘digital markets’ are not absent in more tra-
ditional markets. However, the systematic presence of some key new features
significantly modifies the nature of the models that should be used.

Overall, research on the topic has to achieve a delicate balance. On the
one hand, important central results from the existing industrial organization
research have to be used, even if reorganized, reinterpreted and understood
under some new light. On the other hand, the problems studied often call
for some completely new approaches, where the analysis should focus on the
strong economies of scale and scope, network effects and other features that
create nonconvexities in the models and imply that some assumptions underly-
ing parts of our standard analysis are not valid. Overall, competition becomes
more dynamic and often more discontinuous in nature than we currently rec-
ognize in standard models and incorporate in our intuition when designing and
applying policy.

It would certainly be misguided to argue that the shift to digital markets
makes old results in economics research obsolete and that only a formalis-
tic approach to the application of competition policy could work well. Such
an approach would be especially wrong if it is accompanied by a tendency to
block innovative strategies employed by firms in their effort to be more com-
petitive. While these may not fall directly in the range that competition policy
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typically understands as pro-competitive, they may very well lead to signifi-
cant welfare improvements via innovation. This can be done by offering new
services to consumers or by leading to significant efficiencies. Especially with
strong network effects and economies of scale and scope present, and a ten-
dency for high market concentration and strong positive cross-market effects,
what becomes relatively more important is to ensure that innovation is pos-
sible and attractive for businesses and that any unnecessary entry barriers are
removed. The benefits from innovation, even if they tend to be high to success-
ful innovators themselves and imply high market shares and profits, can also
be equally high for the consumers. These benefits can often be much higher
than the static benefits one might expect from the application of standard price
competition arguments. It follows that economic analysis has to incorporate to
a much greater extent dynamics in order to be more useful for the understand-
ing and formulation of competition policy. Competition policy itself, in turn,
should have as a prime objective to ensure that firms have the incentive and the
room to innovate, offer new products and open new markets. In digital markets,
in particular, this not only means innovation on the technology side, but often
in experimenting with new approaches about how various needs of consumers
can be served. Overall, the ground that has to be covered is significant, and the
research prospects appear quite exciting.
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Notes

1. This earlier work is summarized in relevant chapters in Schmalensee and Willig
(1989). More recent texts, like Belleflamme and Peitz (2010), nicely blend new
contributions into the past stock of knowledge in 10, while how developments in
IO theory have shaped competition policy can be found in texts like Motta (2004).

2. See e.g., Italianer (2014), summarizing the relevant issues.

. See e.g., Cohen et al. (2004).

4. According to a survey by Forrester Research published in July 2015. It is also
expected that northern European countries will see more of their total retail sales
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impacted by the web compared with southern European markets, while the UK will
have the largest proportion of web-impacted sales by 2020.

. On recent issues in the development of digital markets, see also Ng (2014).
. See http://ec.europa.eu/internal_market/20years/singlemarket20/facts-figures/

what-is-the-single-market_en.htm.

. See http://ec.europa.eu/priorities/digital-single-market/index_en.htm.
. Some first results would be expected in 2016 — http://europa.eu/rapid/press-release_

IP-15-4921_en.htm.

. See Motta (2004) for an overview that connects the policy and the economic analysis

sides of this relation.

A case to be noted is Intel, which has been considered as a critical test for the EC
effects-based approach in abuse of dominance cases, as set out in its 2009 Guide-
lines. This approach was in contrast to the prior case law which was form-based and
left little room for an analysis of the competitive nature of potentially exclusionary
conduct. In a key recent (June 2014) General Court judgment, the EC 2009 Intel
decision was confirmed. In particular, the 2009 decision had found the computer-
chip producer to infringe competition rules by granting anti-competitive rebates to
computer manufacturers in an attempt to exclude its rival AMD from the market.
The General Court’s Intel judgment holds that the Commission rightly found that
the chip producer breached competition rules. Importantly, however, the judgment
also notes that the effects-based analysis was redundant given the particular form of
rebates used. Thus, from a policy perspective, the Court re-asserts the form-based
standard and finds that effects-based analysis is largely unnecessary for these types
of rebates. See http://europa.eu/rapid/press-release. MEMO-14-416_en.htm.
There is now a number of high-quality competition policy textbooks and handbooks
with articles describing the progress in specific areas, see, for example, Buccirossi
(2008).

Some ‘hidden costs’ of free goods, and associated antitrust implications, are exam-
ined in Gal and Rubinfeld (2015).

See, for example, Bolt and Chakravorti (2012).

See, for example, Garicano and Kaplan (2001) and Jullien (2012).

See, for example, Bajari and Hortagsu (2004).

See Fudenberg and Villas-Boas (2006).

See http://europa.eu/rapid/press-release_IP-15-5323_en.htm.

In September 2014, the European Court of Justice upheld a 2007 decision by the
EC that MasterCard’s multilateral interchange fees on cross-border transactions
breached competition rules. Overall, through a sequence of decisions, caps have
been placed in EU Member States to interchange fees of 0.3 per cent of the value
of credit-card transactions and 0.2 per cent for debit-card transactions.

See http://europa.eu/rapid/press-release_IP-15-5166_en.htm.

See http://europa.eu/rapid/press-release_IP-15-5432_en.htm.

Broadcasters also have to take into account the applicable regulatory framework
beyond EU competition law when considering sales to consumers located else-
where. This includes, for online pay-TV services, relevant national copyright laws,
a matter related to EC’s proposal to modernize EU copyright rules, as part of its
Digital Single Market Strategy.

According to a statement in 2013 by FCO President Andreas Mundt, ‘Such clauses
make the market entry of new suppliers offering innovative services, such as
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last-minute offers via smartphone, considerably more difficult, as these new com-
petitors are not able to offer hotel rooms at better rates.” ‘The competition between
the hotels is also hindered because they are not free to set their prices independently
and cannot respond flexibly to new competition developments.’

23. Booking.com is currently the largest online hotel agency in the world. Expedia Inc.,
including Expedia.com, Hotels.com and Venere, ranks second. HRS is a Germany-
based travel agency.

24. The French, the Italian and the Swedish Competition Authority coordinated their
investigations and on 21 April 2015 adopted parallel decisions accepting identical
commitments from the market-leading online travel agent Booking.com and mak-
ing them binding in their respective jurisdictions. The EC assisted the authorities in
coordinating their work. In the course of the investigations, Booking.com conducted
a customer survey of 14,000 consumers in 9 Member States and produced economic
papers to argue that parity between room prices in hotels’ own sales channels and
prices offered on Booking.com’s platform is important in preventing free-riding on
Booking.com’s investments and ensuring the continued supply of search and com-
parison services free of charge to consumers. The adopted commitments prevent
Booking.com from requiring hotels to offer better or equal room prices via Book-
ing.com than they do via competing online travel agents. In addition, Booking.com
cannot prevent hotels from offering discounted room prices provided that these are
not marketed or made available to the general public online. The discounted prices
can be offered online to members of a hotel’s loyalty scheme or via offline channels.

25. See ‘Are the European Competition Authorities making a less anticompetitive mar-
ket more anticompetitive? The Booking.com saga,” Competition Policy Centre, Uni-
versity of East Anglia, Competition Policy Blog, 8 July, 2015.

26. The case concerned the market for the manufacture and sale of sports nutrition
products such as protein and carbohydrate-based products and other performance
enhancing products. The authority was informed that 13:e Protein Import AB, a
manufacturer of sports nutrition products under the brand ‘SELF Omninutrition’,
had sent a minimum resale price list for protein powder products to its online buyers,
asking them not to adopt prices below the prices on the price list. The preliminary
investigation indicated that 13:e Protein Import AB had a low market share, below
3 per cent, in the upstream market for the manufacture of protein powder products.
The findings indicated that both the upstream and downstream markets for protein
powder products were highly fragmented. Based on these facts, the Authority con-
cluded that the case did not merit prioritization.

27. See https://www.acm.nl/en/publications/publication/14226/ACMs-strategy-and-
enforcement-priorities-with-regard-to-vertical-agreements/.

28. See https://ec.europa.eu/digital-agenda/en/digital-single- market.

29. A Study conducted for the DG for Internal Policies, A Digital Single Market Strat-
egy for Europe, see European Commission (2015) was published in July 2015. It
describes the challenges for competition policy in relation to the digital economy
and also some neighboring policy areas such as intellectual property and data pro-
tection. Another useful and relevant policy paper was published by the German
Monopolies Commission in June 2015 (Competition policy: The challenge of dig-
ital markets, pursuant to Section 44(1)(4) ARC, 1 June 2015, see Monopolkom-
mission, 2015). The report puts emphasis on the analysis of markets in which ser-
vices are provided by multi-sided platforms. This set includes search engines, social
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networks, and some areas of e-commerce. It takes the view that the multi-sided
nature of services and the importance of data must be taken into account to a more
significant extent by competition policy.

See also Smith et al. (2000) for an earlier review.

See, for example, Fudenberg and Villas-Boas (2012) for a rich analysis of the main
forces in terms of theory.

See Riordan (2008), for a review of the issues related to vertical integration.

See Bonanno and Vickers (1988), for strategic delegation issues in the context of
vertical separation.

Mortimer (2008) examines related issues in the context of the video rental industry.
Mathewson and Winter (1984, 1988), Shaffer (1991), Martin et al. (2001), Marx
and Shaffer (2004, 2007), Dobson and Waterson (2007) are among the main con-
tributions. For some recent applications see Asker and Seitz (2013) and Asker and
Bar-Isaac (2014).

See e.g., the analysis in the EAGCP report by Motta et al. (2009) prepared in the
context of the revision of the verticals BER.

Official Journal L 336, 29.12.1999, pp. 21-25.

Official Journal C 291, 13.10.2000, pp. 1-44.

Vertical agreements containing such hardcore restrictions were not exempted from
the application of Article 81(1), even if the firms concerned had an arbitrarily
small market share, since the de minimis Notice (2001/C 368/07) does not apply
to such hardcore restrictions. According to the Guidelines, paragraph 46, ‘Individ-
ual exemption of vertical agreements containing such hardcore restrictions is also
unlikely’, thus implying a regime which is in practice very close to per se prohibi-
tion for these black-listed restrictions.

See also Vettas (2010).

. Paragraph 224 of the Guidelines describes various possible ways in which RPM may

restrict competition, while Paragraph 225 states that justifications will be considered
and that the possible efficiencies will be assessed under Article 101(3). Similar to
RPM, the BER generally does not cover agreements that restrict the buyer’s abil-
ity to sell in some territories or to some consumers the goods or services that the
agreement refers to. However, there are a number of important exceptions, where
such restrictions are not considered hard-core, with the most important ones being
systems of ‘exclusive distribution’ and ‘selective distribution’.

The revised BER pays particular attention to the matter of online (internet) sales,
since the Resale Restrictions’ rules apply to both online and (traditional) store sales.
Once distributors have been authorized, they must be free to sell on their websites as
they do in their traditional shops and physical points of sale. For selective distribu-
tion, this means that manufacturers cannot limit the quantities sold over the Internet
or charge higher prices for products to be sold online.

Nocke et al. (2007) examine the impact of different platform ownership structures
as this also depends on the strength of the underlying two-sided network effects.
For a discussion of recent developments in the e-books market, including sales
trends, impact on traditional booksellers, the implications of the complementarity
between e-books and e-readers, a discussion on Amazon’s monopsony power and
publishers’ strategies to confront it and the implications of Apple’s entry into the
market and of the recent antitrust cases against Apple and publishers, see Gilbert
(2015).
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45. See Jin and Kato (2007) for an analysis of dividing online and offline sales, also,
see Loginova (2009).

46. Baye and Morgan (2002) study firms that pay a fee to list prices at a price compar-
ison site and can price discriminate between consumers who do and don’t use the
site. They show that prices listed at the site are dispersed but lower than at the firms’
websites.

47. See Taylor (2004) and Acquisti and Varian (2005) for early approaches to the issue
and Acquisti et al. (2015) for a comprehensive survey.

48. See also Clay et al. (2001) and Chevalier and Goolsbee (2003) for empirical
approaches to price dispersion.

49. A related misguided approach was used in the 90s, when some finance analysts
evaluating internet industries claimed that the laws of economics need not apply to
the dot.coms, contributing to the creation of a bubble.

50. This paragraph includes some ideas that Jacques Crémer presented at the COEURE
September 2015 workshop in Brussels. I am grateful for his insights, though respon-
sible for any misinterpretations.

51. See also Langus et al. (2014).
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6 Winners and Losers of Globalization: Sixteen
Challenges for Measurement and Theory

Cecilia Hornok and Miklos Koren

Abstract

The goal of this chapter is to summarize the state of the art in research in inter-
national trade and global production, and discuss issues relevant to European
policymakers. Much of recent research on globalization is primarily empiri-
cal, owing to the proliferation of available data. We begin by discussing recent
advances in measuring the causes and effects of globalization, and discussing
the particular data challenges that have emerged. We then turn to theories of
trade and global production, first summarizing the conclusions on which there
is a broad consensus in the field. We discuss new insights that may be relevant
for policy-makers, and open research questions.

6.1 Introduction

The fortune of workers, consumers and firms increasingly depends on other
countries. This global interdependence is driven by the flow of goods, capi-
tal, ideas and people across countries. This chapter summarizes research about
two aspects of globalization: international trade in goods and services, and the
international fragmentation of production. We first summarize the overarching
themes that are common to both topics. We conclude with a set of open ques-
tions, and propose an agenda for better connecting academic research with the
needs of policy-making. We also discuss data challenges facing economists and
policy-makers alike.

The primary motivation of theories of globalization is to explain how inter-
national interactions differ from domestic interactions, and why they occur
in the first place. Why do countries trade goods with one another? Why do
some companies locate part of their production abroad? Canonical models of
trade and globalization explain the magnitude and patterns of cross-country
movements, and their welfare implications. An almost tautological conclu-
sion of these models is that if countries choose to interact with one another,
they must be better off than being in isolation. Models may differ in the
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magnitude of the gains from trade they predict, but these gains are almost uni-
formly positive.

A central theme is that globalization benefits some more than others. In fact,
some may even become worse off as their country becomes more open to the
flow of goods, ideas, and people. For example, workers in import-competing
industries stand to lose when countries open up to trade. These distribu-
tional effects of globalization are widely studied both theoretically and empiri-
cally.

Economists find it difficult to give definite answers to trade policy challenges
partly because the remaining policy barriers to cross-border transactions are
difficult to quantify. The standard economics toolbox works with taxes and
quotas. Advances in measurement and unifying theories have made it possible
to robustly quantify the effects of such taxes and quotas with minimal theo-
retical assumptions. Less is known, however, about the role of nontariff and
nonquota barriers such as regulations and standards in limiting the side effects
of globalization. We need to understand the costs of nontariff barriers in limit-
ing international transactions, but also their potential benefits in solving market
failures. For example, most analysis of the Transatlantic Trade and Investment
Partnership (TTIP) and similar agreements can say little about the effect of har-
monized regulation and the investment dispute settlement mechanism, the key
ingredients of the TTIP and other such deep agreements.

Given the scope of the task, this survey is admittedly very selective. We have
chosen topics that we think are both important for European policy and are
well covered in academic research. We have omitted some basic research that
may be very influential in shaping our views and future work, but that are not
in the forefront of current policy debate in Europe. We also do not discuss the
topic of financial integration and international migration, which are the subject
of Chapter 3 and Chapter 11, respectively. Chapters 8 and 9 complement our
chapter by studying agglomeration and location choices of firms, as well as
intra-EU regional development.

Even among the topics we cover, our discussion can only scratch the sur-
face of the academic debate. We did not intend to (and certainly could not)
give a comprehensive survey in all the topics. Instead, we just summarized the
consensus if there is one, and judiciously discussed the open questions. We
have relied on several excellent recent surveys of the literature (O’Rourke and
Williamson, 1999, Rauch, 2001, Anderson and Van Wincoop, 2004, Hoekman
and Javorcik, 2006, Bernard et al., 2007, Goldberg and Pavcnik, 2007a, Harri-
son, 2007, Helpman et al., 2008b, Antras and Rossi-Hansberg, 2009, Bernard
et al., 2012c, Melitz and Trefler, 2012, Yeaple, 2013, Johnson, 2014, Gopinath
et al., 2014). When necessary, we tried to highlight the key papers, but often
just refer to the conclusions of these surveys. Readers who want to follow up
on any of the academic topics should turn to these surveys.
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6.2 Advances in Measurement and Data Challenges

Data on international transactions is collected differently from domestic data,
which both helps and hurts empirical analysis. On the one hand, international
transactions are often more likely to leave a paper trail than domestic ones. His-
torically, many countries relied on tariffs as an easy-to-collect source of gov-
ernment revenue, and built and maintained customs administrations to collect
information about shipments and levy the appropriate taxes. This put unparal-
leled richness of data in the hands of governments, which then became available
for economic research. On the other hand, the fact that customs administrations
and statistical bureaus have no jurisdiction outside their sovereign borders lim-
its their ability to collect good quality data on international flows.

6.2.1  Recent Advances in Measuring the Causes and Effects of
Globalization

Firm-level Measurement of Trade Flows and Competitiveness
Firm-level data from balance sheets, earnings statements, customs records or
surveys have become increasingly available in a number of countries through-
out the past two decades. This led to a rich empirical literature, starting with
the papers of Bernard et al. (1995); Bernard and Jensen (1999), on the per-
formance distribution of firms within countries and industries and on how the
performance of firms relate to international involvement through trade or FDI.

Most related research on European firms, a recent assessment of which is
provided by Wagner (2012), feature data on individual countries. A more sys-
tematic approach is made by Mayer and Ottaviano (2007), who look at firm-
level data from seven European countries. More recently, two EU-wide research
projects (EFIGE, CompNet) generated internationally comparable data. Find-
ings from the EFIGE firm-level survey in seven — mostly major — EU coun-
tries are assessed, for example, by Navaretti et al. (2011), while Berthou et al.
(2015) discuss evidence from the CompNet firm-level panel of 15 EU countries.

The major findings prove to be remarkably robust across countries, indus-
tries and databases. First, firms are very heterogeneous in their performance
measures even within narrowly defined industries. Second, this heterogeneity
is to a significant extent explained by the international activity. International-
ized firms are larger both in terms of number of employees and sales, they are
more productive and more capital and skill intensive than firms operating only
on the domestic market. Third, the bulk of exports in any given country is usu-
ally generated by a handful of very big exporters, which at the same time also
heavily import intermediate inputs.

Firm-level data is also increasingly used for policy analysis (Cernat, 2016).
This is helpful not only to identify the heterogeneous effects of trade policy on
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individual firms, but also to better quantify the aggregate effects of policy. To
understand aggregate effects, we need to rely on industry and macroeconomic
models (discussed in Section 6.3).

Challenge 1 Harmonize firm-level trade and balance sheet data across coun-
tries.

Multidimensional Trade Data

Recent empirical work has used customs transactions data to analyse the pat-
terns of trade. The availability of such data has opened up the possibility to ask
questions beyond the volume of trade and its broad sectoral composition. A typ-
ical customs declaration (which serves as the primary unit of observation for
most trade statistics) records the exporting and the importing firm, the precise
classification of the product being shipped, the precise date of shipments, the
mode of transport and many other logistical details about shipment. This has
made it possible, for example, to study the distribution of trade across products,
destination markets and firms.

Bernard et al. (2007) survey the empirical evidence on multi-product and
multi-country traders. They find that although most exporters (40% of the total)
sell only one product to one destination, most exports are done by large multi-
product, multi-destination exporters. The number of products and firms ship-
ping to a particular market increases with market size and decreases with dis-
tance. Similar patterns emerge for imports.

Armenter and Koren (2014) caution that patterns in multidimensional trade
data may be difficult to interpret because such data is sparse. That is, there are
few observations relative to the number of product, firm and country categories.

What is the quantitative relevance of the sparsity of trade data? Armenter and
Koren (2014) build a statistical benchmark (which can be thought of as a special
case of a wide class of economic models), in which trade shipments are ‘ran-
domly’ assigned to trade categories. The randomness is conditional on the size
distribution of firms, countries, and products, so it does not imply that exporters
behave erratically. Such a ‘balls-and-bins’ model can quantitatively fit many of
the statistics reported about the number of exported products, exporting firms,
and export destinations. Given that many models are consistent with the balls-
and-bins framework, we cannot distinguish among them on the basis of such
simple statistics.

We hence need new statistical methods to deal with large multidimensional
trade datasets. Armenter and Koren (2014) do not offer a universal tool, but
their reliance on the statistical properties of the multinomial distribution may
be a useful starting point for further analysis. A more structural approach is
followed by Eaton et al. (2012) and Armenter and Koren (2013), who build
trade models with infrequent purchases.
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The multidimensionality of most databases on international transactions
(trade, investment, etc.) also poses a computational challenge in empirical
applications. Panels of bilateral trade flows have at least three dimensions, while
more detailed (micro) databases potentially more. Most empirical applications
of the gravity equation on panel data, for example, include multiple sets of fixed
effects to control for country, time, or country-pair unobservables. With large
data, estimating out lots of fixed effects can become difficult or even practically
impossible. To help overcome this problem Baldzsi et al. (2015) derive, both
for balanced and unbalanced data, the within transformations for several fixed
effects models, while Matyés et al. (2012) and Matyés et al. (2013) propose
random effects estimation and derive the appropriate estimators.

Challenge 2 Develop statistical methods and computational tools to work with
multidimensional data.

Using Linked Employer-employee Data
The emergence of linked employer-employee datasets (LEEDs) (see Abowd
and Kramarz, 1999) has spurred a fast-growing research on the effect of trade,
FDI and other modes of globalization on worker-level outcomes, such as wages
and employment probabilities. This is useful because it helps us understand the
distributional effects of globalization more deeply.

The value added of LEEDs relative to firm-level studies is twofold. First,
they help measure the heterogeneity of responses by different worker types.
In a typical research design, some firms are exposed to globalization, some
firms are not, and the researchers study the evolution of wages for different
classes of workers within the firm. For example, Frias et al. (2012) estimate the
effect of increased exports by Mexican firms after the 1994 peso devaluation
on the wages of workers at these firms. They find that workers at the bottom
of the wage distribution are not affected, but higher ranked workers see wage
increases. That is, exports contribute to an increase in within-firm wage inequal-
ity. This would be impossible to measure with just firm-level data. See Schank
et al. (2007), Krishna et al. (2011), Baumgarten (2013) and Hummels et al.
(2014) for studies with similar designs.

A second contribution of LEEDs is that we can measure the exposure to glob-
alization directly at the worker level. Koren and Csillag (2011) use a Hungarian
LEED to estimate the effect of machine imports on the wages of machine oper-
ators. Crucially, knowing the precise product classification of machines and the
precise occupation classification of workers, they can identify which workers
are directly exposed to machine imports. For example, importing a new print-
ing machine should affect the printing machine operator, but not the forklift
driver. Koren and Csillag (2011) find that this is indeed the case and operators
exposed to imported machines receive higher wages.
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We expect that proprietary datasets within the firm will help us paint an even
richer picture of the microeconomic effects of globalization.

Challenge 3 Develop new datasets on workers within firms, while ensuring
privacy and consistency across studies.

Trade in Services
Services were earlier treated by economists as nontradables, as they typically
require the physical proximity of the consumer and the service provider. Recent
advances in information and communication technologies, however, have made
several services ‘disembodied’ and enabled their cross-border trade. Where
proximity is still important, international trade can take the form of sales
through foreign affiliates or the (temporary) movement of persons.

Services are traded not only directly but also indirectly as components of
traded manufactured products in the form of, for example, transport, telecom-
munication, banking or retail services. According to an OECD estimate, the
services value added content of exported manufactured goods is 20-30 per cent.
Hence, the liberalization of services trade, as long as it leads to cheaper, bet-
ter quality services, can also improve the competitiveness of the manufacturing
sector (see empirical evidence from Arnold et al., 2011 on the Czech Republic
and Arnold et al., 2016 on India).

No distinct theory has been developed for understanding trade in services.
Some argue that the existing theories of trade in goods and FDI can be applied
to services trade as well, once we reinterpret transport costs as costs associated
with the need for geographical proximity (Francois and Hoekman, 2010). The
cost of this proximity burden in services is likely to be larger than the cost of
distance in goods trade. Anderson et al. (2014) find that geographical barriers
alone reduce international services trade seven times more than goods trade.

Recent firm-level studies on several large EU economies reveal important
similarities between goods and services trade on the micro level (Breinlich and
Criscuolo, 2011, Federico and Tosti, 2012, Kelle et al., 2013 and Temouri et al.,
2013). Similar to trade in goods, trade in services is also concentrated among
a small group of traders. These firms are typically larger, more productive and
pay higher wages than other firms. The most productive service exporters tend
to be parts of multinational enterprises and export via foreign affiliates. All this
suggests that self-selection through productivity into trading and FDI is also
present in trade in services.

An important difference between goods and services trade is that most bar-
riers to services trade are of a regulatory nature. Service sectors are typically
heavily regulated by national authorities (e.g., due to natural monopolies, asym-
metric information or equity concerns). To the extent that these regulations are
different across countries or discriminatory to foreign providers, they can act
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as barriers to all forms of services trade (cross-border, FDI or movement of
people). Drawing on policy experience with the WTO’s General Agreement
on Trade in Services (GATS) and other bilateral liberalization efforts, Hoek-
man and Mattoo (2013) emphasize that services trade liberalization cannot be
separated from regulatory reform and international regulatory harmonization.

During recent years much has been done to overcome the serious data limi-
tations in the field of trade in services. Bilateral service flow data from several
different sources have been consolidated in a global database (Francois et al.,
2009). Firm-level data on services trade are available for more and more coun-
tries. Information on barriers to services trade are summarized in two large-
scale projects, the World Bank’s Services Trade Restrictions Database (World
Bank, 2015, Borchert et al., 2012a,b) and the OECD’s Services Trade Restric-
tiveness Index (OECD, 2015). Nevertheless, there is still a lot to be done in
the future to build and maintain comprehensive and reliable databases in this
field.

Challenge 4 Build harmonized firm-level data on services trade.

Matched Buyer-seller Data
Most theoretical frameworks, even when they deal with business-to-business
transactions, treat one side of the market as anonymous. In these models,
exporters sell to many anonymous buyers, and importers buy from many anony-
mous sellers. In reality, however, most firms are only linked to a few buyers and
few suppliers.

Understanding the nature of buyer-supplier linkages is crucial for two rea-
sons. First, firms differ in their set of buyers and set of suppliers, and this het-
erogeneity may contribute to heterogeneity in performance (Eaton et al., 2013).
We want to understand how firms with few and many links behave differently.
Second, the structure of the network may affect the behavior of the entire eco-
nomic system (Acemoglu et al., 2012).

Bernard et al. (2014b) analyse a novel two-sided dataset on trade. Using
transaction-level trade data from Norway, they identify buying and selling
firms, and document a number of facts about the distribution of trade flows
across buyers and sellers. First, there is substantial variation in the number
of buyers per seller. Most firms sell to a single buyer, but large firms sell to
many buyers. Second, the distribution of sales across buyers does not vary
systematically with firm size. Third, larger sellers sell to, on average, smaller
buyers.

Carballo et al. (2013) study a similar buyer—seller dataset for Costa Rica,
Ecuador and Uruguay. They show how the number of buyers varies across des-
tination markets. Firms have more buyers in large and close markets. In markets
with tougher competition, the distribution of sales is more skewed towards the
largest buyer. Carballo et al. (2013) also build a model to show that increased
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international openness to competition leads to selection and reallocation across
buyer—supplier relationships, increasing productivity and welfare.

Data on buyer-supplier links is also (if not more) difficult to obtain for
domestic transactions. Bernard et al. (2014a) work with a unique Japanese
dataset, showing that the average firm has 4.9 suppliers and 5.6 (business) cus-
tomers. They also study the geographic distribution of suppliers.

We discuss the theoretical questions raised by this new empirical work on
buyer-supplier links in Section 6.3.3.

Challenge 5 Collect data on buyer—supplier links within the EU.

6.2.2  Data Challenges

Data Collection is Fragmented Across Countries
To study globalization, it is important to have internationally comparable data,
and to follow transactions outside country borders. The European Union is
closer to this ideal than other free trade areas would be, as Eurostat coordi-
nates the development, production and dissemination of European statistics
(Eurostat, 2011). However, most data wealth is still held by national statistical
agencies.

There are several recent advances to improve data harmonization and
data matching across countries. Lopez-Garcia et al. (2014) and Berthou
et al. (2015) describe the CompNet project, which collects firm-level indica-
tors of competitiveness across European countries in a harmonized manner.
Researchers have also matched various datasets necessary for analysis. Bernard
et al. (2012a,b) matched trade and production data for Belgium. Bernard et al.
(2014b) identify individual buyers of all exporters and sellers of all importers
in Norway, which could serve as a first step to match this data with statistics
outside Norway. Carballo et al. (2013) similarly identify buyers of exporters in
Costa Rica, Ecuador and Uruguay. However, such matched data is not widely
available for research.

Challenge 6 Link national administrative data, harmonize data collection and
reporting.

Collecting Data Within the Firm is Difficult

A large fraction of global transactions are carried out by multinationals (Yeaple,
2013). Correspondingly, economists have started to study the motivation of
multinationals to keep production in house, rather than sourcing inputs at arm’s
length. (See Antras and Rossi-Hansberg, 2009 for a review.) Understanding the
behavior of multinationals demands access to within-firm data: where foreign
affiliates are located, how much they sell in various markets, what their trans-
actions are with the parents. We only know of a few such datasets.
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First, confidential microdata collected by the US Bureau of Economic Anal-
ysis on Direct Investment and Multinational Enterprises is used by many
researchers surveyed in Yeaple (2013). Second, the Deutsche Bundesbank col-
lects and maintains the Microdatabase on Direct Investment of German parent
companies (Lipponer, 2006). Third, proprietary datasets published by private-
sector vendors have also been used in research: WorldBase published by Dun
and Bradstreet (Alfaro and Chen, 2014), or Orbis, published by Bureau van
Dijk (see Alfaro and Chen, 2012).

We expect more reliance on private-sector data and within-firm case studies
to inform the theories of multinationals.

Challenge 7 Synthesize research based on ad-hoc proprietary data.

Measuring Trade and Competitiveness in Value Added Terms

The fragmentation of data collection across countries also makes it difficult
to identify the real contribution of countries to global value added. The key
challenge is that international trade is recorded in gross output terms, which
do not necessarily reflect accurately the local contribution of a country. For
example, a car assembly plant in Hungary might export to Germany. Exports
are recorded as the total value of the car exported, whereas the Hungarian value
added might be just a fraction of that value.

National statistical offices compile input—output tables to track how value
is added along the supply chain within the country. Johnson (2014) summa-
rizes recent efforts by researchers to estimate a similar global input—output table
that also takes account of global trade flows. One such database is the GTAP
(Global Trade Analysis Project) Database, which Koopman et al. (2014) used to
break up country gross exports into value added components. A more recently
compiled and publicly available database is the World Input Output Database
(Stehrer et al., 2014), which also has a full time series dimension.

The basic fact is that trade in value added is about 25 per cent less than trade
in gross output. Patterns of value added trade also differ in subtle ways from
patterns of gross output trade. For example, in terms of value added, services
are about as traded as products. In fact, the final price of many high end manu-
facturing products includes a substantial portion of services, such as design and
marketing. Second, some countries add relatively more value to their exports
than others. Taiwan’s value added exports are about half of its gross exports,
whereas for Brazil this ratio is 86 per cent (Johnson, 2014).

Timmer et al. (2013) discuss how measurement of value added trade affects
our view on European competitiveness. They develop a measure of global value
chain (GVC) income and GVC employment, as the value added that comes
directly or indirectly from exporting manufactured goods, and the jobs that are
directly or indirectly contributing to these goods. They show that GVC income
grew slower in Europe than gross exports, that GVC income is biased towards
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services, increasingly over time, and that GVC jobs are increasingly higher and
higher skilled.

Challenge 8 Construct international input-output accounts from the ground
up.

6.3 Insights from Theories of Globalization

This section discusses the insights from theories of international trade and the
international fragmentation of production. We first report broad lessons about
the causes and effects of globalization, lessons in which there is a consensus
among scientists, then discuss open questions.

6.3.1  Broad Lessons about the Causes and Effects of Globalization

Gains from Trade
Classical and neoclassical economics states that countries gain from trade
because they can specialize according to their comparative advantage. If the
country can produce more of what it produces cheaply, and consume more of
what it produces expensively, its residents have to be better off.

This basic result in trade theory can be derived with minimal assumptions
about the structure of the economy other than what is usual in neoclassical
economics: perfect competition and constant returns to scale (see, for example,
Dixit and Norman, 1980). Notably, it does not matter whether countries trade
because they have access to different technologies, because they have different
factor endowments, or because they differ in taste. Simply the fact that an open
country finds prices different from its own in the world market establishes the
gains from trade: it can sell whatever is more expensive abroad and buy what-
ever is cheaper.

New trade theory has provided new explanations for why countries trade.
Krugman (1979, 1980) argues that even identical countries may gain from trade
if firms exploit internal economies of scale. Such economies of scale may arise
in high tech sectors, where costs of product development and marketing are
large relative to actual production costs. Cars, computers and pharmaceuticals
are prime examples.

In an open economy, each firm has an incentive to produce at bigger scale and
economize on fixed costs. As a result, more firms will enter and consumers will
have more variety at their disposal. To the extent that consumers value variety
of choice, they will gain even by integrating with an identical economy. Such
models are capable of explaining the large volume of trade between similar
economies such as the EU and the US. They are also consistent with large vol-
umes of simultaneous exports and imports of similar products (‘intraindustry
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trade’). An additional prediction of the theory is that whenever trade is costly,
producers will want to locate and bear the fixed cost close to their final con-
sumers.

Davis and Weinstein (1999) and Head and Ries (2001) provide evidence for
the qualitative conclusions of new trade theory. They find that industries subject
to product differentiation are overrepresented in countries and regions with high
local demand. Hanson and Xiang (2004) also find that industries with more
product differentiation and with higher transport costs are overrepresented in
large countries.

Broda and Weinstein (2006) quantify the gains from increased variety, which
is at the heart of the gains from trade in models with economies of scale. They
compute a variety-corrected import price index to account for the fact that con-
sumers value goods from different countries differently. They estimate that US
consumers gained 2.6 per cent of GDP from increased import variety between
1972 and 2001.

Old trade theory has been concerned mainly with aggregate trade patterns.
New trade theory has focused instead on the export decision: Which firms
export, how many products and destinations they serve. We have now finely
disaggregated data to answer these questions. New trade theory offers the
promise of building aggregate models from the bottom up. Melitz (2003) is
the workhorse model in the new trade literature. The theory is built on two key
blocks: Firm heterogeneity in productivity and economies of scale (fixed costs)
in exporting. The model’s tractability makes it possible to bring together micro
facts and macro analysis.

The key mechanism of the model is selection: Fixed costs prevent many firms
from exporting, and only the more productive firms can recover the fixed cost.
In the model as in the data, exporters are few and larger than nonexporters.
Selection is also at work on the key implication of Melitz (2003) in the event of
a trade liberalization: Existing exporters will sell more (the intensive margin),
new firms will start exporting (the extensive margin). Resources are reallocated
from nonexporters to exporters and thus to the more productive firms, and the
least productive nonexporters are driven out of business. This reallocation leads
to gains in aggregate productivity.

Firms can also gain from engaging in other forms of international produc-
tion. They can substitute export sales and economize on trade costs by setting up
production affiliates abroad. The incentive to do such horizontal FDI is charac-
terized by the ‘proximity-concentration tradeoff’ (Brainard, 1997). Firms want
to produce close to their consumers (proximity) to economize on trade costs,
but also want to concentrate production to exploit economies of scale. A special
case of horizontal FDI aims to serve other countries from the foreign production
plant: export platform FDI. While there is empirical evidence that firms locate
their production plants in response to export-platform, not just host country
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demand (Feinberg and Keane, 2001, Head and Mayer, 2004), a quantitative
modelling of this channel has been lacking due to computational complexi-
ties. The question of where to optimally locate a number of production facil-
ities given a distribution of consumers is a computationally difficult problem
to solve. New approaches have been proposed by Arkolakis et al. (2013) and
Tintelnot (2016).

Much of the trade literature focuses on gains accruing to final consumers.
However, firms also source some of their inputs from abroad, so they also stand
to gain with lower trade barriers (Hummels et al., 2001).

Grossman and Rossi-Hansberg (2008) build a theory of offshoring based on
the idea that firms decide on the set of tasks they want to source from abroad.
These tasks differ in their costs of offshoring. In the model, firms that offshore
a wider range of tasks become more productive and will expand. Surprisingly,
they may even increase their demand for local labour, if the productivity effect
is large enough. Halpern et al. (2015) build a model of firms using imported
inputs and quantify the productivity gains from the access to foreign inputs.
Antras et al. (2014) combine these theories in a general equilibrium setting,
and characterize the complex sourcing strategy of firms.

Some of this input trade may take place within the firm. When a firm opens
an affiliate abroad (typically in a low wage country, Yeaple (2013)) to pro-
duce some of its intermediate inputs, it engages in vertical FDI. Hanson et al.
(2005) find that such vertical FDI is higher in low-wage countries that can be
reached by lower trade costs. The growth of vertical production networks has
spurred further research, and we return to it in Section 6.3.3.

Several recent studies have contributed to policy analysis with quantifiable
models of the gains from trade. They simulate counterfactual scenarios by set-
ting trade costs to prohibitively large (so that countries are in autarky), or setting
them to zero (so that countries engage in free trade). These losses from autarky
and gains from further trade liberalization are the easiest to compute, but con-
crete tariff scenarios have also been worked out.

Eaton and Kortum (2002) build a model with Ricardian motives for trade.
That is, countries face different productivities. Trade is also subject to trade
costs, which can vary across pairs of countries. They derive that the pattern of
trade follows a gravity equation: large and close countries trade more with one
another. They also highlight subtle trade diversion effects of trade costs, as in
Anderson and van Wincoop (2003). Theirs is a multi-country general equilib-
rium model suitable for analysing the effects of bilateral and multilateral trade
agreements, for example.

Alvarez et al. (2007) quantify the gains from trade in a calibrated general
equilibrium Eaton-Kortum model. They estimate that eliminating all tariffs
among the 60 largest economies would increase their GDP by 0.50 per cent,
on average (Table 2, weighted average). This estimate is much smaller than
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those of the historical case studies and the reduced-form estimates discussed
below.

In an important recent contribution, Arkolakis et al. (2012) show how to
quantify the gains from trade in a wide class of models, which includes the
Eaton-Kortum model of technology differences, the Krugman model of scale
economies and increased varieties, and a variant of the Melitz model due to
Chaney (2008). In these models, the gains from trade of a country can be sum-
marized by two important statistics: the share of income it spends on domestic
goods and services, and the elasticity of trade volumes to trade costs. Intuitively,
spending much on imported goods (and correspondingly little on domestic
goods) signals a high willingness to pay for imports, whether because of lower
prices, increased variety or selection based on productivity.

This unifying framework is promising for policy analysis, because these
statistics are easy to measure or estimate. For example, the US spent 7 per
cent of its income on imports in 2000. Using the domestic share of 93 per cent
and elasticities of trade between 5 and 10, Arkolakis et al. (2012) estimate that
American consumers were 0.7 to 1.4 per cent better off in 2000 than in complete
autarky. Relative to the likely disruptions that a complete cessation of American
exports and imports would entail, this estimate seems incredibly low.

Existing quantifiable models estimate the gains from trade to be implausibly
small. They find that the typical country of the global economy is only about 1 to
2 per cent richer due to trade than it would be in complete isolation. (For other
calibrations with different treatments of heterogeneity, multiple sectors, and
intermediates, see Ossa, 2015, Melitz and Trefler, 2012, Melitz and Redding,
2014, Costinot and Rodriguez-Clare, 2014.) This is at odds with global efforts
to reduce trade barriers and increase trade among countries, such as the cre-
ation and expansion of the World Trade Organization and the recent agreement
on trade facilitation in the Bali Package. It is also inconsistent with credible
reduced-form estimates of the GDP-enhancing effects of openness to trade.

Feyrer (2009a,b) exploits natural experiments in the variation in trade costs
between countries to estimate how trade affects income per capita. Feyrer
(2009a) uses the closure of the Suez Canal between 1969 and 1975 to generate
quasi-random variation in trade costs between countries that were not part of the
Suez conflict. He finds that the most affected countries, for which the closure of
the canal made sea shipping most expensive, witnessed declines in their volume
of trade and smaller-than-average income growth. He estimates the elasticity
of income to trade around 0.16, that is, a 10 per cent increase in trade volumes
increases income per capita by 1.6 per cent. Feyrer (2009b) exploits variation in
the relative cost of air and sea freight over time. Landlocked countries are now
more accessible than they were before a dramatic fall in air transport costs. This
made them (exogenously) more open to trade and have higher income. Feyrer
estimates the elasticity of income to trade to be about twice as high in this study.
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One potential reason is that airplanes made it easy to not only transport goods,
but also people across countries.

We believe that the quantitative fit between model-based and reduced-form
estimates of the gains from trade could be further improved.

Challenge 9 Reconcile model-based and reduced-form estimates of gains from
trade.

Distributional Effects of Globalization
Almost any change in openness to global competition is going to create win-
ners and losers. A reduction in import tariffs makes consumers better off, while
import competing producers worse off. Eli Heckscher and Bertil Ohlin, the
founders of a theory of trade based on factor endowment differences already
highlighted the distributional effects of trade opening:

Australia has a small population and an abundant supply of land, much of it not very
fertile. Land is consequently cheap and wages high, in relation to most other countries.
[...] Australian land is thus exchanged for European labour. [...] Thus trade increases
the price of land in Australia and lowers it in Europe, while tending to keep wages down
in Australia and up in Europe. (Ohlin, 1924, quoted in O’Rourke and Williamson, 1999,
pp- 57-58)

The result that trade leads to a convergence of factor prices, and thus bene-
fits the abundant (and hence previously cheap) factor, is known as the Stolper-
Samuelson theorem (Stolper and Samuelson, 1941). It identifies the winners of
globalization as the factor in abundance in the country (land for Australia), and
the losers as the scarce factor (labour for Australia, land for Europe), which
previously commanded high prices.

O’Rourke and Williamson (1999) find evidence for this pattern of factor
price convergence in the late nineteenth-century Atlantic economy. The ratio
of wages to land rents has steadily increased for open European countries such
as England, Denmark, Sweden and Ireland. Hence in these countries, landed
interests lost at the expense of workers. The wage-rent ratio has fallen for new
land abundant countries such as Australia, Argentina and the US. This confirms
the original predictions by Heckscher, Ohlin, Stolper and Samuelson.

In the more recent wave of globalization, it is not as easy to identify the
losers. Goldberg and Pavcnik (2007a) review the evidence on the distributional
effects of globalization in several developing countries (Argentina, Brazil,
Chile, Colombia, India, Hong Kong and Mexico) for the time period between
the 1970s and the 1990s. All of these countries liberalized international trade
some time in this period and saw a surge of both imports and exports. The coun-
tries also hosted increasing amounts of FDI. Goldberg and Pavcnik (2007a)
study various measures of inequality, but the broad pattern is that inequality
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increased everywhere. It seems that the losers are the workers who already had
lower wages. This is surprising given that such workers had supposedly been
in abundance in developing countries. Goldberg and Pavcnik (2007a) inves-
tigate several explanations for this pattern, and we also discuss it in
Section 6.3.3.

Focusing on the low end of income distribution, Harrison (2007) reviews
both cross-country and within-country studies of how poverty is affected by
globalization. They also find that ‘[t]he poor in countries with an abundance
of unskilled labour do not always gain from trade reform’ (Harrison, 2007). In
fact, even among the poor, there are generally winners and losers. Topalova
(2007) finds that rural districts in India with higher-than-average concentra-
tion of sectors exposed to import competition witnessed an increase in poverty.
Among urban households in Colombia, there is weak evidence that working in
an import-competing sector and lower tariffs are associated with higher poverty
(Goldberg and Pavcnik, 2007b). In Mexico (Hanson, 2007) and Poland (Goh
and Javorcik, 2007), however, higher exposure to trade was associated with
lower poverty.

Models with increasing returns and firm heterogeneity also produce losers,
not only winners. In Melitz (2003), a reduction in trade costs increases profit
opportunities abroad. When exporting entails a fixed cost, only a subset of
firms will be exporters who can capitalize on these profit opportunities. Their
increased demand for local resources (such as labour needed for production
and R&D) will hurt the smaller firms that only sell in the domestic market.
They will either shrink or exit the market. Bernard et al. (2003) and Melitz and
Ottaviano (2008) arrive at similar conclusions in different models of industry
competition and trade. Such reallocation effects across firms have been empir-
ically documented by Pavcnik (2002) and many authors since.

It is important to note that the redistribution effects of globalization are not
secondary to the aggregate gain from trade. Often it is exactly the redistribu-
tion that brings about the overall gain. Given the amount of resources in the
economy, an export sector cannot expand without an import sector shrinking.
Similarly, large productive firms cannot grow without the small unproductive
firms shrinking or exiting. For too long we have assumed these reallocations to
be frictionless: workers fired in shrinking sectors and firms will instantaneously
get rehired in expanding sectors and firms. We now have the theoretical tools
and measurements to show that this is not the case.

One paper measuring reallocation costs is Artug et al. (2010), who esti-
mate a structural model of industry choice of workers with switching costs
in US data. They build a model where workers pick an industry in order to
maximize lifetime discounted income. If they switch to a different industry,
however, they have to pay a fixed cost. Artug et al. (2010) estimate the mean
and variance of these fixed costs in a panel of workers from the Current Pop-
ulation Survey by matching both the number of workers that switch sectors
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and the sensitivity of cross-sector worker flows to wage gains. The estimates
reveal very large switching costs, equivalent to between 4 and 13 years of wage
income.

More recently, Dix-Carneiro (2014) refines the above model by, among oth-
ers, incorporating worker heterogeneity and estimates the switching cost on
Brazilian data. He finds that the median switching cost is 1.4-2.7 times the
annual wage, but with a high dispersion across the population. He argues that
in certain segments of the labour market the adjustment process after a trade
liberalization can take a long time, which can significantly offset the gains from
trade. On the same Brazilian data, Dix-Carneiro and Kovak (2015) show that
the labour market outcomes of the most affected regions deteriorated compared
to other regions for more than a decade before beginning to level off.

Antras et al. (2015) study the welfare implications of trade in an economy
where redistribution is subject to information constraints. Their conclusion is
that even though progressive taxation might mitigate the effects of trade on
inequality, in general inequality will go up after opening up to trade.

In a sequence of papers, Helpman and Itskhoki (2010) and Helpman et al.
(2010, 2016) develop a new framework to think about trade, unemployment
and wage inequality.' The key result of Helpman et al. (2010) is that opening a
closed economy to trade increases inequality as better-paying exporting firms
expand. However, this effect turns around when almost all firms export, and
their expansion also pulls up the bottom of the wage distribution. The response
of unemployment to trade is ambiguous. Helpman et al. (2016) find that the
model describes well the evolution of wage inequality in Brazil, and that trade
can contribute to large increases in inequality.

Challenge 10 Identify losers from globalization and quantify their losses.

Cross-border Frictions are Large
The third broad lesson from research on international trade is that frictions that
impede the flow of goods and other interactions are large. Some of these fric-
tions are related to geography, but many of them are associated with crossing
borders.

Anderson and Van Wincoop (2004) provide a survey of the estimated trade
costs (see Table 6.1). They report three sets of estimates. The first includes
direct measures of transaction costs, such as charges for freight, insurance, tar-
iffs, as well as costs of distribution and local taxes. For the average country,
these amount to 170 per cent of the value of international trade. Distribution
costs also arise in domestic trade, so the cross-border component of costs is
‘only’ 74 per cent.

The second method to estimate trade costs exploits the cross-country dispar-
ity in prices. If the price of a good in the destination market is 4 per cent higher
than in the source market, trade costs between these countries are at least 4 per
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Table 6.1 Percentage equivalents
of trade costs. Source: Anderson
and Van Wincoop (2004), p. 692

Cost component Percentage
Transportation 21
Policy barrier
Language barrier 7
Currency barrier 14
Information barrier 6
Security barrier 3
Total border costs 44
Distribution 55

cent.” Estimates of the dispersion of log prices across locations vary between
20 and 40 per cent (Anderson and Van Wincoop, 2004).

The third method infers trade costs from the volume of trade relative to a fric-
tionless benchmark. This method has been immensely popular, relying mostly
on the gravity equation as the benchmark trade model.?

Theories of the past decades have incorporated these frictions mostly as taxes
or wedges on import prices. These are often modelled as an ad-valorem cost,
following Samuelson (1954). Recently, other forms of trade costs have also
been modelled and estimated: fixed entry costs of operating in a market, time
costs associated with shipping, fixed costs accruing per shipment, and additive
rather than proportional shipping charges. We will briefly discuss estimates of
each.

Fixed Entry Costs

Entry costs are useful in explaining why many firms do not export. If a firm is
too small, it would not find it profitable to bear the fixed costs associated with
distribution in a given market. Das et al. (2007) estimate a structural model of
exporters with sunk market entry costs, and find that these costs are substantial,
of the order of $400,000. The primary fact identifying such large sunk costs
is that many large firms seem to forego large profit opportunities in foreign
markets and do not enter.

Helpman et al. (2008a) estimate a model of heterogeneous firms with fixed
costs of market entry from macro data: the volume of trade between pairs of
countries. Their estimation is based on the idea that only fixed costs can gen-
erate zero trade flows in the data, variable costs cannot. They show how fixed
costs vary across countries, and that FTAs, a common language, and a common
religion predominantly reduce the fixed costs of trade, not the variable cost.
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Armenter and Koren (2015) emphasize that there is large heterogeneity in the
market entry costs across firms. By matching the size distribution of firms and
the number and average size of exporters, they estimate that the 75th percentile
of fixed costs is 32 thousand times as much as the 25th percentile. This huge
variation suggests that a simple fixed entry cost is not a suitable structural model
of export entry.

Arkolakis (2010) develops a theory with convex market access cost. This
model is consistent with the fact that some firms do not enter export markets
(because the marginal market access cost is strictly positive), but fits the pattern
of small exporters better than models with fixed costs.

Time Costs

Trading time, that is, the time it takes to send a shipment from the origin to
the destination, represents another form of trade costs. Firms are willing to
pay significantly above the interest cost to get faster deliveries. Hummels and
Schaur (2013) estimate that US importers pay 0.6-2.3 per cent of the traded
value to reduce trading time by one day. Other empirical studies that use dif-
ferent data and methodology also confirm the importance of time costs in trade
(Djankov et al., 2010 and Hornok, 2012). Internationally fragmented produc-
tion processes, which involve the multiple shipping of intermediate inputs, are
especially sensitive to the length and variation of shipping time (Harrigan and
Venables, 2006).

Per-unit Costs

Recent research emphasizes that part of international trade costs are additive
costs, that is, fixed cost per unit traded (Hummels and Skiba, 2004 and Irarraz-
abal et al., 2015). These may include per-unit tariffs, quotas, or transport costs
proportional to the physical quantity of the cargo. The magnitude of these costs
is likely substantial. Irarrazabal et al. (2015) estimate it to be 14 per cent of the
median product price, which is a lower bound estimate. The presence of addi-
tive costs can have important welfare implications. Compared to ad valorem
trade costs, per unit costs may create additional welfare losses, as they distort
the within-market relative prices and consumption of different product varieties
(‘Alchian-Allen hypothesis’).

Per-shipment Costs
Other trade costs are fixed per shipment. They include the costs of the bureau-
cratic procedures of sending a shipment and the shipping time. According to
direct cost measures from the World Bank’s Doing Business database, these
costs exceed 10 per cent of the value of a typical shipment (Hornok and Koren,
2015b). Alternatively, Kropf and Sauré (2014) infer per shipment costs from
trade flows and find them to be broadly 1 to 5 per cent of the traded value.
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Empirical evidence shows that trading firms facing these costs respond by send-
ing fewer and larger shipments. This creates losses in the form of higher inven-
tory expenses (Alessandria et al., 2010) or less consumer satisfaction (Hornok
and Koren, 2015a).

Challenge 11 Understand and quantify nontax, nonquota frictions in trade.

6.3.2  Insights for Policy

Imports Are Important
Earlier empirical studies in trade discussed patterns of exports disproportion-
ately more than patterns of imports. With the emergence of new firm-level data,
it has become clear that imports are as important as exports, especially when
we think of imports used by firms in their production. Bernard et al. (2007,
2009) show that importers are just as special as exporters: they tend to be larger
and more productive than nontrading firms.

The bigger size and better performance of importers is not only due to self-
selection into importing. Studies show that improved access to foreign inputs
has increased firm productivity in several countries, including Indonesia (Amiti
and Konings, 2007), Chile (Kasahara and Rodrigue, 2008), India (Topalova
and Khandelwal, 2011) and Hungary (Halpern et al., 2015). Results are con-
flicting for Brazil: Schor (2004) estimates a positive effect, while Muendler
(2004) finds no effect of imported inputs on productivity. And for Argentina,
Gopinath and Neiman (2014) show that variation in imported inputs may have
contributed to fluctuations in aggregate productivity.

To understand why importers are better, Halpern et al. (2015) formulate a
model of firms who use differentiated inputs to produce a final good. Firms
must pay a fixed cost each period for each variety they choose to import.
Imported inputs affect firm productivity through two distinct channels: as in
quality-ladder models they may have a higher price-adjusted quality, and as in
product-variety models they imperfectly substitute domestic inputs. Because
of these forces, firm productivity increases in the number of varieties imported.
They estimate that importing all tradable inputs raises firm-level productivity
by 22 per cent relative to not importing at all, about half of which is due to
imperfect substitution between foreign and domestic inputs.

Multilateral Agreements Prevent Trade Wars
The canonical view of free trade agreements is that they provide reciprocal mar-
ket access to countries participating in them (see Maggi, 2014 for a survey of
theories of trade agreements). Theory provides three reasons why countries sign
trade agreements. First, they want to internalize ‘terms of trade externality’.
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Binding trade agreements may stop trade partners from manipulating their
terms of trade by restricting trade. Second, with imperfectly competitive indus-
tries, trade agreements also help stop a ‘profit stealing externality’. Third, trade
agreements may serve as a form of commitment guarding against lobbying of
special interests.

Empirical work on trade agreements falls into two categories. There is
reduced-form evidence on the effect of trade agreements on trade volumes and
other economic outcomes (Subramanian and Wei, 2007, Liu, 2007, Dutt et al.,
2013). The majority of papers (with the exception of Rose, 2004) finds posi-
tive association between trade agreements and trade flows, that is, trade flows
increase after a trade agreement is signed.

A key challenge of these reduced-form studies is identification of causal
effect. Countries signing trade agreements are also likely better integrated in
other, unobserved ways. One way to get around this omitted variable bias is
to use only the timing of trade agreements, and see how trade increases in the
years following its implementation (Eicher and Henn, 2011).

A second group of studies try to identify the particular theoretical motiva-
tions behind why countries sign trade agreements. There is some supporting
evidence for all three theories: terms-of-trade externalities (Broda et al., 2008,
Ludema and Mayda, 2013, Bagwell and Staiger, 2011), profit-stealing exter-
nalities (Ossa, 2014) and domestic commitments (Handley and Limao, 2015,
Handley, 2014).

While there are competing interpretations of how and why trade agreements
work, one broad lesson is that without binding trade agreements, countries
would be prone to occasional escalating trade wars. Ossa (2014) conducts coun-
terfactual analysis with two scenarios. In the trade talks scenario, WTO mem-
bers (modelled as seven countries and regions: Brazil, China, EU, India, Japan,
US, and the rest of the world) come to an efficient agreement about further tariff
reductions relative to the status quo in 2007. This would increase global wel-
fare by $26 bn per year. In the trade wars scenario, members engage in esca-
lated tariff wars. This would reduce global welfare by $340bn a year. Hence
Ossa (2014) argues that the primary success of the WTO is preventing trade
wars.

6.3.3  Open Questions

In this section we discuss the open questions of recent research in trade. These
are questions in which the theories and the data are in apparent disconnect, in
which competing theories disagree, or for which we lack compelling theories
altogether.
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How Big are the Redistributive Effects of Globalization?
Most models of the redistributive effects of globalization are way too stylized
to be used for quantitative analysis. The usual approach posits two types of
workers, skilled and unskilled and finds some empirical counterpart for these
worker groups. In reality, there is a much larger heterogeneity of worker skills
that needs to be captured in the model.

Capturing the large heterogeneity across firms has become quite standard
after Melitz (2003) and Bernard et al. (2003) and many quantitative studies
calibrate firm heterogeneity to the data when studying trade liberalization (Bal-
istreri et al., 2011, Corcos et al., 2012, Breinlich and Cuiiat, 2015). A similar
approach at the worker level has been lacking.

Costinot and Vogel (2010) build a matching model of heterogeneous workers
and sectors to study the evolution of inequality in various globalization scenar-
ios. They work with a continuous distribution of worker skills, so they can study
the changes along the entire wage distribution. Antras et al. (2015) also permit
rich heterogeneity across economic agents.

Challenge 12 Develop a toolbox for quantitative analysis of redistribution.

What are the Side Effects of Globalization?

We have so far mostly discussed the pecuniary effects of globalization: how
prices and incomes change, and who wins and who loses in terms of real
income. The policy stance towards globalization, however, is often motivated
by the presence of nonpecuniary externalities (Harrison and Rodriguez-Clare
(2010)), what we colloquially term the ‘side effects of globalization’. Exposure
to foreign trade and investment may bring about both positive and negative side
effects. Below we discuss one example for each, namely productivity enhance-
ments from knowledge spillovers, and environmental pollution. We note that,
given the intense policy interest, this is a very active field which we anticipate
will flourish in the future.

A body of literature documents the empirical connection between imported
technology and productivity. For example, Coe and Helpman (1995) find that
countries importing from R&D abundant trade partners are more productive
(also see Coe et al., 1997 and Bayoumi et al., 1999), while Keller (2002), Keller
and Yeaple (2009), and Acharya and Keller (2009) obtain similar findings at
the industry level. Less is known, however, about the effects of technology
imports on firm productivity. Firm-level evidence is useful because it can help
isolate the effect of imported technology from other confounding factors such
as investment or FDI, thus allowing us to identify the mechanism more directly.

Knowledge spillovers from multinationals to local suppliers are thought to be
important for foreign knowledge to take hold in the host country (see Pack and
Saggi, 2006 for a review of the case-study literature). There is, however, no
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consensus if and how these spillovers take place. Gorg and Greenaway
(2004) survey the evidence to date on spillovers from foreign investment, find-
ing a mix of results with both positive and negative effects.

Arnold and Javorcik (2009) document that Indonesian firms taken over by
multinationals improve their productivity after acquisition, which is suggestive
of technology transfer from the parent company. Blalock and Gertler (2009) uti-
lize the same dataset to show that firms, which do R&D themselves and employ
skilled workers benefit more from FDI. Javorcik (2004) finds that multina-
tionals entering Lithuania have a positive productivity effect on local firms in
upstream sectors. In this study, buyer-supplier links are inferred from input—
output tables (also see Bloom et al., 2013). Javorcik and Spatareanu (2009) use
a survey in the Czech Republic to measure buyer-supplier links at the firm level,
and also find positive effects. Guadalupe et al. (2012) show that Spanish sub-
sidiaries innovate more after foreign acquisition.

Knowledge may also spill over to the host country via worker mobility. If the
technological and organizational knowledge is not too specific to the firm, then
a worker moving from a foreign-owned, foreign-managed, or import-intensive
firm will also have a higher marginal product at the new firm. This can serve as
an indirect channel through which domestic firms acquire foreign knowledge.
Stoyanov and Zubanov (2012) find evidence in Danish data that workers mov-
ing from more productive firms tend to enhance the productivity of the host
firm. Mion and Opromolla (2014) show that, in Portugal, managers leaving
exporting firms take their exporting knowledge with them: the new host com-
panies become more likely to export; they also reward the new managers for
their export experience.

This body of literature, and further studies in this area, help both distinguish
the particular channels of technology spillovers and identify the barriers of such
spillovers.

Trade may also have negative side effects, for example via environmental
pollution. It is a firmly established empirical relationship that environmental
pollution depends on economic development in an inverted U-shape pattern
(‘Environmental Kuznets Curve’ Grossman and Krueger, 1993). In the devel-
opment process, pollution rises as the scale of activity increases, but above a
certain income level the relationship reverses because the economy moves to
more environmentally friendly technologies and sectors. Hence, to the extent
that trade promotes economic growth, trade openness should eventually also
contribute to better environmental quality.

International trade can also have direct effects on the environment, which
may be negative or positive. A negative effect may occur if the global competi-
tive pressure makes countries adopt looser environmental policies. In contrast,
if globalization helps spread environmentally friendly technologies, rules and
standards across the world, trade can lead to less pollution. An excellent review
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of the literature on trade, growth and the environment is provided in Ekins et al.
in Chapter 7 of this volume.

An issue that received most attention recently is the distributional impact
of globalization on pollution. Polluting activity is increasingly concentrated
in some developing countries (‘pollution havens’), and it is fleeing developed
countries with stringent environmental regulation. An example is the so-called
carbon leakage, when CO, emission targets lead firms to relocate from Kyoto
countries. The consequence is the rise of pollution-embodying imports in the
developed world, which has recently been documented in several empirical
studies (Babiker, 2005, Kellenberg, 2009, Grether et al., 2010, Aichele and
Felbermayr, 2015).

Challenge 13 Understand and quantify the external effects of globalization.

What are the Deep Causes of Cross-border Frictions?

The large estimates of cross-border frictions surveyed in Section 6.3.1 sug-
gest that international transactions are hampered by more than transport costs.
In fact, even after controlling for transport costs, crossing a country border is
associated with a 44 per cent ad-valorem trade cost. Only 8 per cent of this is
related to policy barriers (tariffs and quotas), the rest remain unexplained.

We need better theories and measurement of frictions that are neither a tax,
nor a quota. One candidate is the limited access to information across border
(Rauch (1999)).

Information Frictions
Allen (2014) builds a model of information frictions and trade, in which pro-
ducers sequentially search for the best place to sell their product. Estimating
the model on agricultural trade in the Philippines, he finds that about half of
the price dispersion can be attributed to information frictions.

Chaney (2014) proposes a theory in which firms find new buyers via the
network of their existing buyers. This assumption is motivated by the patterns of
export market entry of French firms. The model predicts a relationship between
international trade and distance, close to what we observe in the data.

There are also several empirical studies finding evidence for the qualitative
conclusion that better access to information increases trade. The maintained
assumption in many studies is that immigrants facilitate trade between their
source and their host country. Rauch and Trindade (2002) exploit spatial vari-
ation in the number of Chinese immigrants, Cohen et al. (2012) use the place-
ment of Japanese internment camps as a natural experiment, Felbermayr et al.
(2010) extend the analysis to other ethnicities such as Polish and Mexican. The
broad conclusion is that regions with a large share of immigrants trade more
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with their source country. More work is needed, however, on identifying the
specific channels through which immigrant networks facilitate trade.

Local Infrastructure

Another recent strand of literature suggests that local transportation also mat-
ters for international trade and development. This has been documented for
railroads in India (Donaldson, 2016) and the US (Donaldson and Hornbeck,
2016), roads in Peru (Volpe Martincus et al., 2017), Turkey (Cosar and Demir,
2016) and the US (Duranton et al., 2013), and bridges for Argentina and
Uruguay (Volpe Martincus et al., 2014) and the US (Armenter et al., 2014). Fel-
bermayr and Tarasov (2015) also show that there is underinvestment in trans-
port infrastructure in the border regions of France.

Challenge 14 Develop theories to better understand the deep causes of cross-
border frictions.

How Does Supply-chain Trade Differ from Traditional Trade?
An increasing share of international trade is in intermediates (see Hummels
et al., 2001), owing to the increased international fragmentation of production.
Companies break up their production process in smaller stages, and source from
a larger number of suppliers both at home and abroad. The international trade
associated with such production processes is termed ‘supply-chain trade’.

Baldwin (2006) and Baldwin and Lopez-Gonzalez (2014) describe the pat-
terns of supply-chain trade across countries and over time. They use sev-
eral measures of supply-chain trade, such as imported intermediate inputs, re-
exports and re-imports and value added trade. They argue that supply-chain
trade between technologically advanced and low-wage countries is a rela-
tively recent phenomenon, taking off in the early 1990s. This is the ‘sec-
ond unbundling of globalization’, in which the technological and management
expertise of developed countries is matched with cheap labour in developing
ones (Baldwin, 2006).

Supply-chain trade tends to be very regional, potentially because the costs of
coordinating production increase sharply with distance. There are regional pro-
duction clusters around the US, within Europe, and, to a lesser extent, Japan.
Data on re-exports and re-imports helps identify headquarter and production
countries. Within Europe, Germany is clearly a headquarter economy, tightly
linked with several low-wage EU members, but also with high-wage neighbor-
ing countries. Britain and France also act mostly as headquarters, the role of
Italy is less clear.

Bernard et al. (2014a) study buyer—supplier links in data with a broad net-
work coverage. Using data from a Japanese credit report agency, they show
links are distributed across firms and over space. They build a model where
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firms choose the number of suppliers. More suppliers make the firm more pro-
ductive, because they can use cheaper inputs (also see Eaton et al., 2013 for a
similar model). Exploiting the spatial variation caused by a new high-speed rail
line, they find that firms that could expand their supplier base have increased
productivity and sales.

Understanding supply-chain trade better is important, because it has distinct
implications for trade policy. Baldwin (2011) and Blanchard (2015) summa-
rize the key policy challenges associated with supply-chain trade. First, there is
a complementarity between liberalizing trade and liberalizing global produc-
tion (foreign direct investment). When a multinational company invests in a
host country, this raises the incentives of the source country to give preferen-
tial market access to the host country. Second, countries may opportunistically
manipulate policies behind the border to shift rent from foreign investors. Some
form of investor protection may be beneficial, but the current wave of bilateral
and regional investment agreements may give excess powers to current tech-
nology leaders. Third, long supply chains magnify the effect of trade barriers,
especially if regulations concerning international transactions are complex and
not harmonized across countries.

Challenge 15 Build a quantitative theory of supply-chain trade.

What Do Multinational Firms Do?
Production can be shared internationally not only by shipping the final product,
but also by carrying out (parts of) the production process abroad. The research
on global production revolves around several key questions (Yeaple, 2013).
Why do some firms open production facilities abroad? Where do these multi-
nationals go? What determines whether firms source their inputs from indepen-
dent suppliers, or whether they vertically integrate with their supplier?

A surprising fact is that most economic activity of multinationals is con-
centrated at their headquarters and regions close to the headquarter (Keller and
Yeaple, 2013). Alfaro and Chen (2014) also find strong agglomeration of multi-
national plants. This is at odds with models of horizontal FDI, which would
predict that multinational production is a way of getting around trade barri-
ers, geographical or other. It is therefore important to understand what frictions
multinationals are subject to.

Ramondo et al. (2013) study the trade flows between US multinationals and
their foreign affiliates. Surprisingly, they find that the median affiliate does not
sell to its parent. Across all affiliates, the average share of sales to the parent
company is 7 per cent. This does not vary substantially with the degree of input—
output linkages between the parent and the affiliate.

One limitation of the analysis is that the US is geographically isolated from
most countries except Canada and Mexico, and supply-chain trade tends to
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be very regionalized (Baldwin and Lopez-Gonzalez, 2014). In this respect, it
is not surprising that most US affiliates sell primarily to their host countries.
However, the finding of Ramondo et al. (2013) is consistent with those of Ata-
lay et al. (2014), who study domestic shipments of vertically integrated firms.
They estimate an upper bound for the shipments from upstream plants to down-
stream plants within the same firm, and find this to be less than 0.1 per cent of
all upstream sales for the median firm. They argue that firms share intangible
assets among establishments.

Irarrazabal et al. (2013) estimate a model of multinational production in
which the affiliates use an input provided by the parent company. Because of
the above patterns in the movement of goods, it is best to think of these inputs
as intangible inputs, yet they are subject to the same trade costs. Irarrazabal
et al. (2013) estimate the share of these parental inputs in the production by
matching the rate at which affiliate sales falls off with distance. They find that
about 90 per cent of an affiliate’s cost is spent on this parental input. The welfare
implication of this is that multinational companies cannot jump trade barriers
very effectively, since parental inputs are also subject to these barriers. That is,
multinational production adds little welfare relative to trade.

Keller and Yeaple (2013) build a similar model of knowledge transfer within
the multinational firm. Their model has the additional implication that affiliate
sales should fall off with distance faster for knowledge-intensive goods. They
confirm this and related predictions in the data.

We hence need a better understanding of what vertically integrated firms
do, what supply chains are used for, and the potential interaction of these two
questions.

Challenge 16 Build a quantitative theory of multinationals.

6.4 Conclusion

We surveyed the recent economics literature on international trade and global
production. We identified four areas where further research would help policy-
makers: gains from global production sharing, more quantitative analysis of the
redistributive effects of globalization, a better understanding of cross-border
frictions, and estimates of the side effects of trade. With the goal of providing
a research agenda, we identified 16 specific challenges for measurement and
theory, and look forward to future research on trade and globalization.
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Notes

1. Also see Egger and Kreickemeier (2009), Felbermayr et al. (2011), Amiti and Davis
(2012) on trade, unemployment and wages.

2. In imperfectly competitive markets, the producer may be willing to swallow some
of the trade costs by reducing its markup abroad. They would not charge higher
markups abroad for fear of parallel imports.

3. See Anderson and van Wincoop (2003), Anderson and Van Wincoop (2004), Head
and Mayer (2014), as well as Proost and Thisse (Chapters 8 and 9 of this volume).
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7 Economic Approaches to Energy, Environment
and Sustainability

Paul Ekins, Paul Drummond and Jim Watson

Abstract

We first present an overview of different conceptual views of the relationship
between the economy and the environment, and on the ‘sustainability’ of the
interaction between them, and how this may be measured. We then discuss
the components of the ‘Energy Trilemma’; energy security, decarbonization,
and energy access and affordability, before examining the policies required for
advancing a green, low-carbon economy — including lessons from and priority
research areas surrounding EU climate policy. Issues relating to the science-
policy ‘interface’ are then presented, before priorities for research on energy,
the environment and sustainability are summarized.

7.1 Introduction

The intertwined topics of energy, environment and sustainability have, perhaps,
more than other topics, been treated from a variety of economic perspectives,
and in an interdisciplinary way that is outside economics altogether. The struc-
ture of this chapter is as follows. Section 7.2 first outlines the different schools
of economic thought that influence the way in which the economy, natural
resources and the environment are conceptualized and are seen to influence
each other. Section 7.3 then explores how these economic approaches have
been applied to fashion the core concepts in contemporary environmental and
development discourse, of sustainable development, and the distinct but related
idea of sustainability. This then leads to considerations of principles of environ-
mental sustainability and, more broadly, of the many different measures that
have been applied to assess progress or otherwise towards sustainable devel-
opment. Section 7.4 focuses on the issues and future requirements concerning
the energy system and climate change mitigation, particularly through the lens
of the ‘energy trilemma’. Section 7.5 then discusses the policies required to
achieve these requirements, and for a broader ‘green economy’. Section 7.6
assesses the interface and interaction between scientific analysis of the issues,
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and practitioners, policy and policy-makers. Section 7.7 concludes, and sum-
marizes priorities for research in the field.

7.2 Economic Approaches to the Environment

In any general overview of economic literature it is hard to avoid the conclu-
sion that the economics of natural resources and the environment is usually
regarded as a relatively unimportant topic. For example, the book by Canter-
bery (2011), entitled a Brief History of Economics, has no entry in the Index for
‘resources’, ‘natural resources’, or ‘environment’, although as Hueting (1980)
recognized, natural resources and the environment, and the ecosystem goods
and services they produce are scarce goods, they are subject to competition,
and they contribute to human welfare. As such, they fall squarely within Rob-
bins’s (1935) definition of economics. The two principal schools of economic
thought regarding natural resources and the environment (concerning both nat-
ural resources and pollution) are ‘environmental and resource’ economics and
‘ecological’ economics.

7.2.1 Environmental and Resource Economics

Environmental and resource economics broadly adopts the worldview of
mainstream neoclassical economics, and considers environmental concerns an
aspect of broader economic issues to which the approaches of methodological
individualism (general equilibrium models), rationality, marginalism and effi-
ciency may be suitably applied. In this view the focus of economic analysis is
overwhelmingly on the economy depicted as a flow of money between firms,
households and government. When the environment is considered at all, it is
in terms of ‘externalities’, the phenomenon whereby a third party is affected
positively or negatively by the economic activities of others. The most com-
mon example of a negative environmental externality is pollution of air, water
or land, which affects others who are not part of the economic activity or trans-
action that created it. The term ‘externality’ conveys the fact that the impact
on the environment is often external to the market or other economic activity
that created it, and as a result is not included in the prices of, and is therefore
not taken account of in, the relevant transaction or any calculus of the activity’s
social benefit. Such externalities are characterized as a market failure and the
standard environmental economic prescription for the correction of a negative
environmental externality is the levying of a ‘Pigouvian tax’ at the rate equal
to the marginal social cost of the externality at the point where this equals the
marginal social benefit of the activity causing it. This prescription indicates a
key characteristic and dominant method of welfare analysis applied in envi-
ronmental and resource economics, namely the conversion of all impacts from

https://doi.org/10.1017/9781316636404.009 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.009

276 Paul Ekins, Paul Drummond, and Jim Watson

the economy, market transactions and externalities, into monetary values so an
economic optimum can be computed in a social cost benefit analysis. This ana-
lytic method derives from an assumption of ‘weak’ sustainability, which pur-
ports that different forms of capital (discussed in Section 7.3.2) are (often fully)
substitutable. Methods for nonmarket valuation of externalities, including key
issues raised by such approaches, are also discussed in Section 7.3.2.

7.2.2  Ecological Economics

In contrast to environmental and resource economics, ecological economics
considers the human economy as a component of the global ecosystem, and
employs ‘methodological pluralism’ to assess different aspects of what pro-
ponents view as a highly complex, multifaceted human-economy-environment
interaction (Venkatachalam, 2007). Ecological economics considers the human
economy as subject to the laws of thermodynamics, extracting high-grade
energy, materials and ecosystem services from the natural environment, and
discharging low-grade energy and wastes back into it, with consequent degra-
dation of the ecosystems that produce the services. As such, as economic activ-
ity expands, so too does the throughput of energy and materials (the physical
growth of the economy). Broadly, ecological economics represents the idea of
‘strong’ sustainability (discussed in Section 7.3.2), which purports that differ-
ent forms of capital are not fully (or even widely) substitutable. Another key
difference between environmental and ecological economics is their view of
human motivation and behaviour. Implicit in much of the environmental eco-
nomics worldview and literature is the assumption of rational, self-interested,
utilitarian behaviour (homo economicus), whilst ecological economics largely
rejects this model and leans towards the assumption of co-operative actors
capable of being motivated by improving their environment (homo recipro-
cans) (Jansen and Jager, 2000). The institutional, evolutionary and behavioural
schools of economic thought, discussed in Section 7.2.3, concur with this
rejection.

Over time, these different views have matured into ‘a new substantive
research agenda, straddling resource, environmental and ecological eco-
nomics’, that needs to be tackled in ‘a pluralistic and multidisciplinary spirit
of tolerance’ (Turner, 2002, p. 1003). The agenda included ‘questions about
sustainability and the substitutability of different forms of capital, including
natural capital; macro-environmental scale and thermodynamic limits in source
and sink terms; future technological and other changes, together with the prob-
lems of novelty and “surprise”; ecosystem resilience, thresholds and chaos’.
Other issues were ‘more fundamentally contentious’, and included ‘value sys-
tems, philosophy and ethics and related policy prescriptions’ (Turner, 2002,
p- 1003). Many of these issues are discussed further in the sections that follow.
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7.2.3 Institutional, Evolutionary, and Behavioural Economics

These three schools of economics are included here because each is relevant
to ongoing efforts to understand how humans interact with the natural environ-
ment through the economy, and how these interactions change over time. Each
also challenges the core tenets of neoclassical economics, including assump-
tions of rational, welfare-maximizing behaviour by all economic agents (indi-
viduals and firms) according to exogenous preferences, the absence of chronic
information problems, complexity and limits to cognitive capacity, and a the-
oretical focus on movements towards or attained equilibrium states of rest
(Hodgson, 1988, p. xviii).

Institutional economics emphasizes the importance of institutions to eco-
nomic action. Hodgson described economic institutions as ‘complexes of
habits, roles and conventional behaviour’ (Hodgson, 1988, p. 140), whilst John
Commons, another early father of institutional economics, conceived of them
as ‘embodying collective action’ (Rutherford, 1983, p. 722), and ‘including
the state, political parties, courts, unions, firms, churches, and the like . . . [with
their] rules, regulations, customs, common practices and laws that regulate the
actions of individuals and concerns’ (Rutherford, 1983, p. 723). Many institu-
tional economists have paid little attention to the natural environment, and even
(Hodgson, 1988, Figure 1.2, p. 16) considers it outside ‘the projected domain
of institutional economic theory’, although many have applied this school of
thought to resources and the environment (a recent example of which is Brom-
ley, 2014). Although the terms ‘institutional” and ‘evolutionary’ economics are
often used interchangeably, the more ecologically aware version of the latter
conceives development as a co-evolutionary process between five dimensions
of economic and ecological systems: values, knowledge, organization, technol-
ogy, and the environment (Norgaard, 2010). Furthermore, many evolutionary
economists have focused in particular on the important role of technical change
and innovation in markets and in broader long-run changes in economies (e.g.,
Freeman (1992)).

Behavioural economics focuses on the behaviour of individuals, rather than
the nature of the institutions that influence or constrain them. An extensive
behavioural economics literature concludes that human behaviour is highly
complex, and exhibits characteristics of both homo economicus and homo
reciprocans, espoused by environmental/resource and ecological economics,
respectively (Gsottbauer and van den Bergh, 2011). Glasser (2002) explores
a number of moral considerations and other factors that can result in actual
human behaviour departing from the narrow self-interested and static assump-
tions of much neoclassical consumer theory. Moreover, people have often been
observed to seek equitable outcomes where self-interest would produce higher
rewards (Fehr and Schmidt, 1999). While this evidence runs counter to the
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basic homo economicus model, other evidence suggests that the homo recipro-
cans model is unlikely to be broadly applicable either. For example, Dohmen
et al. (2006) suggest that cooperation, even when it produces short-term costs to
those engaging in it, may be in their long-term self-interest under certain con-
ditions. An ongoing subject for further research is how to integrate such com-
plex behavioural issues into economic-environmental models (An, 2012). Other
behavioural economics literature that departs from neoclassical assumptions
regarding individual behaviour concern ‘satisficing’ and ‘bounded’ rationality
(where decisions are constrained by cognitive processes and available infor-
mation), the presence of hyperbolic or ‘present-biased’ rather than exponential
discount rates (Venkatachalam, 2007), and the practice of ‘mental accounting’
(which suggests that the substitution functions between different environmen-
tal goods and services is not smooth) (Knetsch, 2005). Additionally, the experi-
ments reported in Kahneman et al. (1982) suggest that under uncertainty people
look to heuristics and norms based on notions such as anchoring, availability
and representativeness to guide their decisions, and further investigation estab-
lished that these norms can acquire moral connotations associated with judge-
ments about ‘fairness’ (Kahneman et al., 1986).

7.3 Sustainability and Sustainable Development

It is common in the literature to see the concepts of ‘sustainable development’
and ‘sustainability’ used interchangeably. However the distinction between
these two concepts has been developed in some detail in Ekins (2011), and
is briefly described in this section. Linguistically, the idea of ‘sustainability’
denotes the capacity for continuance into the future, and immediately begs
the question — continuance of what? That question has a number of answers
in the context of the sustainability literature, three of which are sustainability
of the environment (environmental sustainability), sustainability of the econ-
omy (economic sustainability) and the sustainability of society (social sustain-
ability). The over-arching concept that contains these three ideas is sustainable
development; development that has the capacity of continuing into the future.

7.3.1  Sustainable Development

Definitions
Since it was first brought to prominence by the Brundtland Report (World Com-
mission on Environment and Development, WCED, 1987), the concept of sus-
tainable development has achieved and maintained a high international profile.
Most recently, in September 2015, the United Nations General Assembly con-
vened to adopt a broad range of Sustainable Development Goals (SDGs), to
replace the Millennium Development Goals (MDGs) adopted in 2000. The
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unanimity of support for sustainable development may give the misleading
impression that its meaning and implications are clear. In fact, as early as 1989,
Pearce et al. (1989) were able to cite a ‘gallery of definitions’, and although
absolute clarity of meaning remains lacking, progress has been made. For
example, (Jacobs 1999, p. 25) lists six ideas that are fundamental to sustainable
development: environment-economy integration, futurity, environmental pro-
tection, equity, quality of life, and participation. These concepts are repeated in
all of the more extended definitions of sustainable development, including that
in the Brundtland Report (‘Sustainable development is development that meets
the needs of the present without compromising the ability of future generations
to meet their own needs’, WCED, 1987, p. 7), which clearly encompasses the
first four of the six points above.

However, the scope for controversy increases markedly with attempts to
move beyond such definitions, to identify policy objectives. For example, given
that ‘quality of life’ contains many different dimensions, what is the balance
to be struck between them in situations where they conflict? And are environ-
mental objectives really compatible with aspirations for indefinite economic
growth, to which all countries remain absolutely committed? And, intergen-
erationally, what is the balance to be struck between present and future gen-
erations, between development now and environmental sustainability for the
future? These are intractable questions, to which it is unlikely that there are gen-
erally accepted answers. Rather, the answers will have to be continually nego-
tiated and renegotiated through political processes, with considerable scope for
confusion, misunderstanding and conflict. It may, therefore, justifiably be asked
why policy-makers persist with, and have given new importance to, the concept
of sustainable development if it is so problematic in practice. To answer this
question it is necessary to go back to why the concept of sustainable develop-
ment was introduced in the first place. This was basically in response to two
concerns: the pace and scale of environmental degradation and perceptions of
potential limits to economic growth.

Environmental Degradation
The principal cause of the increasing realization that a new path of devel-
opment had to be found was the growing scientific evidence over the 1970s
and 1980s, that has further accumulated since, that the combination of eco-
nomic and human population growth was inflicting damage on the environ-
ment that threatened to disrupt some of the most fundamental natural systems
of the biosphere, with incalculable consequences. The most recent evidence of
widespread environmental degradation comes from four large-scale reviews.
The first, the Millennium Ecosystem Assessment (MEA), was the first com-
prehensive evaluation of the impact of human activities on the natural environ-
ment and the ecosystem functions it provides. It identified three main problems
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arising from these activities: the degradation or unsustainable use of approxi-
mately 60 per cent of the ecosystem services (defined in Section 7.3.2) it exam-
ined; evidence that changes being made in ecosystems were increasing the like-
lihood of nonlinear changes in ecosystems (including accelerating, abrupt, and
potentially irreversible changes) that have important consequences for human
well-being; and the fact that the negative results of environmental degrada-
tion were being borne disproportionately by the poor, ‘contributing to growing
inequities and disparities across groups of people, and sometimes the principal
factor causing poverty and social conflict.” (MEA, 2005, pp. 1-2). Secondly, in
2009, Rockstrom et al. (2009) developed the concept of ‘planetary boundaries’,
which defined a ‘safe operating space’ for humanity within the environment,
and published evidence of human activities in relation to this space across nine
environmental issues. Their work suggested that for biodiversity loss, climate
change and the nitrogen cycle, human activities were already outside the safe
operating space (with the phosphorus cycle fast approaching this condition).

Thirdly, the Fifth Global Environmental Outlook of the United Nations Envi-
ronment Programme concluded that ‘As human pressures within the Earth Sys-
tem increase, several critical thresholds are approaching or have been exceeded,
beyond which abrupt and nonlinear changes to the life-support functions of the
planet could occur. There is an urgent need to address the underlying drivers
of the human pressures on the Earth System’ (UNEP, 2012, p. 194). Finally,
in 2013 the Intergovernmental Panel on Climate Change (IPCC), in its Fifth
Assessment Report, gave its starkest assessment yet on the threats to humanity
because of its continuing large-scale emission of greenhouse gases (GHGs),
with five ‘integrative reasons for concern’, namely unique and threatened
ecosystems; extreme weather events; distribution of impacts; global aggregate
impacts, including extensive biodiversity loss; and large-scale singular events,
with risks of ‘tipping points’ IPCC WGII, 2014, p. 12).

Limits to Growth
The first economist to make an unequivocal prognosis of the unsustainable
nature of human development was Thomas Malthus (Malthus, 1798). To sum-
marize drastically, he noted that human population had an exponential growth
trajectory, that agricultural productivity had a linear growth trajectory, and that
fertile land was absolutely limited. From this, he drew the conclusion that
human population growth would be brought to a halt by a shortage of food,
and that such population as remained would bump along between subsistence
and famine, disease and war. He considered that technology might increase the
productivity of land, but ruled out the possibility that it could do so sufficiently
to negate for long the difference between rates of increase of human populations
and agricultural production, which led him to his dismal conclusion. Malthus
was wrong, but that does not mean that this basic insight — that the physical
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resources of the planet are finite, and that the indefinite expansion of human
activities that use these resources will lead to catastrophe — will always prove
wrong.

The most powerful expression of the Malthusian prognosis in modern times
was from Meadows et al. (1972), with the famous Club of Rome report Limits to
Growth, which concluded that growing population and economic activity would
exhaust resources, and that this and the pollution from this activity would result
in the ‘overshoot and collapse’ of both human population and economic output.
In contrast to that of Malthus, this prognosis has not yet been proved wrong,
because the authors envisaged this outcome within 100 years — a period that
is not yet half way through. Moreover, the same authors have issued periodic
updates of their prognosis claiming that their original projections were either
essentially on track, or even optimistic, and overshoot and collapse could occur
earlier (Meadows et al., 2005). However, the great majority of economists reject
these conclusions. They continue to hold to their critique of Limits to Growth,
which was forcibly expressed at the time, and which held that scarcity would
be expressed in markets through rising prices, and would stimulate substitution
away from scarce to more abundant resources, while technological progress
would continue to make resources more productive and control pollution, well
before overshoot and collapse took place. In recent years, the debate between
these opposing points has centred on the question of whether it is possible to
‘decouple’ economic growth from environmental constraints and pressures.

Decoupling and the Environmental Kuznets Curve
Decoupling is the term used to describe a situation in which some environmen-
tal pressure (resource depletion or pollution) grows less fast than the economic
activity causing it (relative decoupling) or declines while the activity continues
to grow (absolute decoupling). The latter concept is reflected by the Environ-
mental Kuznets Curve (EKC) hypothesis. The EKC suggests that the relation-
ship between income and resource depletion and pollution levels follows an ‘n’-
shaped parabola; resource depletion and pollution levels increase with income
until a given level of income is reached, after which environmental pressures
decrease, with the reductions driven by, rather than simply inversely correlated
to, increasing income. The term is borrowed from the original Kuznets Curve
idea, which concerns the relation between income and inequality (Franklin and
Ruth, 2012). The EKC aligns with the environmental economics position, but
is at odds with the ecological economics standpoint. The former tends to con-
sider growth as neutral or even positive for the environment, as technological
innovation and substitution, the level of human capital (discussed in Section
7.3.2) and economies of scale increase efficiency of resource use and reduce
environmental impact (including pollution and other wastes). The latter con-
siders population as the ‘consuming unit’ of natural resources, with growth in
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population, affluence and technology mutually reinforcing each other to pro-
duce a nonlinear negative impact on the environment (through both the use of
natural resources and resulting pollution) (Venkatachalam, 2007).

A very substantial body of theoretical and empirical literature has inves-
tigated this hypothesis, with no consensus reached on its validity. Studies
produce different conclusions for different pollutants into different media
(including local, transboundary and global commons pollutants), across dif-
ferent spatial scales, from different sources and in different economies. Addi-
tionally, when studies may agree on the existence of the EKC for a given set
of conditions, they often disagree on where the peak of the curve lies (Chowd-
hury and Moran, 2012; Franklin and Ruth, 2012). The first explanation for such
varied results is methodological. Data availability and quality is often cited as
an issue (Chowdhury and Moran, 2012), along with the high degree of sta-
tistical sensitivity of such data to the specific modelling approach employed
(Harbaugh et al., 2002). Reduced-form models are often used, linking income
and pollution levels directly and reducing the need for data collection on multi-
ple variables, rather than structural equation models that are more able to char-
acterize the nature of the links between these variables. The second explana-
tion is simply that it is unlikely that the EKC hypothesis is applicable as a
general theory.

The influence of political and institutional circumstances on the relationship
between economic growth and environmental damage is undoubtedly signif-
icant. In fact, a common explanatory factor for the EKC, where evidence for
it exists, is that with increasing prosperity, citizens pay increasing attention to
noneconomic aspects of their living conditions. Such ‘vigilance and advocacy’
is then reflected by the introduction of increasingly stringent environmental
protection instruments (Torras and Boyce, 1998). However, where an increased
vigilance and advocacy is found to exist, the causal relationship between this
and the introduction of environmental protection depends on the extent to which
public preferences are heard by governing institutions, and whether pressure to
act upon them exists. Indeed, evidence suggests that in the long-run, the higher
the ‘democratic stock’ of a nation (i.e., the accumulation and evolution of demo-
cratic institutions over time, and thus the representation of and pressure from
public opinion), the higher the level of environmental quality with respect to
some pollutants (Gallagher and Thacker, 2008), whilst Torras and Boyce (1998)
find that political rights and civil liberties (in addition to literacy) have a partic-
ularly strong positive effect on environmental quality in low-income countries.
In addition, Lépez and Mitra (2000) find that where corruption is found, while
it may coexist with an EKC, levels of pollution for any level of income are
likely to be above the socially optimal level (including the apex of the EKC).

Generating further insights into the validity or otherwise of the EKC
hypothesis will require improved data availability and modelling approaches,
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including improved characterization of the technological, institutional (and
broader political economy), and behavioural phenomena highlighted in Sec-
tion 7.2.3 (Chowdhury and Moran, 2012). An additional focus on economic
and demographic structures, which has thus far received little attention in the
EKC literature (Franklin and Ruth, 2012), would also be beneficial, along with
further investigation into the Pollution Haven and Porter Hypotheses (discussed
in Section 7.5.5). Such research would advance the ongoing search for a more
nuanced theory (or theories) regarding the link between economic development
and environmental degradation.

7.3.2  Environmental Sustainability

The Concept of Capital

Conceiving of sustainability as the capacity for continuance immediately sug-
gests, to economists at least, its logical connection to the concept of capital,
where capital is a stock, or asset, that has the characteristic of producing a flow
of goods and services, which contribute to human well-being. In order to main-
tain or increase welfare, the quantity of capital stock must therefore be main-
tained or increased. Four different types of capital may be identified. The first is
‘manufactured capital’ (e.g., built infrastructure), the traditional focus of capi-
tal economics. The second is ‘human capital’ (e.g., knowledge, skills, health),
which extends the traditional identification of labour as a factor of production
(and is explored further in Chapter 4). The third and fourth categories are rel-
atively new to the concept of capital; ‘social capital’, which includes insights
from institutional economics regarding the importance in economic activity of
relationships and institutions, and ‘natural capital’ (also called environmental
or ecological capital). Environmental sustainability is clearly related to natural
capital, a broad definition of which might be everything in nature (biotic and
abiotic) capable of contributing to human welfare, either through the produc-
tion process or directly.

Viewed in these terms, what needs to be kept for environmental sustainability
to be achieved is the flow of benefits that humans derive from it. Such benefits
derive from ‘ecosystem services’ that flow from stocks of natural capital. These
functions or services may be grouped into three broad kinds: the provision of
resources, the absorption and neutralization of wastes, and the generation of
services ranging from life-support (such as the maintenance of a stable cli-
mate) to amenity and recreation (Pearce and Turner, 1990). These three sets
of functions collectively maintain the biosphere, and contribute to the human
economy, human health and human welfare. However, as noted above (Sec-
tion 7.2.1), the economy’s use of the environment can impact negatively on the
biosphere, and thus on the welfare which other people derive from it, through
negative externalities.
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Because natural capital has featured regularly in various definitions of sus-
tainability and sustainable development, more attention has been paid to the
concept as sustainable development has risen up the public policy agenda. In
this context, considerable efforts have been invested in developing and making
environmental indicators operational (discussed in Section 7.3.3).

Weak and Strong Sustainability

Environmental economics traditionally considers environmental resource
scarcity as a Ricardian ‘relative scarcity’ issue, where biophysical constraints
on economic growth may be overcome by incurring additional cost in the econ-
omy in the short-term (through investment in innovative technology) (Venkat-
achalam, 2007). This derives from a view that human or manufactured capital
can substitute almost entirely for natural capital and ecosystem services, lead-
ing to the weak sustainability conclusion that, as long as the total economic
value of all capital stocks (natural, human and man-made) can be maintained
in real terms, regardless of the distribution between the different types, sustain-
ability is achieved. An important strand in the sustainability and sustainable
development literatures has called these assumptions into question, particu-
larly for natural capital. The idea of strong sustainability, more often espoused
in ecological economics, considers that certain elements, aspects are charac-
teristics of natural resources and the environment, such as uncertainty and the
‘irreversibility’ of some phenomena (e.g., an extinct species cannot be recov-
ered) (Pelenc and Ballet, 2015) mean that some kinds of natural capital, which
has been called ‘critical’ natural capital (CNC) (Ekins et al., 2003) makes a
unique contribution to welfare or has intrinsic value and therefore cannot be
substituted by manufactured or other forms of capital.

Despite the contrasting theoretical positions taken on these issues, there is
increasing alignment on them in practice in the environmental and ecological
economics literatures. For example, many environmental economists recognize
issues of multi-functionality, irreversibility and uncertainties surrounding natu-
ral capital, and support the idea of maintaining the natural capital stock indepen-
dently of man-made capital. Summarizing the literature on the debate between
the validity of the weak or strong sustainability approaches, Dietz and Neu-
mayer (2007, p. 619) list four reasons why the strong approach to sustainability
may be preferred to the weak: risk and uncertainty, irreversibility, risk aversion
and the ethical nonsubstitutability of consumption for natural capital. However,
proponents of both paradigms appear to agree that it is unlikely to be possible
to conclude which natural capital may be considered ‘critical’ over an indef-
inite time horizon (Illge and Schwarze, 2009). A key, long-standing question
remains the extent to which these two concepts may be combined, and how,
to be useful for policy-makers and other stakeholders. Numerous indicators
and indices of sustainability exist, with varied approaches, producing equally

https://doi.org/10.1017/9781316636404.009 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.009

Economic Approaches to Energy, Environment and Sustainability 285

varied results (Mayer, 2008). Positions could probably be further aligned
through the development of a robust, common indicator for sustainability, or
collection of indicators, as discussed in Section 7.3.3.

Principles of Environmental Sustainability

As discussed, environmental sustainability may be conceptualized as requir-
ing the maintenance of benefits derived from environmental functions and the
natural capital that generates them. The major factor in the operationalization
of this definition is the process for identifying which benefits and associated
environmental functions are important to maintain, and to use the terminology
introduced above, which natural capital, and at what level of stock, is ‘critical’
for providing these functions.

de Groot et al. (2003) put forward the criteria of maintenance of human
health, avoidance of threat and economic sustainability. On the basis of such
criteria, a number of principles of environmental sustainability may be derived.
These principles spring from the perception that, in order for the environment to
be able to continue to perform its functions, the impacts of human activities on
it must be limited in some ways. At the global level it would seem important not
to disrupt the climate (discussed further in Section 7.4), deplete the ozone layer
or significantly reduce biodiversity. For pollution generally, emissions should
not exceed levels at which they cause damage to human health, or the criti-
cal loads of receiving ecosystems. Renewable resources should be renewed,
and the development of renewable substitutes should accompany the depletion
of nonrenewable resources. For each of these, quantitative standards describing
the environmental states (e.g., concentrations of pollutants) and pressures (e.g.,
emissions of pollutants) that are consistent with the criteria defined by de Groot
etal. (2003) may be readily derived (though not without a broad range of uncer-
tainty in some cases) from environmental science; for resources, it is depletion
(or nonrenewal) of renewable resources that is currently giving most cause for
concern, especially with respect to biodiversity, many aspects of which cannot
readily be reduced to the idea of ‘resources’ at all, so that identifying sustain-
ability standards for biodiversity is likely to be especially challenging. Given
the great uncertainty attached to many environmental impacts, and the possi-
bility that some of these may give rise to very large costs, the Precautionary
Principle should also be used as a sustainability principle.

Valuation of Natural Capital and Ecosystem Services
A major divergence between environmental and ecological economics concerns
the view of and approach to the valuation of natural capital and ecosystem ser-
vices. Environmental economics tends to adopt an anthropocentric, preference-
based, ‘instrumental’ approach based on the calculation of the monetized
value of natural resources and services, according to the economic welfare of
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individuals, and in line with the weak sustainability paradigm. Ecological eco-
nomics rather promotes the notion of nonmonetized ‘intrinsic’, rather than
monetary value (Venkatachalam, 2007), in line with the strong sustainability
perspective. Despite these traditionally opposing views, ecological economists
now widely use and promote the monetary valuation of natural capital and
ecosystem services (to calculate both instrumental and intrinsic values), pos-
sibly driven by pragmatism, leading to monetary valuation as a social conven-
tion among researchers (Plumecocq, 2014). There are six primary natural capi-
tal and ecosystem service valuation methodologies: avoided cost (services that
allow society to avoid costs in the absence of those services, such as waste
treatment by wetlands avoids heath costs or treatment by artificial means),
replacement cost (services could be replaced by manmade systems, such as
natural waste treatment can be replaced with artificial treatment systems), fac-
tor income (services provide for the enhancement of incomes, such as water
quality improvements increase commercial fisheries catch and incomes of fish-
ermen), travel cost (service demand may require travel, whose costs can reflect
the implied value of the service, such as recreation areas attract visitors whose
value placed on that area must be at least what they were willing to pay to travel
to it), hedonic pricing (service demand must be reflected in the prices people
pay for associated goods, such as housing prices at beaches exceed prices of
otherwise identical inland homes without such an amenity), and finally, contin-
gent valuation (service demand may be elicited by posing hypothetical scenar-
ios that involve some valuation of alternatives, such as people would be willing
to pay for increased forest cover) (Farber et al., 2002).

Each technique has particular strengths and weaknesses, with the most
appropriate approach (or combination of approaches) and specific design based
on the stock or service of interest. Valuation methodologies have been applied
extensively to land, freshwater and marine resources across the world, including
an extensive assessment across the EU’s Natura 2000 network, using a com-
bination of the approaches listed above (European Commission, 2013). Four
key areas for further research regarding natural capital and ecosystem service
valuation present themselves in the literature. The first is how to include or
mitigate the effects of behavioural and psychological phenomena, discussed
in Section 7.2.3 (Scholte et al., 2015). Such issues contribute to the substan-
tial difference in results produced by techniques that determine ‘stated prefer-
ences’ and ‘revealed preferences’, along with ‘willingness to pay’ and ‘willing-
ness to accept (compensation)’ approaches (Venkatachalam, 2007). The second
surrounds how nonmonetary valuation, such as social-cultural value, may be
integrated or made complementary to monetary valuation (Scholte et al., 2015).
The third is on how monetary valuation of natural capital and ecosystem
services itself impacts behaviour. For example, whether monetary valuation
crowds out other forms of valuation (by altering the ‘framing’ of the good or
service) (Neuteleers and Engelen, 2014). The fourth key area, linked to the
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previous two in particular, is the extent to and nature in which ecosystem service
valuation can and does impact decision- and policy-making, and why (Laurans
and Mermet, 2014) — including whether ‘commodification’ in discourse leads
to ‘commodification’ in practice (e.g., via the use of payments for ecosystem
services, discussed in Section 7.5.3) (Neuteleers and Engelen, 2014). Addition-
ally, whilst a significant body of literature has been published on the valuation
of biodiversity, the majority of studies instead value individual species, habi-
tats or ecosystem services, rather than biodiversity per se, largely due to a lack
of consensus on how ‘biodiversity’ may be defined and measured (Beaumont
et al., 2008). Such an issue is also a topic for ongoing research.

Marginal Costs of Environmental Degradation

Linked to the valuation of natural capital and ecosystem services themselves
is the marginal social cost of their degradation through resource extraction
and pollution. This is a focus particularly in environmental economics, which
uses social cost-benefit analysis as a key tool to determine the ‘optimal’ level
between mitigation of such degradation (through policy mechanisms), and
maintenance of the degrading activity. However, calculation of these marginal
social costs is complex, and highly dependent on the characteristics of the
pollution or resource considered and circumstances of its production, release
or extraction. Broadly, it may be argued that the difficulty and uncertainty of
marginal social cost calculation increases with spatial impacts (e.g., whether the
pollutant is largely local, such as PM, or impacts the global commons, such
as CO,), as the heterogeneity, complexity and dynamic interaction between
impacts increases. A broad and expanding base of literature attempting to esti-
mate the marginal cost of CO, emissions (or the ‘Social Cost of Carbon’,
SCC), produces values spanning at least three orders of magnitude (Watkiss
and Downing, 2008). Two principal drivers behind such disparity include dif-
ferent assumptions regarding behaviour of economic agents, and monetary val-
uation of nonmarket entities (including natural capital and ecosystem services,
discussed above, but also human health, etc.) (Van den Bergh and Botzen,
2015). As such, continued research into and improvement of nonmarket val-
uation techniques (both broadly and as related to natural capital and ecosys-
tem services), and the focussed inclusion of behavioural insights into economic
modelling would improve the calculation of marginal costs of pollution (at all
spatial scales).

Two further essential issues lie behind such a range of estimates. The first is
the value of the social discount rate used to compute the present value of costs
and benefits experienced in the future. Unfortunately there is little agreement as
to what the appropriate discount rate, especially with respect to such long-term
issues such as those raised by climate change, should be. This has important
implications for intergenerational equity — a high (exponential) discount rate
quickly places a low value on the costs and benefits of resource extraction,
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pollution damage (including climate impacts) and policy interventions impact-
ing future generations. Van den Bergh and Botzen (2015) provide a recent
overview of the literature on discounting as applied to SCC calculations, and
highlight the specific points of contention. They also highlight the requirement
for further research on how to reflect risk aversion and uncertainty (both about
the future and about the true value and profile of social discount rates) in dis-
count rates employed in cost-benefit analyses.

The second issue is the specific characteristics of the consequences of CO,
emissions (i.e., climate change), specifically (a) the likely extent of the dam-
age is very uncertain, but may be very large (even catastrophic), (b) it is likely
to affect every aspect of human life: mortality, morbidity, migration, the pro-
vision of water, food and energy (which have come to be called the ‘resource
nexus’), and cultural and spiritual values, (c) the results will play out over the
very long term, and (d) the results may be irreversible. Techniques of environ-
mental economic valuation are unable adequately to reflect such characteristics
for a number of reasons, including those discussed in the subsection above, but
also the nonmarginal, irreversible nature of the changes, and the lack of knowl-
edge about the probabilities or even full range of possible outcomes. Weitz-
man (2007) highlighted that the combination of uncertain costs and uncertain
probabilities of climate change damage produces ‘fart tailed’ distributions, and
potential costs that are conceptually infinite, rendering traditional cost-benefit
methodologies inapplicable. He termed this his ‘Dismal Theorem’.

Environmental Justice

As noted in Section 7.3.1, it is widely accepted that a core conceptual com-
ponent of sustainable development is equity, both within and between genera-
tions. When applied to environmental issues this idea is often framed in terms
of environmental justice (or injustice), which Laurent (2011) conceived as com-
posed of four broad aspects: exposure and access (the distribution of environ-
mental quality between individuals and groups, either negative, such as expo-
sure to environmental nuisances, risk and hazard, or positive, such as access to
environmental amenities), policy impact (the impact of environmental policies
between individuals and groups, such as the distributional implications of an
environmental tax; this, along with ‘exposure and access’, may be classified as
‘distributive’ justice), environmental impact (the environmental impact of dif-
ferent individuals and groups, related to lifestyle, consumption patterns, etc.),
and finally, representation in policy-making (the involvement and empower-
ment of individuals and groups in decisions regarding their (usually immediate)
environment; this may be termed ‘procedural’ justice).

As with (and linked to) views on other subjects, there are different
approaches to inter- and intra-generational equity in the environmental and
ecological economics literature. A broad environmental economics view is
that income growth and improved resource use efficiency, along with reduced
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pollution and other wastes (according to the EKC hypothesis) will improve
intra-generational equity, as the poorest in society generally exhibit the highest
exposure to ‘bads’ and the least access to ‘goods’. At the same time intergen-
erational equity may be ensured through the maintenance of the total capital
stock over time (following the ‘weak sustainability’ paradigm) (Venkatacha-
lam, 2007). In contrast, many ecological economists view distributional injus-
tice as a driver of environmental deterioration, so that intra-generational equity,
as a precondition, makes an important contribution to intergenerational equity
(Illge and Schwarze, 2009), in that the transfer of resources to future gener-
ations is influenced by the endowment of property rights, income distribution
and the preferences of the preceding generations (Venkatachalam, 2007). In this
view, the value of social discount rates is also clearly of significant importance
for intergenerational equity.

Questions of environmental justice have been largely peripheral to debates
surrounding valuation of natural capital and ecosystem services, discussed
above, and subsequent policy instrument design and implementation (Matulis,
2014). However, they are becoming increasingly salient (McDermott et al.,
2013). In particular, there are disagreements and uncertainties surrounding
whether instruments utilizing monetary valuation reduce or exacerbate preex-
isting economic and social inequalities — particularly at a local level (a question
of policy impact) (Matulis, 2014, Cobera, 2015). This is linked to a currently
poor understanding of the dynamic interaction between distributional justice
and procedural justice, and ‘contextual’ justice, which considers preexisting
conditions (including culture, beliefs, practices and institutions) that limit or
facilitate access to decision-making and environmental exposure and access,
and therefore receipt of benefits or costs of policy intervention. This is now a
key area for future research (McDermott et al., 2013, Cobera, 2015), that may
be linked to priority research subjects highlighted in previous sections, sur-
rounding natural capital and ecosystem service valuation methodologies and
consequences, and consideration of behavioural and institutional economics.
Further understanding of this interaction may allow for the advancement of
a sound conceptual basis upon which to further develop and monitor robust
indicators of environmental justice in practice, which has proven a continual
difficultly thus far, despite several efforts (McDermott et al., 2013). The fur-
ther development of such indicators aligns to broader efforts for indicators of
sustainable development.

7.3.3  Measurement and Indicators of Sustainable Development
and Sustainability

Since the UN Conference on Environment and Development in 1992, which
established the idea of sustainable development as an overarching policy objec-
tive, there has been an explosion of activity to develop sustainable development
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indicators (SDIs) in order to determine whether sustainable development is
actually being achieved. Because the meaning of sustainable development was
(and is still) not particularly clear (as discussed in Section 7.3.1), this activ-
ity was characterized by much experimentation. Many indicator sets were put
forward by different bodies at different levels (international, national, regional,
local), and substantial efforts have since been invested in seeking to rational-
ize these into ‘core’ sets that can be used for comparison and benchmarking,
while the development of particular sets of indicators for specific purposes has
continued to flourish.

There are two main approaches to constructing indicators of sustainable
development. The first is the ‘framework’ approach, which sets out a range of
indicators intended to cover the main issues and concerns related to sustainable
development. In 1996 the UNCSD published its first set of SDIs, comprising
134 economic, social, and environmental indicators (UN, 1996). The indica-
tors were structured in a matrix that related Driving Force, State, and Response
indicators to the chapters in Agenda 21. Because not all the indicators were rel-
evant for the European Union, EUROSTAT carried out a study using a subset of
36 of these indicators, publishing the results of the study in 1997 (EUROSTAT,
1997). UNCSD subsequently produced a ‘core’ set of 59 SDIs based on its
original set, and EUROSTAT (2001) produced another study involving 63 indi-
cators, which related closely to the UNCSD core set and showed the very wide
range of issues that sustainable development is considered to cover. There are
many other frameworks of SDIs. Internationally, one of the best known is that
published by the Organisation for Economic Co-operation and Development
(OECD) in 2000. This contained a set of ‘possible core sustainable develop-
ment indicators’, a number of country case studies on different aspects of sus-
tainable development indicators, and indicators for the major environmentally
significant sectors. It also contained a new set of social indicators, with con-
text indicators and structured according to the themes of promoting autonomy
(or self-sufficiency), equity, healthy living (or just health), and social cohesion.
Within the themes the indicators were grouped according to social status and
societal response (OECD, 2000).

The most recent and, arguably, most influential, framework of sustain-
able development indicators to be constructed is the Sustainable Development
Goals (SDGs),' which were agreed by the United Nations in September 2015.
There are 17 broad goals, spanning the economic, social and environmental
dimensions of sustainable development, and underpinned by more than 100
indicators.

A limitation of the framework approach to indicators is that unless all the
indicators are moving in the same direction (i.e., all making development more,
or less, sustainable), it is not possible to say whether, in total, the objective
of sustainable development is being advanced. This limitation is addressed
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by the second main approach to SDIs, which seeks to express development-
related changes in a common unit so that they can be aggregated. A number
of such methods have been developed, including aggregation into environmen-
tal themes (the approach underlying the Netherlands National Environmental
Policy Plan process, described in Adriaanse (1993)), aggregation across envi-
ronmental themes (one method of doing this is to weight the different themes
according to perceptions of environmental performance, such as in the Eco-
points system developed by BRE, 2008), and aggregating across environmental
and other themes (this may use multi-criteria analysis, or relate the themes to
some concept such as Quality of Life or Human Development). Another com-
mon aggregation approach is to express the different environmental impacts in
monetary form. Examples include the Index of Sustainable Economic Welfare
(ISEW)), first proposed by Daly and Cobb (1989), which starts from consumer
expenditure and then adds various social or environmental impacts. ISEW has
been calculated for a number of countries, and has been further developed into
the Genuine Progress Indicator (GPI), which has also been calculated for a
number of countries, US states, and other subnational entities (see Posner and
Costanza (2011) for further discussion). Another influential application is what
is now termed ‘inclusive wealth accounting’ (UNU-IHDP and UNEP (2014)).
The approach remains rooted in weak sustainability, with the issues surround-
ing nonmarket valuation discussed in Section 7.3.2 coming into play. With this
approach, therefore, whilst the indicator may be expressed as a single number,
the number may lack credibility.

A third approach, confined to assessing (strong) environmental sustainabil-
ity, involves establishing standards of environmental sustainability and calcu-
lating the ‘gap’ between current environmental situations and these standards.
This gap may be characterized as the ‘sustainability gap’ (SGAP) (Ekins and
Simon, 1999). The SGAP concept takes explicit account of critical natural
capital and indicates, in physical terms, the degree of consumption of natural
capital or pollution levels in excess of what is required for environmental sus-
tainability. The concept may also be applied to examine the time required, on
present trends, to reach the standards of environmental sustainability (‘Years-
to-Sustainability’). See Ekins and Simon (1999, 2003) for further discussion of
the SGAP concept, including how the indicator may be derived. A strong sus-
tainability approach is also taken by the framework developed by the European
research project CRITINC, which sets out a classification of natural capital
in input-output form, together with the various steps that need to be imple-
mented in order to identify CNC and whether the environmental functions
are being sustainably used (Ekins et al., 2003). Over recent years, there has
been considerable development of physical I-O tables (PIOT), and environ-
mentally extended input output (EEIO) accounting, to match the monetary I-O
tables which are a standard feature of national economic accounting (see, for
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example, Vaze, 1998, Stahmer et al., 1998 and, for an application of multi-
region EEIO, Wiedmann et al., 2013).

7.4 The Energy System and Climate Change Mitigation

Energy is essential to human life, civilization and development. Societies
became industrialized through their greatly enhanced use of energy per person,
enabled by the discovery of fossil fuels and the development of technologies
that enable their exploitation at an increasing scale, from less accessible loca-
tions, and with increasing efficiency. They continue to satisfy the great majority
of the world’s demand for energy, and their use, on current trajectories, is likely
to continue to increase to provide energy to drive the continued development of
emerging economies and to satisfy the needs and desires of an increasing global
population, and to provide modern energy services to the current population
of 1.4 billion people without access to electricity and 2.7 billion people who
rely on biomass for cooking and heating (GEA, 2012). However, fossil fuels
are increasingly associated with problems that are becoming more prominent
on the world stage. The first is local air pollution. The old industrial societies
have already grappled with, and to a considerable extent resolved, the local
air pollutants associated with fossil fuel combustion. Fast-growing emerging
economies, especially those that burn a lot of coal, are now struggling with
the same problems. To these local air pollution issues arising from fossil fuel
use may be added the global problem of CO, emissions from fossil fuel com-
bustion, and associated climate change. A link between the two issues is that
some actions to address CO, emissions from the energy system can also have a
beneficial effect in terms of the reduction of both indoor and outdoor local air
pollution (GEA, 2012, NCE, 2014).

The multidimensional nature of energy policy is sometimes expressed
through the ‘Energy Trilemma’ concept, employed by the World Energy Coun-
cil (WEC) to describe the three objectives that most current energy policies
now tend to seek to achieve. The three objectives are energy security, envi-
ronmental sustainability (defined here as reducing CO, emissions), and energy
equity (including accessibility and affordability) (WEC, 2015). Each objective
is discussed below.

7.4.1  Energy Security

Although without a single definition, ‘energy security’ relates to the desire of
governments, businesses and citizens to have access to energy services when,
where and in the quantity that they need and want — and at an affordable price.
The factors that influence energy security may be summarized and grouped in
numerous different ways and through a variety of different lenses, depending
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on the specific definition employed and the purpose of the categorization. How-
ever, from a broad perspective, six interrelated dimensions may be described
(Mitchell et al., 2013).

The first concerns the nature of the energy resources in question. Many oil
and gas resources are highly concentrated, leading to security risks that may
produce rapid and significant price fluctuations. Relatively short-term changes
in demand due to, for example, cold winters, may produce similar effects
to constraints on supply. In the long term, the challenge of decarbonization
(discussed below, in Section 7.4.2) may have a substantial impact. For fossil
fuel exporters, decarbonization may be economically deeply threatening. For
importers, this may give an opportunity to diversify away from fossil fuels
to renewable energy sources or to nuclear power (both of which have their
own, different, implications and challenges), and to increase energy system
efficiency, reducing demand for energy in the first place. Indeed, the techni-
cal characteristics of the energy system comprise the second key dimension of
energy security. Whilst energy efficiency measures can reduce energy demand,
changes to the availability and relative costs of key technologies may alter the
dynamics of the energy resources used to satisfy the demand that remains. For
example, the development of low-cost electricity storage could reduce the need
for back-up electricity generation capacity (such as natural gas) to maintain
adequate supply when intermittent renewables (such as wind and solar) are not
sufficient. In the shorter-term, vulnerability to ‘common mode’ failures (e.g.,
overheating power station, transmission substation failure) and ‘one-off” fail-
ures (e.g., oil tanker spillage) may produce substantial effects. Technological
and infrastructure vulnerability to natural events such as earthquakes, but also
the impacts of climate change, such as threats to coastal sites and the availabil-
ity of water for cooling in thermal generation, may also be significant (Watson
and Scott, 2006).

The third dimension of energy security is the influence of governance. This
exhibits two broad aspects. The first concerns governance structures. Energy
security requires governance at multiple levels of jurisdiction (e.g., local,
national and in the case of the EU, supranational), and an important concern
is the extent to which responsibilities of and arrangements between each level
(and with nongovernmental parties, such as energy suppliers) are clear and
appropriate to ensure adequate decision-making for short- and long-term man-
agement. This is linked to the second aspect; the presence of appropriate strat-
egy and policy that ensures the stable, secure and efficient operation of the
energy system (such as protocols for its automated control), along with instru-
ments and regulations that may be in place to meet health standards, emissions
reduction goals and ethical standards that may rule out the use of otherwise
available resources (e.g., fossil fuels from particular regions of the world, such
as the Arctic).
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The fourth dimension of energy security is the effect of culture, norms and
behaviour of individuals, society, organizations and governments. This dimen-
sion is particularly multifaceted. The culture and norms of a society and gov-
ernment may dictate what rules, regulations and other policy instruments are
feasible to introduce, and what technologies may be deployed. For example,
concerning the EU legislature, a ‘consensus reflex’ still dominates, despite
the formal permissibility of qualified majority voting (Wurzel, 2008, p. 82).
In many countries, the acceptability of nuclear power reduced substantially
in the wake of the Fukushima disaster in Japan in 2011. Additionally, cul-
ture and norms may influence what energy security means in the first place.
For example, a primary component for improving energy security in a partic-
ular nation may be the reduced dependence on a particular fuel from a par-
ticular region (e.g., reducing reliance on Russian natural gas in Eastern and
Central Europe). The behaviour of individuals and (nongovernmental) groups
may impact energy security both directly and indirectly. For example, domestic
activism and terror attacks may have substantial direct impacts on energy sup-
plies. Indirectly, behavioural responses to policy instruments such as carbon
pricing, subsidies for renewables and energy efficiency incentives (discussed
in Section 7.5), along with nonpolicy influences such as underlying fuel price
changes, may have equally substantial impacts (or, alternatively, little impact)
on energy security in the longer-term.

The final two dimensions of energy security are particularly cross-cutting.
The first of these, the fifth overall, is time and space. The dimensions above
may influence energy security from a matter of seconds (e.g., terrorist attack
or technical failure) to decades (e.g., resource depletion), and may themselves
be influenced over such differing timeframes (e.g., particular instruments and
market rules may be introduced relatively quickly if conditions permit, whilst
altering culture and norms may take a generation). In terms of space, the pro-
cesses of globalization, both of energy systems but also more broadly, have
complex implications for energy security. On the one hand, countries without
their own indigenous energy resources are obviously dependent on imports,
and the extension and liberalization of energy markets can increase their energy
security and provide them with access to lower cost sources of energy. On the
other hand, the increasing use of energy encouraged by these open markets may
introduce new vulnerabilities (e.g., volatile prices), and a new dependence on
their continued and orderly functioning (Wicks, 2009). There is no straightfor-
ward relationship between the energy security of a given country and its degree
of dependence on imported energy (Mitchell et al., 2013). The sixth and final
dimension is uncertainty, which permeates all assessments of how the dimen-
sions discussed above may develop into the future, and how such aspects may
directly and indirectly influence each other over different timescales. Whilst
uncertainty may be reduced by ongoing research into the particular influences
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of the above dimensions (both individually and in combination), and how the
risks they hold for energy security may be mitigated, and benefits they have
enhanced, a level of uncertainty will always remain. This must be recognized
and understood, with decision-making and policy frameworks taking this into
account (discussed in Section 7.5.5).

7.4.2  Reducing CO, Emissions

The most recent report of the Intergovernmental Panel on Climate Change
(IPCC) concluded that ‘anthropogenic greenhouse gas emissions have
increased since the pre-industrial era, driven largely by economic and pop-
ulation growth, and are now higher than ever. [Their effects], together with
those of other anthropogenic drivers, have been detected throughout the cli-
mate system and are extremely likely to have been the dominant cause of the
observed warming since the mid-20th century’ (IPCC WGIII, 2014b, p. 4).
They also conclude that ‘in recent decades, changes in climate have caused
impacts on natural and human systems on all continents and across the oceans’
(IPCC WGIL, 2014, p. 4). Limiting CO,-equivalent concentrations in the atmo-
sphere to 450ppm (parts per million) would ‘likely’ (i.e., with a probability of
66-90%) limit warming to 2°C over the twenty-first century, relative to pre-
industrial levels. Such a limit has been broadly accepted, and adopted by the
United Nations Framework Convention on Climate Change (UNFCCC), to be
the limit at which ‘dangerous’ climate change may be avoided — although, as
discussed under Section 7.3.2, this is by no means certain. However, for the
purposes of this Chapter, the 2°C target is assumed to be the ‘environmentally
sustainable’ limit. Achieving this target would require 40—70 per cent reduc-
tions in global anthropogenic GHG emissions by 2050 compared to 2010 levels,
with emissions levels near zero in 2100 (IPCC, 2014). However, annual GHG
emissions have continued to climb year on year, with recent data suggesting that
2014 may have been the first year in which CO, emissions from the energy sec-
tor (the principal type and source of anthropogenic GHG emissions) remained
stable, rather than growing (IEA, 2015).

7.4.3  Financial Requirements and Affordability

A reduction of CO, emissions from the energy system may be delivered through
a combination of three things: reduced demand for energy services (e.g., light-
ing, heating and transport), improved efficiency in delivering these services,
and a reduction in the CO, intensity of the energy used to satisfy the remain-
ing demand. Each of these may be delivered through a range of technologi-
cal and behaviour change options, in varied combinations, to deliver the low-
carbon objective. A well-known example of an attempt to classify various CO,
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abatement options from each of these three categories in terms of both abate-
ment potential and associated cost per unit of CO, reduced is the so-called
McKinsey (2007) marginal abatement cost curve (MACC). This curve shows
that, globally, 5GtCO,, (~ 15% current CO, emissions from the energy sys-
tem) can be abated at negative net cost, and a further 21GtCO,, (65% current
CO; emissions from the energy system) can be abated at a marginal cost of less
than € 40/tonCO,,..

Various estimates of the net additional annual investment cost to move from
the current global emissions trajectory to one consistent with the 2°C limit
exist; however acommonly cited figure is that produced by the IEA (IEA, 2012,
p. 137), which calculates the need for an extra US $36 trillion invested in the
energy system by 2050 — roughly US $1 trillion per year (a 35% increase from
what would be required in the absence of the decarbonization imperative). With
global GDP in 2012 at around US $70 trillion, and under the assumption that
average annual global economic growth is around 2 per cent, this additional
investment is in the order of 1 per cent the global GDP. However, this is not
necessarily the same as a 1 per cent cost to GDP, as these additional invest-
ments in the energy system contribute to economic activity, and depending on
their specific nature, may increase or decrease economic growth. Investment
in energy efficiency measures and technologies that are already cost effective
would tend to increase GDP (as noted above, McKinsey (2007) suggests that
such opportunities are considerable). However, many low-carbon technologies
currently cost more, and in some cases significantly more, than their fossil fuel
alternatives. Furthermore, apparently cost effective measures such as energy
efficiency are seldom implemented at the scale suggested by McKinsey (2007),
and often require significant up-front investment. Such investments would
tend to reduce GDP. However, it is expected that their large-scale deployment
would cause their cost to be reduced. A number of new low-carbon technolo-
gies for power generation have indeed experienced significant cost reduction
as they have been progressively deployed (Stern, 2007), discussed further in
Section 7.5.4.

It is the macroeconomic costs and benefits of such investments that are of
interest in calculating the overall economic impacts of CO, mitigation. Over
the last 20 years, there have been a very large number of macroeconomic mod-
elling analyses of CO, abatement. Barker (2008) carried out a meta-analysis
of four of the most important such exercises, taking into account hundreds of
model runs, using different, but mainly computable general equilibrium (CGE)
models, in order to estimate the GDP costs of different levels of decarboniza-
tion. The majority of the runs estimated that a 60—80 per cent reduction in CO,
emissions would cost between 1 per cent and 4 per cent of GDP. The IPCC’s
Fifth Assessment Report in 2014 arrived at a similar assessment on the basis
of more recent published evidence, summarizing thus the costs of mitigation
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to a rather lower GHG concentration level (450ppm): ‘Most scenario studies
collected for this assessment . .. estimate that reaching about 450ppm COy,,
by 2100 would entail global consumption losses of 1-4% in 2030 (median of
1.7%), 2—6% in 2050 (median of 3.4%), and 3—11% in 2100 (median of 4.8%)
relative to what would happen without mitigation’” (IPCC WGIII, 2014a, Ch.6,
pp. 418-419).

It is important to note that none of the baselines in the studies above, with
which the mitigation runs were compared, incorporated any projections of sig-
nificant costs of damage from climate change. That is to say, the baselines sim-
ply assumed that, with no attempt to reduce GHG emissions, economic growth
would simply continue into the future at historic rates. However, the 2007 Stern
Review on the Economics of Climate Change estimated that unabated climate
change could produce costs equivalent to reducing annual GDP by 5-20 per
cent ‘now, and forever’ (Stern, 2007). Were such costs to be included in base-
lines for the studies above, then instead of showing costs, the modelled emis-
sion reductions would almost certainly result in net benefits to GDP. Although,
because of the uncertainties of the extent of environmental impacts from cli-
mate change (including ‘fat tailed’ risks, discussed in Section 7.3.2), and the
difficulties of modelling these impacts in macroeconomic models, formal anal-
ysis and modelling of such issues is still in its infancy.

A recent literature has also emerged concerning the ‘co-benefits’ associated
with tackling GHG emissions. A recent example is the New Climate Economy
(NCE) Report (NCE, 2014), which reworks the McKinsey marginal abatement
cost curve into a marginal abatement benefits curve, considering potential co-
benefits of low-carbon investment such as fairer distribution, greater resilience,
stronger local communities, improved quality of life, including from reduced
air pollution and less commuting, and an enhanced natural environment. The
reworked curve suggests that GHG emissions could be reduced by more than 15
GtCO,, by 2030 at net benefit to GDP as conventionally measured, but that if
the non-GDP benefits were also included more than 20 GtCO,, may be abated
at a net-benefit.

Beyond energy, there are now many studies that suggest that strong actions
and investments to increase resource efficiency can generate economic bene-
fits over the short, medium and long terms. One estimate puts these benefits at
US$ 2.9 trillion in 2030, of which 70 per cent have an internal rate of return on
investment of more than 10 per cent (Dobbs et al., 2011, p. 70). At the European
level, MECAMEC and BIO IS (AMEC and BIO IS, 2013, pp. 95-96) estimate
that European businesses could reap net benefits from resource efficiency mea-
sures based on current prices and technologies of € 603 billion. As with GHG
emissions reduction, there is almost no evidence that wider policies for envi-
ronmental sustainability would have a significant negative effect on economic
growth rates, still less choke off economic growth altogether.
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7.5 Policies for Energy, Climate Change Mitigation
and a Green Economy

The literature contains a number of similar, but slightly different definitions of
a ‘green economy’. However, the conclusion of Ekins et al. (2014) was that a
green economy is more easily characterized than defined: it has very low levels
of CO; and other emissions to the atmosphere, it does not pollute the land, fresh
water or seas, and it delivers high levels of human value (measured in money
or other terms), for low throughput of energy and material resources. Thus, the
green economy is a description of a whole economy that is characterized by
climate stability, resource security and environmental quality, each of which
are likely to play an important role in underpinning future prosperity. ‘Green
growth’, which may also be characterized in many different ways but broadly
embodies the ‘decoupling’ objective described in Section 7.3.1, is required
to deliver a green economy (under the assumption that economic growth will
remain a key objective of policy-makers). Heading in such a direction requires
appropriate policy frameworks. Grubb (2014, p. 69) provides detailed theoret-
ical and empirical foundations of the need for three, simultaneous ‘pillars of
policy’ in order to achieve a low carbon economy. Each pillar in turn corre-
sponds to three different ‘domains’ of risk, economic theory and processes,
and opportunity.

The three domains in turn broadly correspond to behavioural economics,
which stresses limits to individual rational market behaviour, neoclassical eco-
nomics, which tends to view markets as generally well-functioning, optimiz-
ing entities, and institutional/evolutionary economics, which focuses on how
economies evolve and transform. The policy approaches, or ‘pillars’ (as he calls
them) most relevant to these domains are respectively; ‘standards and engage-
ment’ (which include regulation, the provision of information and voluntary
agreements), resulting in cost-effective increases in efficiency; ‘markets and
pricing’ (economic instruments), resulting in cleaner products and processes
derived from price-induced changes in behaviour and technology; and ‘strate-
gic investment in innovation and infrastructure’, which causes the economy to
shift to a new production possibility frontier, resulting in this context in much
lower CO, emissions. Both standards and engagement and strategic investment
have a medium relevance in the delivery of cleaner products and processes, and
markets and prices have some effect on smarter choices and innovation and
infrastructure.

Beyond decarbonization, Ekins et al. (2014) consider that a shift to a green
economy more broadly requires three major conceptual and practical pillars of
public-private cooperation: the provision of information, which is relevant to
both market functioning and behaviour change; and innovation and infrastruc-
ture (together with the associated investment), which obviously maps closely
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onto Grubb’s third policy ‘pillar’. Each of these pillars will now be explored in
greater detail.

7.5.1  Standards and Engagement

Standards

Standards may take many forms. However, all act to ‘push’ a market, product
or process to higher levels of efficiency (or lower levels of pollution or resource
intensity), through regulation. Such regulations help to overcome market fail-
ures such as split-incentives, a prominent example of which is the ‘landlord—
tenant dilemma’, under which the interests of the landlord and tenants are mis-
aligned. Whilst the installation of energy efficiency measures, for example,
would benefit the energy bill-paying tenant, savings do not accrue to the land-
lord who would generally bear the cost of installing such measures, prevent-
ing their introduction. Instead, standards can require their installation, or other
measures to induce the same effect. Such standards may be applied with a legal
basis, or through the use of voluntary agreements.

7.5.2  Information

It is well recognized that adequate, timely and relevant information is essential
for the understanding of the state of an economy and where it is headed. There
is a need for a new information infrastructure about material and resource use
that enables economic actors and policy-makers to understand and manage the
resource and environmental basis of the economy and businesses. Two major
extensions of national accounting approaches are required for this. The first is
the construction of a system of natural capital accounts (SNCA) to increase
understanding as to how and where natural capital should be maintained and
augmented, and to act as an interface between the economy and the environ-
ment, to facilitate the detailed modelling of the impacts of the economy on the
environment and the contribution of the environment, resources and ecosystem
goods and services to the economy. The second is the construction of much
more detailed material flow accounts for national economies that track the flow
of different materials through the economy, to facilitate their retention of value
and their appropriate management at the end of product lives, without which
policy-makers will not be able to understand how resource use is developing,
and how it should be managed.

This information may feed in to engagement processes, mechanisms and
instruments for targeted communication and engagement between govern-
ments, organizations, communities and individuals, which may help to over-
come issues of psychological distancing, motivational issues, split incen-
tives and information asymmetry. Such instruments act to ‘pull’ the market
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towards higher efficiency, lower emissions and resource consumption, and
greater resilience, and may include training and education campaigns, labelling
and certification, public reporting and other information disclosure and trans-
parency measures. All act to provide consumers and investors with information
surrounding environmental performance of a product, service, process or orga-
nization at the point of use, or across the product lifecycle or organizational
operations and supply chain, in order to make informed decisions regarding
investments, purchases and other behaviour.

7.5.3  Markets and Pricing

Carbon Pricing

Perhaps the most commonly suggested policy prescription to address climate
change is carbon pricing, whether through carbon taxes, tradable permits, or
some combination of the two. Contrary to many perceptions, this is a prescrip-
tion that has actually been implemented in a number of countries. Globally, 40
national and over 20 subnational jurisdictions have implemented carbon pric-
ing, representing almost a quarter of global GHG emissions (with a value of
around US $50 billion in 2015) (World Bank, 2015). Goulder and Schein (2013)
conducted an assessment of the relative advantages and disadvantages of carbon
taxes and emission trading systems. On a number of grounds carbon taxes seem
to be preferred, one of the most important of which is that additional climate
change mitigation policies do not reduce emissions in a cap-and-trade system
(unless the cap is adjusted downwards, which then undermines the principal
feature of an emissions trading system, which is that it gives assurance over
the quantity of emissions), whereas under a carbon tax additional policies do
reduce emissions further. This is an important consideration when policy mixes
are employed. However, there are political advantages to emission trading sys-
tems, such as the ability to allocate emissions permits for free, which have led
to them being introduced more frequently than carbon taxes, despite the theo-
retical advantages of the latter.

Environmental Tax Reform
The introduction of carbon pricing (or other environmental pricing instruments)
may be part of an environmental (or ecological) tax reform (ETR), which is the
shifting of taxation from ‘goods’ (like income, profits) to ‘bads’ (like resource
use and pollution). ETR is often implemented, and is normally modelled, to
be revenue-neutral (i.e., taxes on labour or businesses are reduced in line with
the revenues from the environmental taxes, such that there is no change in the
overall fiscal balance). The basic hypothesis of ETR is that it can lead to higher
human well-being (or welfare) both by improving the environment, and by
increasing output and employment, and potentially also by stimulating green

https://doi.org/10.1017/9781316636404.009 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.009

Economic Approaches to Energy, Environment and Sustainability 301

innovation (discussed in Section 7.5.4). Andersen and Ekins (2009) present
the results of an assessment of environmental and economic effects of ETRs
that had been implemented in six EU countries (Denmark, Finland, Germany,
Netherlands, Sweden, UK). As would be expected, the modelling suggested
that environmental impacts in those countries were reduced, but perhaps more
significantly, that these countries experienced slightly faster economic growth
than they had without the ETR. Ekins and Speck (2011) present the results of
a modelling investigation into the implications of a large-scale ETR in Europe,
which used two European macro-econometric models, and explored six scenar-
ios of a varied carbon price (with revenue neutrality achieved by reducing taxes
on incomes and employers’ social security contributions). Broadly, the study
suggests that ETR is a very cost-effective way of reducing CO, emissions, with
employment increasing in all instances.

Payments for Ecosystem Services

A broader concept than the pricing of negative market externalities is the con-
cept of ‘Payments for Ecosystem Services (PES)’, which has received signif-
icant attention in the literature in recent years. Although various definitions
exist, PES may be broadly defined as a voluntary transaction where ecosystem
managers (e.g., land owners), are compensated through conditional payments
by ecosystem beneficiaries (often governments, with the public being the bene-
ficiary), for the additional cost of maintaining ecosystem services above legally
required levels (or in the absence of such requirements) (Schomers and Matz-
dorf, 2013). It is clear that effective implementation of PES depends on the
possibility of arriving at an agreed valuation of ecosystem services, the dif-
ficulties of which are discussed in Section 7.3.2. Despite their growing use
around the world, few PES systems have undergone rigorous ex post analysis
to determine their effectiveness (Engel et al., 2008). As such, there is scope for
further research to evaluate existing PES instruments, particularly surrounding
how institutional and governance structures (including property rights, trans-
action costs and monitoring and enforcement regimes) influence effectiveness,
cost-efficiency and distributional impacts in practice (Schomers and Matzdorf,
2013). The conditions under which ‘bundling’ ecosystem services together in
a single instrument (reducing transaction costs and raising price premiums)
is beneficial, and which services may be bundled together without producing
trade-offs and perverse incentives, is also a topic for further research (Farley
and Costanza, 2010).

Environmentally Harmful Subsidies
Economic instruments may only reach their full potential if other market fail-
ures and distortions are minimized. Whilst instruments discussed in the other
two pillars of policy aim to do this, the presence of environmentally harmful

https://doi.org/10.1017/9781316636404.009 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.009

302 Paul Ekins, Paul Drummond, and Jim Watson

subsidies may continue to inhibit the effectiveness (and cost-efficiency) of a
policy mix. Globally, fossil fuels continue to receive substantial subsidies; US
$544 billion in 2012, more than five times the level of subsidy paid to renew-
ables (IEA, 2013). Such subsidies distort the market, encourage the consump-
tion of fossil fuels and make the deployment of low-carbon options more expen-
sive in relative terms. As such, fossil fuel subsidies (for both consumption and
production) should be reduced and removed where they occur. G20 countries
have a commitment from 2009 to phase out ‘inefficient’ subsidies to fossil fuels
in the medium term, but since then such subsidies have grown substantially,
and with no definition as yet of the ‘medium term’, the commitment seems
somewhat hollow. While the justification for fossil fuel subsidies is often that
they give energy access to low-income households, in fact the IEA (IEA, 2013,
pp- 93-98) reports that only 7 per cent of fuel subsidies in low-income countries
go to the bottom 20 per cent of households, while 43 per cent go to the wealth-
iest 20 per cent. As such, removing such subsidies may have positive distribu-
tional effects, particularly if the additional revenue (or rather, subsidies fore-
gone) are targeted to directly counter the effects of the increased fuel costs to
those most affected (through, for example, energy efficiency measures, or other
ETR approaches). Countering negative distributional effects is also essential in
wealthy countries. ‘Fuel (energy) poverty’, a condition in which individuals
must spend a high proportion of their income in order to keep warm or cool, is
a substantial (political) issue in many EU Member States. In the UK, for exam-
ple, over 10 per cent of all households were considered to be in fuel poverty in
2013 (defined as the number of households with required fuel costs above the
national required median level, and if they were to spend that amount, would
be left with a residual income below the official poverty line) (DECC, 2015).

7.5.4  Strategic Investment

Infrastructure Provision
As has long been recognized, market actors are unwilling and unable to cre-
ate the infrastructure that underpins national prosperity by themselves. There
are important choices to be made in respect of infrastructures of supply and
demand, of energy, water, construction and transport, and of the information
and communications infrastructure that will to a large extent determine how
they are operated. Government and public policy has a crucial role to play in
all the important choices in this area if businesses and consumers are not to be
locked in to high-carbon, resource-intensive patterns of economic activity that
become a growing liability in a world increasingly concerned about, and feeling
the effects of, climate change and escalating demands for resources of all kinds.
To avoid lock-in to carbon-intensive infrastructure and resource-inefficient
infrastructure in general, governments need to adopt a clearer approach to
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prioritization of low carbon infrastructure, perhaps through a strategic infras-
tructure plan that sets out the criteria that ensure that infrastructure investments
are compatible with long-term green economy objectives. This would enable
a prioritization of those infrastructures that are required for a green economy
(such as sufficient transmission capacity to incorporate renewable electricity
into the power system), ‘smarter grids’ to facilitate its management, and materi-
als management facilities to delay or prevent resources from becoming wastes.

A National Infrastructure Bank with green criteria embedded within its man-
date, could finance large infrastructure and demonstration projects. In addition,
the capacity of local authorities to drive green infrastructure locally could be
bolstered by enabling the establishment of green municipal bonds and a collec-
tive municipal bond agency owned by participating local authorities.

Innovation

Change in the energy sector since the industrial revolution has been rapid
and dramatic, with a huge range of energy demand technologies and asso-
ciated energy consumption practices being invented, developed and adopted
as new, more convenient and versatile energy sources became widely avail-
able and cheaper. The extent of cost-reducing innovation is often described
through learning or experience curves, and associated ‘learning rates’, the per-
centage reduction in unit cost for each doubling of installed cumulative capac-
ity. Azevedo et al. (2013 p. vii) give learning rates for different electric power
generation technologies from a literature review of different studies. Nuclear
and coal have relatively low learning rates (rates for the former technology have
been negative), whilst of the renewables technologies, the narrowest range of
estimates is for hydropower. High rates of learning have been estimated for nat-
ural gas, onshore wind, solar PV and bio-power. In future, further innovation
in low-carbon energy supply technologies, particularly innovation that reduces
their costs, will be crucial.

The literature often characterizes innovation as having several distinctive
stages — from research and development (R&D) to prototyping, demonstration,
commercialization and deployment. Early conceptions of innovation tended
to emphasize a linear process of moving through these stages from R&D to
deployment. However, this ‘linear model’ is now regarded as too simplistic.
Models of innovation have therefore evolved to reflect empirical observations
of innovation processes, including feedback between innovation stages (a pro-
cess that is sometimes referred to as ‘learning by doing’), and the increasingly
networked character of innovation (including parallel activities by different
functional departments within innovating firms, closer relationships between
technology suppliers and customers, and a focus on speed and flexibility of
product development to respond to changing needs). This increasingly sophis-
ticated understanding of innovation is further enhanced by a recognition that
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the scale and scope of innovation varies widely (from ‘incremental’ to ‘radi-
cal’ innovations) (Freeman, 1992), that patterns of innovation are also shaped
by national institutions (Freeman, 1987), and that innovation processes vary
significantly between sectors (Pavitt, 1984). These and other insights have led
to a number of standard rationales for government innovation policies, includ-
ing financial support. Most of these rationales focus on the existence of market
failures, two of which are most prominent in low-carbon innovation. The first
is the market externality of CO, emissions, distorting the relative economics
between high- and low-carbon technologies, and thus the market for the latter.
The second is a tendency of the private sector to under-invest in R&D because
individual firms cannot fully capture the returns from their investments (‘knowl-
edge externalities’).

Beyond such market failures, an ‘innovation systems’ perspective also
focuses on wider system failures. The adoption of some low-carbon (or
enabling) technologies may require both technological and institutional change.
Technologies and institutions co-evolve and are closely integrated (Weber and
Hemmelskamp, 2005), and many of those that currently exist were designed for
a fossil fuel-based energy system. For example, the diffusion of smart meter-
ing technology is not just a simple technical challenge but also implies a new
approach to information provision to energy consumers and new information
technology infrastructure. Others require new links between established but
hitherto separate actors within the innovation system. For example, carbon cap-
ture and storage (CCS) technologies require new collaborations between util-
ities, oil and gas companies, and power equipment companies, and can also
require amendments to previously-unrelated existing regulations (e.g., those
that govern marine pollution or issues around liability).

These insights have informed policies to support innovation in more sus-
tainable technologies in many countries. In many cases, broad ‘horizontal’
policies have been implemented such as generic tax credits for R&D (Owen,
2012). However, many policies have gone further than this, and have empha-
sized more tailored policies for particular sectors or technology families that
take into account sectoral differences and characteristics. An important area of
debate has focused on the extent to which more specific policies for innovation
require a different modus operandi for governments. One view is that, rather
than implementing generic policies and leaving decisions to market actors, a
more ‘hands on’ approach from governments and their agencies is required.
Mazzucato (2011) argued the case for an ‘entrepreneurial state’ that works in
partnership with the private and third sectors to foster innovation. The aim is
to underwrite the specific risks of developing and commercializing new tech-
nologies, and to share the rewards. As part of this, she argues that there is a
need for much greater emphasis within public institutions on experimentation
and learning. Mazzucato cites US institutions such as ARPA-E as successful
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examples of translating these principles into practice. Issues surrounding inno-
vation in relation to economic growth are further explored in Chapter 1.

Industrial Strategies

As Mazzucato’s research suggests, green industrial strategies can guide inno-
vation and strengthen a country’s innovation system and secure comparative
advantage in key sectors and areas of technology that enhance resource pro-
ductivity. This can be delivered with both horizontal instruments that give the
right incentives right across the economy, and targeted sector-specific policies
that focus on the skills and supply chains required for greener products and
processes. This would also require a clear approach to the selection of tech-
nology priority areas with explicit processes for review, and enhancement of
‘mission-driven’ R&D agencies, identifying where new ones may be neces-
sary to drive core green economy technologies. Where possible, these should
build on existing regional industrial and innovation strengths. Complementary
policies can include the development of long-term patient-finance vehicles for
green innovation, to invest and hold equity in technology-based firms develop-
ing new technologies; better alignment of downstream policies focused on sup-
porting diffusion of core green technologies (i.e., deployment subsidies) with
upstream funding support for technological innovation; and support for inno-
vation in business models, including the provision of a small fund for proof-
of-concept or feasibility studies for innovative business models. Establishing
appropriate financial institutions for such a purpose may be required, such as
the Green Investment Bank in the UK.

7.5.5  EU Energy and Climate Change Policy: Lessons and Priorities
for Research

The evidence suggests that the climate policy mix in the EU has had a relatively
significant impact on CO, emissions in recent years, although nonclimate pol-
icy and nonpolicy factors (such as the 2008 financial crisis) have also been
highly influential (Drummond, 2014).

The EU Emissions Trading System
The EU Emissions Trading System (EU ETS), a cap-and-trade system appli-
cable to the power and heavy industry sector across EU Member States (plus
Norway, Iceland and Lichtenstein), is the cornerstone of the EU’s climate policy
landscape, and covers around 55 per cent of total CO, emissions. Although the
primary objective of the EU ETS (i.e., to maintain obligated emissions under
the level of the cap) has been and continues to be achieved, it is unlikely that
the EU ETS has been a significant driver of CO, abatement. A primary fac-
tor for this is permit oversupply and consequential low carbon prices, first as a
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result of initial overestimation of CO, emissions from obligated sectors due to
lack of prior data (in Phase 1, 2005-2007), and subsequently due to the reduced
demand for electricity and industrial products stemming from the 2008 finan-
cial crisis (in Phase 2 (2008-2012), and continuing into Phase 3 (2013-2020)).
Instead, parallel (largely regulatory) instruments such as renewable deploy-
ment targets for Member States (implemented most commonly through feed-in
tariffs), CO,-intensity regulation for cars and minimum energy performance
standards for energy-using products have driven the majority of abatement
attributable to climate policy in the EU (Drummond, 2014).

Carbon Leakage and the Pollution Haven Hypothesis
Prior to its introduction, much analysis projected that the EU ETS would
induce ‘carbon leakage’, the CO,-specific manifestation of the Pollution Haven
Hypothesis (PHH). The PHH contends that increasing environmental regu-
lation will raise costs for pollution-intensive industries and encourage their
migration to regions without such costs to achieve a comparative advantage.
This raises the possibility that the (absolute) decoupling of income from envi-
ronmental degradation, where evidence for it exists, may be driven by the
export of such activities, rather than genuine pollution abatement (Kearsley and
Riddel, 2010). Thus far however, no evidence of a loss of competitiveness and
‘operational’ leakage (an induced shift in the use of existing production capaci-
ties from within to outside the EU ETS’ jurisdiction) exists for key industry sec-
tors as a result of the EU ETS (Kuik et al., 2013). However, there is not yet suffi-
cient evidence to determine whether ‘investment’ leakage — an induced change
in relative production capacities — has been induced (Branger and Quirion,
2013). Indeed, despite substantial research over recent years, largely focussed
on inward foreign direct investment (FDI) and net imports to the USA, the
empirical validity of the PHH continues to be a highly contentious issue, with
some studies demonstrating small or insignificant impact from environmental
regulations on trade flows, and others finding a more substantial relationship.
Where supporting evidence for the PHH is found, it is ‘footloose’ rather than
the most pollution-intensive industries, that appear most at risk (Kellenberg,
2009). Additionally, it often appears that other factors such as capital avail-
ability, labour force qualification, proximity to customers and infrastructure
quality may be more significant factors in location decisions than the presence
of environmental regulations. There is also evidence that enforcement of envi-
ronmental regulation is a more important factor than stringency (Cole, 2004,
Kellenberg, 2009, Kuik et al., 2013). Further work is required in order to deter-
mine the relative strength and characteristics of these different factors in deter-
mining the potential for migration for different industries (Cole (2004)), and to
produce empirical evidence from a wider geographic range. Additionally, the
literature does not sufficiently address the impact of a regulatory approach; the
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difference between market-based or command-and-control, or poor or well
designed instruments (Ambec et al., 2013). Such insights would be highly valu-
able for policy-makers.

The Porter Hypothesis

Contrary to the PHH, the Porter Hypothesis suggests that ‘properly designed
environmental standards can trigger innovation that may partially or more than
fully offset the costs of complying with them [and] can even lead to abso-
lute advantages over firms in foreign countries not subject to similar regula-
tions’ (Porter and van der Linde, 1995). Jaffe and Palmer (1997) disaggre-
gate this hypothesis into ‘weak’, ‘strong’ and ‘narrow’ versions. The ‘weak’
version states that properly designed environmental regulation may spur inno-
vation. The ‘strong’ version states that in many cases such innovation more
than offsets any additional regulatory costs, leading to an increase in com-
petitiveness. The ‘narrow’ version states that flexible regulatory instruments
(market-based instruments) give firms greater incentive to innovate, and are
thus preferable to prescriptive regulation (command-and-control instruments)
(Ambec et al., 2013). Ambec et al. (2013) find that the ‘weak’ version has rela-
tively strong empirical support, whilst empirical evidence for the ‘strong’ ver-
sion (at firm- and industry-level) is largely negative (evidence for the ‘narrow’
version is not addressed here, as evidence for this significantly pre-dates the
Porter Hypothesis). However, the vast majority of studies reviewed employ
cross-sectional (one-period) or two-period models. Longitudinal studies may
generate new insights into the issue. Moreover, substantial issues surrounding
data availability and quality, and methodological approaches (including the use
of compliance cost as a proxy for regulatory stringency), make robust conclu-
sions and comparisons between studies difficult. Further research to address
and refine these issues, for example through regular structural surveys to col-
lect time series data at the micro (e.g., firm), meso (e.g., sector) and macro
(e.g., national) levels, would be beneficial (Ambec et al., 2013). However, the
administrative feasibility of such a data collection exercise may require a more
targeted approach.

Policy Mixes
Meyer and Meyer (2013) found that the combination of the EU ETS and renew-
able energy targets (and instruments deployed to achieve them), along with
ETR measures in some Member States (discussed in Section 7.5.3), likely
increased both GDP and employment at the EU level against the counterfactual,
although much analysis suggests that many climate policy instruments (such as
the EU ETS and feed-in tariffs) may have had negative distributional impacts
(Branger et al., 2015). However, such analysis often examines the impact of one
or two instruments, rather than an instrument mix as a whole. Further research
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is required to understand the impacts of individual instrument design, and how
multiple instruments may interact in an instrument mix, before comprehensive
conclusions on the effects of climate and energy policy, particularly on issues of
competitiveness and distributional impacts, may be drawn. Such lessons would
help inform, and be informed by, improved modelling techniques and charac-
terization that take into account existing and improved insight into behavioural
and institutional economics (discussed under Section 7.2.3), innovation pro-
cesses (discussed in Section 7.5.4), discount rates (discussed in Section 7.3.2),
and the components and associated value of marginal social costs of carbon
(particularly impacts on human health).

Improved knowledge and analytical techniques would also allow for
improved understanding of complex issues, such as the energy trilemma (dis-
cussed under Section 7.4), and policy mixes that may effectively enhance syner-
gies and reduce trade-offs between the three aspects of the trilemma; for exam-
ple, how support for the different stages of innovation (from basic research
to deployment) may be balanced, how the micro and macroeconomic costs of
CO; emission mitigation actions may be minimized and equitably distributed,
or even how such actions may most effectively increase prosperity and equity.
Such questions have yet to be given adequate attention in the literature (Falkner,
2014).

The identification of ‘win—win’ actions and instruments, those that advance
more than one aspect of the trilemma (without inhibiting the other), should be a
priority. A classic example of a ‘win—win’ strategy is that of increasing energy
efficiency, although continued robust investigation is required to further define
where and how such action, along with the instrument mix required to achieve
it, is most (cost-) effectively targeted (Mitchell et al., 2013).

Living with the Trilemma
However, the energy trilemma is a ‘wicked problem’.> Efforts to improve the
situation in respect of one component of the trilemma may make the others
better or worse, in multidimensional ways that are hard to predict. As such,
successfully negotiating it will prove extremely difficult. Additionally, even if
apparently suitable pathways and approaches are found, efforts to implement
them in a long term, consistent strategy may flounder against political, institu-
tional and decision-making realities. In practice, the three components of the
energy trilemma may be hierarchical in priority to decision-makers, and may
rapidly change in response to short-term events and ‘shocks’. For example,
the EU ‘Energy Union’, as initially proposed in response to increasing fears
over dependence on Russian gas in the wake of the conflict in Ukraine in April
2014, focused on (fossil fuel) energy security — arguably at the expense of the
‘decarbonization’ element of the trilemma (in particular). However, the concept
has since evolved and broadened to explicitly refer to the three aspects of the
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trilemma, with the objective of ‘ensur[ing] that Europe has secure, affordable
and climate-friendly energy’ (European Commission, 2015). Further research
should be conducted to determine how the concept of the Energy Union may
evolve over time to negotiate the elements of the trilemma, and remain robust in
the face of potentially abrupt changes in EU and Member State level priorities
(which are, and are likely to continue to be, substantially different).

A key element of the energy trilemma, as discussed in Section 7.4.1, is uncer-
tainty. Decision-makers must plan, invest and introduce policy instruments to
satisfy the energy trilemma in the face of a raft of unpredictable developments
that may occur over subsequent years and decades (e.g., technological devel-
opment, economic pressures, energy resource scarcity and prices, public pref-
erences, etc.). Whilst some of these uncertainties may be reduced, others are
likely to remain. Policies, policy mixes and strategies must therefore be flexi-
ble and able to deal with uncertainties when they arise, as far as they are able
to, to prevent abrupt changes and maintain long-term credibility. Examples of
flexibility mechanisms are the forthcoming ‘Market Stability Reserve’ for the
EU ETS (intended to reduce existing and reduce the risk of future permit over-
supply), and ‘degression’ mechanisms for renewables’ subsidies (i.e., an auto-
matic change in subsidy levels based on deployment rates) to prevent unac-
ceptably high costs. However, the occurrence of some uncertain or unexpected
events may be beneficial. For example, the rapid fall in oil prices that began
in August 2014 has facilitated the reduction of fossil fuel subsidies in many
countries around the world (IEA, 2015), and if it continues, may facilitate the
continued introduction of robust carbon pricing. This helps reduce market dis-
tortions and the relative cost of low-carbon alternatives, and thus subsidies for
their deployment. The research priorities identified above would contribute to
the continued identification of appropriate approaches for policy flexibility and
resilience, and key options for reform that may be introduced when the political
economy allows.

7.6 The Science-Policy Interface

Economic analysis of policies to address energy, environment and sustainability
challenges plays a central role in the development and implementation of such
policies in many countries — including in the European Union and EU Mem-
ber States. This chapter has demonstrated that a number of different schools
of economic thought tend to frame the relationship between the environment,
energy and the economy differently. They also emphasize different theoreti-
cal frameworks and methods. As a result, there are often conflicting views in
answer to important policy questions, such as the most cost-effective strategy
for reducing GHG emissions in the EU. Additionally, many of the key questions
faced by policy communities working in these fields require an interdisciplinary
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approach. Economic perspectives therefore need to be combined with perspec-
tives from other disciplines, including engineering, physical sciences, natural
sciences and other social sciences.

The Role of Scientific Advice

The interface between science and policy is often populated by a range of
institutions that are designed to inform government policies and strategies.
Wilsdon and Doubleday (2015) emphasize the diversity of approaches used
in different countries, but nevertheless they identify four common approaches
of ‘high-level advisory councils’, more specialist ‘scientific advisory commit-
tees’, ‘chief scientific advisers’ and ‘national academies and learned societies’.
They note that in many countries more than one of these approaches is used in
parallel, and that countries differ significantly in the extent to which scientific
advice is sought formally or informally. They also argue that scientific advice
systems need to deal with the fundamental differences between the science and
policy worlds: ‘debates about scientific advice often focus on the “supply-side”
of the science-policy interface. But the “demand-side” is equally important:
advisory bodies need a sophisticated understanding of how policy-making pro-
cesses work, and the pressures and constraints under which politicians, officials
and decision makers operate’ (Wilsdon and Doubleday, 2015). Whilst these
institutions are largely populated by natural scientists and engineers, this is not
exclusively the case, with economic expertise included in some scientific advi-
sory structures. However, it is important to remember that economics expertise
is already embedded in policy-making in a much broader way. This includes the
use of specific bodies that are set up to provide economic advice — either inside
government or independent from it. Perhaps more importantly, economics has
a central role in government departments in many countries. The civil service
often includes large numbers of economists, and economic tools such as cost
benefit analysis are used routinely to support decision-making. These tools tend
to be rooted in traditional neoclassical economics, and this extends to their treat-
ment of environmental impacts and natural resources (see Section 7.2). It is
less common for economic ideas from outside mainstream neoclassical eco-
nomics to be represented and used, however there are some exceptions to this.
For example, the UK government’s Cabinet Office established a ‘behavioural
insights team’ (known more popularly as the ‘Nudge Unit’) in 2010, which
applies behavioural economics to a range of policy questions, including how to
improve the adoption of energy efficiency measures.

Scientific Advice Structures in the EU
The European Governance White Paper (2001) called for a number of reforms
that aimed to make European institutions more responsive and accountable
(European Commission, 2001). These included proposed reforms to the use and
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networking of expert advice, which the Commission argued had a tendency to
be nationally oriented. This Communication was followed in 2002 by a more
specific publication outlining approaches to the collection and use of expertise.’
This issue has also been a focus of attention more recently, in 2005 and 2006,
including the establishment of a register of the expert groups used by the Com-
mission and the publication of guidelines for these groups. According to Metz
(2013), the number of expert groups to the Commission grew steadily until the
mid-2000s when there were well over a thousand in existence. She attributes
their rise to an increase in Commission competencies and regulations—though
many expert groups cover areas where competencies are shared between the
Commission and Member States. She also observes that numbers have fallen
since the mid-2000s, partly as a result of the new guidelines and register, and
partly due to pressure for more transparency. A similar trend occurred in the US,
where the number of expert committees has reduced from 3000 in the 1970s to
around 1000 in recent years.

Metz (2013) also identifies three distinctive roles for expert groups: problem
solving (in areas where the Commission uses external expertise to develop poli-
cies and regulations); substantiating (where expert positions are used to support
Commission positions); and consensus building (for areas where there are sig-
nificant areas of controversy). In the area of research and innovation policy, she
argues that the second substantiating role has been particularly significant. Of
particular relevance for this chapter are the advisory groups on research priori-
ties under Horizon 2020. These groups tend to be technologically focused, but
their remits also extend to societal issues, and therefore sometimes incorpo-
rate some social science and economics expertise. There are currently groups
focusing on energy, climate change and transport. There have also been ad-
hoc committees formed to advise on overall strategy. One notable example is
a committee formed to advise the Commissioner on Energy on the EU Energy
Roadmap to 2050 (European Commission, 2011). The committee included a
number of prominent energy economists. In addition to expert groups, the Com-
mission’s Joint Research Centre (JRC) provides in-house research capabilities,
with the status of a Directorate General. The JRC includes significant research
capabilities in energy, environment and sustainability — much of which is tech-
nical in nature. However, there is also substantial economics expertise in rela-
tion to these fields. For example, the Institute for Prospective Technological
Studies (IPTS) has expertise in the economic analysis of energy, transport and
climate change. It also includes a science area on innovation and growth. The
most recent addition to European Commission institutions at the science-policy
interface was the creation in 2012 of a new position of chief scientific adviser to
the President (Wilsdon and Doubleday, 2015). However, this position has not
been renewed since the completion of the first incumbent’s three-year term.
In May 2015, the Commission announced that a new scientific advisory panel
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will be appointed instead of a single chief scientific adviser. At the time of writ-
ing, the plan is for a seven-member group that could include at least one social
scientist and/or economist.

The system of scientific advice in the US has some similarities with the Euro-
pean system and some EU Member States. The US government has a chief sci-
entific adviser who is also head of the Office of Science and Technology Policy
in the White House. In addition to this, the US National Academies have a for-
mal role in providing advice to the US government on science, engineering and
medicine. In the US, it is also common for senior scientists to be appointed
as government ministers, with recent appointments including academics from
Stanford University and MIT.

7.7 Conclusions and Research Priorities

It is clear that whilst the application of economic thought and methodolog-
ical approaches has advanced our understanding of interactions within and
between the human and natural world, many important areas of further the-
oretical, empirical and methodological research remain. These areas may be
broadly delineated into three interrelated themes; (i) the basic characteristics
of the economy-environment interaction, including how the state of this inter-
action and changes to it can be measured, (ii) the ‘natural’ (nonpolicy) drivers
of this change (both from economic activity on the environment, and environ-
mental degradation on the economy), and (iii) the impact and design of policy
interventions.

The first theme largely concerns the opposing notions of weak and strong
sustainability, and associated concepts and approaches. Central to the oper-
ationalization of the weak sustainability approach is the valuation of natural
capital and ecosystem services. Four areas for particular further research have
been identified. The first is the ongoing question of how to include or mit-
igate the impact of behavioural and cognitive complexities on values eluci-
dated. Such issues are well known and expressed in the literature, but remain a
key methodological issue (particularly for stated preference approaches). The
second is how nonmonetary valuation approaches, such as social and cultural
value, may be integrated with or made complementary to monetary valuation.
A clear avenue for research concerning both these issues is the continued devel-
opment of multi-criteria analysis methodologies. The third area is whether
monetary valuation, by framing the good or service in such terms, crowds out
other forms of valuation. The fourth concerns the extent to and nature in which
monetary valuation can and does impact decision- and policy-making (includ-
ing the drivers and barriers involved), and leads to the introduction of instru-
ments based upon the values derived. Alongside methodological improvements
and assessment of the impact such approaches have, further research into how
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they may be applied to biodiversity, rather than individual species, habitats or
ecosystem services, is required. This also includes the construction of a com-
monly accepted, functional definition of the term. Such research will also pro-
vide a more robust basis for the use of biodiversity offsets, the focus of increas-
ing policy attention.

An ongoing area of strong sustainability research is the refinement of robust
approaches to identifying critical natural capital, in order to further define
environmental limits, in respect of which monetary valuation is inappropri-
ate, too expensive or impossible. Advances in the natural sciences will con-
tribute to improving knowledge in this area. Research into the above issues
would advance the development and quality of indicators for sustainability, in
respect of both strong and weak interpretations — an important area for contin-
ued research.

The second theme, on nonpolicy drivers of change, contains two principal
longstanding questions. The first concerns the validity of the EKC hypothe-
sis. Whilst a large body of literature has attempted to address this question, no
consensus has been reached. Further research using structural equations, rather
than reduced-form econometric models, is required, along with an increased
focus on the influence of economic and demographic structures, and the polit-
ical economy. However, this requires additional efforts in the generation and
collection of the required data, and improvements to modelling techniques, dis-
cussed below. The second long-standing question surrounds the calculation of
marginal social costs of pollution, and of CO, in particular. Continued research
in the natural sciences on the impact of climate change will help advance this
question, although in the economics sphere, alongside improvements to the val-
uation of natural capital and ecosystem services (in addition to valuation of
human health and comfort, etc.), debates around discount rates are dominant.
Whilst this topic is a key broad area for continued research, specific efforts may
focus on how to reflect risk aversion, uncertainty and time variation in respect
of the discount rate.

The third theme, on the impact of policy interventions and their design,
contains four principal, interrelated topics for further research. The first con-
cerns the cost for firms of environmental, energy and climate policies, and
the effect this has on competitiveness. As with other subjects, the contentious
Pollution Haven and Porter Hypotheses have received significant attention in
the literature, but with consensus yet to emerge. For the former, two prin-
cipal areas of recommended research arise. Firstly, determining the relative
strength and characteristics of nonregulatory cost factors, such as capital avail-
ability, labour force qualification and infrastructure quality in determining the
potential for migration for different industries. Secondly, the impact of spe-
cific regulatory approaches, such as the difference between market-based and
direct regulatory instruments, and the specific design of instruments therein
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(including ‘well’- and ‘poorly’-designed instruments), both individually and in
a policy mix, including through longitudinal studies is required. However, such
research requires empirical evidence from a broader geographical scope as well
as the availability (or production) of high-quality data for analysis, an issue that
already presents a substantial challenge.

These issues (particularly the Porter Hypothesis) link directly with the sec-
ond topic, which concerns issues of innovation. The development of robust
approaches to measurement, and the development of indicators for innovation,
is one particular area of ongoing research and policy interest. Another, broadly,
surrounds the process, drivers and barriers of innovation and diffusion of inno-
vations — including technological, organizational, social and institutional inno-
vation — including the appropriate combinations of incentives and policy instru-
ments, framework conditions and context, and the role of institutions and gov-
ernance arrangements.

This leads to the third topic, which concerns the role, nature and impact of
institutions and behaviour more broadly in policy choice, design and impact.
Knowledge about the interaction between governance institutions and resource
users and managers on institutional choices, and on the role of each in enhanc-
ing or preventing institutional change, is relatively sparse, and potentially a
rich avenue for further research. This links to the selection of appropriate pol-
icy instruments, and how effective and cost-efficient they may be in practice
(e.g., the presence of appropriate property rights, the information available to
actors, the scale of transaction costs, etc.), particularly concerning the use of
payments for ecosystem services.

In terms of the ‘energy trilemma’, continued research into the availability
of ‘win—win’ options, and options for reducing the risks surrounding inher-
ent uncertainty of future developments, would also be of substantial benefit in
maximizing achievements as far as the political economy allows.

The fourth topic concerns environmental justice and distributional impacts.
For example, uncertainty surrounds whether instruments utilizing monetary
valuation of natural capital and ecosystem services reduce or exacerbate pre-
existing economic and social inequalities, particularly at the local level. This
is linked to a currently poor understanding of the dynamic interaction between
distributional justice, procedural justice and contextual justice (with includes
institutional arrangements, but also culture, beliefs and practices). Further
research into this interaction would help shape our understanding of environ-
mental justice and policy interventions. As with the impact on competitive-
ness, further research is also required to determine the distributional impacts of
policy instruments and their specific design, both individually and in a policy
mix.

A research agenda that would advance knowledge in each of the above
themes would allow for improved characterization of the relationships that
operate within and across the economy—environment interface, and provide
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the basis for such characterization to be adapted into computational models.
However, much of the existing state of knowledge surrounding the above topics
is often not incorporated into such models as currently designed and employed,
for various reasons, the most important of which is the predominantly qualita-
tive nature of this knowledge. This in itself may act to inhibit research into many
of the above topics. One conclusion is that theoretical, empirical and method-
ological research approaches must continue in parallel and inform each other
in order to achieve effective progression.

Most models employed to assess the impact of environmental policy (or the
absence of it) tend to focus on a particular component of the environmental-
economic system. For example, energy system models deeply characterize
technologies and costs, macroeconomic models characterize the complex
dynamics of economic processes and interactions, whilst yet others charac-
terize environmental systems and interactions. Numerous Integrated Assess-
ment Models (IAMs) attempt to link (at least two of) these domains and their
interactions. However, such dynamic links are usually characterized relatively
basically. Further research and efforts should be directed at improving the inter-
action between domains in [AMs. This allows for improved assessment both of
the impact of policy interventions, and the projection of appropriate baselines
against which such assessments may be made. These need to include increas-
ingly robust research into the micro and macroeconomic costs of local envi-
ronmental degradation (such as local air pollution), which in turn allows for
increasingly robust assessments of the macroeconomic costs and benefits of cli-
mate change and climate change policy interventions (coupled with advances in
knowledge and methodological considerations provided by the above research
themes). However, such improvements also rely on improvements to the indi-
vidual components of such models. For example, integration of the insights
provided by behavioural and institutional economics in macroeconomic mod-
els is often poor, meaning that processes of structural transformation and inno-
vation and diffusion, along with nonrational, nonwelfare maximizing choices
made by individual economic actors, are not well represented. The improved
incorporation of such dynamics into economic-environmental models should
hold a high priority on the research agenda. In addition to this, more emphasis
should be placed on other, complementary modelling frameworks (e.g., simu-
lation or agent based models) that do not rely as much on assumptions made in
many energy and economic models such as rational decision making and per-
fect foresight. To some extent, existing optimization models can be adapted or
further developed to address the shortcomings of such assumptions, for exam-
ple to explore the impact of uncertainty.

Advancing the research frontiers above would enhance policy-makers’ abil-
ity to tackle ‘wicked’ environmental problems, such as the energy trilemma.
It would also contribute to and allow for further research into how to com-
bine the three ‘pillars of policy’ to encourage a low-carbon, and broader green
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economy, an increasingly pressing priority in a world of growing environmental
and resource pressures, and their effects on the economy. European researchers
have made many important contributions to this research agenda, and are well
placed to make more, through national and especially European research pro-
grammes. There is some urgency, however, to make faster progress on the
answers, especially in respect of climate change, if they are to be relevant to
the task of trying to keep within the 2°C average global warming limit.

Notes

1. The SDGs may be viewed at https://sustainabledevelopment.un.org/?menu=1300.

2. ‘Wicked problems’ are characterized by incomplete or contradictory knowledge,
different opinions, which may be based on different value systems, held by large
numbers of people, substantial economic implications, and complexity, both inter-
nally and in their relationship with other issues. Such problems are not amenable
to definitive solution, although some resolutions of them may be judged better than
others.

3. http://ec.europa.eu/governance/docs/comm_expertise_en.pdf.
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8 Regional Disparities and Efficient
Transport Policies

Stef Proost and Jacques-Francois Thisse

Abstract

This chapter addresses the economics of regional disparities and transport poli-
cies in the European Union, offering an explanation for the uneven development
of regions. We show that recent developments in spatial economics highlight
the fact that trade is costly and location still matters. Since the drop in trans-
port costs and the emergence of a knowledge-based economy, the proximity to
natural resources has been replaced by new drivers of regional growth that rely
on human capital and cognitive skills. Regions with a high market potential —
those where demand is high and transport costs low — are likely to attract more
firms and pay higher wages, which leads to sizable and lasting regional dispar-
ities. As a consequence, investments in interregional transport policies may not
deliver their expected effects. In addition, new information and communication
devices foster the fragmentation of the supply chain and the decentralization of
activities.

8.1 Introduction

This chapter addresses the economics of regional disparities and regional poli-
cies in the European Union (EU). The fundamental challenge is to explain the
uneven development of regions in both the EU and within EU member states.
The purpose is not to delve into concrete regional policies and judge their results
but rather to understand the main drivers of contemporary regional develop-
ment. Earlier explanations evolved around natural resources and transport sys-
tems. But since the emergence of a knowledge-based economy, traditional loca-
tion factors have been replaced with new drivers of regional growth that rely on
human capital and cognitive skills. This chapter is organized in seven sections.
In the second one, we focus on the concepts and tools of spatial economics
that are necessary as a backdrop to regional economics. In the third section,
we analyse the main forces driving the allocation of economic activity across
regions: firms’ market access and labour mobility. The fourth section examines
these two forces to see whether they generate over or under-agglomeration. The
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fifth section is devoted to the effects of investments in interregional transport
policies, while the sixth section briefly analyses current interregional transport
policies. The seventh section concludes.

8.2 What Is Spatial Economics About?

The Industrial Revolution exacerbated regional disparities by an order of mag-
nitude that was unknown before. The recent development of new information
and communication technologies is triggering a new regional divide of which
governments and the public should be aware. What economic tools can we
use to understand those evolutions? As spatial economics deals with bringing
location, distance, and land into economics, its aim is to explain where eco-
nomic activities are located. This makes spatial economics one of the main
economic fields that can be employed to understand how the new map of eco-
nomic activities is being drawn. Yet, at first glance, the steady (actually spec-
tacular) drop in transport costs since the mid-nineteenth century — compounded
by the decline of protectionism post-World War II and, more recently, by the
near-disappearance of communication costs — is said to have freed firms and
households from the need to be located near one another. Therefore, it is tempt-
ing to foresee the ‘death of distance’ and the emergence of a ‘flat world’ in
which competition is thought of as a race to the bottom, with the lowest-wage
countries as the winners.

But — and it is a big but — while it is true that the importance of proximity
to natural resources has declined considerably, this does not mean that distance
and location have disappeared from economic life. On the contrary, recent work
in regional and urban economics indicates that new forces, hitherto outweighed
by natural factors, are shaping an economic landscape that, with its many bar-
riers and large inequalities, is anything but flat. Empirical evidence shows that
sizable and lasting differences in income per capita and unemployment rates
exist. In brief, the fundamental task of spatial economics is to explain the exis-
tence of peaks and valleys in the spatial distribution of wealth and people. This
is what we aim to accomplish in this chapter. Most graduate or undergraduate
students in economics have barely come across the words ‘cities’, ‘regions’,
and ‘transport’ during their studies. We therefore will define the basic concepts
of spatial economics that are not part of the tool box of most economists. In
particular, we show how the tools of modern economic theory can illuminate
the main issues of spatial economics, and how modern empirical methods have
helped measure them. Conversely, introducing space into economic modelling
allows one to revisit existing theories and suggest new solutions to old prob-
lems. In particular, we highlight some of the findings that reveal the increased
importance of space in the modern economy.
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8.2.1 Location Does Matter

Why do economic activities cluster in a few places? There is no satisfactory
answer to this question in the dominant paradigm of economic theory, which
combines perfect competition and constant returns to scale. In the absence of
scale economies, fragmenting production into smaller units at different loca-
tions does not reduce the total output available from the same given inputs, but
transport costs decline. In the limit, if the distribution of natural resources is
uniform, the economy is such that each individual produces for his or her own
consumption. This strange world without cities has been called ‘backyard cap-
italism’. To put it differently, each location would become an autarky, except
it is possible that trade between locations might occur if the geographic distri-
bution of natural resources is uneven. Admittedly, different locations do not a
priori provide the same exogenous amenities. However, using the unevenness
of natural resources as the only explanation for the existence of large cities
and for regional imbalance seems weak. Rather, as noted by Koopmans (1957)
almost 60 years ago, increasing returns are critical to understanding how the
space-economy is shaped.

A simple example will illustrate this fundamental idea. Suppose a planner
has to decide where to locate one or two facilities to provide a certain good to a
population of immobile users who are evenly distributed between two regions.
Individual demands are perfectly inelastic and normalized to one; the marginal
production cost is constant and normalized to zero. Consumers in the domestic
region may be supplied at zero cost, whereas supplying those living in the for-
eign region entails a transport cost of T euros. If two facilities are built, the cost
of building a facility is equal to F euros in each region. If only one facility is
made available, the planner must incur cost F'; if two facilities are built, the cost
is 2F. A planner who aims to minimize total costs will choose to build a facility
in each region if, and only if, F 4 T is more than 2F, thatis, T > F. This will
hold when F is small, T is high, or both. Otherwise, it will be less expensive to
build a single facility that supplies all people in both regions. In other words,
weak increasing returns — F takes on low values — promote the scattering of
activities, whereas strong increasing returns foster their spatial concentration.
As a consequence, the intensity of increasing returns has a major implication
for the spatial organization of the economy.

The first law of spatial economics: If many activities can be located
almost anywhere, few activities are located everywhere.

It is in this sense that location matters: although a large number of activi-
ties become ‘footloose’, a relatively small number of places in many countries
account for a large share of the national value added, whereas many large areas
account for no or little economic activity. The difficulty economists encounter
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when they take into account scale economies in general equilibrium theory
probably explains why spatial economics has been at the periphery of eco-
nomics for so long.

Nevertheless, it must be kept in mind that accounting for increasing returns
often yields a message that differs from the standard neoclassical paradigm of
perfect competition and constant returns to scale. Even though transport costs
must be positive for space to matter, one should not infer from this observation
that location matters less when transport costs decrease—quite the opposite.
Spatial economics shows that lower transport costs make firms more sensitive
to minor differences between locations. To put it another way, a tiny difference
may have a big impact on the spatial distribution of economic activity.

8.2.2  Moving Goods and People is Still Costly

Transportation refers to the movement of people, goods, information, or any-
thing else across space. Ever since the beginning of the Industrial Revolution,
there has been spectacular progress in terms of the speed and cost for interre-
gional and international transport. According to Bairoch (1997), ‘overall, it can
be estimated that, from 1800 to 1910, the decrease in (weighted) real average
transport costs was on the order of 10 to 1°. For the US, Glaeser and Kohlhase
(2004) observe that the average cost of moving a ton a mile in 1890 was 18.5
cents, as opposed to 2.3 cents today (in 2001 dollars). Yet, as will be seen, esti-
mating the gravity equation reveals that distance remains a strong impediment
to trade and exchange. What is more, the current concentration of people and
activities in large cities and urban regions fosters steadily increasing conges-
tion both in private and public transport as capacity is not easy to expand. In
the regional context, transportation consists of interregional and international
freight trips of inputs and outputs, as well as passenger trips. Unlike an urban
environment, larger interregional passenger and freight flows tend to reduce
rather than increase the average transport costs because of the presence of
economies of density in scheduled transport and because capacity expansion
(physical and/or frequency) is easier to implement. Therefore, transportation
faces different challenges at the urban and interregional levels.

In the wonderful dimensionless world of some analysts and journalists, trans-
port costs are zero, and thus any agent is equally connected to, or globally com-
petes with, any other agent. If the monetary cost of shipping goods has dramati-
cally decreased, other costs related to the transport of goods remain significant.
For example, the opportunity cost of time rises in a growing economy, so that
the time cost wasted in moving certain types of goods steadily rises. Similarly,
doing business at a distance generates additional costs, even within the EU, due
to differences in business practices, political and legal climates, or culture. One
of the most robust empirical facts in economics is the Gravity Law: ‘Holding
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constant the product of two countries’ sizes, their bilateral trade will, on aver-
age, be inversely proportional to the distance between them’ (Head and Mayer,
2013). To put it differently, distance between locations still matters because it
affects the economic life under different disguises.

Doing a back-of-the-envelope calculation, Cheshire and Magrini (2006) find
that despite smaller regional disparities and larger average distances in the US
than in the EU, the net migration rate between areas having a comparable pop-
ulation size is almost 15 times higher in the US than in the EU. (The areas
are the 50 US states plus Washington, DC versus the EU-12 large countries —
France, Germany, Spain, and the UK — divided into their level 1 regions [in
Germany, the Linder] and the EU’s smaller countries, treated as single units.)
These authors conclude that ‘in Europe, urban population growth seems likely
to be a rather imperfect signal of changes in welfare in cities’. This is to be con-
trasted with a recent macroeconomic study by Beyer and Smets (2015), who
show that, once they control for country factors, labour mobility across 41 EU
regions would account for almost 50 per cent of the long-run adjustment pro-
cess to negative regional shocks, which is more or less the same as in the US
where mobility has been decreasing since 1980. However, it takes much longer
in Europe than in the US for this adjustment to unfold.

On the other hand, more disaggregate spatial studies strongly suggest that,
even within European countries, migration is sluggish and governed by a wide
range of intangible and time-persistent factors. For example, controlling for the
geographical distance and several other plausible effects, Falck et al. (2012)
show that actual migration flows among 439 German districts (the NUTS 3
regions) are positively affected by the similarity of dialects that were prevalent
in the source and destination areas more than 120 years ago. In the absence
of such dialects, which are seldom used today, internal migration in Germany
would be almost 20 per cent higher than what it is. In the same vein, Dahl
and Sorenson (2010) find that Danish scientists and engineers, who exhibit a
more substantial sensitivity to wage differences than other Danish workers,
have even stronger preferences for living close to their family and friends.
Further evidence of the low mobility of workers is provided by Bosquet and
Overman (2015). Using the British Household Panel Survey that involved
32, 380 individuals from 1991 to 2009, these authors observe that 43.7 per
cent of workers worked only in the area where they were born. Among the
unskilled workers, this share grows to 51.7 per cent but drops to 30.5 per
cent for workers having a college degree. Such low lifetime mobility provides
empirical evidence that migration costs are an important determinant of the
space-economy. Furthermore, 44.3 per cent of the panel retirees live where they
were born, revealing a high individual degree of attachment to their birthplace.
Such studies suggest that labour markets operate at a local level, implying that
even sizable wage differences between regions can persist for long periods of
time.
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To sum up, the transport of (some) goods remains costly, while many services
used by firms and households are nontradable. Moreover, we will see that prox-
imity remains critical for the diffusion of some information. European people
are sticky; this means that the model widely used in the US to study urban and
regional growth, which relies on the perfect mobility of people and the search
for amenities, has very limited application within the EU, not to say within all
European countries. These facts have a major implication for the organization
of the (European) economic space:

The second law of spatial economics: The world is not flat because what
happens near to us matters more than what happens far from us.

Combining the first and second laws of spatial economics leads us to formulate
what we see as the fundamental trade-off of spatial economics:

The spatial distribution of activities is the outcome of a trade-off between
different types of scale economies and the costs generated by the transfer
of people, goods, and information.

We may thus already conclude that high transport costs promote the disper-
sion of economic activities, while strong increasing returns act as an agglomer-
ation force, and the other way round. This trade-off is valid on all spatial scales
(city, region, country, and continent), which makes it a valuable analytical tool.
We will return to this in the next two sections.

At the interregional level, locations are aggregated into subnational units that
are distant from each other. Regardless of what is meant by a region, the concept
is useful if, and only if, a region is part of a broader network through which
various types of interactions occur. In other words, any meaningful discussion
of regional issues requires at least two regions in which economic decisions are
made. Hence, space is the substratum of activities, but land is not a fundamental
ingredient of regional economics. Furthermore, as repeatedly stressed by Ohlin
(1967), if we do not want the analysis to be confined to trade theory, we must
also account explicitly for the mobility of agents (firms and/or consumers) and
for the existence of transport costs in trading commodities. However, how well a
region does also depends on the functioning of its local markets and institutions.
The surge of new economic geography (NEG) has allowed us to rethink regional
economics by combining the trade of goods and the mobility of production
factors. In NEG, a region is assumed to be dimensionless and is described by
a node in a transport network. The objective of regional economics is then to
study the distribution of activities across a regional system. Figure 8.1 shows
the geographical distribution of the GDP per capita per NUTS 3 region in the
EU. We note striking differences across countries but also within countries.
Understanding these differences and what policies make sense is one of the
principal motivations for this survey.
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Figure 8.1 Geographical distribution of the GDP per capita per NUTS 3 region
in the EU (Eurostat, 2015b).

Before proceeding, observe that the persistence of sizeable regional differ-
ences does not provide evidence of a lack of economic integration. Even in
the world’s largest and most integrated economy, ‘local labour markets in the
US are characterized by enormous differences in worker earnings, factor pro-
ductivity and firm innovation’ and these differences do not seem to go away
(Moretti, 2011).

8.3 The Drivers of Regional Agglomeration

The EU has a wide diversity of cultures and a wide range of incomes at the inter-
regional level. Cultural diversity is an asset that has its costs and benefits, but
sizable income differences are a source of concern. Article 158 of the Treaty on
European Union states that ‘the Community shall aim at reducing disparities
between the levels of development of the various regions and the backward-
ness of the least favoured regions or islands, including rural areas’. European
integration is supposed to lead to the convergence of income levels across coun-
tries through more intense trade links. However, this process is slow and may be

https://doi.org/10.1017/9781316636404.010 Published online by Cambridge University Press


https://doi.org/10.1017/9781316636404.010

Regional Disparities and Efficient Transport Policies 331

accompanied by widening interregional income gaps despite EU regional pol-
icy efforts.! The lack of regional convergence may lead to cohesion problems
that, when combined with cultural differences, can contribute to secessionist
tendencies and threaten the future both of countries and of their membership in
the EU. Whether or not there is convergence across the European regional sys-
tem remains a controversial issue that also raises various unsuspected method-
ological difficulties (Magrini, 2004).

The idea of spatial interaction is central to regional economics. Broadly
defined, spatial interaction refers to a wide array of flows subject to various
types of spatial frictions. Examples of these flows include traded goods, migra-
tion, capital, interregional grants, remittances, as well as the interregional trans-
mission of knowledge and business-cycle effects. The bulk of NEG has been
restricted to the movement of goods and production factors. NEG remains in the
tradition of trade theory as it focuses on exchanges between regions to explain
why some regions fare better than others. Furthermore, NEG models regions
as dimensionless economies without land. In contrast, an approach that would
build on urban economics would rather choose to focus on the internal func-
tioning of a region. Both approaches are legitimate, but a full-fledged model of
the regional system taking both into account is still missing.

The economic performance of regions is affected not only by their industrial
mix and their relative position in the web of relations, but also by the interre-
gional and international mobility of commodities and production factors (e.g.,
capital and labour). In particular, lowering transport and trade costs changes
the incentives for both firms and workers to stay put or move to another loca-
tion. Therefore, to assess the full impact of market integration and the mone-
tary union, it is crucial to have a good understanding of how firms and workers
react to lower trade and transport costs. In this respect, it should be stressed that
European policy-makers often overlook the fact that market integration affects
the locational choices of firms and households. In particular, as will be seen,
NEG highlights the fact that a rising mobility of goods and people does not
necessarily reduce spatial inequality. Even though regional development agen-
cies typically think of spatial inequality as ‘temporary disequilibrium’ within
the economy, stable spatial equilibria often display sizable and lasting differ-
ences in income and employment, a fact that agrees with anecdotal evidence.
Furthermore, we will see that regional disparities need not be bad because
they can be the geographical counterpart of greater efficiency and stronger
growth.

On interregional and international scales, accessibility to spatially dispersed
markets drives the location of firms; this has long been recognized in both spa-
tial economics and regional science (Fujita and Thisse, 2013). Accessibility is
itself measured by all the costs generated by the various types of spatial fric-
tions that economic agents face in the exchange process. In the case of goods
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and services, these frictions are called trade costs.” Spulber (2007) refers to
them as ‘the four Ts’: (i) transaction costs that result from doing business at
a distance due to differences in customs, business practices, as well as polit-
ical and legal climates; (ii) tariff and nontariff costs such as different pollu-
tion standards, anti-dumping practices, and the massive number of regulations
that still restrict trade; (iii) transport costs per se because goods have to reach
their destination, while many services remain nontradable; and (iv) time costs
because, despite the Internet and video-conferencing, there are still communi-
cation barriers across dispersed distribution and manufacturing facilities that
slow down reactions to changes in market conditions. Because they stand for
the cost of coordinating and connecting transactions between the supplier’s and
customer’s locations, trade costs are crucial to the global firm and therefore are
likely to stay at centre stage. The relative importance of the ‘four Ts’ obviously
varies enormously from one sector to another, from one activity to another,
from one commodity to another.

Anderson and van Wincoop (2004) provide a detailed estimate of trade costs,
concluding that these costs would climb to approximately 170 per cent of
the average mill price of manufactured goods, but the variance across goods
is high. This estimate can be broken down as follows: 55 per cent internal
costs, which include all logistics costs; and 74 per cent international costs
(1.7 = 1.55 x 1.74 — 1). International costs in turn are broken down as 21
per cent for transport costs and 44 per cent for costs connected with bor-
der effects (1.74 = 1.21 x 1.44). Tariff and nontariff barriers account for 8
per cent of the border effects (exceptionally, this is 10 or 20 per cent in the
case of developing countries); language difference, 7 per cent; currency dif-
ference, 14 per cent; and other costs, including information 9 per cent (all in
all, 1.44 = 1.08 x 1.07 x 1.14 x 1.09). Therefore, it is not an exaggeration to
say that the share of trade costs in the consumer price of several manufactured
goods remains high. Note that there are also big differences from one trading
area to another. For example, Head and Mayer (2004) convincingly argue that
North American integration is significantly deeper than European integration.

8.3.1  The Home-Market Effect

The neoclassical theory of the mobility of production factors and goods pre-
dicts a market outcome in which production factors receive the same reward
regardless of the place of operation. Indeed, when each region is endowed with
the same production function that exhibits constant returns to scale as well as
a decreasing marginal productivity, capital responds to market disequilibrium
by moving from regions where it is abundant relative to labour and receives a
lower return towards regions where it is scarce and receives a higher return. If
the price of consumption goods were the same everywhere (perhaps because
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obstacles to trade have been abolished), the marginal productivity of both cap-
ital and labour in equilibrium would also be the same everywhere due to the
equalization of capital — labour ratios. Therefore, the free mobility of goods
and capital would guarantee the equalization of wages and capital rents across
regions and countries. In this case, the size of markets would be immaterial to
people’s welfare.

However, we are far from seeing such a featureless world. To solve this
contradiction, NEG takes a radical departure from the standard setting. NEG
assumes that the main reason why there is no convergence is that firms do not
operate under constant returns but under infernal increasing returns. This point
was made by Krugman (1980) in a paper now famous because it highlights
how market size and market accessibility interact to determine the location of
an industry. The idea that size matters for the development of a region or coun-
try was emphasized by the economic historian Pollard (1981) for whom ‘it is
obviously harder to build an industrial complex without the solid foundation
of a home market’. In contrast, economic integration and regional trade agree-
ments lower the importance of domestic markets and allow small regions and
countries to supply larger markets.

Both economists and geographers agree that a large market tends to increase
the profitability of firms established there. The idea is that locations with good
access to several markets offer firms a greater profit because these locations
allow firms to save on transport costs and lower their average production cost
by selling more. In sum, firms would seek locations with the highest market
potential where demand is high and transport costs are low. Most empirical
works use the concept of market potential, introduced by the American geog-
rapher Harris (1954) and defined as the sum of regional GDPs weighted by
the inverse of the distance to the region in question where the sum includes
the region itself and its internal distance as a reduced-form expression derived
from general equilibrium trade theory. Econometric studies suggest that market
potential is a powerful driver of increases in income per capita (Mayer, 2008).
In other words, larger and/or more centrally located regions or countries are,
on average, richer than regions or countries with small local markets and few
neighbours or neighbours that are also small.

Nevertheless, as firms set up in the large regions, competition is also height-
ened, thereby holding back the tendency to agglomerate. Indeed, revisiting
Hotelling’s (1929) pioneering work, d’ Aspremont et al. (1979) show that spa-
tial separation allows firms to soften price competition. However, by relax-
ing competition, product differentiation permits firms to seek the most acces-
sible location. Consequently, the interregional distribution of firms producing
a tradable good is governed by two forces that pull in opposite directions: the
agglomeration force generated by firms’ desire for market access, and the dis-
persion force generated by firms’ desire to avoid market crowding. Thus, the
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equilibrium distribution of firms across regions can be viewed as the balance
between these two forces.

The intensity of the agglomeration force decreases with transport costs,
whereas the dispersion force gets stronger through tougher competition
between regions. Although it is the balance of these forces that determines the
shape of the spatial economy, there is no clear indication regarding their rela-
tive intensity as transport costs decrease. This is why the main questions that
NEG addresses keep their relevance: When do we observe an agglomerated or
a dispersed pattern of production at the interregional level? What is the impact
of decreasing transport and trade costs on the intensity of the agglomeration
and dispersion forces operating at that spatial scale?

Location and Market Size

The standard model involves two regions (North and South) and two production
factors (capital and labour). The global economy is endowed with K units of
capital and L units of labour. Each individual is endowed with one unit of labour
and K/L units of capital. Capital is mobile between regions and capital owners
seek the higher rate of return; the share A > 1/2 of capital located in the North is
endogenous. Labour is immobile between regions but perfectly mobile between
sectors; the share of workers located in the North is exogenous and equal to
6 > 1/2. Both regional labour markets are perfect. Capital and labour are used
by firms that produce a CES-differentiated product under increasing returns
and monopolistic competition (Dixit and Stiglitz, 1977). Let f > 0 be the fixed
capital requirement and ¢ > 0 the marginal labour requirement needed for a
firm to enter the market and produce one variety of the differentiated good.
Capital market clearing implies that the number of firms is exogenous and given
by K/ f. Finally, shipping the differentiated good between the two regions is
costly.

The above system of push and pull reaches an equilibrium when the capital
return is the same in both regions. In this event, the North hosts a more-than-
proportionate share of firms, a result that has been labeled the ‘home-market
effect’ (HME).? Since the North is larger in terms of population and purchasing
power, it seems natural that North should attract more firms than the South.
What is less expected is that the initial size advantage is magnified, that is, the
equilibrium value of A exceeds 6. What the HME shows is that the market-
access effect dominates the market-crowding effect. Since (A — 6)K > 0 units
of capital move from the South to the North, capital does not flow from the
region where it is abundant to the region where it is scarce.

How does a lowering of interregional transport costs affect this result? At
first glance, one could expect the market-access effect to be weaker when trans-
port costs are lower. In fact, the opposite holds true: more firms choose to set
up in the North when it gets cheaper to trade goods between the two regions.
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This somewhat paradoxical result can be understood as follows. On the one
hand, lower transport costs makes exports to the smaller market easier, which
allows firms to exploit their scale economies more intensively by locating in the
North; on the other hand, lower transport costs also reduce the advantages asso-
ciated with geographical isolation in the South where there is less competition.
These two effects push towards more agglomeration, implying that, as trans-
port costs go down, the smaller region becomes deindustrialized to the benefit
of the larger one. The HME is thus prone to having unexpected implications
for transport policy: by making the transport of goods cheaper in both direc-
tions, the construction of new infrastructure may induce firms to pull out of the
smaller region. In other words, connecting lagging regions to dynamic urban
centres may weaken their industrial base. This result may come as a surprise to
those who forget that highways run both ways. What is more, the intensity of
competition in domestic markets matters for trade. Since large markets tend to
be more competitive, penetrating such markets is more difficult than exporting
to small regions, making the former regions even more attractive than the latter.
But how robust is the HME?

Wages and Market Size

Although it is convenient to assume equal wages across regions because this
allows the impact of falling transport costs to be isolated, the assumption
clashes with anecdotal evidence. How wages vary with firms’ location is best
studied in a full-fledged general equilibrium model where wages are endoge-
nous. As firms congregate in the larger region, competition in the local labour
market intensifies, which should lead to a wage hike in North. Since consumers
in the North enjoy higher incomes, local demand for the good rises and this
makes the North more attractive to firms located in the South. However, the
wage hike associated with more firms establishing in the North generates a
new dispersion force, which lies at the heart of many debates regarding the
deindustrialization of developed countries, that is, their high labour costs. In
such a context, firms are induced to relocate their activities to the South when
the lower wages in the South more than offset the lower demand. Takahashi
et al. (2013) have shown that the equilibrium wage in the North is greater than
the equilibrium wage in the South. Furthermore, the HME still holds. In other
words, although the wages paid in the North exceed those paid in South, market
access remains critical when determining the location of firms.

Furthermore, if the size of the larger region grows through the migration
of workers from the South to the North, the interregional wage gap widens.
Therefore, fostering the mobility of workers could well exacerbate regional
disparities. Nevertheless, Takahashi et al. (2013) showed that the magnifica-
tion of the HME discussed above no longer holds: as transport costs steadily
decrease, both the equilibrium wage and manufacturing share first rise and
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then fall because competition in the larger labour market becomes very strong.
Despite this caveat, market integration and factor mobility favour the agglom-
eration of activities within a small number of large regions.

It is commonplace in macroeconomics and economic policy to think of
unemployment as a national problem, the reason being that labour market insti-
tutions and demographic evolutions are often country-specific. Yet empirical
evidence reveals the existence of a strong correlation between high unemploy-
ment rates and a low GDP per capita, and the other way round, across regions
belonging to the same EU country. This should invite policy-makers to pay
more attention to the regional aspects of unemployment. In particular, is higher
interregional labour mobility the right solution for large regional employment
disparities? Not necessarily. As migrants get absorbed by the labour market
of the core region, the agglomeration economies discussed in the companion
chapter come into play, which reduces the number of job seekers. Such a sce-
nario is more likely to arise when migrants are skilled. In contrast, the opposite
evolution characterizes the lagging region, which loses its best workers. Epifani
and Gancia (2005) illustrate this contrasting pattern by introducing job search
frictions a la Pissarides in a standard NEG set-up and conclude that ‘migration
from the periphery to the core may reduce unemployment disparities at first,
but amplify them in the long run’. This result clashes with the widespread idea
that geographical mobility is the solution to regional unemployment disparities.
Even though it would be daring to draw policy recommendations from a single
paper, it is clear that more research is needed to fully understand the impact of
labour mobility on the functioning of local labour markets when market size
and agglomeration economies are taken into account.

Heterogeneous Firms

The evidence is mounting that firms differ vastly in productivity. This is
reflected in their ability to compete in the international marketplace. For exam-
ple, Mayer and Ottaviano (2007) observe that the top 1 per cent of European
exporters account for more than 45 per cent of aggregate exports, while the
top 10 per cent of exporting firms account for more than 80 per cent of aggre-
gate exports. In short, a few firms are responsible for the bulk of exports. Hav-
ing such numbers in mind, it is thus legitimate to ask what the HME is when
firms are heterogeneous and also when they are, or are not, sorted out across
regions according to their productivity. So, it is legitimate to ask what the HME
becomes when firms are heterogeneous.

Heterogeneous workers are sorted between cities along educational lines (see
Chapter 9). A comparable process is at work in the case of heterogeneous firms:
the more productive firms locate in the larger region, whereas the less produc-
tive firms seek protection against competition by setting up in the smaller region
(Nocke, 2006). Furthermore, despite the greater competition in the North, the
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HME still holds. Nevertheless, the mechanism that selects firms differs from the
sorting of workers. Indeed, the gathering of the more productive firms renders
competition very tough in the North, which leads inefficient firms to locate far
apart to avoid the devastating effects of competition with efficient firms. This
sparks a productivity gap between regions, which is exacerbated when the size
difference between regions increases. Using US data on the concrete industry,
Syverson (2004) observes that inefficient firms barely survive in large compet-
itive markets and tend to leave them. This result is confirmed by the literature
that follows Syverson.

To sum up, large markets tend to offer more and better opportunities to firms
and workers.

Care is Needed

Can the HME help explain strong regional disparities? First of all, the above
results were obtained using specific models so their robustness remains an open
question. Second, the share of the manufacturing sector has shrunk dramatically
in developed economies. So one may wonder what the HME becomes when we
consider the location of nontradable services. In this case, the HME still holds
if the North is sufficiently large to overcome the competition effect. Otherwise,
the larger region no longer provides a sufficiently big outlet to host a more-than-
proportionate share of firms. In this case, the smaller region accommodates a
larger share of firms (Behrens, 2005).

Third, and last, the HME is studied in a two-region setting. Unfortunately, it
cannot readily be extended to multi-regional set-ups because there is no obvi-
ous benchmark against which to measure the ‘more-than-proportionate’ share
of firms. A multi-regional setting brings about a new fundamental ingredient —
the variability in regions’ accessibility to spatially dispersed markets. In other
words, the relative position of a region within the network of exchanges (which
also involves cultural, linguistic, and political proximity) matters. Any global
(local) change in this network, such as market integration or the construction
of major transport links, is likely to trigger complex effects that vary in non-
trivial ways with the properties of the graph representing the transport network
(Behrens and Thisse, 2007). For example, in a multi-regional setting, the greater
specialization of a few regions in one sector does not necessarily mean that
this sector becomes more agglomerated, and vice versa. Therefore, it is hardly
shocking that empirical evidence regarding the HME is mixed (Davis and Wein-
stein, 2003, Head and Mayer, 2004).

However, intuitively, it is reasonable to expect the forces highlighted by the
HME to be at work in many real-world situations.* But how can we check this?
There are two possible ways. First, since there is no hope of deriving general
results for multi-regional economies, it is reasonable to try to solve numeri-
cally spatial general equilibrium models where transport networks are selected
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randomly. For this, one needs a mathematical framework that is tractable but
yet rich enough to analyze meaningful effects. Working with a NEG model that
encompasses asymmetric regions, costly trade, and transport tree-networks that
are generated randomly, Barbero et al. (2015) confirm that local market size
(measured by population) and accessibility (measured by centrality in the trad-
ing network) are crucial in explaining a region’s wage; the authors also confirm
that local market size (measured by industry expenditure share) explains well
the location of firms. Using Spanish data and computed transport costs, Barbero
et al. (2015) find that the model is good at predicting the location of indus-
tries but less accurate concerning the spatial pattern of wages. The authors also
observe that, after three decades of major road investments, the distribution of
industries had not changed much in Spain. This might suggest that, once a few
key connections exist, the supply of transport links obeys the law of decreasing
returns.

The second method is to study empirically the causality between market
access and the spatial distribution of firms. There is plenty of evidence sug-
gesting that market access is associated with firms’ location, higher wages,
and employment. Starting with Redding and Venables (2004), various empiri-
cal studies have confirmed the positive correlation between the economic per-
formance of territories and their market potential. Redding and Sturm (2008)
exploit the political division of Germany after World War II as a natural experi-
ment to show how the loss of market access for cities in West Germany located
close to the border made these cities grow much less. After a careful review of
the state of the art, Redding (2011) concludes that ‘there is not only an asso-
ciation but also a causal relationship between market access and the spatial
distribution of economic activity’. For example, one of the more remarkable
geographical concentrations of activities is what is known as the ‘manufac-
turing belt’ in the US. This ‘belt’ accommodated around four-fifths of the US
manufacturing output for a century or so within an area that was one-sixth of the
country’s area. Klein and Crafts (2012) conclude that ‘market potential had a
substantial impact on the location of manufacturing in the USA throughout the
period 1880-1920 and ...was more important than factor endowments’. In the
same vein, Head and Mayer (2011) summarize their analysis of the relation-
ship between market proximity and economic development over 1965-2003
by saying that ‘market potential is a powerful driver of increases in income per
capita’.

All of this only seems a paradox: inexpensive shipping of goods makes com-
petition tougher, thus firms care more about small advantages than they did in
a world in which they were protected by the barriers of high transport costs.
In other words, even at the interregional level, proximity matters, but the rea-
sons for this are not the same as those discussed in Chapter 9. However, both
sets of results hinge on the same principle: small initial advantages may be
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translated into large ex post advantages once firms operate under increasing
returns.

The HME explains why large markets attract firms. However, this effect does
not explain why some markets are bigger than others. The problem may be tack-
led from two different perspectives. First, the two regions are supposed to be the
same size and the internal fabric of each region (e.g., the magnitude of agglom-
eration economies) determines the circumstances in which a region accommo-
dates the larger number of firms. Second, workers are allowed to migrate from
one region to the other, thus leading to some regions being larger than oth-
ers. The former case — when the two regions are a priori identical — is studied
below, while the latter case is investigated in Section 8.3.3 because the mobility
of labour generates effects that differ from those observed under the mobility
of capital.

8.3.2  Agglomeration Economies and the Emergence of
Asymmetric Clusters

According to Porter (1998), the formation of industrial clusters depends on the
relative strength of three distinct forces: the size of intrasectoral agglomera-
tion economies, the intensity of competition, and the level of transport costs.
Despite the existence of a huge empirical —and inconclusive — literature devoted
to industrial clusters, how the three forces interact to shape the regional econ-
omy has been neglected in NEG. This is probably because working with a
model that accounts for the main ingredients of urban economics and NEG
seems out of reach. Yet the formation of clusters can be studied by adopting a
‘reduced-form’ approach in which a firm’s marginal production cost in a region
decreases with the number of firms locating in the region. In doing this, one cap-
tures the effect of agglomeration economies and can study how agglomeration
economies operating at the local level interact with the dispersion force gen-
erated by market competition in the global economy through lower trade costs
(Belleflamme et al., 2000). In a spatial equilibrium, firms earn the same profits.
However, if firms observe that one region offers higher potential profits than
the other, they want to move to that region. In other words, the driving force
that sustains the relocation of firms is the profit differential between the North
and the South.

To show why and how a hierarchy of clusters emerges, we look at the inter-
play among the above three forces as a symmetry-breaking device. Therefore,
we start with a perfectly symmetric set-up in which firms and consumers are
evenly dispersed between the North and the South. When trade costs start
decreasing, trade flows grow but, in the absence of agglomeration economies,
firms stay put because spatial separation relaxes competition between firms.
Things are very different when agglomeration economies are at work. In this
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case, when trade costs fall enough, some firms choose to produce in the North,
say rather than in the South in order to benefit from a lower marginal cost while
maintaining a high volume of export. As trade costs keep decreasing, a growing
number of firms choose to set up in the North where the marginal cost decreases
further. Note that firms tend to gather in one region despite the fact that the two
markets where they sell their output are the same size. What now drives firms’
agglomeration is no longer the size of the product market but the endogenous
level of agglomeration economies.

But where does agglomeration occur? Will it be in the North or in the South?
Consider an asymmetric shock that gives a region a small initial advantage. If
this shock remains fixed over a long period, firms will attune their behaviour
accordingly. The region benefiting from the shock, however small, will accom-
modate the larger cluster. Hence, regions that were once very similar may end
up having very different production structures as market integration gets deeper.
Once more, lowering trade costs drives the economy toward more agglomera-
tion in one region at the expense of another.

Are growing regional disparities necessarily bad in this context? The answer
is no. A planner whose aim is to maximize global efficiency sets up more asym-
metric clusters than the market delivers. To explain, at the first-best optimum
prices are set at the marginal cost level while locations are chosen to maximize
the difference between agglomeration economies and transport costs. In con-
trast, at market equilibrium, firms take advantage of their spatial separation to
relax price competition and do not consider the positive externalities associ-
ated with their location decision. So the optimal configuration tends to involve
a more unbalanced distribution of firms than the market outcome. If agglomer-
ation economies become increasingly important in some sectors, their uneven
geographical distribution need not signify a wasteful allocation of resources.
On the contrary, the size of the clusters could well be too small. However, the
region with the larger cluster benefits from lower prices through larger agglom-
eration economies, more jobs, and a bigger fiscal basis.

8.3.3  The Core—Periphery Structure

The mobility of capital and the mobility of labour do not obey the same rules.
First, while the movement of capital to a region brings with it production capa-
bility, the returns to capital do not have to be spent in the same region. In con-
trast, when workers move to a new region, they take with them both their pro-
duction and consumption capabilities (putting aside remittances). As a result,
migration affects the size of the labour and the product markets in both the ori-
gin and the destination regions. Second, while the mobility of capital is driven
by differences in nominal returns, workers care about their real wages. In other
words, differences in costs of living matter to workers but not to capital owners.
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The difference in the consequences of capital and labour mobility is the start-
ing point of Krugman’s celebrated 1991 paper that dwells on the idea that the
interregional economy is replete with pecuniary externalities generated by the
mobility of workers. Indeed, when some workers choose to migrate, their move
affects the welfare of those who stay behind because migration affects the size
of the regional product and labour markets. These effects have the nature of
pecuniary externalities because they are mediated by the market, but migrants
do not take them into account when making their decisions. Such effects are of
particular importance in imperfectly competitive markets as prices fail to reflect
the true social value of individual decisions. Hence, studying the full impact of
migration requires a full-fledged general equilibrium framework, which cap-
tures not only the interactions between product and labour markets, but also
the double role played by individuals as workers and consumers.

To achieve his goal, Krugman (1991) considers the classical 2 x 2 x 2 set-
ting of trade theory. There are two goods, two types of labour, and two regions.
The first type of labour (workers) is mobile and the only input in the first (man-
ufacturing) sector, which operates under increasing returns and monopolistic
competition; shipping the manufactured good is costly. The second type of
labour (farmers) is immobile and the only input in the second (farming) sector,
which produces a homogeneous good under constant returns and perfect com-
petition; shipping the agricultural good incurs no cost. What drives the agglom-
eration of the manufacturing sector is the mobility of workers. For this, Krug-
man considers a setting in which both farmers and workers are symmetrically
distributed between the North and the South and asks when this pattern ceases
to be a stable spatial equilibrium.

Two main effects are at work: one involves firms, and the other workers.
Assume that the North grows slightly bigger than the South. At first, this
increase in market size leads to a higher demand for the manufactured good,
thus attracting more firms. The HME implies that the hike in the number of
firms is more than proportional to the increase in market size, thus pushing
nominal wages upward. In addition, the presence of more firms means that
a greater number of varieties are produced locally, so prices are lower in the
North because competition there is tougher. As a consequence, real wages rise
so that the North should attract a new flow of workers. Therefore, there is circu-
lar cumulative causation a la Myrdal in which these two effects reinforce each
other. This snowball effect seems to lead inevitably to the agglomeration of the
manufacturing sector in the North, which then becomes the core of the global
economy.

But the snowball may not form. Indeed, the foregoing argument ignores sev-
eral other effects triggered by the migration of workers. On the one hand, the
increased supply of labour in the North tends to push wages down. On the
other hand, since new workers are also consumers, there will be a hike in local
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demand for the manufactured good, which leads to a higher demand for labour.
But this is not yet the end of the story. As more firms enter the local market,
there is increased competition to attract workers, so the final impact of migra-
tion on nominal wages is hard to predict. Likewise, there is increased competi-
tion in the product market, as well as greater demand. Combining these various
effects might well lead to a ‘snowball meltdown’, which results in the spatial
dispersion of firms and workers.

Krugman’s (1991) great accomplishment has been to integrate all these
effects within a single framework and to determine precisely the conditions
under which the above prediction holds or not. Starting from an arbitrarily
small difference between regions, Krugman singles out the cases in which there
is agglomeration or dispersion of the manufacturing sector. He shows that the
value of transport costs is again the key determining factor. If transport costs
are sufficiently high, the interregional shipment of goods is low. In this event,
firms focus on regional markets. Thus the global economy displays a symmetric
regional pattern of production. In contrast, when transport costs are sufficiently
low, then all manufacturers will concentrate in the North; the South will supply
only the agricultural good and will become the periphery. In this way, firms are
able to exploit increasing returns by selling more in the larger market without
losing much business in the smaller market. Again, lowering trade costs fos-
ters the gathering of activities. The core—periphery model therefore allows for
the possibility of convergence or divergence between regions, whereas the neo-
classical model based on constant returns and perfect competition in the two
sectors predicts only convergence. Consequently, Krugman presents a synthe-
sis of the polarization and neoclassical theories. His work appeals because the
regional disparities associated with the core—periphery structure emerge as a
stable equilibrium that is the involuntary consequence of decisions made by a
large number of economic agents pursuing their own interests.’

Despite its great originality, the core—periphery model has several short-
comings. The following list, while not exhaustive, covers a fair number of
issues. (i) The model overlooks the various congestion costs and agglomeration
economies generated by the concentration of activities, discussed in Chapter 9.
(ii) It only accounts for two sectors and two regions. (iii) The agricultural sector
is given a very restricted role, its job being to guarantee the equilibrium of the
trade balance. Along the same line, it is hard to see why trading the agricultural
good costs nothing in a model seeking to determine the overall impact of trade
costs. All these features have attracted a lot of attention, but the ‘dimensionality
problem’ is the most challenging one.

Having said that, we must stress the work by Helpman (1998) who argues
that decreasing freight costs may trigger the dispersion, rather than the agglom-
eration, of economic activities when the dispersion force lies in the supply
of nontradable services (housing) rather than immobile farmers. In this case,
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various congestion and market-crowding effects put a brake on the agglom-
eration process, and thus Krugman’s prediction is reversed. The difference
in results is easy to understand. Commuting and housing costs rise when
consumers join the larger region/city, which strengthens the dispersion force.
Simultaneously, lowering transport costs facilitates interregional trade. By
combining these two forces, we see why dispersion arises. In other words,
land use appears to be a major dispersion force in the making of the space-
economy.® By neglecting the fact that the agglomeration of activities typically
materializes in the form of cities where competition for land acts as a strong
dispersion force, the core—periphery model remains in the tradition of trade the-
ory. Therefore, conclusions drawn from this model are, at best, applicable only
to very large areas.’

The econometric analysis undertaken by Crozet (2004), together with the
observations made in Section 8.2, suggests that the low mobility of Euro-
pean workers makes the emergence of a Krugman-like core—periphery structure
within the EU very unlikely. Therefore, moving beyond the Krugman model in
search of alternative explanations appears to be warranted in order to under-
stand the emergence of large industrial regions in economies characterized by
a low spatial mobility of labour — such as the EU. A second shortcoming of the
core-periphery model is that it ignores the importance of intermediate goods.
Yet the demand for consumer goods does not account for a very large fraction of
firms’ sales, often being overshadowed by the demand for intermediate goods.®

8.3.4  Input—Output Linkages and the Bell-Shaped Curve of Spatial
Development

The agglomeration of economic activities also arises in contexts in which
labour mobility is very low, as in most European countries. This underscores the
need for alternative explanations of industrial agglomeration. One strong con-
tender is the presence of input—output linkages between firms: the output of one
firm can be an input for another, and vice versa. In this case, the entry of a new
firm in a region not only increases the intensity of competition between similar
firms; it also increases the market of upstream firm-suppliers and decreases the
costs of downstream firm-customers. This is the starting point of Krugman and
Venables (1995).

Their idea is beautifully simple and suggestive: the agglomeration of the final
sector in a particular region occurs because of the concentration of the interme-
diate industry in the same region, and conversely. Indeed, when firms belong-
ing to the final sector are concentrated in a single region, the local demand for
intermediate inputs is very high, making this region very attractive to firms pro-
ducing these intermediate goods. Conversely, because intermediate goods are
made available at lower prices in the core region, firms producing final goods
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also find that region very attractive. Thus, a cumulative process may develop
that leads to industrial agglomeration within the core region.

In this alternative setting, new forces arise. Indeed, if firms agglomerate in
a region where the supply of labour is inelastic, then wages must surely rise.
This in turn has two opposite effects. On the one hand, consumers’ demand for
the final product increases because they have a higher income. This is again
a market expansion force, now triggered by higher incomes rather than larger
populations. On the other hand, such wage increases also generate a dispersion
force. When the wage gap between the core and the periphery becomes suffi-
ciently large, some firms will find it profitable to relocate to the periphery, even
though the local demand for their output is lower than in the core. This is espe-
cially true when transport costs are low, because asymmetries in demand will
then have a weaker impact on profits.

The set of equilibrium patterns obtained in the present setting is much richer
than in the core—periphery model. In particular, if a deepening of economic
integration triggers the concentration of industrial activities in one region, then
beyond a certain threshold, an even deeper integration may lead to a reversal of
this tendency. Some firms now relocate from the core to the periphery. In other
words, the periphery experiences a process of re-industrialization and, simul-
taneously, the core might start losing firms, thus becoming deindustrialized. As
Fujita et al. (1999) put it, ‘declining trade costs first produce, then dissolve, the
global inequality of nations’.

Therefore, economic integration would yield a bell-shaped curve of spatial
development, which describes a rise in regional disparities in the early stages
of the development process, and a fall in later stages (Williamson, 1965, Puga,
1999). Such a curve may be obtained in several extensions of the core-periphery
model — surveyed in Fujita and Thisse (2013) — and seems to be confirmed by
several empirical and historical studies.” However, owing to differences in data,
time periods, and measurement techniques, it is fair to say that the empirical
evidence is still mixed (Combes and Overman, 2004). Furthermore, this self-
correcting effect can take too long in the face of some regions’ urgent economic
and social problems and the time horizon of policy-makers, which leads them
to look for policies whose effects are felt more rapidly.

Note that the following coordination failure may prevent the redistribution
of activities: many prices are not known in advance in the South. Lack of ade-
quate information may then prevent the development of a network of service
and intermediate goods suppliers, which leads to a vicious circle and persistent
underdevelopment. In the presence of external effects, this problem is particu-
larly acute. One solution is to have an agent who ‘internalizes’ the various costs
and benefits arising during the first stages of the take-off process and who plays
an entrepreneurial role facilitating individual decisions, so that a cluster in the
South can form en masse.
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8.3.5  Communication Costs and the Relocation of Plants

A major facet in the process of globalization is the spatial fragmentation of
a firm associated with vertical investments. Vertical investments arise when
firms choose to break down their production process into various stages spread
across different countries or regions. Specifically, the modern firm organizes
and performs discrete activities in distinct locations, which together form a
supply chain starting at the conception of the product and ending at its delivery.
This spatial fragmentation of the firm aims to take advantage of differences in
technologies, factor endowments, or factor prices across places. We now turn
our attention to this problem.

Besides transport costs, spatial separation generates another type of spatial
friction, namely ‘communication costs’. Indeed, coordinating activities within
the firm is more costly when the headquarters and its production plants are
physically separated because the transmission of information remains incom-
plete and imperfect. Furthermore, more uncertainty about production plants’
local environment is associated with conducting a business at a distance.
Again, this implies higher coordination costs, hence higher communication
costs between the headquarters and its plants. In the same vein, monitoring the
effort of a plant manager is easier when the plant is located near the headquar-
ters than across borders. Lower communication costs make the coordination
between headquarters and plants simpler and therefore facilitate the process of
spatial fragmentation.

For the international/interregional fragmentation of firms to arise, the intra-
firm coordination costs must be sufficiently low so the operation of a plant at
a distance is not too expensive; at the same time, transport costs must decrease
substantially to permit the supply of large markets at low delivery costs from
distant locations. To make low-wage areas more accessible and attractive for
the establishment of their production, firms need the development of new infor-
mation and communication technologies, as well as a substantial fall in trade
costs. In this case, a certain number of firms choose to go multinational, which
means that their headquarters are located in prosperous areas where they find
the skilled workers they need and their plants are set up in low-wage areas,
whereas the other firms remain spatially integrated (Fujita and Thisse, 2013).

Manufacturing firms started to relocate their production plants to regions
where labour and land are cheaper than in large cities long ago (Henderson,
1997, Glaeser and Kohlhase, 2004). However, transport and communication
costs for a long time imposed a limit to the distance at which plants could
operate. The ongoing revolution in information and communication technolo-
gies freed some firms from this constraint, thus allowing them to move their
plants much further away to countries where wages are a lot lower than in
the peripheral regions where they used to establish their plants. Hence, the
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following question: Which ‘South’ can accommodate firms’ activities that are
being decentralized?

84 Does the Market Yield Over or Under-agglomeration?

Whether there is too much or too little agglomeration is unclear. Yet speculation
on this issue has never been in short supply and it is fair to say that this is one
of the main questions that policy-makers would like to address. Contrary to
general beliefs, the market need not lead to the over-agglomeration of activities
as competition is a strong dispersion force. We have discussed above two basic
mechanisms that may outweigh this force and lead to the spatial clustering of
activities. The former is the home-market effect (HME), which points to the
relative agglomeration of firms in the large regions. The latter is related to the
joint concentration of firms and workers in a few regions to form big markets.
Since the mobility of capital and labour is driven by different forces, there is
no reason to expect the answer to the question ‘Does the market yield over or
under-agglomeration?’ to be the same.

84.1  Does the Home-Market Effect Generate Excessive Agglomeration?

Because spatial separation relaxes price competition, everything else being
equal, firms earn higher profits by locating in different geographical markets.
What the HME tells us is that the size of markets may outweigh this effect, lead-
ing to the concentration of firms in a few regions. When firms move from one
region to another, they impose negative pecuniary externalities on the whole
economy. More precisely, firms ignore the impact of their move on product
and input markets in both destination and origin regions. The social surplus
is lowered because location decisions are based on relative prices that do not
reflect the true social costs. However, the inefficiency of the market outcome
does not tell us anything about the excessive or insufficient concentration of
firms in the big regions. In fact, the HME involves too many firms located in the
larger region. The intuition is easy to grasp. A profit-maximizing firm chooses
the location that minimizes its transport costs to serve foreign markets. There-
fore, since firms absorb more freight when exporting from the smaller to the
larger region than vice versa, they are incentivized to locate in the larger region.
Tougher competition there holds back the agglomeration process, but this dis-
persion force is not strong enough for a sufficiently large number of firms to
set up in the smaller region. However, it is worth noting that the first-best dis-
tribution of firms still involves a share of firms exceeding the relative size of
the larger region (Ottaviano and van Ypersele, 2005).
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8.4.2  Is the Core-Periphery Structure Inefficient?

Thus far, NEG has been unable to provide a clear-cut answer to this fundamen-
tal question. However, a few results seem to show some robustness. In the core—
periphery model, the market outcome is socially desirable when transport costs
are high or low. In the former case, activities are dispersed; in the latter, they
are agglomerated. In contrast, for intermediate values of these costs, the mar-
ket leads to the over-agglomeration of the manufacturing sector (Ottaviano and
Thisse, 2002). Furthermore, when transport costs are sufficiently low, agglom-
eration is preferred to dispersion in the following sense: people in the core
regions can compensate those staying in the periphery through interregional
transfers, whereas those staying in the periphery are unable to compensate those
workers who choose to move to what becomes the core regions (Charlot et al.,
2006). This suggests that interregional transfers could be the solution for cor-
recting regional income disparities. It is worth stressing that such transfers do
not rest here on equity considerations, but only on efficiency grounds. However,
implementing such transfers, paid for by those who reside in the core regions,
may be politically difficult to maintain in the long run. In addition, they may
give rise to opportunistic behaviour in the periphery.

Tackling this issue from a dynamic perspective sheds additional light on the
problem. It has long been argued that growth is localized, the reason being
that technological and social innovations tend to be clustered while their dif-
fusion across places would be slow. For example, Hirschman (1958) claimed
that ‘we may take it for granted that economic progress does not appear
everywhere at the same time and that once it has appeared powerful forces
make for a spatial concentration of economic growth around the initial start-
ing points’. And Hohenberg and Lees (1985) argued similarly that, ‘despite the
rapid growth of urban industries in England, Belgium, France, Germany and
northern Italy after 1840 or so, economic development was a spatially selective
process. Some regions deindustrialized while others were transformed by new
technologies’.

Fujita and Thisse (2013) revisit the core—periphery model in a set-up com-
bining NEG and endogenous growth theory; the high-skilled, who work in
the R&D sector, are mobile whereas the low-skilled, who work in the man-
ufacturing and agricultural sectors, are immobile. These authors show that the
growth rate of the global economy depends positively on the spatial concen-
tration of the R&D sector. Furthermore, the core—periphery structure in which
both the R&D and manufacturing sectors are agglomerated is stable when trans-
port costs are sufficiently low. This result gives credence to the idea that global
growth and agglomeration go hand in hand. But what are the welfare and equity
implications of this geography of innovative activities? The analysis undertaken
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by Fujita and Thisse supports the idea that the additional growth spurred by
agglomeration may lead to a Pareto-dominant move: when the growth effect
triggered by the agglomeration of the R&D sector is strong enough, even those
who live in the periphery are better off than under dispersion.

It is worth stressing that this Pareto-optimal move does not require any inter-
regional transfer; it is a pure outcome of market interaction. However, the gap
between the unskilled who live in the core and those who live in the periphery
enlarges. Put differently, the rich get richer and so may the poor, but without
ever catching up. The welfare gap between the core and the periphery expands
because of the additional gains generated by a faster growth spurred by the
agglomeration of skilled workers. This in turn makes the unskilled residing in
the core region better off, even though their productivity is the same as the
productivity of those living in the periphery.

8.5 Do EU Interregional Transport Investment Policies
Fulfil their Role?

This question may seem odd because the absence of good transport infrastruc-
ture is known to be one of the main impediments to trade. This is why inter-
national organizations such as the European Commission and the World Bank
have financed a large number of transport projects. As the key objective of the
EU is deeper market integration among member countries, the construction of
big and efficient transport infrastructures was seen as a necessary step towards
this goal. However, this does not mean that one should keep increasing the sup-
ply of transport infrastructure: its economic performance can be improved by
selecting investments more carefully and by using the existing infrastructure
better. Whether interregional transport infrastructure is beneficial in terms of
welfare and whether it generates economic growth at the macroeconomic level
are two different issues.

Another important question often forgotten in the debates over the interre-
gional effects of a new transport infrastructure is that the development of new
transport technologies has vastly changed the way in which distance affects
transport costs. This history is briefly as follows. The long period during which
all movement was very costly and risky was followed by another one during
which, thanks to technological and organizational advances, ships could cross
longer distances in one go, thus reducing their number of stops. On land, it was
necessary to wait for the advent of the railroad for appreciable progress to occur,
but the results were the same. In both cases, long-distance journeys became
less expensive and no longer demanded the presence of relays or rest areas.
This evolution has favoured places of origin and destination at the expense of
intermediate places. In other words, increasing returns in transport explain why
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places situated between large markets and transport nodes have lost many of
their activities (Thomas, 2002). Having this in mind, it is hardly shocking that
not much happened in those transit regions, despite the high expectations of the
local populations.

The policy intervention also involved the design of pricing and regulation
policies for interregional transport. All this has led to an appreciable increase
in the volume of both freight and passenger transport. Nevertheless, transport
policies are still formed by individual member countries. Using a NEG set-up
in which transport costs between regions of the same country differ from trade
costs between countries, Behrens et al. (2007) show that the welfare of a country
increases when its internal transport costs are lowered because domestic firms
increase their market share at the expense of foreign firms, while the foreign
trading partner is affected adversely for the same reason. As a consequence, we
have something like a ‘fortress effect’ in that accessing the increasingly inte-
grated national market becomes more difficult, which may generate conflicts
of interest between member countries.

In the EU, transport policy has two main objectives. The first is to decrease
trade costs as the aim of transport policy is to build the EU internal market. The
second objective is to promote the economic development and structural adjust-
ment of lagging regions. Arbitrage possibilities arising from competition and
factor mobility are expected to generate greater-than-average growth in lagging
regions. Having the economic engine in a higher gear would eventually make
these regions reach the standard of living realized elsewhere. Where conver-
gence does not arrive quickly, an insufficient stock of public infrastructure is
often blamed. The EU and national governments have responded by pouring
huge quantities of concrete in lagging regions.

The EU has sent rather mixed signals in terms of transport policy. In the first
phase, the integration of markets for goods was the priority; later, the emphasis
shifted to environmental and resource efficiency. As a result, the development
of rail and waterways was favoured over road and air transport. Yet road freight
transport in the EU remains by far the dominant mode; the EU has a very dif-
ferent modal split from that in the US. International freight in the EU relies
on road transport for 45 per cent of traffic, on sea transport for 37 per cent, on
rail transport for 11 per cent, and on inland waterways and pipeline transport
for the remainder. In the US, rail transport at 41 per cent is more important
than road transport (32 per cent), followed by pipeline (15 per cent), and inland
waterways. International passenger transport inside the EU also has a different
modal split from that in the US. The US relies on car and air transport, while
the EU also relies on high-speed rail (HSR). Thus, in the US, rail has an impor-
tant share of the freight market while, in Europe, rail is more important for the
passenger market.
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Assessing the benefits of transport investments is difficult both ex ante and
ex post, for two reasons. First, transport investments have a multitude of effects.
They reduce trade barriers and so affect the pattern of trade for both freight and
for services (via lower costs for business and tourism trips). As seen above, the
outcome of a transport investment is difficult to predict ex ante in a world where
economic activities are increasingly footloose. Second, the effect of an invest-
ment is also difficult to evaluate ex post because there is no obvious counterfac-
tual. A transport investment is often located where decision makers expect it to
produce the largest benefits. But then it becomes unclear whether it is the trans-
port investment itself or the favourable pre-conditions that cause the observed
effects.

As performance of transport infrastructure is an empirical question, we have
chosen to discuss both ex ante and ex post methods. In particular, we consider
three approaches: the econometric approach, the model-simulation approach,
and the case-study approach.

8.5.1  Assessing Transport Investments Using Econometric Models

In the post-Reagan period, public investments were expected to stimulate eco-
nomic growth. In an influential paper, Aschauer (1989) used a reduced-form
estimation and found high rates of return for public investments. This was the
start of a series of macroeconomic studies that produced fairly mixed evidence
about the impact of transport investments on national growth (Gramlich, 1994).
Melo et al. (2013) conducted a meta-analysis of the existing empirical litera-
ture on the output elasticity of transport infrastructure. They show that the pro-
ductivity effects of transport infrastructure vary substantially across industries,
tend to be higher in the US than in the EU, and are higher for roads compared
with other transport modes of transport. The variation in estimates of the out-
put elasticity of transport is also explained by differences in the methods and
data used in the various studies. Failing to control for unobserved heterogene-
ity and spurious correlations tends to result in higher values, while failing to
control for urbanization and congestion levels leads to omitted variable bias.
In addition, Puga (2002) highlights several pitfalls of an aggregate approach.
First, it could well be that transport investments happen just because economic
growth allows the government to spend more money on infrastructure, not the
other way around. Second, the first links of a transport network could well
be very productive, whereas the productivity of adding new links decreases
strongly.

Redding and Turner (2015) develop a general equilibrium framework in the
spirit of Helpman to assess the effects of transport investments on the location
of production and population, as well as on variables such as wages and prices.
This framework allows the authors to construct the necessary counterfactuals
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to assess the effects of new transport investments. They find only limited evi-
dence on the effect of interregional investments in the EU. Ahlfeldt and Fedder-
sen (2015) study the impact of HSR on a corridor in Germany by comparing
the effects on smaller towns with a HSR stop and those without such a stop.
They find that, as HSR decreases the cost of human interaction but trade costs
remain unchanged, this type of project has another effect on the core-periphery
balance. Peripheral regions tend to experience negative effects through projects
that reduce freight costs via a trade channel, as in NEG, but could benefit from
HSR projects via Marshallian externalities.

Comparing the impact of transport investments in different and non-EU parts
of the world, Redding and Turner find that, across a range of countries and
levels of development, new transport infrastructures seem to generate similar
effects. First, population density falls between 6 and 15 per cent with a doubling
of the distance to a highway or railroad, while highways decentralize urban
populations and, to a lesser extent, manufacturing activity. Second, different
sectors respond differently to different transport modes. Another forceful piece
of evidence is Faber (2014) who shows that the construction of new highways
in China decreased trade costs but, as suggested by NEG, reinforced the core
cities at the expense of the periphery.

One limitation of the econometric assessment approach is that transport
investments are chosen in a political process, which may lead to the selec-
tion of poor investments. For example, Knight (2004) has found that, for the
US Federal Highway Fund, about half of the investment money was wasted.
Therefore, any econometric ex post assessment has the tough task of distin-
guishing between poor political selection mechanisms and the potential effects
of a well-selected transport investment.

8.5.2  Assessing Transport Investments Using Model Simulations

When a reliable multi-regional simulation model is available, one can simu-
late the effects of transport investments and discriminate between the effects of
the selection process and the productivity of a transport infrastructure. Only a
handful of such models exist in the world. To this end, the European Commis-
sion has developed a spatial computable general equilibrium model (SCGE),
RHOMOLO, where different policy shocks can be simulated at the regional
level to obtain an ex ante impact assessment. The spatial implications of the
general equilibrium approach followed in RHOMOLO have been investigated
by Di Comite and Kancs (2015) who describe how the main agglomeration and
dispersion forces of NEG enter the model: agglomeration is driven by increas-
ing returns to scale, the use of intermediate inputs, and localized externali-
ties; dispersion is driven by costly trade and locally produced varieties entering
consumer utility asymmetrically (calibrated on observed trade flows). Capital
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and labour are mobile, and vertical linkages are accounted for using region-
alized international input-output matrices. The model is implemented for the
267 NUTS 2 regions of the EU and used to assess the effect of investments that
reduce trade costs. The properties of this model are tested by simulating the
impact of planned Cohesion Policy investments in infrastructure, whose main
targets are the poorer, peripheral regions. The aim of the exercise is to isolate
the effect of the different economic mechanisms identified in Section 8.3, for
which three scenarios are simulated.

Scenario 1: Isolating the Effect of Capital Mobility
By switching capital mobility on and off, allowing savings in one region to be
invested in other regions, the authors find that the tendency toward the equal-
ization of the rates of return on investments spreads the growth effects of the
transport investments more equally. This is the home-market effect at work:
although the poorer (peripheral) regions received a larger share of the transport
investment, the relocation of capital leads to more growth in other EU regions.

Scenario 2: Isolating the Effect of Labour Mobility

By switching labour mobility on and off, allowing workers to relocate where
their real wages are higher according to estimated elasticities, the authors find
that the region receiving the initial investment will benefit from a lower cost
of living. This attracts more workers and increases the size of the region, its
production, and its consumption, which should foster agglomeration. How-
ever, since consumer tastes are calibrated in each region based on the observed
trade flows in the base year, the growing regions also demand more from the
peripheral regions, which bids up prices and prevents a strong agglomeration
effect. The cost-of-living effect is found to be stronger than the labour market-
crowding effect, thus magnifying the beneficial effect of local investments and
making the lagging region better off, but the effect is very localized.

Scenario 3: Isolating the Effect of Vertical Linkages

By switching interregional consumption of intermediates on and off, it can be
noted that higher demand for intermediate goods in regions with improved
accessibility attracts producers of intermediate goods, which lowers the pro-
duction costs for the producers of the final goods. In the absence of vertical
linkages, the benefits of Cohesion Policy investments are more localized. How-
ever, when vertical linkages are allowed, the productivity improvements in one
region spread to all the regions using its output as an input in their productive
processes. Therefore, the benefits of allocating resources to a region are felt
beyond its borders.
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These models are powerful tools to check ex ante the potential effects of
different transport policies. However, they suffer from several shortcomings.
First, the model is calibrated but not econometrically tested. Second, the mech-
anisms are so complex and the model so big that it is impossible to isolate and
identify the drivers of agglomeration and dispersion when all the features are
included together. Last, the way workers’ mobility is modelled is critical as
European workers are very sticky, while mobility habits may change over time
and respond to specific policies (which are impossible to capture accurately
in the model). It should also be noted that the administrative capacity of local
authorities and the quality of planned investments are key determinants of the
success of a policy, but these aspects cannot be captured in a general equilib-
rium model. For this reason, the following approach should complement the
ones based on econometric analysis and model simulations.

8.5.3  Assessing Transport Investments Using Case Studies

In the late 1990s, the EU selected a priority list of transport investments — the
‘Trans European Network’ investments — whose total value accounted for some
€ 600 billion. These investment projects are the first that should receive Euro-
pean subsidies. In an attempt to assess the benefits of the 22 priority freight
projects, Brocker et al. (2010) developed a model in the tradition of the new
trade theories with 260 European regions. In this model, firms produce a dif-
ferentiated good and operate under increasing returns and monopolistic com-
petition; interregional trade is costly while capital and labour are immobile.
Since production factors are immobile, one major ingredient of NEG is miss-
ing, that is, the endogenous formation of clusters. A particular transport invest-
ment decreases transport costs between specific regions, which translates into
changes in production activities, trade patterns, and ultimately the welfare level
of consumers residing in different regions.

There are three main findings for this first round of EU transport priority
projects (Proost et al., 2014). First, only 12 of the 22 projects pass the cost-
benefit analysis test. Second, most projects benefit only the region where the
investment takes place, so that the ‘EU value added’ — or the positive spillover
argument — does not seem to warrant the investment. Finally, the projects
do not systematically favour the poorer regions. These findings illustrate the
role of political economy factors in the selection of projects. Knight’s (2004)
study suggests that substantial amounts money are spent inefficiently on inter-
regional transport infrastucture. To avoid such a waste of resources, the EU
should rely on independent project assessment. There has been great progress
in this area over the last decade. The group of countries with a strong tradi-
tion of independent project assessment (Netherlands, Sweden, and the UK)
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has been widened and the methods are being refined to allow for relocation
effects.

A second round of EU transport priority projects was approved in 2015. The
selection of the projects is based on expert judgments, which refer to a wide
range of objectives, but it is not clear how many projects would pass the cost-
benefit-analysis test. In total, 276 proposals were recommended for funding.

When it comes to passenger transport, the EU has put a strong emphasis
on HSR investments. This contrasts with the choice made in the US where air
transport for medium to long-distance travel is used much more, but where HSR
projects have never taken off. On average, Americans travel almost 3000 km
a year by air inside the US, while the average EU citizen travels slightly more
than 1000 km per a year by air inside Europe and some 200 km by HSR (Euro-
stat, 2015a). Both Americans and Europeans also make long-distance trips by
car, but Europeans clearly have a lower demand for long-distance trips than
Americans.

The EU probably opted for HSR because of the presence of strong (pub-
lic) national railway companies wanting to preserve their market share. Air
transport has grown robustly, and the liberalization of passenger air transport
has led to lower prices, higher frequencies, and the loss of market share for
rail. HSR networks require a large upfront investment in infrastructure (tracks,
locomotives). Compared with air transport, HSR has high fixed costs, while
infrastructure construction is almost fully subsidized. Maintenance and opera-
tion are supposed to be paid for by passenger fares. More investment subsidies
are spent on rail than on roads, so it is crucial to have a good ex ante appraisal
of the different transport modes.

De Rus and Nombela (2007) use standardized cost-benefit estimates to deter-
mine the level of demand that is needed to make a HSR link socially benefi-
cial. They find that a link needs some 10 million passengers a year and many
new HSR links do not meet this target. Adler et al. (2010) use a full-network
model where EU passengers have the choice between HSR, air, and car for
medium to long-distance trips. The reactions of the air transport sector are taken
into account in order to avoid the mistake made when the Channel Tunnel was
assessed without anticipating the reaction of competing ferries. When HSR has
to cover all its costs, these authors have found that there will be an insufficient
number of passengers for the project to be economically viable. When trips
are priced at marginal cost, the HSR has a better chance of passing the cost-
benefit test. But charging the marginal cost requires high government subsidies.
In addition, the government must be able to pick the right project and cannot
serve all regions equally. France and Spain have the largest HSR networks,
and part of their network would probably not pass the cost-benefit test. The
UK and the Netherlands have almost no HSR network. Finally, the EU defends
HSR projects on environmental grounds, but sensitivity analysis shows that one
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needs extremely high carbon values to make HSR better than air transport on
these grounds.

8.6 Is the EU Moving to a Better Utilization of Its Existing
Transport Policy?

8.6.1  Competition on Diesel Fuel Taxes Leads EU Countries to Revise
Their Pricing of Road Freight

Trucks are responsible for climate damage, conventional air pollution, acci-
dents, congestion and road damage. The main determinant of road damage is
the axle weight of a truck. In Europe, trucks pay for the use of roads via excise
taxes on diesel fuel but this is changing fast as a result of intense fuel tax com-
petition. Because trucks can cover 1000 to 2000 km with a single tank of fuel,
countries or regions engage in fuel tax competition. The difference in distances
covered implies that tax competition is much more important for trucks than for
cars. Within the EU, some small countries (Luxemburg being the most obvious
example) choose a strategy of low diesel excise tax rates to make international
haulers fuel up in their country, generating large excise tax revenues for these
countries. This strategic behaviour has prompted the EU to negotiate a mini-
mum level of excise taxes.

New pricing technologies have allowed countries with a lot of transit traffic,
such as Switzerland (2001), Austria (2004), Germany (2005), the Czech Repub-
lic (2007), Slovakia (2010), Poland (2011), and Belgium (2016), to introduce
distance-based charging. The vignette system (a low fixed annual fee) is then
replaced by a kilometre tax that charges trucks much more than before.

Replacing diesel taxes by distance charges is not necessarily welfare-
improving (Mandell and Proost (2016)). When a country uses distance charges,
it can replace part of the diesel fuel tax by a distance charge. In this way, it
undercuts the diesel tax of its neighbours and increases its revenues. As a con-
sequence, the neighbouring countries also have to implement a distance charge
if they want to preserve their tax revenues. The end result will be low diesel
taxes and high distance charges. Furthermore, when passenger cars also use
diesel fuel, taxes are too low for diesel cars while diesel taxes and distance
charges are too high for freight transport. Accounting for the inefficient levels
of taxes and charges and for the high implementation costs of distance charges,
tax competition could lead to a less efficient equilibrium than the fuel tax equi-
librium. So the revolution in truck taxes, which is a priori an instrument for
more efficient pricing, may end up with massive tax exporting.

To some extent, the EU has anticipated that the introduction of distance
charges in countries with transit freight traffic may lead to charges that are
too high. The EU constitution does not allow discriminatory charges, but this
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is no guarantee against too high truck charges in transit countries. It therefore
requires distance charges for trucks to be based on external costs. This may
be viewed as a principal-agent problem in which the EU is the principal, and
the country is the agent with better information about external costs. For this
reason, distance charges are capped by the EU on the basis of average infras-
tructure costs. Interestingly, this turns out to be a smart policy: when road con-
gestion is an important share of external costs, and road building is governed
by constant returns, this cap can guarantee efficient pricing, and there is no
need for the regulator to know the external congestion costs (Van der Loo and
Proost, 2013). Distance charges for trucks have, up to now, been used chiefly
as a simple distance toll with some environmental differentiation. However, the
charges can become much more efficient when they are more closely geared to
the external costs such as congestion, local air pollution, and accidents. The
current revolution in the pricing of trucks may pave the way for a very different
charging system for cars.

Finally, we observe that this evolution in the pricing of trucks is largely a
European phenomenon. In the US, the ‘stealing’ of fuel tax revenues from
neighbouring states is avoided by a complex system of regularization pay-
ments among states, which allows the US to function as an efficient trade
zone.

8.6.2  Europe Does Not Make the Best Use of Its Rail and Air
Transport System

The EU is still confronted with an archaic rail and air transport system. For
rail, 