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Foreword

Dear reader,
Our aim with the series Simula SpringerBriefs on Computing is to provide

compact introductions to selected fields of computing. Although the topic of the
present volume is important within computing, the authors take a broader approach
and draw on research from psychology, forecasting, management science, and
software engineering when summarizing knowledge about how to make realistic
time predictions. The book is suitable for students, researchers, professionals, and
others interested in a concise introduction to the science of time predictions.
Entering a new field of research can be quite demanding for graduate students,
postdocs, and experienced researchers alike: the process often involves reading
hundreds of papers, and the methods, results, and notation styles used often vary
considerably, which makes for a time-consuming and potentially frustrating
experience. The briefs in this series are meant to ease the process by introducing
and explaining important concepts and theories in a relatively narrow field, and by
posing critical questions on the fundamentals of that field. A typical brief in this
series should be around 100 pages and should be well suited as material for a
research seminar in a well-defined and limited area of computing.

We have decided to publish all items in this series under the SpringerOpen
framework, as this will allow authors to use the series to publish an initial version
of their manuscript that could subsequently evolve into a full-scale book on a
broader theme. Since the briefs are freely available online, the authors will not
receive any direct income from the sales; however, remuneration is provided for
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every completed manuscript. Briefs are written on the basis of an invitation from a
member of the editorial board. Suggestions for possible topics are most welcome
and can be sent to aslak@simula.no.

January 2016 Prof. Aslak Tveito
CEO

Simula Research Laboratory

Dr. Martin Peters
Executive Editor Mathematics
Springer Heidelberg, Germany
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Preface

A project planned to take six months may need more than one year, and a task
believed to be finished in 5 minutes sometimes takes more than 20. Research has
identified a large set of factors and situations that affect our time predictions, often
in ways that make them overoptimistic. Reading this book will make you aware
of these factors and guide you in using methods leading to more realistic time
predictions. The book will also reveal how easy it is to trick yourself, your col-
leagues, and your friends into giving overoptimistic time predictions, and the
negative consequences of doing so.

Large parts of the book are directed towards people who are interested in
achieving more realistic time predictions in their professional life. They could be
project managers, graphic designers, architects, engineers, film producers, consul-
tants, software developers, or any other professional in need of realistic time usage
predictions. You will, however, also benefit from reading this book if you have a
general interest in judgement and decision-making or want to improve your ability
to predict and plan ahead in your daily life.

The main emphasis of the book is not on formal (mathematical) models for time
predictions but on judgement-based time predictions. In the literature on the pro-
fessional prediction of time usage, this type of prediction is often called expert
estimation. Judgement-based time predictions may involve analytical reasoning,
searches for similar cases, the use of historical data, the use of expert knowledge
about the task, and, in some cases, pure intuition or gut feeling. Judgement-based
time predictions are, in both daily and professional life, much more common than
model-based ones. In spite of that, the literature on time predictions has mainly
been about the formal models. Hardly any previous book has focused on
judgement-based time predictions.

When we selected the topics to be included, we emphasized topics we thought
would be interesting and entertaining and could at the same time guide the reader
towards improved time predictions. Although the selection of topics is based on a
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systematic review of relevant research,1 it is likely to have been biased towards our
own research on time predictions. That is the privilege of authoring a book. On
some of the topics we address, only a few research studies have been published,
sometimes only one. The results and recommendations based on such limited
evidence should be taken with a grain of salt, so please use your common sense if
advice or a result sounds unreasonable in your context.

The terminology used when talking about time predictions is far from stan-
dardized. Other terms are effort estimation, time forecasts, and performance time
predictions. We will use the term time usage prediction or just time prediction in
this book. Although the book’s focus is on how much work a task or project
requires, we also add results on the prediction of the point in time (completion time)
and the number of days (duration) in which we predict the work to be completed.

The book starts with a brief chapter on prediction successes and disasters,
illustrating how poorly and how well people can be at predicting time (Chap. 1).
We then reflect on how judgement-based time predictions are made and how central
they are to our lives (Chap. 2). If you are mainly interested in the practical aspects
of time predictions, you may want to skip these chapters and go directly to Chap. 3.
That chapter describes the basis for time predictions, with an emphasis on the
importance of probability-based thinking. A good grasp of this chapter is important
for an understanding of what comes later. The chapter on overoptimism (Chap. 4)
gives several possible explanations of why time predictions are often overopti-
mistic. As you will learn here, a tendency towards overoptimistic time predictions is
not necessarily caused by a disposition towards overoptimism and may have many
other explanations. Chapter 5 reviews common time prediction biases, their
importance, and when they are likely to occur. An awareness of these biases is
important to improve time prediction processes.

In many situations, a simple number stating how many work hours are required
is not enough. One would also like to know something about the confidence in and
the uncertainty of the time prediction. We have, therefore, included a chapter
reporting what is known about our tendency to be overconfident (Chap. 6), that is,
the tendency to think that our time predictions are more accurate than they are. In
Chap. 7, we describe how to improve the accuracy of time usage predictions
through the use of evidence-based techniques, methods, and principles. The two
latter chapters are the most practically oriented. If you just want advice on how to
improve time prediction and uncertainty assessments, these are the main parts to
read. Finally, we include a guide to selecting time prediction methods (Chap. 8) and
a chapter describing how easy it is to influence people into making overoptimistic
time predictions (Chap. 9).

Besides the authors (the sequence of authorship was determined based on coin
flips), a number of people have contributed to this book. In particular, we would
like to thank Karl Halvor Teigen, Scott Armstrong, and Jostein Rise for valuable

1Halkjelsvik, T., & Jørgensen, M. (2012). From origami to software development: A review of
studies on judgment-based predictions of performance time. Psychological Bulletin, 138(2), 238.
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input. We are also grateful for valuable discussions and input from previous and
current research colleagues at Simula Research Laboratory and elsewhere: Stein
Grimstad, Dag Sjøberg, Kjetil Moløkken-Østvold, Martin Shepperd, Emila
Mendes, Barbara Kitchenham, Geir Kirkebøen, Tanja Gruschke, Bjørn Faugli,
Barry Bohem, Erik Løhre, and Alf Børre Kanten. When this book refers to ‘our
research’, this is very often work done in collaboration with the above colleagues.
Last but not least, we thank Nina Olsen, Kjell Nybråten, and other colleagues at
Scienta for lunch and lunch discussions while writing the book.

We hope that you will enjoy the book and that your time predictions will
improve. If not, you may at least gain better insight into why your time predictions
are not as good as you would hope for. Have a good read!

Oslo, Norway Torleif Halkjelsvik
Fornebu, Norway Magne Jørgensen
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Chapter 1
Introduction

1.1 A Prediction Success

The time prediction and planning capacity of the human race is particularly evident
in some of the early great constructions. An excellent example is the building of the
Great Pyramid of Giza, around 4500 years ago. We do not know much about the
methods they used to predict the time needed and how they managed to finish the
pyramid before the pharaoh’s death. Most likely, their time and resource predictions
were influenced by experience from building previous pyramids. However, even if
they could use previous experience, they would have to adjust the predictions for
differences in the pyramid’s size and location and the availability of resources. This
is not an easy task, even for today’s construction planners, with better tools and more
historical data.

The achievements of the pyramid planners are evenmore impressive given that the
coordination of building activities required accurate time predictions of work done
by thousands of people. The building productivity of the Great Pyramid of Giza has
been estimated at about one block per minute during the 10 years of the pyramid’s
actual construction [1]. The blocks had an averageweight of 2.5 tons and had to be put
in place with millimetre precision. There may have been as many as 15,000 pyramid
workers and 45,000 people to support their work with catering, administration, and
transport, which means that up to 4% of the population of Egypt was occupied with
pyramid building. Without accurate time predictions of the activities involved, it
would have been impossible to coordinate and ensure the efficient use of resources.

The project manager in charge was Hemineu, a relative of the pharaoh. Hemineu
must have been a truly skilled project leader and also good at selecting people around
him able to provide accurate predictions of time usage and create realistic plans for
the work. Much of what is considered today to be good project time prediction and
planning practices was already in place at that time: the decomposition of large
projects into smaller tasks that can be better analysed and managed, inspections and
the quality assurance of plans and time predictions, early feedback to improve the
accuracy of time predictions, and, when needed, replanning [2].

© The Author(s) 2018
T. Halkjelsvik and M. Jørgensen, Time Predictions, Simula SpringerBriefs
on Computing 5, https://doi.org/10.1007/978-3-319-74953-2_1
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2 1 Introduction

1.2 Prediction Disasters

While there are great successes in the history of time predictions, there is no shortage
of time prediction disasters. In contrast to the successful construction of the Great
Pyramid of Giza, several Egyptian pyramids did not finish in time, cost much more
than predicted, and were left unfinished.

The early occurrence of overoptimistic time predictions is nicely illustrated by the
following contract on a house repair dating back to 487 BC inMesopotamia: ‘In case
the house is unfinished by Iskhuya after the first day of Tebet, Shamash-iddin shall
receive four shekels of money in cash into his possession at the hands of Iskhuya’
[3]. Clearly, people in Mesopotamia, one of the first civilizations, were familiar with
contractors not delivering at the promised time.

Much later, large, innovative construction projects such as the medieval Basilica
di San Lorenzo in Florence, the Sagrada Familia cathedral in Barcelona, and the Suez
Canal experienced huge time and cost overruns. The cost predictions of the Olympic
Games, have had an average cost overrun of 252% for the Summer Olympics and
135% for theWinter Olympics, and no cost prediction for any Olympic Games so far
has ever been on the pessimistic side [4]. The then mayor ofMontreal, Jean Drapeau,
is infamous for predicting that the Winter Olympics in Montreal in 1976 could ‘no
more losemoney than aman can have a baby’ [5]. TheOlympics inMontreal resulted
in a debt of over $1 billion, which took the Montreal citizens more than 30 years to
pay back.

Sometimes, unrealistic time predictions lead to deadly disasters. When Napoleon
invaded Russia in 1812, he predicted that the war would be won in 20–30 days. Con-
sequently, he brought food for his soldiers and horses for only about 30 days. When
returning not 30 days but five months later, hundreds of thousands of his soldiers and
most of his horses had died as a direct or indirect consequence of a shortage of food.
This unrealistic time prediction resulting in a lack of food may have been a major
reason for Napoleon losing the war. It led to lack of discipline and riots by hungry
soldiers and slowed the troops’ movements [6]. More than 100 years later, Hitler
made a similar overoptimistic time prediction when invading Russia, with a similar
outcome. More recently, other superpowers have made overoptimistic time predic-
tions about how soon they would be able to complete their military invasions and
start the withdrawal. Learning from history is hard. Huge, disastrous time prediction
mistakes do not seem to prevent new failures.

The large number of time prediction failures throughout history may give the
impression that our time prediction ability is very poor and that failures are much
more common than the few successes that come to mind. This is, we think, an unfair
evaluation. The human ability to predict time usage is generally highly impressive. It
has enabled us to succeedwith a variety of important goals, from controlling complex
construction work to coordinating family parties. There is no doubt that the human
capacity for time prediction is amazingly good and extremely useful. Unfortunately,
it sometimes fails us.
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Chapter 2
How We Predict Time Usage

2.1 Mental Time Travel

We associate the human memory with the past, because memories are established in
the past. While it is true that our memories are about things in the past, their purpose
is to help us predict and manage the future. The recollection of a positive experience
makes us approach similar events and an unfortunate encounter with a hot cooking
plate helps us avoid harm in the future. Thus, we learn from experience and update
our memory, consciously and unconsciously, for the sake of the future. The future is,
however, seldom or never identical to the past and our brain has developed extreme
flexibility in the way it handles memories. We can, for example, use our memories
to simulate future outcomes before they have happened. This requires a high degree
of flexibility and malleability of memories. We are able to combine, adjust, and
manipulate memories to foresee the future. Memory is so flexible that one can make
people vividly recall childhood hot air balloon flights that never happened and make
thembelieve the event actually took place [1]. An evenmore surprising finding is that,
through the use of interrogation techniques, innocent people can be convinced that
they have carried out a crime they never did [2]. On the positive side, the flexibility
of memories gives us the capacity to manipulate elements of the past in a way that
enables us to travel into possible futures. This is verymuchwhat time prediction is all
about: manipulating memories, perhaps together with more objective historical data,
to simulate possible future outcomes. While physical time travel is still not possible,
mental time travel is not only possible but also something at which we excel.

The ability to use our memory for planning and predictions, including mental
time travel (chronesthesia), seems to make its first appearance between the age of
three and four years [3]. Before that, children typically do not understand or respond
meaningfully to questions about the future or to questions about the sequence of
previously experienced events. The capacity of mental time travel is not a unique
human ability. Great apes, such as the chimpanzees, and a few other animals seem
to have this ability as well [4]. It seems, however, to be much more advanced among

© The Author(s) 2018
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6 2 How We Predict Time Usage

humans [5] and we may turn out to be the only species with the ability to believe in
and prepare for more than one potential future.1

The importance of mental time travel becomes even clearer when observing those
who have lost this ability. This is the case for people with certain memory disor-
ders, such as Korsakoff’s syndrome [7]. Without the mental time travel ability, they
are unable to create plans and take care of themselves, and also experience loss of
self-identity and develop depression. The ability to conduct mental time travel is con-
sequently not only a precondition for good predictions but also essential in defining
and experiencing who we are as human beings.

Take home message 1: The main purpose of remembering the past is to enable
predictions about the future, including time predictions.

Take home message 2: An advanced ability to forethink an event or mentally travel
into the future is one of the defining features of human beings.

2.2 How Did You Make that Prediction?

Predictions are manipulations of memories. They connect our previous experiences
with ideas about the future [8]. What do we know about which memories we use and
how we connect the past and future when predicting time?What has happened when
a person thinks that 30 work hours is a reasonable time usage prediction? How did
this person’s memories turn into a number of work hours? The simple and honest
answer is that we do not know much about these issues.

The main reason for not knowing much about what is going on is that our time
prediction processes are largely unconscious. Just as most people do not really know
how they ride a bicycle (they incorrectly think it is easy to master modified bicycles,
where the wheel turns right when the handlebars are turned left and vice versa [9]),
people predict time without being able to correctly explain how they do so.2 The
unconscious nature of judgement-based predictions also means that we are largely
unable to control how we derive our time predictions. This is clearly demonstrated
in studies where people are exposed to misleading or irrelevant information and
this occurrence affects their time predictions [10]. Typically, people will not even
realize or admit that their time predictions have been affected by the misleading or
irrelevant information. Even worse, a warning that misleading information will be
present along with instructions not to take the information into account does not
help much either [11]. People are often surprised when learning that misleading
and irrelevant information has affected their judgement, which suggests that people

1In a study with adult apes and human children as participants, a grape could fall from two different
locations. The apes and two-year-olds prepared to catch the grape from one of the locations, whereas
the three- and four-year-old children prepared for both possibilities. See [6].
2This does not rule out that many people think they know how they predict time. We are very good
at rationalizing, that is, inventing a plausible reason for what we think after we know what we think.

www.dbooks.org

https://www.dbooks.org/


2.2 How Did You Make that Prediction? 7

believe they are in control of their judgement-based time predictions when, in reality,
they are not.

An important step towards better time predictions is, therefore, to accept that
we lack full control of how we think about, recall, and judge future time usage.
Accepting this fact makes us, amongst other things, more likely to avoid situations
and information that distort our time predictions.

Even if people do not know where their time predictions come from, they some-
times seem to be aware of situations that make overoptimistic judgements likely.
When interviewing software professionals, we found that some of them described
a gut feeling about how much time is needed as the starting point for their time
predictions. They used their gut feeling but adjusted it to reflect their previous expe-
rience about the typical overoptimism or overpessimism of previous time predictions
in similar situations. As one of them stated, ‘I feel this will take 40 hours. I have,
however, experienced that my initial judgement is typically about 50% too low in sit-
uations like this. The time prediction I think is realistic is consequently 60 hours’.
An acquaintance who works as a carpenter also said, ‘I judge how much time I am
sure not to exceed. Then I double this’. These statements gives no information about
how the initial prediction is obtained, but they suggest that, even if we are not able
to know how the initial, judgement-based time prediction was derived, we may be
able to improve it through consciously controlled adjustments based on previous
experiences in similar contexts. The accuracy of a time prediction strategy of this
type, using the initial time prediction as a starting point and adjusting it for typical
bias in similar situations, has not yet been evaluated in research.

Take homemessage 1: We do not know much about the mental processes leading to
judgement-based time predictions. The unconscious mental processes involved are
difficult to identify and describe.

Take home message 2: People tend to believe that they are more in control of their
time prediction processes and less affected by misleading and irrelevant information
than they really are.

Take home message 3: Knowing about one’s own time prediction biases, for exam-
ple, knowledge about situations leading to overoptimism, makes it possible to adjust
for them and improve the realism of time predictions.

2.3 Time Predictions Are Everywhere

Many time predictions are trivial and go unnoticed, such as deciding when to leave
home to be on time for a meeting, deciding whether one has time to write another
email before leaving work, and predicting how much the traffic jam will slow you
down. Other time predictions are more critical, such as whether one is able to finish
important work on a product before the promised delivery date. We do not know
much about the total number of time predictions people typically make every day,
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but it is likely to be high, perhapsmuch higher thanmost would think. In addition, our
brain makes many time usage-related calculations that we may not classify as time
predictions. When, for example, you manage to avoid hitting a car moving towards
you when overtaking a slower car, this is partly due to successful predictions of the
time it takes to return to your lane.3

We once asked students to write down two examples of situations involving pre-
dictions of time. Most frequently, the students gave time prediction examples related
to transportation from one place to another and preparing oneself for activities. Inter-
estingly, the students included time predictions not only of the type how long will it
take to… but also of the type how much can I do before…. This second type is not
always thought about as a time prediction but it requires very much the same use of
memory to assess the correspondence between an amount of work and an amount of
time. As we will see later in this book, the second type of time prediction has both
advantages and challenges.

Take home message: We make numerous time predictions each day. Many of them,
probably most, go unnoticed.

2.4 How Good Are We at Predicting Time?

Are people typically overoptimistic when predicting time? How accurate are we
in predicting time? These questions are harder to answer than it first appears. In
our review on time prediction studies [13], we systematically searched for studies
reporting accuracy and bias. Many studies noted only the level of bias, that is, the
average tendency of predicting a too low or a too high time usage. Fewer studies
included the level of accuracy, which is the average time prediction error irrespective
of whether the prediction is too high or too low.4 Unbiased time predictions do not
mean that the predictions are accurate: One half could be far above the actual times
and the other half far below but these inaccurate predictions would result in a zero
bias if they balance each other out.

When looking at studies that do report the level of accuracy, we typically find
an average time prediction error of 20–30% and great variation in time prediction
accuracy, depending on the situation.

How good an average time prediction error of 20–30% is depends on the con-
text. How accurate time predictions do we need? How complex is the task we are
predicting? How much is possible to know about the task’s completion? How much

3To be fair, such instances of timing are not necessarily time predictions. For example, it has been
shown that baseball players running to catch the ball do not make sophisticated calculations of
the path of the ball and the point in time when the ball with reach a certain spot. Instead, they
continuously adjust their speed according to the angle of the ball. See [12].
4The level of accuracy is based on the unsigned error. If, for example, we have one project with
a time prediction that is 10% too high and another with a time prediction that is 10% too low, the
average time prediction error is 10%, while the average bias is 0%.
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can we affect the actual time usage to fit the prediction? Predicting the required
time usage to complete a complex and innovative construction project with many
dependencies between tasks, little flexibility in deliveries, and a great deal of uncer-
tainty with an average 20–30% error margin does not seem bad at all. Repeatedly
spending 30%more time than predicted when walking the same path to the bus from
home, which should be easy to predict, may, on the other hand, suggest poor time
prediction skills. Our general observation based on the review of available studies
is that, despite numerous horror stories about large cost and time overruns, most
professional domains seemed to be, on average, quite accurate when predicting cost
and time usage. It is mainly when asked for time predictions in contexts in which we
have little prior experience that time predictions errors are high.

How biased are people’s time predictions? Do people, as many would expect,
typically give overoptimistic time usage predictions? As with results for accuracy,
our literature review documented large variations in time prediction bias, depending
on the situation. For example, when overoptimistic time predictions result in strong
negative consequences, such as angry customers waiting for food, people tend to
give overpessimistic time predictions. Across all reported tasks and projects, we
did not find a general tendency towards either overoptimistic or overpessimistic time
predictions. Reports from studies of everyday tasks, conducted in laboratory settings,
instead suggested that the time predictions, on average, were unbiased. Even time
predictions collected in several professional contexts, such as time predictions for
smaller software development tasks, did not show a tendency towards too low time
predictions. Does this mean that the common impression that people tend to make
overoptimistic time predictions is wrong?

To understand and explain the contrast between the research evidence and the
common belief in overoptimistic time predictions, it is useful to take a closer look
at the context of the predictions. Tasks conducted as part of empirical experiments
in a laboratory setting are frequently predicted with no bias. To be completed in a
laboratory setting, however, the tasks are usually relatively short and involve few
or no unexpected obstacles. Everyday tasks outside the laboratory setting, on the
other hand, are more likely to include challenges unknown before initiation of the
task. When assembling a piece of furniture, one could experience the screws not
fitting or a friend who came to assist being more of a nuisance than help. Given
that unexpected problems are a major contributing factor to overoptimistic time
predictions, the laboratory experiment data can hardly be used as evidence of a lack
of overoptimistic time predictions in realistic everyday or professional settings.

In addition to the point about the lack of realism in laboratory tasks, there are at
least two other reasons for a discrepancy between the belief that people are typically
overoptimistic and the research finding of unbiased time predictions. First, the like-
lihood that people decide to initiate projects and tasks in real life increases with an
optimistic view and decreases with a pessimistic view on the required time usage
[14]. For example, if your partner suggests a new colour for your kitchen cabinets
and you hold realistic or even pessimistic views about the amount of work involved
(removing the doors, sanding, priming, three layers of paint, etc.), youmay argue that
the current finish is fine and the project will never be initiated. If your time prediction
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of the same work is highly overoptimistic and you assume the work will be easy and
take hardly any time, it is much more likely that the project will be initiated. We
can only evaluate the degree of time prediction optimism on completed tasks, which
means that we are more likely to become aware of our optimistic rather than our
realistic or pessimistic time predictions. In contrast, all participants in psychology
experiments complete their assigned tasks, regardless of whether they predict the
task to be complex or easy.

A second reason for a discrepancy between research results and the perception
that people typically give overoptimistic time predictions is related to the fact that
the actual use of time can never be less than zero, while there is, at least in theory,
no upper limit to time usage. This results in a so-called right-skewed time prediction
error distribution. A task predicted to require two hours can turn out to require six
additional hours but not six hours less than predicted. Throughout your life, the total
time overrun is consequently likely to exceed your total time underrun. Cases of
extreme overruns will also stick in your mind, whereas underruns are typically less
impressive and more likely to be quickly forgotten.

Returning to the results of our systematic review of time prediction bias, we did
not even find a general tendency towards overoptimistic predictions in the area of
software development, a domain notoriously known for cost overruns and delays.
Again, however, a closer look at the data gives a more nuanced picture.We found that
themedian time prediction bias was dominated by a large number of small tasks, with
unbiased or even overpessimistic time predictions. When including only projects of
at least 100 work hours, we found the expected overoptimism with a median time
overrun of about 20%. Larger projects have a higher risk of severe problems and
there are more things that can be forgotten when predicting time for such projects, so
it is not surprising that the time predictions of larger projects tend to be too low. The
pattern also corresponds to experimental results suggesting that people are likely to
overestimate the time usage of smaller tasks and underestimate that of larger tasks.

Take home message 1: The average error of time predictions, based on evidence
from multiple domains, seems to be around 20–30%.

Takehomemessage 2: Research on timepredictionfinds just asmuchoverestimation
as underestimation of time usage, suggesting unbiased time predictions. For larger
projects, however, the time predictions tend to be biased towards being too low, with
a median time overrun of about 20%.
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Chapter 3
Predictions and the Uncertainty
of the Future

3.1 Precisely Wrong or Roughly Right?

A project manager states that a project will require 432 hours. Your friend sends you
a text message saying that he will be at your place in 12 minutes. The precision of
these time predictions is most likely misleading when interpreted according to the
rules of significant digits, where the number of trailing non-zero values indicates the
intended accuracy. For example, 432 hours and 12 minutes should indicate that the
time prediction error is ±1 hour and ±1 minute—not very likely for most types of
project or arrival time predictions.

Although time predictions given with high precision are wrong most of the time,
they are often the type of time predictions we like to give and receive. We may react
negatively if the car service responds with ‘repairing your car will take between one
and 10 hours’ or ‘it is 70% likely that the repair will take less than six hours’. Even
if we know that the prediction one to 10 hours reflects the actual uncertainty of the
work, we may easily think that the car service is incompetent or that they are not
interested in doing the work. Why is this so? One reason is that we use precision
as an indicator of competence and that we perceive time predictions with many
trailing zeros or wide intervals as less informative and those who present them as
less competent [1]. With this in mind, it is not surprising, although unfortunate, that
many prefer to be precisely wrong rather than roughly right in their time predictions.

A similar observation is the basis of the preciseness paradox [2]. This paradox
refers to the observation that we sometimes have more confidence in precise time
predictions, such as it will take four hours, than in time predictions that takes uncer-
tainty into account, such as it will take between two and 20 hours. The latter statement
is more likely to be correct than the first. Still, the first may seem more believable.

Higher precision is not always rewarded, as illustrated in a recent experiment
with software professionals [3]. The software professionals evaluated the relative
trustworthiness of four different hypothetical time predictions, alongwith evaluations
of the relative competence of the persons who made them. The time predictions and
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Table 3.1 Percentage of participants ranking software developers as the most competent, least
competent, most trustworthy, and least trustworthy

Time prediction Most competent
(%)

Least competent
(%)

Most trustworthy
(%)

Least trustworthy
(%)

Developer A:
‘The work takes
1020 work hours’

6 31 7 49

Developer B:
‘The work takes
1000 work hours’

11 13 7 14

Developer C:
‘The work takes
between 900 and
1100 work hours’

74 1 70 1

Developer D:
‘The work takes
between 500 and
1500 work hours’

9 55 16 36

the evaluations are presented in Table 3.1, where the percentages are the proportions
of the software professionals’ responses per response category.

Developer A’s time prediction (1020 work hours) is the least likely to be correct.
Developer D’s time prediction (between 500 and 1500 work hours) is the most likely
to be correct. It is reasonable to assume that developer B’s time prediction has been
rounded to become 1000 work hours and that developer B, for example, believes the
time usage to be between 900 and 1100 work hours, that is, about the same accuracy
as the interval predicted by developer C.

In this situation, the very precise time prediction of developer Awas not rewarded.
The software professionals did not believe that a time prediction of 1020 work hours
was believable and 49% of them ranked this as the least trustworthy time prediction.
Developer A’s competence was evaluated to be the lowest by 31%. The respondents
were, on the other hand, not impressed by thewide timeprediction interval (500–1500
work hours) of developer D either. Developer D’s time prediction was ranked as the
least trustworthy by 36% of the respondents and that developer’s competence was
ranked lowest by 55%. To be roughly right with a wide interval consequently seems
to be a poor strategy if the goal is to make people believe in your time predictions and
your competence. Instead, it would be better to act as developer C and give a narrow
time prediction interval. Developer Cwas ranked as having themost trustworthy time
prediction by 74% of the respondents and as being the most competent developer by
70%. Seemingly, the question of whether one should be precisely wrong or roughly
right, in terms of being interpreted as competent, is more complex than we initially
thought. One can be too precise as well as too imprecise. Interestingly, developer B
(1000 work hours), who may have held similar accuracy beliefs as developer C (who
indicated an interval of 900–1100 work hours) was not ranked favourably.
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Strictly speaking, none of the time predictions in Table 3.1 are particularly infor-
mative regarding the uncertainty of the work. The point-based time predictions (1020
and 1000work hours) have no explicit information about uncertainty and the interval-
based time predictions (900–1100 and 500–1500 work hours) do not specify the
probability of the actual time usage being within these intervals. Is it 99% likely,
90%, 80%, or only 50% likely that the intervals will include the actual time usage?
In the next sections, we will discuss how to make, interpret, and communicate time
predictions, including their uncertainty, in more meaningful ways.

Take home message 1: When evaluating time predictions and the people producing
them, greater precision is often used as an indication of greater trustworthiness and
higher competence, especially in the form of narrow time prediction intervals. This
happens even though such time predictions are less likely to be correct.

Take home message 2: Although people prefer precise predictions, overly precise
predictions canbenegatively evaluated, leading to assessments of low trustworthiness
and competence, at least when assessed by people with competence in the domain.

3.2 Communication of Time Predictions

Assume that the car service tells you that the repair will be finished in four and
a half hours. What does this information mean? Is the prediction meant to be a
best-case prediction, assuming that the work is done by the most skilled service
professional and with no unexpected problems? Is it a promise based on a worst-case
time prediction? And if it is a worst-case prediction, how sure can you be that the
car is actually finished in four and a half hours?

If you really need your car back in four and a half hours, the meaning of the time
prediction will matter a lot.Whether the prediction was based on a best-case scenario
or on experience documenting that 99% of car repairs in similar situations required
less than four and a half hours will make an important difference. If the estimate
was a best-case prediction, you should have a backup plan, while a 99% likelihood
prediction based on past repairs should make you sufficiently safe that the car will
be at your disposal when you need it.

Most people do not, as far as we have observed in various domains, explain
what they mean by their time predictions. We cannot even assume that people in
the same context and with similar backgrounds mean the same thing with their time
predictions. We once asked software developers to give their time predictions for
completion a programming task [4]. Immediately afterward, we asked them how
we should interpret their time predictions. When summarizing their responses, we
used the category ideal effort if a time prediction was based on the assumption of no
unexpected problems, most likely effort if a time prediction was what they thought
was themost likely outcome,median effort if a time predictionwaswhat they thought
was about 50% likely not to be exceeded, and risk-averse effort if a time prediction
was considered very likely to be sufficient to complete the work.
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Table 3.2 What do software
developers mean when
communicating a time
prediction?

Meaning Percentage of respondents (%)

Ideal effort 37

Most likely effort 27

Median effort 5

Risk-averse effort 9

Don’t know 22

In spite of the same time prediction instructions and the same prediction task,
the meanings of the predictions differed greatly (see Table 3.2). In addition, a large
proportion of the software developers, all of whom regularly produced and commu-
nicated time predictions, openly admitted that they did not really know what they
meant by their time predictions.

We have conducted several studies of this type in various contexts and they all
show great variety in what is meant by a time prediction. This was the case even
within a homogeneous context, such as within a single company. The studies also
confirm that the meaning is usually not communicated by those producing the time
prediction and that those receiving the predictions rarely requested such information.
Requesting a time prediction without stating precisely what is wanted could lead to
time predictions representing anything from best-case to risk-averse thinking. Much
of what seem to be time prediction errors and unrealistic plans may simply be the
consequences of poor communication of the meaning of the predictions.

Sometimes people try to explain what their time prediction means by including
verbal probabilities or qualifiers, such as ‘very likely to take less than four hours’,
‘possible to be completed in two days’, ‘will take about three hours’, and ‘can take
10 hours’. Such phrases are not only vague with a strongly context-dependent mean-
ing [5], but also frequently misunderstood. The time prediction ‘it can be finished in
five days’ is, for example, likely to be understood differently by the person commu-
nicating it and the person receiving it. The person communicating it tends to think
that five days is an extreme outcome, in this case, perhaps the best-case outcome. The
person who receives the time prediction will, on the other hand, tend to interpret it
as a likely outcome [6]. While using the word can ensures that you are never wrong
(you never claimed that it was certain or even likely that the job would be finished
in five days), it is certainly not a precise way of communicating time predictions.
Similar interpretation challenges accompany the use of more than and less than. A
task predicted to take more than 10 hours may, for example, be interpreted as larger
than one predicted to take less than 20 hours [7]. The use of verbal probabilities and
qualifiers, in spite of their frequent use in professional and daily life, turns out not to
be very helpful when communicating time predictions.

In some cases, we can make a good guess, perhaps based on the context and
previous experience, of what is meant by a time prediction. If someone says, ‘I’ll be
there in 5 minutes’, our previous experience with that person may tell us that this is
a best-case time prediction. If nothing goes wrong, the person will be there in five
to 15 minutes; otherwise, it may take much more time. In cases in which we have
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little experience, the lack of explanation of what is meant by a time prediction may
be quite unfortunate and lead to frustration and poor decisions. One way to give time
predictions more meaning and to communicate that meaning is through the use of
probabilities and distributions. This is the topic of the next section.

Take home message 1: It is often not clear what people mean when they give a time
prediction. The meaning varies greatly and is sometimes not even clear to those who
made the time prediction.

Take home message 2: Not explaining what is meant by a time prediction and not
asking for an explanation of its intended meaning may lead to misunderstandings
and unrealistic plans.

3.3 Probability-Based Time Predictions

The time usage to complete a task may be predicted and given meaning through the
use of a frequency distribution of the actual time usage of similar tasks on previous
occasions. Assume, for example, that driving your car to work from home usually
takes about 30 minutes. It may take a bit less, a bit more, or much more time if there
is a great deal of traffic or an accident blocking the road. Let us say that the frequency
distribution of driving times, when starting from home between 8 a.m. and 9 a.m.,
based on 1000 observations, is as shown in Fig. 3.1.

Fig. 3.1 Frequency distribution of driving times between home and work
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The distribution in Fig. 3.1 tells us that approximately 30 minutes is the most
likely driving time, with 80 observations. This value is called the mode in statistics.1

In many cases, the most likely time usage is good enough as a time prediction. If,
on the other hand, we need to be fairly sure of being on time, the most likely time
usage may not be very helpful. The distribution in Fig. 3.1 tells us that we will use
30minutes or less only in about 30%of the times, that is, only 30%of the observations
of previous driving times are on the left side of 30 minutes in our distribution. If the
past is a reliable indicator of future time usage, this means that it is only 30% likely
that 30 minutes will be enough. To be quite sure to be on time, say, 90% sure, we
should draw a vertical line in Fig. 3.1 so that 90% of the observations are on the left
side. For the distribution in Fig. 3.1, this corresponds to a value of 55 minutes. We
would then, for example, have to leave home at 7:05 a.m. to be 90% sure of arriving
before 8:00 a.m. To be 99% sure of being on time, we would need an even higher
value from the distribution of past time usage. In Fig. 3.1, 99% certainty corresponds
to about 70 minutes. In other words, we would have to leave home at 6:50 a.m. to
be 99% sure of arriving before 9:00 a.m. The distribution in Fig. 3.1 also illustrates
our previous point about how meaningless it can be to talk about a time prediction
without stating what it means.

To communicate the meaning of time predictions, we can use probabilities and
distributions in several ways:

• We may present the full distribution of possible time outcomes, that is, the full
distribution of Fig. 3.1. The receiver of the time prediction may then use the value
that best reflects his or her time prediction needs.

• We may present a two-sided time prediction interval. A two-sided time prediction
interval is a minimum–maximum interval together with the probability that the
actual time usage will be inside the interval. We could, for example, give the 90%
prediction interval of 23–60 minutes, because 90% of the observations for past
time usage in Fig. 3.1 are more than 23 minutes and less than 60 minutes.

• We may present a one-sided prediction interval. Using the observations in the
distribution in Fig. 3.1, we may predict that it is 50% likely that we will spend less
than 36 minutes or that we are 90% confident of spending less than 55 minutes.

One-sided prediction intervals are sometimes called pX predictions. A pX pre-
diction of Y hours means that we think that using Y hours or less is X% likely.
Time usage pX predictions are used for project evaluation and management in sev-
eral domains. When used for project management purposes, the p50 prediction may
be used for planning and the p85 prediction for budgeting purposes, meaning that
50% of projects are not expected to exceed the planned use of time and the budget
is expected to be sufficiently large 85% of the time. A published evaluation report

1The most likely use of time does not necessarily have to be interpreted as the mode (defined as the
most frequently observed value) of the empirical distribution. The ‘natural peak’ of the distribution,
if we draw a smooth line over the bins in Fig. 3.1, is what we would consider as the most likely
use of time, but this does not necessarily correspond to the most frequently observed value in the
data. The most frequently observed value also depends on the granularity of the time usage values
included in the distribution (decimals may give a different mode than whole minutes).
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suggests that the implementation of these two types of pX predictions and associated
uncertainty assessment methods have a positive impact on the realism of project time
and cost predictions.2

A time prediction can be any value of the outcome distribution as long as we
explain what is meant. Three values of the probability distribution are, however, of
special interest for time predictions: the mode (the most likely value), the median
(the middle observations, or p50 prediction), and the mean (the expected value).

The most likely use of time is usually easy to identify from the distribution, since
it is the point or interval with the highest frequency of occurrence. The most likely
use of time is the value we would choose if we tried to maximize the likelihood of
very accurate time predictions. Using the data in Fig. 3.1, we would find that a time
prediction based on themost likely value (30minutes)would bewithin±5minutes of
the actual time in 36% of the cases. The corresponding proportion of time predictions
within ±5 minutes would be 30% when using the median (38 minutes) as our time
prediction and 27% when using the mean (40 minutes). The drawback is that, by
maximizing the likelihood of very accurate predictions, we may harm our other time
prediction goals. The median and mean values have properties that often make them
more suitable as time prediction values.

The median use of time in Fig. 3.1 is 37 minutes. The median is the value we
would chose if we were trying tominimize the mean deviation between the predicted
and the actual time usage. Using the data in Fig. 3.1, we would have a mean time
prediction error of nine minutes when using the median as our prediction, 11 minutes
when using the most likely time as our prediction, and 10 minutes when using the
mean value as our prediction. Although the most likely time usage is more often very
accurate, it is sometimes far off, which makes the median more accurate, on average.
Another useful property of the median value is that it is frequently more robust than
the mean value; that is, it is less affected by extreme values. This is especially useful
if we have few observations of past time usage.

The mean use of time is the sum of individual time usages divided by the num-
ber of observations. The mean value in Fig. 3.1 is about 40 minutes. This value is
hard to observe directly from the distribution and frequently hard to judge based
on experience, partly because it may be strongly affected by extreme values. The
mean is the point in the distribution where the sum of the time prediction error will
be the same for all overruns as it is for all underruns.3 This is difficult to imagine,
so it may, instead, be useful to think of the mean value as the balance point of the
distribution. Assume that the distribution in Fig. 3.1 is placed on an old-fashioned
scale. The mean value would be the point of the scale where the scale would be in
balance, whereas the point of the median or the most likely value would result in
imbalance (see Fig. 3.2, where the left panel shows the use of the mean and the right
panel the median as the points where we try to balance the scale).

2See [8]. The report has possible selection bias due to the omission of projects that completely
failed, but, even after adjusting for this, there seems to be a positive effect on prediction realism.
3The mean value also optimizes the square of the deviations between predicted and actual time
usage.
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Fig. 3.2 Mode, median, and mean values of a distribution

The mean value takes into account how far away extreme observations are, since
a value that is 14 hours more than the balance point has the same weight as 14 values
that are one hour less than the balance point. In contrast, to find themedian value, one
just has to count the observations and ensure that as many observations are above
as below it. Research suggests that we tend to underestimate the mean value when
presented with a right-skewed distribution, such as the distribution in Fig. 3.1 [9],
and when establishing the distribution from memory.

If the mode and the median are easier to understand and to calculate and are
more robust (less affected by outliers) than the mean, why do we want to determine
the mean of an outcome distribution? The main reason for using the mean when
predicting time is that the mean value minimizes the deviation between the sum of
time predictions and the sum of the actual time usages. When we want to know
the total time usage of a set of tasks or projects, that is, when we want to add time
predictions, this property is crucial. It may be required, for example, when breaking
down a project and summarizing time predictions of subtasks or when considering
the overall potential for cost overrun of a set of projects.

If, for example, we use the prediction of the most likely time usage to predict
driving to work from home 10 times, the sum of these predictions is likely be too low
to reflect the actual total time. If, on the other hand, we use the mean prediction, we
would typically be more correct about the total time of driving 10 times. Similarly,
if you are the chief executive officer of a large company and have four large projects
running with most likely costs of $500 million each, you should not expect the total
costs to be $2 billion but, most likely, substantially higher, given the right-skewness
of most project cost distributions. We explain in more detail about why this is so
and how to properly add time predictions later in this book. Table 3.3 summarizes
the suitability of the most likely, median, and mean time prediction values, given
different time prediction goals.

You may have started wondering how we can know the time usage distributions,
which is a prerequisite for even thinking about using the mode, median, and mean
time usage as our time prediction. In some cases, we have highly relevant data
about past time usage, perhaps for travel times or production times enabling such
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Table 3.3 The suitability of the prediction type depends on the prediction goal

Type of prediction Time prediction accuracy goal

High likelihood of a
very accurate time
prediction

Low expected
difference between
predicted and actual
time usage

Low difference
between the sum of
time predictions and
the sum of actual time
usage

Most likely outcome ++ – –

Median outcome + ++ +

Mean outcome – + ++

Note ++good, +acceptable, –do not use

knowledge, as in Fig. 3.1. More often, this is not the case. Since we hardly ever know
the exact probabilities of future outcomes, we may have to try to derive or guess the
outcome distribution from memory and other knowledge, that is, by expert judge-
ment. Although sometimes hard, this approach is required to provide a good model
for thinking and talking about time predictions, to enable us to connect prediction
goals with types of time predictions, and to be precise about the uncertainty of our
time predictions. You can read more about how to derive time usage distributions in
Chap. 6.

Take home message 1: Good ways of presenting and communicating your time
predictions include those using two-sided prediction intervals, such as ‘it is X%
likely that the work will take between Y and Z hours’, and those using one-sided
prediction intervals (pX predictions), such as ‘I am X% confident that it will take
less than Y hours’.

Take home message 2: Different values of the outcome distribution, such as the
most likely, the median, and the mean, optimize different time prediction accuracy
functions and meet different time prediction goals.

3.4 Right-Skewed Time Distributions

As part of hiswork as a graphic designer, Tom is asked to take photos of trees, flowers,
and people for use in digital illustrations. The last time he went to take photos for a
similar project, he spent about five hours. He is aware that the time usage may vary
from occasion to occasion, so he tells his manager that he expects to be back in five
hours plus or minus two hours. What is wrong with Tom’s time prediction?

There may be several questionable elements of Tom’s time predictions, such as
not communicating how likely he believes that the actual time will be within the
stated interval, but the problem we are concerned with in this section is his idea of
a symmetric interval, or symmetric distribution, of time usage. Although we do not
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A B C 

Fig. 3.3 Symmetric, right-skewed, and left-skewed distributions

really know what is going on in Tom’s mind, it seems as if he assumes that two hours
more than the predicted time is as likely as two hours less. If Tom were aware of the
typical asymmetric distribution of time usage, he should have given an asymmetric
interval. An asymmetric and probably more realistic time prediction could be, for
example, that the shoot will most likely take about five hours, most certainly between
four and eight hours.

Maybe the only data of past time usage Tom could think of concerned the last time
he did a similar project, so he is excused for not considering the entire distribution
of potential time usage. However, let us say that there are a few hundred graphic
designers such as Tom, all performing the same or highly similar tasks, and that we
plot all their actual time usages for this task in a graph. What would this look like?
In Fig. 3.3, we present three different alternatives.

The distribution in panel A is a symmetric, so-called normal, or Gaussian, dis-
tribution, where spending one hour more than the most likely time usage is just as
likely as spending one hour less. Distribution A corresponds to Tom’s naïve belief
about time usage when giving a time usage interval symmetric around themost likely
value. The distribution in panel B is right-skewed, that is, a distribution with a long
right tail. Distribution B would be the result if a task is as likely to take a bit less as it
is to take a lot longer than usual. Distribution C is left-skewed, that is, a distribution
with a long left tail. It would be the result if a task is as likely to take substantially
less as it is to take slightly more than usual. Which figure is likely to correspond to
the distribution of time usage for a few hundred graphic designers doing the same
task?

Most time usage distributions seem to be most similar to distribution B. Time
usage distributions tend to have a long and sometimes thick right tail. The thickness
and length of the tail may vary, but we have yet to see a time usage distribution that
is strongly left-skewed, such as distribution C in Fig. 3.3. We therefore feel quite
confident about claiming that nearly all time usage distributions are right-skewed.
Why is this so and why is it relevant?

Right-skewed distributions are found everywhere in nature. They are probably
more common than symmetric ones and could be the result of a range of different
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processes.4 In the realm of time usage, right-skewed distributions may be related
to the fact that no activity can take less than zero time to complete, while there is
hardly any absolute upper time limit for any activity. Even the slightest activity, given
terrible luck or extreme perfectionism, can take a very long time. The poet Franz
Wright spent six years on a five-line poem [11]—but no poem has ever been written
in zero seconds or less.

Related to the lack of an upper boundary of time usage, youmay have experienced
thatmore things can go verywrong than very right. The history of the Sagrada Familia
cathedral is a good example of how bad things can go. Construction began in 1883,
was only 15% completed in 1926, and was predicted in 2013 to be finished in 2026.
Among other events, delays were caused by inconsistent funding, a civil war, two
world wars, highly complex construction work, and a change of architects. There is
no shortage of projects or endeavours similar to this one, where the list of possible
negative events leading to greater time usage is nearly endless [12].

What about projects that are extremely successful? Of course, there are projects
completed ahead of their time predictions and with lower costs than predicted. For
instance, the T-REX infrastructure project in Denver finished 22 months ahead of
schedule, which is rather substantial for a project predicted to last about seven years.
Doing things in new and clever ways and the use of new technology may decrease
duration and costs somewhat, but we have yet to see a project predicted to last five
years taking two weeks or a project predicted to cost $2 billion ending up with
costs of about $1000. Thus, there is a limit on how fast one can do something and
how inexpensive projects turn out to be, but hardly any limit to the other end of the
scale. Furthermore, we rarely plan our projects to be inefficient, so our predictions are
often based on imagining success [13], which also limits the potential for completing
projects ahead of schedule and with less time usage than predicted.

There is also another, frequently forgotten reason why the distributions of time
usages is right-skewed. Consider a run on a 400-metre track under windy conditions.
In one of the straight 100-metre sections, there is a headwind, decreasing the speed,
and in the other a tailwind, increasing the speed. One could easily think that the
negative effect of headwind is compensated for by the positive effect of tailwind. The
hindrance (the headwind), however, lasts longer (in spite of the same distance) than
the advantage (the tailwind), leading to a slower total time compared to a situation
without wind.While this may seem like a strange example, it illustrates an effect that
may contribute to right-skewed distributions of task completion time: An increase
in time usage in a project due to negative events enables more negative events to
happen due to more time spent, which generates further increases in time usage and
greater right-skewness (which enables even more negative events to happen and so
on). The Sagrada Familia construction is such an example. The initial delays enabled
further delays due to the civil war and two world wars. In contrast, a project’s high

4See [10]. This paper argues against the use of the central limit theory to claim the dominance
of normal distributions in nature. Observed distributions are the result of several combinatory
processes, not just the addition of independent elements, which is a prerequisite for the generation
of a normal distribution.
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productivity is not likely to be a factor contributing to a higher likelihood of even
further increases in productivity. If anything, high productivity reduces opportunities
for further decreases in time usage because there is less time left to be shortened.

Take home message 1: Based on empirical data and on analytical reasoning we
can assume that typical distributions of time usages are right-skewed, that is, have a
longer tail towards higher values.

Take home message 2: The most extreme deviations from typical time usage are
nearly always found on the right side of the distribution. That is, one can use much
longer times than what is common or expected, but one rarely experiences extreme
cases of using less. In any case, the lower limit of time usage is zero.

Take home message 3: The hours saved from times you are more productive than
usual (e.g. tailwind) will seldom compensate for the hours lost from times you are
less productive than usual (e.g. headwind). In other words, your efficiency is rarely
as extreme as your inefficiency.

3.5 Relearning to Add: 2 + 2 Is Usually More Than 4

Most people think they know how to add. It may therefore come as a surprise that,
in the world of time predictions, 2 hours + 2 hours is often not 4 hours. It is usually
more than 4 hours, perhaps as much as 5 or 6 hours. The nonintuitive addition of time
predictions is a consequence of the probabilistic (stochastic) nature of time usage
and its right-skewed distribution.

To illustratewhat happens if we add time predictions thewaywe learned in school,
we reuse the example of driving to work from home. If you do not recall it, have
another look at Fig. 3.1 (Sect. 3.3). The figure shows the distribution of time usage
of a drive to work from home. What do you think is the most likely total usage of
time for one full year of driving, assuming that we drive 200 times per year?

If we add all the most likely values for each of the 200 trips (=30 minutes × 200),
the most likely total time usage for one year would be predicted to be 6000 minutes
(=100 hours). This prediction of the total time usage would be far too low to reflect
the likely total time usage.

Assume that we sample 200 outcomes from the distribution in Fig. 3.1 and sum
them. This simulates the total driving time for one year. If we repeat this sampling
process 1000 times, we obtain a distribution of the total time for one year of driving
based on 1000 values. One such distribution is displayed in Fig. 3.4. As can be seen,
a prediction of 6000 minutes based on summing the most likely time usages is not
even close to the lowest observed sum of the time usage. The most likely sum of time
usage is, instead, somewhere around 8000 minutes. What is going on? Why is the
sum of the most likely time usages not the most likely sum of time usage? (If you
find this question difficult to grasp, you are not alone).
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Fig. 3.4 Frequency distribution of total time usage from driving 200 times

To correctly add time predictions, we need to take the long tail of the distribution
of driving time usage into account. In that respect, the most likely time predictions
do a poor job. So does the median value. In the case of the 200 trips from home to
work, adding the median predictions would yield a total prediction of 7400 minutes
(the median of 37 minutes multiplied by 200 trips = 7400 minutes). As can be seen in
Fig. 3.4, this prediction is also far too low to be realistic. The only type of prediction
that can be used here is predictions of themean driving time. In contrast to themedian
and the most likely values, the mean value incorporates the extreme values of the
long tail of the distribution.

Adding themean values also leads to some statistical magic. Even if the individual
time usage distributions are heavily skewed (as in Fig. 3.1), the distributions of the
total time (as in Fig. 3.4) will approach symmetry and consequently have similar
values for the most likely, median, and mean total time usage values. This magic is
described as the central limit theorem from statistical theory, which holds that the
sums of distributions, even heavily skewed ones, will be close to a normal, symmetric
distribution if certain conditions aremet, such as independence of the added elements.
To be honest, this magic rarely represents the time usage outcome distribution in real-
life projects. There are usually numerous dependencies between tasks and tasks that
are forgotten in the time predictions, leading to a right-skewed outcome distribution
of the sum. A common example of dependency between tasks is when the time spent
on one activity is a proportion of another, that is, there is multiplicative dependency
between tasks. Take, for example, the common situation in projects in which the time
spent on administration is a proportion of the time spent on construction work. If the
time spent on construction increases, so does the time spent on administration. To
find the time spent on administration, we may either multiply the distribution of time
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spent on non-administrative work by the distribution of the proportions of time spent
on administration, or we can model the relation by including a correlation between
the two activities.5 Back in our example of driving, where we assume independence
of the individual driving times, the total time usage of 200 trips from home to work is
likely to be an approximately normally and symmetrically distributed variable with a
central value of 200 times the mean value (200× 40 minutes = 8000).6 The expected
total time usage for driving 200 times is consequently 8000 minutes.

The differences between using the mean, the most likely, and the median val-
ues when adding time predictions have fascinating practical implications. First, you
might experience a time overrun of your project, even when most of the time predic-
tions of the subtasks are pessimistic. A real-world example of this situation is that of
an information technology project in which the predictions and actual time usages
of 443 project tasks were recorded. The predictions of 196 of the tasks were too
optimistic (time overruns), with actual times of up to four or five times the predicted
time. The predictions of 215 tasks were pessimistic (time underruns), in some cases
with actual time usages less than 1/10 the predicted time. In spite of more tasks with
pessimistic predictions than optimistic predictions, there was a time overrun for the
project at large. The predicted number ofwork hours spent on the 443 taskswas 2723,
whereas the actual number of work hours on the same tasks was 3130 (15% over-
run).7 Overpessimism at the task level and overoptimism at the aggregated project
level is perfectly understandable when taking the long, fat tail of time distributions
into account. If you predict that a task will take 30 hours and it takes 10 times as long,
you have a 270-hour overrun. If youmanage to spend only 1/10 of the predicted time,
you have a time underrun of only 27 hours. Cases of underrun rarely compensate for
cases of overrun. Inefficiency trumps efficiency.

We frequently have an interest in the total time usage. We may, for example, have
many smaller tasks to complete at home and wonder if we are able to manage them
all. Companies may have several projects running simultaneously and are interested
in the total cost compared to the total budget, and most projects include numerous
subtasks. If we want to take control over our schedules and investments, we have to
take the challenge of adding time predictions seriously. It is likely that many time
overruns are caused not by poor time prediction abilities but, rather, by poor time
prediction addition abilities.

5All too often, as far as we have experienced, time predictions are added, for example, using Monte
Carlo simulation, without modelling the dependencies between the elements. This results in an
unrealistic symmetric distribution of total time usage, in accordance with the central limit theorem.
We strongly recommend modelling the main dependencies when predicting the time usage of larger
projects. Use for example the free risk analysis tool Riscue (www.riscue.com), or commercial tools
such as @RISK (www.palisade.com/risk/) for this purpose.
6In this case, but not generally, it is reasonable to assume independence between the added element
(the driving times), implying that the central limit theorem creates the magic and the distribution
becomes symmetric. When a distribution is symmetric, the mode, median, and the mean—that is,
the central values—are the same.
7A perhaps even better demonstration of this counterintuitive outcome comes from a study of 4000
software projects. In this study, overestimation was just as common as underestimation (with a
median time overrun of around 0%), but the mean time overrun was as high as 107%. See [14].
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3.5 Relearning to Add: 2 + 2 Is Usually More Than 4 27

Takehomemessage 1: The sumof themost likely time usages of individual activities
is not the same as themost likely total time usage of the same activities.When adding
most likely time predictions, you will obtain a prediction of the most likely total time
usage that is too low.

Take home message 2: For the proper addition of time predictions, you should add
the predicted mean value of each subtask.

3.6 How to Predict the Mean Time Usage

The previous section demonstrated that predictions of the most likely time usage of
tasks cannot be added to obtain the expected total time usage. For this purpose, we
need predictions of the mean time usage of all subtasks. Unfortunately, it is not likely
that you will receive the predicted mean time usage even when explicitly requested.
Determination of the mean value is much more complex than finding the middle
(median) or most frequent (most likely, mode) value of a distribution. Even when
you observe the full distribution of past outcomes, it may be difficult to judge what
is the mean value.

One common approach to obtain predictions of the mean value is to derive a
distribution based on so-called three-point estimation. The Program Evaluation and
Review Technique (PERT) project planning approach, for example, requires the
input of the most likely value, the minimum (best-case) value, and the maximum
(worst-case) value [15] and calculates the mean by use of the formula

Mean � minimum + 4 · most likely + maximum

6

The PERT method and similar approaches may be helpful in solving the problem
of finding the mean value but they introduce new ones. One problem is that people
are typically very poor at making best- and worst-case time usage predictions. For
instance, in one study, students first predicted the time usage they were 99% sure not
to exceed (the p99 prediction) for software development tasks, along with the best
case that would occur with only a 1% chance (the p1 prediction). This means that, in
98% of the cases (=p99 − p1), given realistic values, the actual time usage should be
between the stated minimum and maximum time usages. This did not happen. After
completing the tasks, it turned out that the actual time usage was inside their 98%
confidence intervals in only 57% of the cases [16]. This result is typical of studies
where people are asked to give minimum andmaximum values (see Chap. 6 for more
on this issue). To make things even worse, the original PERT approach assumes that
the best- and worst-case predictions respectively correspond to p0 and p100,8 which,

8That is, the value that is so low it has a 0% probability of occurring and the value of which you
are 100% not to exceed. Note that there are modifications of the PERT model that enable the use
of p10 and p90 instead of p0 and p100, such as described in [17].
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for most real-world tasks, are meaningless values that are impossible to derive from
experience or historical data.

As an alternative to the current approaches, such as the PERTmodel,we developed
a new three-point prediction tool (a spreadsheet model) that provides predictions of
mean outcomes based on user-determined confidence levels.9 We believe that the
tool has several important features that make it different from and perhaps better than
other approaches. First, it forces the person making the prediction to look back and
use historical information. Neglecting historical information may be one of the main
reasons for poor time usage predictions in many domains [18]. Second, the tool does
not require the prediction of extreme outcomes, such p1 or p95 predictions. Third,
it does not require a particular meaning of the time prediction used as reference
(median, most likely, p85, etc.), as long as the meaning is the same used for previous
time predictions. The steps to calculate the mean time prediction are as follows:

1. Predict the time usage. The prediction, the reference, may be a prediction of the
most likely use of time or any other type of time prediction.

2. Assess the accuracy of similar past predictions. Select two prediction accuracy
points for which you have historical information or can make a qualified judge-
ment. Each accuracy point should include (a) the prediction error (the deviation
of actual outcomes from the prediction) and (b) the frequency of occurrence.
For example, you may know that, for about seven out of 10 (70% occurrence)
previously completed tasks similar to the one being predicted, you spent less than
130% of the predicted time. This means that your p70 prediction is 130%. You
need one more such accuracy point. The second assessment could, for example,
be that you spent less than 90% of the predicted time in three out of 10 cases
(30% occurrence), meaning that your p30 prediction is 90%.

3. Input the accuracy points into the spreadsheet, which calculates the uncertainty
distribution, the pX values and the mean value.

Example: Assume that you have predicted themost likely time usage to be 30min-
utes. You know from similar situations that, in about 90% of the cases, the actual
time usage was less than twice (200%) your predicted time usage and that, in about
50% of the cases, the actual time usage was less than 130% of your predicted time
usage. This means that you have a p90 prediction of 200% the original prediction and
a p50 prediction of 130% the original prediction. Using the spreadsheet, assuming a
lognormal distribution of time usage,10 yields a mean time prediction of 41 minutes.
The time usage distribution is displayed in Fig. 3.5, showing, for example, that the
most likely value is around 33 minutes. The pX distribution is displayed in Fig. 3.6,
showing, for instance, that the p95 prediction is a bit less than 70 minutes. For more
details on this method for making realistic pX predictions, including more examples,
see Chap. 6.

9Downloadable from www.simula.no/~magnej/Time_predictions_book.
10It is possible to extend the spreadsheet to distributions, but lognormal distributions seems to
accommodate most of the typical time usage distributions.

https://doi.org/10.1007/978-3-319-74953-2_6
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Fig. 3.5 Time usage distribution (density)

Fig. 3.6 A pX distribution (cumulative probability distribution) of time usage
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Take home message 1: The calculations of the predicted mean value of an outcome
distribution are typically based on giving two or three points, such as a low value,
the most likely value, and a high value, of the distribution as input.

Take home message 2: Predictions of a low value (e.g. a p10 prediction) and a high
value (e.g. a p90 prediction), when unaided by historical data and proper methods,
tend to be very inaccurate and result in underestimation of the time usage uncertainty.
Methods that do not compensate for this human bias, such as typical use of the PERT
method, will tend to underestimate the mean values and, consequently, the total time
usage.

Take home message 3: This book offers a method and a tool for predicting the
mean value from two user-determined points of the historical time prediction error
distribution.

3.7 How Time Predictions Affect Performance

Predicting the weather does not have any effect on the actual weather. Predicting
time usage is different, since the prediction can have an impact on the actual time
usage [19]. A famous book by Parkinson, the fellow behind the ‘law’ stating that
work expands to fill the time available for its completion, includes a story that nicely
illustrates this difference [20]. The story is about an elderly lady who spends a whole
day to send a postcard to her niece. First, she has to go buy the postcard, then she
must walk home and find her glasses, decide on what to write, write it, eat lunch,
decide on whether to take an umbrella or not, buy stamps, drink another cup of tea,
and so forth. The lady’s prediction of the time it takes to send a postcard would be
a full day, because she has a full day available. A busy lady would perhaps predict
spending five minutes on the same task, because that is all the time she has available.
An extension of Parkinson’s law, relevant in many contexts, would be that many
types of work expands to fill the time available for its completion, plus a little more.
Even with plenty of time to complete a task, we may end up with a time overrun due
to low productivity in the initial stages or poor planning of the time required for the
last part of the job. The old lady may, for example, receive a visitor just before she
is going to post the postcard in the afternoon, miss the hours the post office is open,
and have to postpone the rest of the task to the next day.

If too high time predictions can lead to lower productivity, what about too low
time predictions? Do they lead to increased productivity? A study on software devel-
opment teams found an inverted U-shaped relation between the degree of perceived
time pressure and productivity [21]. Here, time pressure was measured as how much
the team’s initial time predictions were reduced based on pressure (negotiation) from
the client.11 The study found that, if the software development teams were allowed

11More precisely, they measured time pressure as (time predicted by the development team—time
negotiated by the customer)/time predicted by the development team.
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Fig. 3.7 Possible effect of
time pressure on productivity

Fig. 3.8 Possible effect of
time pressure on quality

to use their original time predictions as the planned time, they had lower productivity
than when the time predictions were reduced by up to 20% due to client negotia-
tions. However, when the reduction in planned time continued beyond 20%, the time
pressure became too high and productivity tended to decline. Figure 3.7 illustrates a
possible relation between time pressure and productivity.

Other contextsmay showdifferent results as towhen pressure is positive and nega-
tive, but it is reasonable to believe that, in many contexts, a great deal of time pressure
and very little time pressure both have negative consequences on productivity.

Not only can work productivity be affected by pressure from low time predictions,
but also the quality of the work. In an experiment, we found an increase in the number
of errors made by software programmers when the time prediction was intentionally
set 40% below what we would expect from the participants’ previous work [22].
Based on that study and other experience, the relation between time prediction-
induced work pressure and quality could be as depicted in Fig. 3.8.

Since time predictions can affect quality and productivity, the introduction of
incentives, such as evaluations or financial rewards, to achieve time prediction accu-
racy can be problematic, as the following real-world example illustrates.

A company introduced a financial bonus for those project leaders who made
accurate project time usage predictions. The following year, time prediction accuracy
improved greatly, but the company also experienced a decrease in productivity. What
happened was a natural reaction to the new practice of rewarding accurate time
predictions. Projectmanagers, smart as they are, raised their time usage predictions to
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predictions theywere almost certain not to exceed. The extra buffer in the planned use
of effort was used for improvements in quality, training, testing, and documentation
(exploiting Parkinson’s law). For the company, this decrease in productivity was not
beneficial and it soon stopped rewarding accurate time predictions.

The strategies of producing accurate time predictions by lowering productivity
in situations with too high time predictions or cutting corners in situations with too
low time predictions require the work process or product to be flexible. This is the
case for much of what we do in life. If I make a bet on how long it will take to
drive to work, I may be able to win the bet by adjusting my behaviour, especially if
the prediction is high. If my prediction is as long as 60 minutes, I can drive slowly,
stop at the gas station to fill up the tank, and spend time on searching for the perfect
parking spot. If my prediction is a bit on the low side, for example, 25 minutes, I can
drive fast, violate traffic rules, and park illegally. We could call the first prediction
accuracy strategy work stretching (stretching work to fit a high prediction) and the
second work shrinking (shrinking work to fit a low prediction). These strategies are
common. Without them, our time predictions would look worse—sometimes much
worse—than they currently do. Stretching and shrinking may sometimes be accept-
able, but these strategies may violate other important goals, such as productivity and
quality.

Take home message 1: Time predictions may affect the work, especially when it is
highly flexible. Time predictions that are slightly too low may increase productivity,
while those that are much too low or too high may decrease productivity. Time
predictions that are too low may also lead to reductions in the quality of the work.

Take home message 2: Rewarding accurate time predictions is usually not a good
idea, particularly if people behave strategically and stretch the work (lower work
productivity) or shrink it (lower work quality) to fit the prediction.12
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Chapter 4
Overoptimistic Predictions

4.1 Optimism, Overoptimism, and Overoptimistic
Predictions

We usually say that a time prediction is overoptimistic when the actual time usage
is greater than the predicted time usage. This does not mean that an optimistic or
overoptimistic view on time usage was the cause of the too low time prediction.
Lack of knowledge, miscalculation during the prediction process, and bad luck in
the execution of the project are examples of alternative reasons for too low time
predictions. Describing too low, or overoptimistic, time predictions as caused by
overoptimism, in the rose-coloured glasses sense, not only is incorrect but may also
stop us from seeking other explanations of time overrun besides overoptimism [1].

To clarify the differences between being optimistic or overoptimistic and making
optimistic time predictions, let us start by looking into the concepts of optimism
and overoptimism. The Oxford English Dictionary describes optimism as ‘hopeful-
ness and confidence about the future or the success of something’ [2]. If optimism
is expecting things to go well, which they sometimes do, we may use the word
overoptimism when the expected positive outcome is unwarranted, for instance, due
to thinking too highly about one’s own skill and likelihood of success. If Patricia is
an average chess player but rates her chess skill too highly and predicts that she will
win a chess tournament where she is far from the best player, she is overoptimistic.
Even if it is very unlikely that Patricia will earn first place in the tournament, it is
still possible that she will be extremely lucky and win and, consequently, gave a
correct prediction. Overoptimism, as we use the term here, does not always lead to
overoptimistic predictions.

People tend to be overoptimistic about many things. Married people predict a
too low likelihood of getting divorced, car drivers think too highly of their driving
skills, and students tend to believe they will obtain better grades on exams than they
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actually receive.1 A typical finding is that most people regard themselves as better
than average, particularly in completing relatively simple tasks and tasks where
they have exceeded a minimum skill level. This phenomenon has been named the
better-than-average effect and may be seen as a type of overoptimism. The better-
than-average type of overoptimism can be illustrated by the perceived likelihood
of company success. Entrepreneurs have a high probability of failure and earn, on
average, 35% less than employees in similar jobs after 10 years in business [4]. They
take a huge risk by investing their own and perhaps even their family members’
money and time on something they should know has a high probability of failure.
However, if their visions come true, they may have created a new Google or Tesla
and contributed to their own and their country’s wealth. What is a seemingly unwise
decision at the individual level supported by a strong degree of overoptimism may
not only be beneficial but also essential for society at large. Had the entrepreneurs
been realistic about the amount of time to be spent and the true likelihood of success,
they may not have started their companies in the first place.

Overoptimism may be present not only when evaluating our own abilities and
opportunities but also when assessing those of people we like. American football
supporters consistently predicted, over a period of 17 weeks, that their football team
would win more often than they did, even when they could earn money frommaking
more accurate predictions. The predictions made at the end of the season were just
as overoptimistic as those at the beginning of the season, despite repeated feedback
about actual outcomes [5].

To make the use of optimism-related terms even more confusing, optimism and
overoptimism are related to but are not the same as the personality trait named
optimism. This type of optimism is often described as the tendency to believe that
one will generally experience good outcomes in life [6]. Such an optimistic life
orientation is associated with a range of beneficial outcomes: a longer life, better
recovery from disease, and extended survival times for cancer and AIDS patients [7].
Surprisingly, at least to us, the personality trait of optimism seems to be only weakly,
if at all, related to overoptimistic predictions [8], including time predictions [9].

In short, there is more to optimism than overoptimistic time predictions and opti-
mism is far from the only way to explain overoptimistic time predictions. People’s
desire for success ormotivation for a given outcomemay produce overoptimistic pre-
dictions, but overoptimistic predictions may also be caused by other factors. In the
following sections, we will describe in more detail potential causes of and variables
related to overoptimistic time predictions.

Take home message: Optimism (i.e. hopefulness for a desired outcome), overop-
timism (i.e. unwarranted confidence in a desired outcome), and trait optimism (a
personality characteristic related to a positive view of life outcomes) are different
aspects of what we typically call optimism. Optimism and overoptimism but not so

1The grade overoptimism of students is greatest at the beginning of the semester. Just before an
exam,when notmuchmore preparation is possible, students tend to give overpessimistic predictions.
Then, the motivational effect of grade prediction is no longer there and the prediction may instead
be influenced by a wish to prevent disappointment. See [3].
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much the trait of optimism may lead to overoptimistic time predictions (i.e., too low
predictions), but there are numerous other possible reasons for overoptimistic time
predictions.

4.2 The Benefits of Overoptimism

At first glance, it is hard to see how our ancestors, Stone Age humans, would have
benefitted from being systematically overoptimistic about time usage or underes-
timating the risk of actions. Underestimating the consequences of fighting with a
person from another tribe or how much effort hunting on the other side of the moun-
tain will require may, for example, lead to an early death or a food shortage. New
generations would then be more likely to have the genes of more realistic Stone Age
humans able to predict time and risk accurately. However, it seems that many of us
are descendants of overoptimistic Stone Age humans. Could it be that overoptimism
is rational and adaptive?

In a classic set of experiments from the 1970s, students were repeatedly given
the choice to press or not to press a button within a time frame of three seconds
[10]. Pressing the button could have the outcome of a light being switched on or the
outcome that nothing happened. The light could also switch on if the student chose
not to press the button. After 40 trials of button pressing, the participants were asked
how much control they thought they had over the light. Even in the experimental
situation in which they had absolutely no control of the light switching on or off,
the typical student ended up believing that he or she exerted a substantial amount
of control, as long as the light was switched on frequently. Typically, the perceived
amount of control, when therewas no control, was believed to be about 40%on a scale
from zero to 100%. Depressed students seemed to be the only group of individuals
who were reasonably accurate in their assessment of their influence over the light.

This study was the beginning of research on so-called depressive realism.
Depressed people seemed to be more realistic than other people, who were gen-
erally overoptimistic regarding their influence, their recollection of feedback, their
chances of success, and their stance on positive attributes in comparison with oth-
ers. Unfortunately, as with many other spectacular ‘facts’ from science, the effect
of depression on realism turned out to be very small when all relevant studies were
summarized in a meta-analysis [11]. Nevertheless, even a small effect illustrates that
optimistic beliefs and predictions may be associated with positive things in life, such
as being less depressed. This is further illustrated by studies reporting that unrealistic
optimism, or so-called positive illusions, may be good for your mental health [12].

It is even possible that strong overoptimism has helped us survive and reproduce
[13]. Assume a very small chance of success for some effortful action, for example,
an attempt to make a new, efficient type of weapon that would make hunting easier.
Each separate choice of not engaging in this action may seem like a good decision,
assuming that success is very unlikely and costly in terms of effort and materials.
One day, however, someone will succeed in making a better tool or weapon and this
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is likely to be one of those overoptimistic persons pursuing the near impossible. Now
the optimists, or at least one of them, have an advantage in the battle of survival.

Similarly, if all the costs, efforts, delays, and frustrations of a company’s ambi-
tious projects were known beforehand, the projects might perhaps never have been
initiated. When completed, most of the ambitious projects may have become com-
plete failures, but perhaps one of them became a great success, giving the company
a tremendous advantage that more than compensated for all the failures. Preceding
many great successes are usually a high number of failures with strongly overopti-
mistic cost–benefit predictions.

The economist Albert O. Hirschman proposed an argument in favour of being
overoptimistic [14]. He argued that people tend to underestimate their creativity and
ability to find solutions to problems that emerge. Overoptimistic time and cost pre-
dictions may compensate for this overpessimism. Thus, overoptimism is the hiding
hand that helps us conceal difficulties and encourages us to complete worthwhile
projects that we never would have initiated had we known how problematic they
would become.

The researchers Flyvbjerg and Sunstein [15] showed that in most large infras-
tructure projects, difficulties were indeed underestimated, as evident by the strong
tendency to experience cost overruns. The benefits, for example, in terms of the
number of users of a service, were, on the other hand, typically overestimated. If
we overestimate benefits and underestimate costs, we may tend to start projects
that are not worthwhile, and the hiding hand will not be as helpful as Hirschman
assumed. Flyvbjerg and Sunstein claimed that the negative hiding hand, which they
termed themalevolent hiding hand, applied in 78%of the projects they studied, while
Hirschman’s positive hiding hand, which they termed the benevolent hiding hand,
applied to only 22% of the projects.

Even if negative effects of overoptimism should be more common than positive
effects in infrastructure and other types of projects, there may still be more benefits
than costs across all such projects for society at large. With a few projects yielding
immense benefits and fewer projects being detrimental, it would not be that bad to
have a high number of overoptimistic cost–benefit analyses after all. However, we
have yet to see systematic studies on the distribution of benefit outcomes for large
projects.

A tendency towards overoptimism may be a result of a supportive and friendly
environment that does not punish failures too much. Overpessimism, on the other
hand, may be a result of a more unfriendly environment. There is a fascinating line of
research that shows how humans and animals, for instance, dogs, rats, and starlings,
seem to develop more overoptimistic expectancies in better environments [16].

In a study of birds’ behaviour, the researchers exposed starlings to both bad
and good cage conditions. The bad conditions included unpredictable feeding and
cleaning times in a small, boring cage. The good cage conditions included continuous
access to water baths, perches made from natural branches, and bark chipping on
the floor. The birds first learned that they could receive food pellets if they pressed
one lever when they saw a light for two seconds and another lever when the light
appeared for 15 seconds. From previous studies, the researchers knew that the birds
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preferred to receive food immediately, making the two-seconds lever a more positive
experience.On someoccasions, the light appeared for intermediate intervals, between
two and15 seconds. Thesewere durations forwhich the birds did not have pre-learned
responses. Would the birds believe that the intermediate durations were signals for
the pleasant, immediate rewards or the less pleasant, delayed reward? The researchers
found that the birds in the good cage conditions tended to interpret the ambiguous
light duration as belonging to the most positive outcome and pressed the lever for the
immediate food response outcome more often, while those in the more depressive
cage conditions interpreted ambiguous light duration more accurately and pressed
the 15-second lever when the duration was closer to 15 seconds and the two-second
lever when the duration was closer to two seconds. In this context, the less optimistic
birds actually received more food due to their more accurate perceptions.

What canwe learn from this? Friendly environments and healthymindsmay result
in overoptimistic predictions, for both birds and people, evenwhen onewould benefit
from more realistic predictions. If you always see the world through rose-coloured
glasses, you can reassure your perhaps somewhat annoyed friends, colleagues, and
family that it is more likely a sign of a happy and supportive environment than a
diagnostic criterion for a delusional disorder.

Take homemessage: There are several positive sides of being overoptimistic regard-
ing time usage. Overoptimistic predictions may:

• Compensate for pessimistic beliefs regarding our creativity and problem-solving
abilities. If problems happen along the way, we have a good chance of solving
them.

• Be essential for innovations.
• Benefit society at large.
• Be a sign of a friendly and supportive environment.

4.3 The Desire to Control Time

Motivation to perform a task efficiently may result in lower time predictions, as
well as lower actual time usage. The evidence suggests that the decrease in time
predictions due to higher motivation to perform efficiently is frequently not matched
by the decrease in actual time usage. Consequently, strong motivation to quickly
complete work tends to lead to overoptimistic time predictions.

This tendencywas documented in a studywhere participantswere divided into two
groups. The participants in one group received monetary rewards for being among
the fastest performers of an origami (paper-folding) task. Participants in the other
group were given the same task but did not receive any monetary rewards. The time
predictions of the participants in the first group were, as expected, typically lower
than those of the other group. The actual time usage, however, was, on average, about
the same for both groups, leading to more overoptimistic time predictions for those
who could earn rewards for fast performance [17].
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A similar effect may be at play when people are motivated to finish tasks quickly
because the tasks are perceived as important [18]. It makes sense that people think
theywillworkharder andmore efficiently if tasks are important or if they are rewarded
for fast performance. The main mistake seems to be an overestimation of the flex-
ibility of the work and performance. Many types of work and performance are not
flexible enough to be completed substantially faster than normal, even when the
motivation is strong.

The tendency of higher optimismwhenmotivated tofinish fast ismore pronounced
for people with a desire for control [19]. When motivated to finish fast, those scoring
high on the personality trait desire for control predicted lower time usages even for
a task that was completely uncontrollable, such as the time it would take to watch a
bowl beingfilledwith tapwater. Thus, there seems to be a link between overoptimistic
time predictions and a general motivation to control things. This is further suggested
by results from a study on power and time predictions. One group of people was
influenced to think that they were powerful by writing a vivid report of a situation
in which they had power over another individual. Another group was influenced to
think that they lacked power by writing about a situation in which other people had
power over them. All the participants were then asked to predict the time needed
to complete a formatting task. Those who were influenced to feel powerful gave
more optimistic predictions regarding the time it would take to complete the task.
In addition, those with a general feeling of being powerful, based on self-ratings on
statements such as ‘I can get others to do what I want’, were found to give more
optimistic time predictions [20].

Take home message: The motivation to do something quickly and the desire for
control tend to result in lower time predictions. These two factors may lead to a
reduction in the actual time usage through increased efficiency, but this reduction is
typically not enough to compensate for the lower time predictions.

4.4 Motivation to Make Accurate Time Usage Predictions

Does greatermotivation to produce accurate timepredictions lead to higher accuracy?
Previously (Sect. 3.7),wegave an example of how rewardingproject leaderswith high
time prediction accuracy led to higher time predictions and a reduction in productivity
tomake the actual time usages fit the time predictions. Is this what normally happens?

In a study on incentives, some participants were told that they would receive $2 if
they managed to predict their time usage to be within one minute of the actual time
usage and $4 if they predicted it to be within 30 seconds [21]. Participants in a control
group were also asked to predict time usage but received no monetary incentives for
accuracy. The participants in the first group, with incentives to provide accurate time
predictions, tended to predict too high and less accurate time usages than those in
the control group. In this context, the participants did not lower their productivity
to make their predictions more accurate, as in the previously described real-world
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case with project managers, indicating that the effect of higher motivation for time
prediction accuracy on work productivity is task and context dependent.

Non-monetary incentives are also candidates for increasing the accuracy of time
predictions. Time prediction accuracy was, for example, reported to increase when
software developers and managers were made more accountable, that is, when the
time prediction accuracy was part of the company’s performance review of those
in charge of the time predictions [22]. Similar results have been reported by other
studies. Note that the higher accuracy may not mainly be a consequence of better
time predictions or higher time predictions; it may be, instead, a consequence of a
stronger emphasis on adjusting, typically reducing, the work content and quality to
fit the time prediction [23].

When overoptimistic time predictions are penalized but accurate time predictions
are not necessarily rewarded, we will most likely see a tendency towards more pes-
simistic, higher time predictions. An example is that waiters who predict customers’
waiting times to be seated tend to exaggerate their time predictions to avoid the
negative consequences of angry customers [24].

Take homemessage 1: Rewards for accurate time predictions tend to produce higher
but not necessarily more accurate predictions.

Take home message 2: It is risky to reward accurate time predictions or penalize
overoptimistic time predictions. Attempts to optimize prediction accuracymay come
at the expense of other goals, such as productivity and quality.

4.5 Selection Bias

‘We only win contracts when we have been overoptimistic about how much time
it takes to complete the work’, was the frustrated comment of a software company
manager. His company had, for the nth time, won a large contract only to discover
that the prediction of time usage, the basis of the company’s price offer, was far too
low. In situations in which the company had a great amount of relevant experience
and was more likely to be realistic about the time usage, it was less likely to be
selected due to its higher bid price.

This real-life experience suggests that, even in aworld without a tendency towards
overoptimistic time predictions, we will still observe more time overruns than under-
runs. This phenomenonmay sound strange but it is a logical consequence of selection
bias and that we only observe the accuracy of time predictions that lead to action.
The projects most likely to be started are those assessed to have the most favourable
prospects, typically including overoptimistic views of the required time usage. Such
selection bias, when applied to bidding at auctions or offering a price in competition
with others, is usually termed the winner’s curse. The frustrated software company
manager may think that the company has had bad luck because it only wins projects
when it is being overoptimistic. The client may think that nearly all software com-
panies have overoptimistic time usage predictions, because they nearly always incur



42 4 Overoptimistic Predictions

time overruns. In reality, both are causing the observed tendency towards overrun:
the software company, because it is not compensating for the winner’s curse (selec-
tion bias) when pricing its projects,2 and the client, by emphasizing low price as a
selection criterion.

To better understand the importance of selection bias in creating time and cost
overruns, assume 10 painters offer to paint your house. Each of them predicts the
time they will need for the job and they give you a price based on that. The painters
vary in how fast they work and none of them knows exactly howmuch time they will
need to complete the job. For the sake of simplicity, assume that it is just as likely
that a time prediction is too high as it is too low, that is, unbiased time predictions,
and that the painters do not react strategically to your selection strategy. Consider
the effects of the following painter selection strategies.

• Select the best painter: You do not care about the price and select the painter you
think is the best. If everybody did this, there would be no tendency towards overop-
timistic time predictions for paint jobs. In most cases, however, it is unreasonable
to assume that price is no issue. Completely ignoring price has, for example, the
unfortunate side effect that the price of hiring a painter soon goes through the roof.

• Select the painter with the average price: The strategy of selecting the average
price may seem strange but it has been used as an approach to reduce the prob-
lems related to selecting overoptimistic bidders [25]. This strategy may remove
the tendency towards overoptimistic time predictions but may also lead to price
manipulations in bidding contexts. If a painter collaborates regarding the bid price
(colludes) with another painter, they may manipulate the average price and make
higher bids more likely to be selected. It might also be difficult to motivate clients
to select bids substantially higher than the lowest ones.

• Select the painter with the lowest price among those assessed to have suffi-
cient competence: This strategy, whichmay be themost common, typicallymeans
selecting a painter with a lower than average price. This means being more likely
to select among those painters with overoptimistic time predictions. You will con-
sequently tend to experience overoptimistic time predictions even if there is no
general tendency towards overoptimistic time predictions among the painters.

If we emphasize a low predicted time usage or a corresponding low price when
choosing painters, carpenters, software companies, and so forth, we are very likely
to experience the world as a place full of overoptimistic time and cost predictions.
We may complain about painters who never finish in time or carpenters who provide
much lower quality than expected due to overoptimistic time predictions but, in fact,
it is very much us and our strategy of selecting the lowest offers that have created this

2It is not obvious how the person or companymaking the offer can avoid thewinner’s curse.Common
advice is to add more contingencies (raise the price required for the work in accordance with the
level of uncertainty and the number of other bidders) if there is a high risk of only being selected
when overoptimistic about the time usage. This raises the question of howmuch contingency to add
and how much the probability of being selected is reduced when raising the bid, especially when
not all the providers make the same type of winner’s curse–based price adjustments. Sometimes the
best option may be to avoid making offers in situations with a high risk of the winner’s curse.
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world of overoptimistic time predictions. The degree of this overoptimism increases
with greater prediction uncertainty, a stronger emphasis on low price when selecting
bidders, and higher numbers of predictions from which to select [26].

An underlying problem is that we typically do not know the extent to which a
low time prediction is a reflection of higher competence or a consequence of greater
overoptimism. Skilled people can do the work in less time and should predict lower
than average time usages. Lower time predictions may, on the other hand, also be a
consequence of lack of skill in terms of not realizing the extent and complexity of the
work. The latter case is called the Dunning–Kruger effect: those who know less know
less about what they do not know; in short, they are unskilled and unaware of it [27].

The Dunning–Kruger effect was illustrated in a study of 35 software companies
predicting the time usage and cost of the same software project [28]. Seventeen of the
companies were allowed to gain more knowledge about the project by participating
in a pre-study phase. Those companies made bids, on average, as much as 70%
higher than the companies with less knowledge about the required time usage to
complete the work. The study also found that the companies with experience from
similar projects made bids about 60% higher than those without this experience. If
you are a client with a strong focus on low price and a correspondingly lower focus
on selecting workers based on their competence, you may consequently experience a
tendency towards not only overoptimistic time predictions but also towards selecting
less competent workers.

That said, if you exclude potential providers because they gave the lowest time
predictions, this may have the unfortunate consequence of you bypassing the most
skilled providers. We once asked seven companies to bid for and then complete the
same software development project. In this case, the company with the lowest time
prediction by far (only 18% of the median time prediction) turned out to be the most
competent. That company managed, to our great surprise as clients, to finish on time,
with the predicted use of work hours, and with good quality [29]. Not knowing the
reason for a very low time prediction, which could be either the presence or absence
of high competence, makes the lives of those who select workers difficult.

When we make decisions, such as who to hire for a job or what activity to start,
we often try to optimize something, such as value for money, worker competence,
or the best quality for a given amount of time usage. A counterintuitive consequence
of optimization is that the more we optimize, the more likely we are to be disap-
pointed! Optimizing typically improves the quality of the choice but, since the world
is uncertain and our beliefs are inaccurate, the option we select as the best will tend
to be less favourable than expected. This effect is referred to as the optimizer’s curse
or post-decision surprise [30] and is based on the same statistical phenomenon as
the winner’s curse.

Given that the best project is typically not as good as it seems, should we then pick
the second or third most promising project? Probably not. The best-looking project
still tends to be the best. The point is that picking the best alternative makes it more
likely that you will be disappointed when comparing your expectations. If you do not
like disappointments, be aware that high uncertainty,manyoptions, and a strong focus
on optimization lead to projects and options looking better than they actually are.
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A solution to the problem of selection bias in the case of time predictions would
be everyone increasing their time predictions when expecting to be in a winner’s
curse situation. Such an increase sometimes develops naturally in mature markets
and is then called a winner’s curse effect, that is, an effect of an awareness of the
winner’s curse. In situations with more alternatives, greater uncertainty, and stronger
competition, the bidding will then be more conservative and, in some contexts, even
have the consequence that increased competition actually leads to higher, not lower,
time predictions or prices [31].

It is challenging for service or product providers to determine howmuch to add to
the time prediction or cost estimate to avoid thewinner’s curse. This typically requires
information one normally does not have. We found that, for certain typical software
development project situations, with five to 10 companies competing for the same
project, it maymake sense to add about 15% to the time predictions to compensate for
the winner’s curse [26]. Different situations, however, require different adjustments.
In many situations, a better solution than increasing the time prediction might be
to emphasize high time prediction accuracy, for example, by providing more and
better information and motivate bidders to spend more resources and using better
techniques for the time prediction work. When time predictions are accurate, the
selection bias effect will be low.

Take home message 1: Even if people’s time predictions have no tendency towards
overoptimism, the world would still appear to be full of overoptimistic time predic-
tions. This is simply because tasks and options with overoptimistic time predictions
are more likely to be selected and lead to action, which is a requirement to be eval-
uated in terms of the degree of overoptimism. Options with overpessimistic time
predictions are less likely to lead to action and will consequently not be evaluated.

Take home message 2: The more we optimize, for example, the more strongly we
emphasize low time predictions and low prices when selecting among alternative
investments, the more likely the outcome will be worse than predicted. This does not
mean that we should avoid optimizing when choosing—only that we should prepare
for an outcome less positive than predicted.

4.6 Deception

Norway has a long tradition of winter sports and the city of Lillehammer, with a pop-
ulation of less than 25,000 inhabitants, became the host of the 1994 Winter Olympic
games. The original cost prediction of the Olympics was arounde100million, which
would result in a financial profit and not cost the Norwegian taxpayers a thing. The
International Olympic Committee required the application for theOlympics to have a
financial guarantee by the state, which was decided ate180 million. The Norwegian
Parliament had no problem providing this guarantee. One reason for this was that
the minister responsible was so confident regarding the accuracy of the early cost
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prediction that he claimed this guarantee would under no circumstances be effectu-
ated. The parliament gave the financial guarantee without much discussion.3

In reality, the Lillehammer Olympics cost close to e1 billion and incurred a
financial loss of at leaste500 million [32]. When we look at the early cost prediction
process, it is apparent that there were strong incentives for underpredicting the costs.
The initial prediction of e100 million was provided by the county of Lillehammer.
Since Lillehammer would bear little of the cost and receive most of the benefits from
the large investments, it had strong incentives to provide low initial cost estimates
and to add new cost items after the application was sent to the International Olympic
Committee [33]. Similar situations have arisen in many recent infrastructure and
construction projects, where parties with a strong interest in starting the projects
were involved in the early stages of time usage and cost predictions [34].

Does the very strong underprediction of time usage and cost in the Lillehammer
Olympics and other project situations mean that people are lying to have projects
started and investments accepted? Or is it the case that people actually believe—per-
haps because they want to—in their overly optimistic time and cost predictions?

It would be naïve to think that people never deliberately underpredict time usage
or costs to have projects, actions, or investments approved [35]. In a study on infras-
tructure projects, a transportation planner stated [36]:

You will often, as a planner, know the real costs. You know that the budget is too low but
it is difficult to pass such a message to the counsellors [politicians] and the private actors.
They know that high costs reduce the chances of national funding.

Another study, with software professionals, reported that some managers inten-
tionally produced too low time predictions to create projects that would look more
attractive for top management making the decisions [37].

The strategy of making projects look better than they are by lowering the time
or cost prediction is an instance of deception if people give predictions in which
they do not believe. It may also count as deception if management simply lowers
the predictions given by their project managers or developers without a reasonable
argument for lower time usage or costs. A decrease in the time predictions would,
however, be the result of good intentions and not deception when based on plausible
arguments, such as suggestions related to reducing the content of the delivery or
simplifying the solution.4 So, how much of the overoptimistic predictions are due to
deception or lying?

Attempts have been made to quantify the amount of lying in time predictions. In
a survey of information technology (IT) professionals, 66% reported having lied in

3This strong belief in the accuracy of the prediction was amazing, given that all previous Winter
and Summer Olympics had cost overruns. The next time Norway made a bid for a Winter Olympics
(for the 2022 Olympics), later to be withdrawn, there was much more discussion about the realism
of the cost predictions and few believed in the cost predictions, which were likely more realistic
than for the Lillehammer Olympics. The media and people in general had, since 1994, learned a
great deal about the typical realism of the cost predictions of Olympic Games.
4Removing work from a project which already has been time predicted and ask for a new prediction
tends to increase the overoptimism of time predictions. See [38].
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relation to predictions of cost and time [39]. The category most frequently chosen
by the respondent was that they believed—but did not know for sure or could not
document—that lying occurred in 50% or more of projects. The perception of the
frequency of lying in software project time predictions varied greatly, from very low
(0–10%) to very high (90–100%). Another study of IT professionals found that time
prediction distortions, which, in this context, are more or less the same as deception
or lying, seldom happened [40]. However, instances in which management required
too low time predictions, with no argument on how to reduce the time usage, were
believed to be common.

The samples of these two studies were not large and we do not know how repre-
sentative the selected contexts were or what the lies were about. Nevertheless, the
studies demonstrated that overoptimistic time and cost predictions are sometimes best
described as lies, deceptions, or deliberate distortions of the time predictions. There
are researchers claiming that deception is the most important reason for overopti-
mistic time and cost predictions [41]. While people no doubt sometimes deliberately
distort predictions to gain approval of projects from their boss, their colleagues, the
public, or politicians, the claim that deception is the most important reason is, at least
for time predictions, not well documented.

One potential indicator of deception in time and cost predictions is found in the
typical increase of predicted costs from the initial stage, where the decision to invest
or not is taken, to the project’s startup stage, where the project execution is planned
andbudgeted [42].A report on31 large roadprojects inNorway found that the average
cost overrun was 0%, with a worst case overrun of 37%, when compared with the
budgets established at the time of project startup. However, when tracking the history
of the projects and looking at the early cost predictions presented to parliament as
a basis for the decision to start the project or not, the predictions were much more
overoptimistic [43]. On average, the projects were now 53% more expensive than
initially predicted and the worst case was a project with an actual cost 137% higher
than the initial prediction.

The obvious reason why it is difficult to document deceptions is that they are not
meant to be disclosed or discovered. Another reason is that it is sometimes hard to
establish to what degree a too low time or cost prediction is caused by judgement
biases, selection biases, bad luck, or deception. A very low but not impossible time
predictionmay not always be considered a lie. How unlikely should a time prediction
be to be perceived or determined as a lie?

When people in charge of the time predictions openly admit that they gave lower
time usage predictions than they believed were possible, we can know for sure that
deception was involved—but this rarely happens. Thus, the explanation that peo-
ple frequently lie when giving time predictions must usually compete with other
explanations of overoptimistic time predictions.

Take home message: We do not know how often or when deception is the main
reason for overoptimistic time predictions. There is, on the other hand, no doubt
that deception arises and does so more frequently when the person or organization
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making the time prediction has a strong incentive to give a low time prediction, for
example, to increase the likelihood of being allowed to start their pet projects.

4.7 Who Makes the Most Realistic Time Predictions?

A famous economist once visited a company producing jeans priced as high as $250
[44]. He concluded that there must be a lot of money out there, given the willingness
to pay so much for jeans. Partly based on this insight, he predicted that the inflation
ratewould becomeunusually high in the near future and he turned out to be amazingly
correct. His prediction led to fame as a prediction expert, especially since most of
the other experts made more conservative and less accurate inflation rate predictions.
But how good a prediction expert was this economist in reality? Was he right for the
wrong reasons?

Forecasters, such as the famous economist above, successful at predicting large
changes, have, on average, the least accurate predictions [45]. This phenomenon
may sound counterintuitive but it has a natural explanation. Predicting large changes
from historical performance typically means emphasizing specific information and
neglecting aggregated information, such as long-term trends or average productivity.
The strategy of reacting strongly to one or very few indicators is more likely to lead
to spectacular predictions and, hence, fame if the predictions are correct. Such a
strategy, on the other hand, is also more likely to lead to incorrect predictions, due
to its overreaction to specific information. Returning to our example, the famous
economist was among those with the least accurate predictions in the period after
his fame as a spectacular forecaster. This suggests that the main reason for his fame
was not exceptional prediction skills, but rather luck and a willingness to use specific
information (e.g. sales figures for expensive jeans) instead of aggregated information.

There are several domains where luck and bad luck—and not prediction skill—-
explain most of the variance in the prediction performance. There are even domains,
such as stockmarket investment, where all or nearly all of the variance of forecasters’
prediction performance seems to be random.5 Time prediction performance may not
be as bad as that, but there seems to be large element of random variance in who
makes the most accurate time predictions.

Even if we cannot expect anyone to consistently predict time usage accurately in
contexts with uncertainty, it is meaningful to try to find out more about the character-
istics of people who tend to give more accurate time predictions and in what settings
they are more accurate. The research on this does not give very clear answers. Never-
theless, some connections, and lack of connections, between personal characteristics
and prediction error are worth reporting.

5We once conducted a study (unpublished) of the correlation between Norwegian mutual funds’
performance one year and the following year for the period 2003–2015. The average correlation
was as low as 0.025 (0.06% explained variance). See also [46].
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Women versus men: We all know it: women are more rational than men. They
fight less, care more about other people, and perform better than men in most tasks
that require a brain. For example, an analysis of the Programme for International
Student Assessment data from 2000 to 2010 shows that girls outperform boys in
70% of the countries, whereas boys outperform girls in only 4% of the countries
[47]. Should we perhaps leave the time prediction and planning work to women?

Most time prediction studies, even those where the participants are asked to
indicate their gender, omit reporting gender differences. This suggests typically no
systematic difference in time prediction skill between men and women, because
researchers tend to publish anything they find statistically significant, even if it is not
part of their original hypotheses. A few studies, on the other hand, have suggested
that men are more—but only a little more—overoptimistic in situations involving
incentives for fast performance or when performance can be interpreted as a form
of achievement [48, 49]. In total, however, we have not been able to find good doc-
umentation of when or why men will be less accurate or more overoptimistic than
women in time prediction contexts. Most likely, gender is not a good indicator of
time prediction accuracy.

Intelligent versus less intelligent people: How about those who perform better at
school or in IQ tests? Are they better at making time predictions than other people?
Probably not, according to research [50, 51]. At best, they may be slightly more
accurate in predicting time for academic tasks. These are tasks they are better at
performing in the first place, so if they happen to be slightly better at predicting time
for such tasks, this is not very impressive.

People who believe they are good at planning and predicting: Asking people
about how good they think they are at predicting time usage does not appear to be
a reliable way of finding people who make accurate predictions. On the contrary,
overconfidence in prediction abilities may be associated with overoptimistic time
predictions. Despite not being a bulletproof personnel selection method for time
prediction tasks, theremay be something to self-reports of prediction accuracy. Those
who say that they are good at planning and at deciding how long it will take to
complete a task actually tend to be slightly better than those who do not agree
with this characterization [52, 53]. Confidence in the accuracy of a particular time
prediction, on the other hand, is not a robust indicator of time prediction accuracy [9].

Conscientious people: People who are generally more careful, diligent, and
painstaking in life tend to give themselves more time to complete tasks. This can,
in some cases, reduce the risk of too low time predictions but, in other cases, it can
increase the risk of too high time predictions [54, 55].

Happy-go-lucky people: People who are better at enjoying the present moment
and who do not worry much about the future or about past mistakes tend to predict
that boring tasks will be completed relatively early. However, such people actually
finish later than those who do not possess such qualities [56]. In other words, they
are not the type of people you should trust the most when requiring time predictions.

People trained in time prediction: If we could train people to become better at
time prediction, this could reduce problems related to cost and time overruns. When
time predictions are required, we would then simply select those who have been
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trained for such work. How do we train people in time prediction and how effective
is the time prediction training?

Training in the sense of learning about biases and the use of proper judgement
and decision methods seems to have—but beware of the limited evidence—a posi-
tive effect on judgement and decision quality [57]. However, the standard training
method of learning through feedback and reflection does not seem to work well for
time prediction. As an illustration, a learning process called the Personal Software
Process [58] includes a time prediction training program with feedback of actual
time usage and analysis of reasons for deviation between predicted and actual time
usage. Independent empirical studies analysing this training found no improvement
in time prediction accuracy from following this program [59, 60]. Similar results
were found in another study on the effect of a feedback and lessons learned training
program.6 Those who followed this training program were instructed to spend time
reflecting on what went wrong, what went well, and what could be learned from pre-
vious accurate or inaccurate time predictions. The training program did not lead to
improvements in time prediction accuracy compared to individuals who underwent
no such training program.

Amount of task experience: Generally, more experience in completing a task
tends to lead to more accurate time predictions. Research participants without expe-
rience in completing the Tower of Hanoi puzzle [62] had, for example, more overop-
timistic time predictions than those with some experience [63]. It is, however, not
always the case that more experience in completing tasks leads to higher time pre-
diction accuracy. Experience may change the way people think about a task. As
people gain experience, their mental representation of the task tends to become more
abstract, with information stored in a few larger chunks rather than as many smaller
entities that represent details of the task. This has the paradoxical effect that more
experience can lead to more overoptimistic time predictions. In a study on predic-
tions of the duration of piano tunes, participants brought their own sheet music and
were asked to predict the time it would take to play tunes that were recently learned,
well learned, and extremely well learned [64]. The piano players gave 48% too
high time predictions for recently learned pieces, 11% too high time predictions for
well-learned pieces, and 19% too low time predictions for extremely well learned
pieces. This pattern was apparent for both novices with an average of six months
of experience and advanced players with an average of 11 years of experience. The
results suggest that the piano players ‘chunked’ together larger parts of the well-
learned pieces, whereas they were more conscious about the different parts of the
more recently learned tunes.

More overoptimistic time predictions among those with more experience were
also found in a study where participants were instructed to fold a paper rabbit (an
origami task) [65]. The participants were first asked to produce one (low-experience
group), three (medium-experience group), or nine (high-experience group) rabbits.

6See [61]. Note that the time predictions were found to be more accurate due to increasingly greater
knowledge about the tasks to be completed, but this improvement was at the same level as for those
not following the time prediction training program.
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None of the participants received feedback on their time usage. The participants were
then asked to predict how long it would take to make three more rabbits. Participants
in the low-experience group tended to predict too high a time usage, whereas those
in the medium-experience group and, to an even greater extent, those in the high-
experience group predicted too low a time usage.

Before we interpret the results above as evidence of a detrimental effect of expe-
rience on time prediction accuracy, we should take a closer look at the studies. The
piano and rabbit origami studies showed more underestimation with experience but
the accuracy of the time predictions actually improved with experience. Although
the more experienced participants tended to be more overoptimistic, they also held
a more accurate view of their own performance. Furthermore, the participants in
the two experiments did not receive any feedback on actual time usage. Perhaps the
optimism in the high-experience group could have been reduced with feedback [66].

In professional life, the tasks are usually not as well defined as in the rabbit
origami and piano studies. Each new action, for example, does not usually follow the
previous one in a predetermined sequence. More complex situations seem to increas-
ingly favour the time predictions of people with more experience. In contrast to the
piano and rabbit origami experiments, a study of software professionals found that
years of relevant project experience improved the accuracy of time predictions [67].
Other studies in similar contexts have shown that professionals with more relevant
experience produce higher and more realistic, time predictions [68]. In particular,
more relevant experience seems to be related to better ability in identifying required
activities to complete a larger task or project and in assessing their complexity [28].
Ironically, this consequence of more experience is not always an advantage for those
making the predictions. The ability to identify more required activities and complex-
ities may be associated with higher time predictions and higher predicted costs. If a
client selects someone based on low time predictions or price, they may select those
with the least relevant experience, because the providers with the lowest bids may
have forgotten to include essential activities in their time predictions.

It is essential to distinguish between the relevance of experience, in terms of
similarities between the previous and current tasks, and the amount of experience, for
example, the number of years solving tasks in the same domain. While the relevance
of the experience has a clear relation to better time prediction accuracy, the amount
of more general, not closely related experience usually leads to very little, if any,
improvement [69].

Previous time prediction accuracy: A reasonably good and perhaps the best
indicator of how much you can trust a person’s time predictions is the person’s past
time prediction accuracy. In a study of software developers, previous time prediction
overoptimism was the best indicator of future time prediction overoptimism [9].
Being the best indicator does not mean, however, that this indicator is very good and
the study results suggest a large random element in time prediction accuracy, which
should not be surprising given the typical wide and long-tailed distribution of time
usage for similar tasks. Nevertheless, even an imperfect indicator is better than no
indicator and, of all the indicators discussed in this section, this one seems to be the
best, together with the amount of highly relevant experience.
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Superforecasters: Tetlock and his research team completed a series of studies on
what they referred to as superforecasters [70]. This work does not concern time pre-
dictions but is very interesting and impressive and has parallels to the findings cited
earlier in this section. Tetlock’s research team recruited thousands of highly educated
people from various professional- and science-related arenas (alumni networks, sci-
ence blogs, etc.) for a massive prediction contest. The participants made a range
of geopolitical predictions, such as ‘will the official euro to U.S. dollar exchange
rate exceed 1.40 before December 31, 2014?’ After one year, the very best of the
participants were selected as superforecasters and allowed to continue the contest
in an environment where they could post questions and comments to other super-
forecasters. The superforecasters turned out to outperform the other contestants by
a substantial margin in the second and third years of the tournament, that is, they
were not just lucky. Even more surprisingly, they beat the predictions of professional
intelligence analysts with access to classified information.

Why did the superforecasters perform better than the other forecasters? The study
did not give a definite answer, but what distinguished the superforecasters from the
other contestants was the following: they were highly motivated, highly intelligent
and knowledgeable, enjoyed solving problems, were open-minded, had a scientific
worldview, were thinking probabilistically, were willing to admit errors and change
course, and were eager to obtain and share information. The research on superfore-
casters seems to reflect some of the points made above regarding who makes the best
time predictions. For instance, time prediction accuracy was higher among those
who were good at prediction in the past, accuracy was higher among highly knowl-
edgeable individuals (i.e. specific task experience). Furthermore, the superforecasters
were better at thinking probabilistically andusing historical information (the essential
ingredients of good predictions pointed out in the Chaps. 3 and 6), and information
sharing in groups seemed to contribute to better predictions (see Sect. 7.6).

Take home message 1: Much of what we consider good prediction skills is likely
the result of random variation and luck.

Take home message 2: There are only a few reliable indicators of who will give the
most accurate time predictions and none of these indicators are very good. You will
obtain somewhat better time predictions from people with highly relevant experience
and from people who have made accurate time predictions in the past.

https://doi.org/10.1007/978-3-319-74953-2_3
https://doi.org/10.1007/978-3-319-74953-2_6
https://doi.org/10.1007/978-3-319-74953-2_7
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Chapter 5
Time Prediction Biases

To a larger extent than we like to think, our judgements and decisions are affected
by irrelevant factors. Fortunately, there are patterns to our irrationality. We are, in
a sense, predictably irrational [1]. These patterns of irrationality are what we call
judgement and decision biases. This chapter describes some of the biases relevant
to understanding when and why we make systematic time prediction errors. Better
knowledge about the biases and fallacies may help us become better at designing
time prediction processes and avoiding situations and information that mislead us.

5.1 The Team Scaling Fallacy

Let us say that you enjoy playing with Lego but not building it, so you decide to hire
a team to build a Lego model for you. The team will bill you for the total amount of
work, that is, the sum of the time spent on the task of all the workers on the team.
If you want to minimize your cost, would you hire a two- or four-person team to
complete your Lego construction work?

Usually you will benefit from hiring the smaller team, because the four-person
team would spend more time coordinating the work and thus cost you more. This
expected decrease in productivity with more people was reflected in the time pre-
dictions of the participants of a study of Lego-building teams [2]. Those in the
four-person teams predicted, on average, that they would spend a total of 30 minutes
on the task, whereas those in the two-person teams predicted that they would spend
a total of 23 minutes. The two- and four-person teams both tended to predict too low
a time usage, but those in the four-person teams gave the most overoptimistic time
predictions. The average actual time usage of the two-person teams was 36 minutes,
55% higher than they had predicted, while the average time usage of the four-person
teams was 53 minutes, 75% higher than predicted. Although the participants took
coordination costs into account, as reflected in the higher time predictions of the
four-person teams, they did not do so sufficiently. This finding, that people tend to
neglect the true increase in coordination costs with increasing team size, has been
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named the team scaling fallacy. The team scaling fallacy in the Lego-building study
was not limited to the people actually doing the building. When external judges, who
were students from another university, were asked to predict the total time usage of
the Lego-building teams, the omission of coordination costs was even more severe.
These judges tended to predict that the four-person teams would, altogether, have
a lower time usage than the two-person teams, resulting in time predictions that
would produce, on average, 140% time overrun for the four-person teams but only
45% overrun for the two-person teams. When asked about their time predictions, it
appeared that the external judges focused more on the benefits of cooperation, such
as synergies, than on the costs of coordinating more people.

The team scaling fallacy also seems to arise in the time usage predictions of
larger projects. Studies have found that IT projects with more people have a higher
likelihood of cost overrun [3, 4]. Documenting the size of the team scaling fallacy
using real-life data is somewhat problematic, since we do not know whether more
workers lead to greater coordination costs and cost overrun or whether more workers
are allocated to projects that are problematic in the first place. The Lego study, on
the other hand, does not suffer from such problems in interpretation and reliably
demonstrates the team scaling fallacy in a controlled setting.

Another example of neglecting coordination costs is the common belief that merg-
ing organizations will reduce costs and improve productivity. Much of the available
research contradicts this belief. Consider a small research institute with about 35
researchers that is merged with a larger research institute of about 150 researchers.
According to a study on coordination costs in research units, the predicted number
of administrative staff required for the small research unit will grow from the seven
originally needed for 35 researchers to 12, for their approximately 20% share of the
total number of administrative staff needed for an organization of 35 + 150 = 185
researchers. This finding is based on the following evidence-based relation between
administrative and academic staff [5]:

Administrative sta f f � 0.07 × Academic sta f f 1.3

The important property of the formula is its nonlinearity. A doubling in the number
of academic staff does not require merely a doubling of the administrative staff but,
rather, a 2.5 (=21.3) times increase. When the number of academic staff is 10 times
higher, the administrative staff needs to be as much as 20 (=101.3) times larger.

This formula was developed for academic organizations and there may be organi-
zational growth and mergers that lead to much smaller increases or even a decrease
in the need for administration. It is nevertheless a useful reminder of how coordi-
nation and administration tend to increase nonlinearly with team and organization
size.1 Good project planners and organizers are well aware of this effect, and are
able to take the disproportionally higher costs of administration in larger projects

1The effect of decreasing productivity with increasing team size has been repeatedly documented.
One of the first to do so was the French agricultural engineerMaximilien Ringelmann (1861–1931).
Ringelmann also found an increased risk of ‘social loafing’—lower motivation to contribute—with
increased work unit sizes. Frederick Taylor (the father of scientific management) had previously
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into account, but it is not uncommon to neglect or underestimate this increase. As an
illustration of how coordination costs can increase more than we would intuitively
expect, recall that there was as much as a 50% increase in total time usage when
going from a two- to a four-person Lego construction team.

Awareness of the team scaling fallacy is also important when predicting time
based on past time usage in other projects or tasks. For example, it is not a good
idea to use the unadjusted productivity of one project to predict the time usage for
another project when their team sizes are very different.

Take home message: A workforce that is twice as large tends to deliver less than
twice as much output per time unit due to an increase in the need for coordination.
When predicting time usage for projects with many people, one usually needs to
include a larger proportion of work on project management and administration and
assume lower productivity than in smaller projects.

5.2 Anchoring

The anchoring effect may be said to be the king of human biases. Many biases
sometimes arise and sometimes do not and, when they do, they tend to be small.
Studies on anchoring, on the other hand, hardly ever fail to show large effects. So,
what is anchoring?

The most famous study of the anchoring effect involved a rigged wheel of fortune
and asked the question ‘What percentage of the members of the United Nations (UN)
are African countries?’ First, the research participants spun the wheel, which stopped
at 10 or 65, depending on how the wheel was rigged, and were asked whether they
thought the percentage of African countries in the UN was more than or less than the
number on the wheel. Following that question, the participants were asked to predict
the proportion of African countries in the UN. The difference in answers between
two groups of participants, one with the wheel stopping at 10 and another at 65, was
striking: those in the first group gave a median prediction of 25% African countries
in the UN, while those in the second group gave a median prediction of 45% [6].
It is hard to imagine that the participants would think that a number on a wheel of
fortune, that they believed gave a random number between zero and 100, revealed
any information about the actual proportion of African countries in the UN. They
were, nevertheless, strongly affected by the number presented to them.

Many anchoring studies in time prediction contexts follow the same procedure
[7]. Study participants are first introduced to a task description and asked whether
they think the task will take more or less time than a given time usage, which plays
the role of an anchoring number. Typically, one group of participants is presented
a high time usage anchor and another a low time usage anchor. Subsequently, all
the participants are asked to predict the time required to complete the task. This

identified similar challenges with group productivity in his work on process improvement in the
steel industry.
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procedure always2 produces time predictions that are biased towards the anchoring
number. Even anchoring numbers that are completely unrelated to the time prediction
task, such as digits from Social Security numbers or phone numbers, may strongly
affect people’s predictions. More relevant numbers, such as the past time usage of
a task, is usually—but not always [8]—more potent as anchors than completely
irrelevant ones [9].

The relevance of the anchoring bias outside artificial experimental settings is well
documented. We found, for example, that software professionals’ time predictions
were strongly affected by knowledge about what a customer had communicated as an
expectation of time usage, despite knowing that the customer had no competence in
predicting the time usage [10]. When the software professionals were asked whether
they thought they had been affected by the customer’s expectations, that is, the
anchoring information, they either denied it or responded that they were affected
only a little. This feeling of not being much affected when, in reality, one is being
affected a great deal, is part of what makes the anchoring bias so potent and hard to
avoid.

What if the customer’s expectation represents a totally implausible time usage
anchor? In an experiment with software professionals [11], we informed one group
of participants that the customer expected a task to take about 800 hours (a very
high anchor), another group that the expected time usage was 40 hours (a rather low
anchor), and a third group that the customer expected the task to take only four hours
(an implausibly lowanchor).All participantswere instructed to dismiss the anchoring
information when predicting. Those in a control group, who received no information
about the customer’s expectations, gave amedian time prediction of 160 hours. Those
in the high anchor group (800 hours) gave the highest time predictions, with amedian
of 300 hours. The rather low anchor group (40 hours) gave a median time prediction
of 100 hours. Themost striking finding was, however, that those with the implausibly
low anchor (four hours) gave even lower time predictions, with a median of 60 hours.
This group was even more affected than the group given the somewhat more realistic
low anchor. Anchoring studies in other contexts show similar results. Even extreme
anchors or suggestions, for instance, that the length of a whale is 900 metres (an
unreasonably high anchor) or 0.2 m (an unreasonably low anchor), are at least as
effective in influencing people’s predictions as more realistic anchors are [12]. Thus,
the effect of anchors does not always depend on their realism or on a belief that they
reveal relevant information.

Anchoring effects are fairly robust to all kinds of warnings and there is so far
no efficient strategy to remove the effect. The following are instructions from two
different studies on anchoring:

• The client does not want you to be affected by his cost expectation in your esti-
mation work, and wants you to estimate the effort that you most likely will need

2Always is a strong claim, but after conducting numerous such experiments, most of them for
educational purposes, we feel fairly confident that this is true. It is especially easy to create large
anchoring effects in situations in which there is a substantial element of uncertainty involved in the
predictions.
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to develop a quality system that satisfies the needs described in the requirement
specification [11].

• I admit I have no experience with software projects, but I guess this will take about
two months to finish. I may be wrong, of course; we’ll wait for your calculations
for a better estimate [13].

Although the abovewarnings cast serious doubt on the relevance of the initial time
predictions or expectations of the customers, that is, the time prediction anchors, they
did not even come close to removing the influence of anchors.

One does not need numbers to produce anchor-like effects. In one study, the exact
same software development task was described as either developing new functional-
ity, a description usually applied for larger pieces of work, or as a minor extension, a
description usually applied for smaller, simpler tasks [11, 14]. Those who received
the task described as a minor extension gave much lower time predictions than those
predicting the time to develop new functionality.

Evidence on the importance of the anchoring effect includes findings from ran-
domized controlled field experiments. In one such experiment, actual software devel-
opment companies were paid for giving second-opinion time predictions based on
project information [15]. Half of the companies received the project information
with different variants of anchoring information included. The anchoring informa-
tion seemed to have a bit weaker effect than what is typically reported in laboratory-
based studies. The strongest effect was found for a low anchor, in the form of a
short expected completion time (‘the work should be completed in three weeks from
the startup date’). In reality, a short development period would lead to more—not
less—time usage, because a larger team of people would be required to complete the
project on time and more people means higher coordination costs. The companies,
on the other hand, gave lower time predictions when the development period was
short.

A real-life case of the sometimes devastating effect of anchoring involved a Nor-
wegian public agency that invited software companies a few years ago to bid for a
software project. As part of the announcement, the company stated that its initial
budget was e25 million. The initial budget was based on a so-called informal dialog
with the market. As expected from what we know about the anchoring effect, the
time predictions received from the bidders typically represented costs close to e25
million. The actual cost, however, turned out to be arounde80million and the project
ran into huge problems, partly due to the vast underestimation of cost and time, and
was eventually cancelled.3

The anchoring effect is sometimes used to our disadvantage, such as setting a
minimum payment requirement on a credit card bill. A study found that, if this
minimum amount were removed from the bill, the repayment increased by 70%
[17]. A low minimum payment, representing a low anchor, on a credit card bill

3See [16]. The project was restarted and it ran into new time prediction problems but, in the end, it
was able to properly predict the time usage, plan the project, and deliver a good software solution
to its users.
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makes you pay off less debt, which, in the long run, produces higher costs for you
and higher profits for those who presented the low anchor value.

There is no single explanation why anchors affect people’s time predictions. One
explanation is that an anchor triggers associations [12], for instance, a low anchor
makes you think about tasks and solutions that are easy andquick to carry out.Another
explanation is that people start out at the anchor value and adjust until they arrive at
what they think is a reasonable time prediction. Since the range of reasonable time
predictions can be large, the first value that seems reasonable after adjusting from
the anchor will be too close to the anchor. In other words, people adjust insufficiently
[18]. A third explanation is based on conversational norms. If you ask whether my
project will require more or less than 30 work hours, I will assume that you believe
30 hours is a plausible prediction or you would not ask such a question. However,
as explained above, even anchors based on random numbers seem to have an impact
on judgement. A fourth explanation is that the anchor distorts the perception of the
response scale [19]; that is, when larger quantities are anchors, such as 300 work
hours, two hours does not appear to be much work but, when exposed to shorter
durations, such as 15 minutes, two hours seems like a large amount of time. Which
explanation is better seems to depend on the context. It is also reasonable to assume
that anchoring can be caused by more than one phenomenon [20].

Take home message 1: Anchoring effects in time prediction contexts are typically
strong. The only safemethod for avoiding anchoring effects is to avoid being exposed
to information that can act as a time prediction anchor.

Take home message 2: Anchors come in many shapes and disguises, such as bud-
gets, time usage expectations, words associated with complex or simple tasks, early
deadlines, and even completely irrelevant numbers brought to your attention before
predicting time usage.

5.3 Sequence Effects

The sequence effect, as several other biases presented later, may be a close cousin
of the anchoring effect. When sequence effects occur, the anchor is disguised as a
preceding time prediction. If you first predict that it will take 10 minutes to do the
dishes, your time prediction for cleaning the entire housemay be two hours. If, on the
other hand, you first predict that it will take two days to paint the house, your house
cleaning time prediction might be three hours. Although we have not specifically
tested the above example, studies suggest that such effects on your house cleaning
predictions are likely [21, 22].

We evaluated the sequence effect in the context of software development, with
software professionals divided into two groups. One group first predicted the time
usage of a large task and then a medium large task. The second group first predicted
the time usage of a small and then the same medium large task as the first group. The
first group predicted a median time usage of 195 hours for the middle-sized task,

www.dbooks.org

https://www.dbooks.org/


5.3 Sequence Effects 61

whereas the second group gave a median estimate of 95 hours for the same task. In
other words, their predictions of the medium task were biased towards their initial
prediction of a different task [23].

Sequence effects are quite general and appear in most, perhaps all domains. For
instance, when research participants predicted the price of 100 chairs from an Ikea
catalogue, the predicted prices depended on not only the chair’s actual price but also
the predicted price given for the preceding chair [24].

Take home message: Your previous time prediction will typically influence your
next time prediction. Predictions are biased towards previous predictions, meaning
that predicting the time of a medium task after a small task tends to make the time
prediction too low and predicting the time of a medium task after a large task tends
to make the time prediction too high.

5.4 Format Effects

Time predictions typically answer questions such as ‘How long will it take?’, ‘How
many work hours will this require?’, and ‘How much time do you need?’ The
responses to these questions involve judging how much time one will need for a
given amount of work. However, we could turn the question around and ask how
much work one can do within a given amount of time. Examples of this alternative
request format are ‘Howmuch of the work are you able to complete within five work
days?’, ‘Howmany units can you complete before lunch?’, and ‘Do I have time to eat
breakfast before the meeting starts at 9:00?’ That is, instead of giving an amount of
work and requesting a prediction for the time usage, one can instead give an amount
of time and request a prediction for the amount of work to be completed within the
given time frame. The basic finding from studies on such inverted time prediction
formats is that the more work you have lined up and the less time you have at your
disposal, the more overoptimistic your time predictions will be.

One of the first studies of the inverted time prediction format varied the number
of errands one could complete (six vs. 12 potential errands) and how much time one
had at one’s disposal (two hours vs. four hours) [25]. Those who had 12 potential
errands believed they could complete more errands within the given time than those
who had six potential errands. Furthermore, those who were to predict work to be
done within two hours believed they would complete more errands per hour than
those with four hours available. Consequently, the participants with the 12 errands
and only two hours of time available were the most overoptimistic. They predicted
that they would be able to run errands within two hours that, in reality, would take
about five hours to complete (150% overrun).

We found a similar effect among students predicting the time to read or walk a
certain distance. The students gavemore optimistic predictions on how far they could
walk and how many pages they could read when given a short time frame. When
given fiveminutes to read from a book, the participants predicted that theywould read
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four pages within this time frame (=0.8 pages per minute) but, if given 30 minutes,
they predicted that they would read only 10 pages (=0.3 pages per minute) [26]. In
other words, reducing the time frame from 30 minutes to four minutes almost tripled
the predicted productivity, but hardly the real productivity.

The same format effect arose for IT professionals predicting the time usage to
complete software development work. A group of IT professionals predicted how
much of a project they would be able to complete in either 20 or 100 work hours.
Those given 20 work hours believed they could complete tasks corresponding to
about 20% of the project, while those given 100 work hours believed they could
complete 50%. This means that the participants with the 20-hour time frame thought
they would be twice as productive as those with the 100-hour time frame (1% vs.
0.5% of the total project work per hour).

The format effect may be one of the more important effects to worry about when
predicting time or requesting time predictions. Do not ask how much your colleague
can complete in 15 minutes or other short periods; instead, it is usually better to ask
how much time is needed for a given amount of work.

There are contexts inwhich the inverted time prediction format seems to be useful.
In so-called agile software development, the team considers howmany requirements
(called user stories) they have been able to complete in the previous weeks and uses
this information to predict the amount of work to be completed next week. This
approach seems to lead to fairly accurate predictions of next week’s work output.
Consequently, it could be that the inverted format is mainly problematic when we
lack or ignore historical data on productivity.

Take home message: When the time frame is short and a large amount of work
must be done, the inverted request format, ‘How much do you think you can do in
X hours?’, tends to lead to more overoptimistic time predictions.

5.5 The Magnitude Effect

The magnitude effect is the observation that the time usage of larger tasks tends to be
underestimated by a greater amount, in both percentage and absolute underestima-
tion, than the time usage of smaller tasks, which may even tend to be overestimated.
The effect is easily observedwhen, for example, comparing the time and cost overrun
of multimillion-euro projects with those of smaller projects [4].

Although the larger time and cost overruns for large projects are frequently
reported in the media and the association between task size and overrun is exten-
sively documented in research, there are good reasons to believe that the effect
is exaggerated and sometimes does not even exist. One reason for an artificially
strong association between project size and time overrun is that actual time usage
is used both as a measure of task size and as part of the time prediction accuracy
measure (coupling of variables). Why this would create an artificial or exaggerated
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association between project/task size and overrun is a bit difficult to explain, but let
us try in an example. Consider the following two situations.

Situation 1: The task size is measured by the actual time usage

Assume that several workers with about the same experience are asked to execute the
same task, independently of each other. A reasonable time usage prediction would
be the same number of hours for all of them. Let us say that we predict the task will
take 100 hours for each worker. Even though their experience levels are very similar
and a reasonable predicted time usage for each of them is the same, we cannot expect
that their actual time usages will be the same. Some will have bad luck, perhaps get
distracted to a larger extent than the others, and spend more than 100 hours, while
others may be more fortunate and spend less than 100 hours. Since we predicted
100 hours for all of the workers, we underestimated the time for the workers with
bad luck and overestimated the time for the lucky workers. If we use actual time
usage as our measure of task size, we see that the ‘large tasks’, defined here as
those with an actual time usage greater than 100 hours, were underestimated and the
‘small’ tasks, defined here as those with an actual time usage under 100 hours, were
overestimated. In other words, the use of actual time usage as our task size measure
has created an artificial magnitude effect where increased task size, measured as an
increased actual effort, is associated with an increased time overrun. On the other
hand, we do know that there is no real connection between time overrun and the true
task size, since the task is exactly the same for all workers. The connection between
task size and overoptimistic predictions is just a result of random variation in the
actual time usage, the degree of luck and bad luck, and the fact that we used actual
time usage as our measure of task size.

Situation 2: The task size is measured by the predicted time usage

People’s time predictions have random components. The randomness of people’s
judgements may be caused by predictions made earlier that day, by what comes to
mind at the moment they make the prediction, individual differences, and so on. This
randomness in time prediction, similarly to the randomness in actual time usage,
can create an artificial association between task size and time overrun. Assume that
several people predict the time they need to complete a task. The task is the same
for all of them and requires 100 hours, independent of the person completing it; for
example, the task may be to watch eight seasons of the Andy Griffith Show. In this
case, people who predict more than 100 hours will overestimate the time usage and
those who predict less than 100 hours will underestimate the time usage. If we use the
predicted time as our measure of task size instead of the actual time as in the previous
example, we have a situation in which the ‘larger’ tasks—which are not truly larger
but just have higher time predictions—are overestimated and ‘smaller’ tasks—those
with lower time predictions—are underestimated. As in Situation 1, there is no actual
relation between the true task size and the degree of over- or underestimation. The
observed association is simply a result of random variation in time predictions and
the fact that we used predicted time usage as our measure of task size.
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The above two situations illustrate that we should expect greater time overrun for
larger tasks when the task size is measured as the actual time usage (or cost) and
greater time underrun for larger tasks when the task size is measured as the predicted
time usage (or budgeted cost). This was also the case in a comparison of the results
from 13 different studies on the magnitude effect [27]; all seven studies that had
used actual time or actual cost usage as the measure of task size found greater
underestimation of larger tasks. This finding is in accordance with the common
claim that overrun increases with increasing task size. In contrast, the studies that
used predicted time usage or budgeted cost as their measure of task size found little
or no underestimation of larger tasks.

So what is the true story about the relation between task size and time over-
runs? One way of reducing the methodological challenges of studying this relation
is through controlled experiments. In controlled experiments, the task size may be
set by the experimenter and there is no need to use predicted or actual time as a size
measure.4 One controlled experiment on this topic used the number of sheets of paper
in a counting task as the measure of task size [28]. Participants received stacks of
paper and predicted how long it would take to count the sheets of paper. An analysis
of the time predictions showed that people were more optimistic for larger stacks of
paper (larger tasks) than for smaller stacks (smaller tasks).5 Other controlled exper-
iments with the task size set by the experimenter have shown similar results: larger
tasks were more likely to be underestimated than smaller tasks were [26]. In fact,
an entire literature shows that people typically underestimate large quantities of any
kind (duration, size, luminance, etc.) more than smaller quantities [30].

Consequently, the true magnitude effect, supported by the findings of controlled
experiments, is that we should expect greater overestimation, or at least less under-
estimation, with smaller tasks and greater underestimation, or at least less overesti-
mation, with larger tasks. A natural question is then what constitutes small and large
tasks? Not surprisingly, what is perceived as small and large and, consequently, the
magnitude effect depends on the context.

An experiment on time perception may serve as a good example of how the con-
text defines whether a task is small or large [31]. In this experiment, people watched
a circle on a computer screen for varying amounts of time (between 494 millisec-
onds and 847 milliseconds) and were asked to reproduce this interval by pressing the
spacebar on a computer keyboard. The data showed that the longer intervals were
underestimated, whereas the shorter intervals were overestimated. The intervals in
the middle of the distribution were rather accurately estimated. The next week, the
participants repeated the procedure but, now, with a change in the range of the inter-
vals (between 847 and 1200 milliseconds). In the first session, the 847-milliseconds
interval was the longest and most underestimated, but in the second session it was
the shortest and was consequently overestimated. This rather elaborate experiment

4The experimental manipulation means that we neutralize the effect of the random variation in the
measure of task size; that is, task size is not a random variable but, instead, a variable fixed by the
experimenter.
5A reanalysis presented in [29].
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(each participant was required to produce about 4500 judgements) demonstrates that
larger stimuli are underestimated by greater amounts than smaller stimuli are and
that the context establishes what is considered large or small. By the way, this result
was also thoroughly documented in a study published in 1910, more than 100 years
ago [32].

The experiment described above shows how judgements are biased towards the
middle of the distribution of a set of durations. Usually, in the context of time predic-
tions, we do not know this distribution and we do not know what kind of information
people take into account in their mental representations of typical or middle time
usage. It is, for example, possible that the time it usually takes to drive to work influ-
ences time usage predictions in other situations, such as predictions of time spent
walking to the nearest grocery store fromhome. The research on the influence of prior
time usage experience, distributions, and time usage categories on time predictions
is very limited.

Time prediction biases, by definition, describe systematic deviation from real-
ity. Biases should consequently be avoided. When it comes to the magnitude bias,
however, it is not obvious that we can or should try to avoid it, especially when the
prediction uncertainty is high. Adjusting judgements towards the centre of the distri-
bution of similar tasks will inevitably produce a magnitude bias, where larger tasks
are underestimated and smaller tasks are overestimated. In the long run, however,
this tendency or strategy actually provides more accurate time predictions. Time pre-
dictions are inherently uncertain and the best strategy in the face of this uncertainty
is often to be conservative and rely on the middle time usage of similar tasks. The
more uncertain you are, themore you should adjust your time predictions towards the
middle time usage of previously completed tasks.When high average time prediction
accuracy is the goal, there may be no need to correct for the magnitude bias.

What about large projects with major time and cost overruns? Are those overruns
the products of magnitude bias? The experimental research on magnitude effects
concerns small or extremely small tasks and we do not know howmuch or whether a
magnitude effect plays a role in the time overruns of larger projects. The magnitude
effect does, however, seem to be at work when predicting the time usage of software
development tasks that are parts of larger projects. Dividing software development
tasks into smaller subtasks, for example, has been observed to increase the prediction
of the total time usage [33].

Take home message 1: Larger projects have been frequently reported to suffer from
greater underestimation than smaller projects (magnitude bias) but, with observa-
tional data (as opposed to controlled experiments), this association between task size
and prediction bias may be due to statistical artefacts.

Take home message 2: Controlled experiments, avoiding the statistical problems
of observational studies, suggest that a magnitude bias actually exists, at least for
predictions of relatively small tasks.
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Take home message 3: Predicting that the time usage is close to the average of
similar tasks will result in a magnitude bias but may also increase the accuracy of
the predictions in situations with high uncertainty.

5.6 Length of Task Description

A group of software developers was asked to predict the time they would need to
develop a software application. The software application was described as follows:

The application should take one picture every time ‘ENTER’ (the Return key) is pressed.
New pictures are taken until the person is satisfied and selects one of them. During the
picture taking and selection process, the last 20 pictures should be displayed on the screen.
The selected picture should be stored on the hard disc as a.jpg file with proper naming. The
application should run on a Microsoft Windows XP platform and work with an Apple iSight
web cam that features auto focus. This camera comes with a Java interface, and is connected
to a Dell Latitude D800 laptop. The laptop is connected to the local area network available
at the premises (10 Mbit/s).

Another group of software developers received the following, longer task description:

The application should take one picture every time ‘ENTER’ (the Return key) is pressed.
New pictures are taken until the person is satisfied and selects one of them. During the
picture taking and selection process, the last 20 pictures should be displayed on the screen.
The selected picture should be stored on the hard disc as a.jpg file with proper naming. The
application should run on a Microsoft Windows XP platform and work with an Apple iSight
web cam that features auto focus. This camera comes with a Java interface, and is connected
to a Dell Latitude D800 laptop. The laptop is connected to the local area network available
at the premises (10 Mbit/s).

The e-dating company sugar-date.com specializes in matching e-daters (people looking for
a friend/partner/etc.) based on an extensive personal profile with 70 dimensions. The profile
is based on questions that are carefully formulated and selected to establish and enable the
matching of the preferences of both young and old. The matching process is performed by a
sophisticated algorithm that has been developed by leading researchers in psychology. The
matching process results in, for each of the relations to othermembers of a database of people,
a score between 0 and 100. This unique system has received worldwide attention. In fact,
many of the features in their matching processes have led other major e-dating companies
to change how they do their matching of e-daters. The e-dating system on sugar-date.com is
also used for e-dater parties—these are large dating party events, held at up-class restaurants
and clubs. At the premises, PCs, digital cameras and printers provide each e-dater with a
card showing the photo of the 18 other e-daters present who are their best e-dating matches
(highest scores). As members arrive at the party, they are guided to one of many locations
inside the premises where they can have their photo taken. The photo is attached to their
profile and printed on the cards of those who have them as one of their 18 best matches.
Many of the members are concerned that they look good on the photo (naturally), so several
shots are often necessary. At present, the photographing process is quite slow, due to the
many manual steps involved in taking, picking and storing the photos. The managers of
sugar-date.com are as always eager to improve their business processes and are not satisfied
with the current photo capturing.
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If you read the two task specifications carefully, you will, probably even without
any software development competence, see that they have the first part in common
and that the text added for the second group does not add any information useful
for developing the software. Rationally speaking, the task is the same and the time
predictions should be the same for the two groups. The experiment, however, found
that the longer text led to substantially higher time predictions. The median time
prediction was 66 work hours for the short version and 90 work hours for the longer
version [14]. The software developers seemed to have used the length of the descrip-
tion and not just the actual work requirement as an indicator of the time required
for the task. Similar effects were found among students, who predicted that they
would need much more time (40% more, on average) to read a text printed on 40
double-spaced, single-sided pages than the same text printed on seven single-spaced,
double-sided pages [34].

Based on the above two studies, one may gain the impression that it is easy
to manipulate time predictions by increasing or decreasing the length of the task
description. However, this was not the result from a field experiment with software
companies [15]. In this experiment, one group of software companies received a spec-
ification on a few pages and another group received the same specification on many
more pages. The median time predictions of the two groups were about the same.
The effects of increased task description lengths on time predictions are remarkable
when they occur, but they may not be very large for important time predictions in
real-world contexts made by people experienced in the task.

Take home message: Longer task descriptions tend to increase the time predictions,
but the effect may be weak for important real-world time predictions by people with
relevant experience.

5.7 The Time Unit Effect

Do you feel that 365 days is longer than one year? Most people seem to feel that
way. The likelihood of starting a diet is, for example, higher when the diet program
is framed as a one-year plan rather than a 365-day plan [35]. If you find this effect
amusing, an even more remarkable and frightening result was reported in a study on
judges [36]. Active trial judges were given hypothetical cases and asked to decide
what would be the appropriate length of the prison sentences for the offenders. One
group of judges was asked to give sentences in months and the other group was asked
to give sentences in years. The average length of the sentences, when given in years,
was 9.7 years, whereas the average length of the sentences for the same crimes, when
given in months, corresponded to 5.5 years (66 months). So, if you happen to commit
a crime, you should really hope that the judge gives your sentence in months, or,
perhaps even better, in weeks or days, rather than in years.

If we feel that 365 days or 12 months is longer than one year, we should also think
that it is possible to complete more work in the same time frame when the prediction
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uses a time unit of fine granularity, that is, a unit that leads to high numbers. For
instance, we should feel that we are able to complete more work in 40 work hours
than in five work days of eight work hours each. Being affected not just by the actual
magnitude of the work, time, or other quantities but also by the nominal values used
to describe the magnitude is called the numerosity effect [37].

The numerosity effect is not the only reason we should expect higher time predic-
tions when using, for instance, work weeks rather than work hours. The unit itself
may indicate what the person requesting the prediction thinks about the time needed.
A person would hardly ask how many months a project will take unless the work
is considered substantial. Consequently, the granularity of time units may work as a
sort of time prediction anchor. Asking for time usage predictions in person-months
makes people think of the task as large, whereas asking for predictions in work hours
makes people think the task is smaller. The influence of the unit itself is called the
unitosity effect [38].

We would expect that both the numerosity and unitosity effects lead to lower time
predictions with finer granularity time units, as in predicting time usage in work
hours instead of work days or person-months. Is this really the case? Can we affect
people’s time predictions simply by requesting them in a different time unit?

To test this, we invited 74 software professionals, all experienced in predicting
time usage, to participate in an experiment [39]. Half of them predicted the software
development time usage in work hours and the other half in workdays. The latter
group also indicated how many work hours they usually included in one workday to
enable a conversion fromworkdays to work hours. Two tasks were predicted: For the
first, smaller task, those predicting time usage inworkdays predicted almost twice the
number of work hours as those predicting in work hours (88 vs. 45 work hours). For
the second task, the relative difference was smaller (335 work hours when predicted
in workdays vs. 224 work hours when predicted in work hours) but still substantial
and in the expected direction.

The effect of the time unit seems to be less important when predicting the work
to be completed in a given amount of time, as opposed to predicting the time to
complete a task. In an unpublished study, we asked students howmany pages of their
psychology book they could read in either half an hour or 30 minutes. The mean
values of the predictions were practically identical (about nine pages). We have also
conducted an unpublished study on software development tasks that showed no effect
of the units when people were asked how much they thought they would accomplish
within a given time frame.

Take home message 1: The selection and use of units in time predictions matters.
Coarser-granularity units tend to lead to higher time predictions. In a context where
overoptimistic time predictions are typical, it is important to avoid predicting time
in finer granularity time units, such as work hours for tasks that require several
person-months.

Take homemessage 2: The choice of time units when predicting the amount of work
to be completed in a given time seems to have little or no effect, such as in predicting
the amount of work that can be completed in two hours versus 120 minutes.
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Chapter 6
Uncertainty of Time Predictions

There is a degree of uncertainty in all time predictions. We would not even use the
term predict if there were no uncertainty in our statements about the usage of time
for future tasks. A realistic view of this uncertainty is essential, as illustrated in the
following real-life case.

A clientwas hiring a consultancy company to develop a large and costly IT system.
The client suggested a risk-sharing contractual model designed so that the cost of
work beyond the predicted time usage (used to calculate the target price) would be
split 50–50 between the consulting company and the client. The consulting company,
however, was so confident about the accuracy of its time prediction that it suggested
an alternative risk sharing model. In its model, which eventually was chosen for the
project, the client covered more of the cost if there was a time overrun of less than
30%. The consultancy company would, on the other hand, not get paid at all for work
that exceeded the 30% time overrun. Apparently, the consulting company believed
that the actual time usage exceeding the predicted time usage by more than 30% was
extremely unlikely. What happened? The exact figure was not made public, but the
consultancy company suffered a large financial loss that could have been avoided if
it had accepted the initial suggestion to split all additional costs 50–50. One might
think that this was mainly a negative outcome for the consultancy company. After
all, the client did not have to pay anything for the additional work. However, it is
very difficult to collaborate with contractors who do not get paid for work done.
The consequence was a decrease in quality and endless discussions about whether a
feature of the software was specified in the contract or should be considered a change
order, leading to extra payment. In such cases, the client often ends up paying much
of the overrun, receives a product of low quality and low usefulness, and spends
costly time in discussions and perhaps even in court to settle disagreements related
to payments—all of this due to underestimating the uncertainty of time predictions.

Itwill probably not come as a great surprise that people generally trust the accuracy
of their time predictions to a greater extent than they should; that is, people tend to
be overconfident more often than underconfident regarding the uncertainty of their
time predictions [1]. This tendency was illustrated in a study in which students were
given a software programming assignment [2]. Before completing the assignment,
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they were instructed to predict the upper limit (maximum) of time usage, a value
they were instructed to be 99% sure not to exceed, and the lower limit (minimum), a
value corresponding to the amount of time they were 99% sure of surpassing. This
minimum–maximum interval is a 98% prediction interval, that is, an interval that
should be 98% likely to include the actual time usage. If the students’ confidence
levelswere realistic, one should expect the actual timeusage to beoutside the intervals
for only 2% of the students. After completing the programming task, however, as
many as 43% of the students failed to include the actual time usage in their prediction
intervals.

Predicting in groups may reduce but does not remove overconfidence. We once
asked software professionals, first individually and then in teams, to predict the time
usage and provide a 90% prediction interval for a software development project [3].
The prediction intervals given individually were the most overconfident, with only
10% of the actual time usages inside the interval (the intervals should have covered as
much as 90%). The team discussion-based prediction intervals were better, including
40% of the actual time usage but still indicating overconfidence. It appeared as
team members with conservative time predictions and wider individual prediction
intervals had a greater influence on the teams’ predictions than the most optimistic
and overconfident members did.1 There is, of course, no guarantee that this will
happen in other contexts. Group work may sometimes increase willingness to take
risks, as well as probably the overconfidence in time predictions.

Take home message: Expect people, even when working in groups, to be over-
confident in the accuracy of their time predictions (i.e., they give too narrow time
prediction intervals).

6.1 Why Are We Overconfident?

Why are people overconfident in the accuracy of their time predictions?One explana-
tion is that most people have no way of knowing whether they are 50%, 90%, or 99%
confident.We are simply not equippedwith good skills, or intuition, in understanding
and assessing confidence levels expressed as probabilities.2

A demonstration of our limited ability in assessing confidence levels as proba-
bilities is reported in a study where one group of participants was instructed to give

1Note that whether the actual time usage of a single project is inside or outside a prediction interval is
not necessarily a good indicator of an individual’s ability to produce realistic intervals. A very high
actual project time usage far outside the boundaries of the prediction intervals may, for example,
be a consequence of extremely bad luck with the project, that is, a rare situation not meant to be
included by the prediction interval.
2It is astonishing that so many prediction models, time prediction practices, and project manage-
ment textbooks are based on the assumption that people are equipped with good judgment on, for
example, the minimum and maximum time usages connected with 98 or 90% confidence. This is
an unfortunate example of the lack of transfer of research results from the domain of psychology
to the domain of engineering and project management.
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99% prediction intervals, a second group 90% prediction intervals, a third group 75%
prediction intervals, and a fourth group 50% prediction intervals. We would expect
that the groups with higher confidence levels also gave wider intervals. This was not
the case. All groups gave, on average, about the same time prediction intervals. Other
studies have shown similar results. People seem to provide what they consider to be
a reasonable low time prediction (the minimum value) and a reasonable high time
prediction (the maximum value) more or less irrespective of the confidence level
requested [4].

Given the above results, in many contexts, it may be more correct to talk about
the ignorance of confidence levels in time predictions rather than overconfidence
[5]. If ignorance of confidence levels is common, we will find that the higher the
confidence level you ask for, the more overconfident people will appear to be. For
typical software development work, for example, a possible rule of thumb based on
various published and unpublished studies is that people’s perceptions of minimum
and maximum time usage frequently correspond to a hit rate (proportion of actual
values included in the predicted minimum–maximum interval) of 50–70% [6]. This
means that most people will be overconfident when asked to give a 90% confidence
interval, but not when asked for a 50% confidence interval.3

Another factor contributing to too narrow, apparently overconfident time predic-
tion intervals is the wish to provide useful information and to be seen as competent
(see also our discussion on this topic in Sect. 3.1). A software professional we once
interviewed reported that ‘[wide prediction intervals]will be interpreted as a total lack
of competence and has no informative value to the project manager. I’d rather have
fewer actual values inside the minimum–maximum interval than providing mean-
ingless, wide effort prediction intervals’. This desire to provide informative inter-
vals seems to be reinforced by managers. In one study, software managers received
information about the prediction intervals of two software developers. One of the
developers was described as giving wide 90% confidence time prediction intervals
and attaining a hit rate of 80%. The other developer gave more narrow 90% predic-
tion intervals of time usage and attained a hit rate of only 60%. Despite the higher
degree of realism of the wide interval, most managers preferred the narrow interval
and believed that the developer who provided this was more skilled and had greater
knowledge of the task. Most managers even believed that the developer with the nar-
rower interval had more knowledge about the task’s uncertainty [3]. Furthermore,
a study on environmental change predictions suggested that people can perceive
narrow confidence interval as signals of high confidence (e.g. 90% sure), whereas,
in reality, narrow intervals are less likely to include the actual outcome than wide
intervals are and should be associated with lower confidence [7].

Take home message 1: Overconfidence in the accuracy of time predictions is often
more correctly described as ignorance of confidence levels expressed as probabili-
ties. When unaided by historical data, people tend to give the same minimum and

3Be aware that the given rule of thumb of a 50–70% hit rate does not apply to all sorts of work.
Different contexts will have different hit rates.
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maximum time usage values for widely different confidence levels, for example,
little difference between 90 and 50% prediction intervals.

Take home message 2: Overconfidence may also be caused by a desire to give
informative time prediction intervals and to appear competent.

6.2 What Can We Do to Avoid Overconfidence?

Ignorance of confidence levels, the wish to be informative, and the desire to be
perceived as competent may, as claimed in the previous section, explain to some
extent the typical overconfidence in time prediction accuracy in high-uncertainty
situations. The more important question is whether we can do something about it.
While it may be hard to avoid overconfidence altogether, there are methods that seem
to improve the realism of time prediction intervals.

6.2.1 The Use of Alternative Interval Prediction Formats

Instead of asking for a minimum–maximum time interval corresponding to 90%
confidence, we could turn the question around.We can ask for the level of confidence
for a given minimum–maximum time usage interval. If you think 100 work hours
is a reasonable time prediction for a certain job, then you could use the time usage
corresponding to, say, 50–200% of this prediction (in this case the interval between
50 and 200 work hours) and ask for the probability of the actual time usage falling
between 50 and 200% of the predicted time. Studies report a remarkable reduction
in overconfidence when using this alternative request format for wide time usage
intervals [6]. When, on the other hand, the time prediction intervals were narrow,
this request format did not increase realism [8]. For example, software developers
believed that it was at least 60% probable that the actual use of time would be within
±10%of the predicted use of time. In reality, only 15%- and not 60%—of the projects
fell within the ±10% prediction interval.

A potential advantage of the alternative format is that it eases the use of historical
data. In situations with tasks of varied size and complexity, it is difficult to use
historical data on time usage to calculate a 90% prediction interval for a new task.
It is easier to use the historical data from tasks of various sizes and degrees of
complexity to develop a distribution for the time prediction error. The latter can,
together with the alternative interval prediction method, be used to find prediction
intervals and pX predictions. This method is illustrated below.

Think about one type ofwork you often do.Howoften have you ended up spending
more than twice (200%) the predicted time on this type ofwork? Say that this happens
about 5% of the time. This means that it does not happen about 95% of the time. In
other words, given that history is a good predictor of future prediction errors, you can
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be 95% confident that you will not exceed twice the work effort of your predicted
time usage. This value is then your p95 prediction value. Use the same reasoning to
add a lower bound. Look back on previous tasks and assess how often you spent less
than 80%of the predicted time (20%underrun) on the task. If you spent less than 80%
of your predicted time usage about 5% of the time, your p5 prediction corresponds
to 80% of your prediction. By using these two values, the p5 and p95 predictions,
as the interval limits, we obtain a (95–5)% = 90% time prediction interval. Given
relevant historical data, the actual time usage will be 90% likely to be between 80%
(p5) and 200% (p95) of the predicted time. If the predicted time is 100 work hours,
the 90% prediction interval is 80–200 work hours.

If you are a manager and ask your employees to use the technique above when
predicting work hours, you might end up with a p25 prediction here and a p90
prediction there. If what you really want is, for example, the p50 prediction (which
you want to use as your planned time usage) and the p85 prediction (which you want
to use as your budgeted time usage), what should you do?

The distribution of potential time usages can be derived from any two pX pre-
dictions, given a few assumptions about the underlying distribution of outcomes [9].
As discussed in Sect. 3.4, the distribution of time usage is typically right-skewed
with a long tail. We find that a lognormal distribution fits this characteristic well.4

Based on the assumption of lognormal time usage distributions we have developed a
simple tool that helps you derive prediction intervals and any pX prediction based on
a time prediction (your best guess of a task’s time usage) and two pX values based
on past prediction accuracy (i.e. the amounts of overrun and underrun you typically
experience with similar tasks).5

Example6: Assume that you receive a new task and predict it will take about
10 hours. You think back on similar tasks and recognize that, in two out of 10 similar
cases, you spent 90% or less of the predicted time (an underrun of 10% or more)
and, in eight out of the 10 cases, you spent 150% or less of the predicted time (an
overrun of 50% or less). Two pX values associated with your time prediction are
easily calculated from this information (see Table 6.1).

The above two pX values can be used to calculate the probability distribution of
time usage. This distribution can be displayed as a density distribution, as in Fig. 6.1,
or as a cumulative probability distribution, as in Fig. 6.2. In Fig. 6.1, we see that the
most likely time usage is 10.6 hours, that is, a little bit more than the predicted time
usage. The model does not care what you think your initial point estimate represents,
for instance, whether it is meant to be the most likely, mean, or median time usage
or something else. The only thing that matters is that you are reasonably consistent
in what you mean with a time prediction and how you measure your prediction error.
This means that, even if you think you provided a prediction of the most likely time,

4There may, however, be a few cases in which we need distributions that can accommodate thicker
tails (more ‘black swans’) than can be represented with a lognormal distribution. See [10].
5See www.simula.no/~magnej/Time_predictions_book.
6This example is included in the aforementioned tool (the Excel spreadsheet).
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Table 6.1 Find two pX predictions based on past time prediction accuracy

Observation Corresponding pX pX value when the prediction
is 10 hours

In 2 out of 10 times, we spent
90% or less of the predicted
time usage (10% or more
underrun)

p20 90% of the predicted time
usage
(0.9 × 10 hours = 9 hours)

In 8 out 10 times, we spent
150% or less of the predicted
time usage (50% or less
overrun)

p80 150% of the predicted time
usage
(1.5 × 10 hours = 15 hours)

Fig. 6.1 Probability distribution (density) of time usage based on a p20 value of nine hours and a
p80 value of 15 hours

the model may give you a different (hopefully better) point estimate of the most
likely time based on your input of historical data.

Based on the time prediction and the two pXvalues fromTable 6.1,we can find any
pX prediction in the cumulative distribution (Fig. 6.2). The p5 and p95 predictions,
for example, can be found to be seven hours and 19 hours, respectively, implying
that the 90% confidence interval should be seven to 19 hours. As can also be seen in
Fig. 6.2, the two pX predictions we gave as input, the p20 and p80 predictions, still
have the values of nine and 15 hours.
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Fig. 6.2 Cumulative (pX) distribution of time usage based on a p20 value of nine hours and a p80
value of 15 hours

Assuming that the input of historical prediction error (or one’s judgement of it) is
relevant for the task to be predicted and not far off from the actual prediction errors,
you can obtain a great deal of other useful information from such a probability
distribution. Figure 6.2 suggests, for example, that the task is only about 30% likely
to be finished after 10 work hours and 50% likely that it will take 11.6 work hours
or less and that you can be pretty sure (around 96%) that the task will be finished
within 20 hours.

The prediction intervals and the pX predictions obtained by the method explained
here have their limitations. The method is dependent on correctly remembered or
correctly recorded time prediction errors of a larger set of previously completed
tasks, and it relies on the assumption that the task to be predicted is similar in
prediction complexity to the previous tasks. Still, we think that the method will
be better at providing realistic time prediction uncertainty information than typical,
unaided predictions of minimum–maximum time usage for given confidence levels.

Take home message: We propose a method (with an associated tool) for assessing
time prediction uncertainty. The method is based on an alternative way of asking
for confidence intervals (that does not require a predefined confidence level) and
requests historical information about previous time prediction accuracy. Based on
this input, the tool can derive a full distribution of potential outcomes.

6.2.2 Learning from Accuracy Feedback

Repeated feedback about the accuracy of time prediction tasks may increase realism
and decrease the level of overconfidence of time prediction intervals. In one study,
software professionals predicted the most likely time usage and provided the 90%
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time prediction intervals of 30 tasks [11]. The tasks had previously been completed
by other developers, so we were able to give the participants information regarding
actual time usage after they predicted each task. On average, the 90% confidence
intervals given by the participants included only 64% of the actual values for the first
10 tasks, 70% for the next 10 tasks, and 81% for the last 10 tasks. In other words, the
realism improved. But even after 20 tasks with accuracy feedback, and even when
the participants were not personally involved in the task execution, there was still a
bias towards too narrow confidence intervals.

There may be less improvement from feedback when one is trying to learn in a
context with greater personal involvement. This was demonstrated in a study of soft-
ware developers sequentially predicting the time usage, assessing the time prediction
uncertainty, and completing five software development tasks [12]. The developers’
uncertainty assessments involved a judgement of the probabilities that the actual time
usage would fall within 90–110%, 60–150%, and 50–200% of their predicted time
usage. Another group, also software developers, received data on the predicted and
actual time usages for the first three tasks for one of the developers and then pro-
vided uncertainty assessments for the remaining two tasks by the same developer.
These developers did not themselves complete any work and were, consequently,
less personally involved. The first group, who performed the work, were strongly
overconfident, whereas those not involved in the task execution gave more realistic
(actually, highly accurate) confidence levels.

Several other studies document that, even after many cycles of predicting time
usage, assessing time usage uncertainty, completing tasks, and receiving feedback
about actual time usage, people remain overconfident [13]. The lack of learning from
experience is especially evident when people are instructed to give high confidence
intervals, such as 98% confidence intervals.

Take home message: People tend to remain overconfident in the accuracy of their
time predictions even after extensive accuracy feedback, especially when they are
personally involved in the task execution.
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Chapter 7
Time Prediction Methods and Principles

7.1 Unpacking and Decomposition

The prominent approach for reducing a problem’s complexity is to decompose it
into less complex subproblems, solve each of these, and then aggregate the subsolu-
tions into an overall solution. In time prediction contexts, this approach is typically
the basis of what has been referred to as the bottom-up method, the activity-based
method, or predictions based on a work breakdown structure. Generally, across a
range of domains, decomposition has been found to improve judgement quality and
increase prediction accuracy [1]. In the domain of time predictions, however, there
are also situations in which decomposition leads to overoptimistic and less accurate
judgements [2].

The time prediction literature has examined two types of decomposition strategies:
unpacking, which consists ofmerely listing or thinking about the subcomponents of a
task before predicting the time usage as a whole, and decomposition, which consists
of unpacking, predicting the time usage for each unpacked component, and then
aggregating the time predictions into a prediction of the total time usage.

Unpacking: Unpacking tend to give higher time predictions. For example, if you
ask people to list all the persons for whom they must buy Christmas presents, they
will tend to predict that they need more time to complete their Christmas shop-
ping compared to those who did not generate such a list. Unpacking strategies may
be based either on the self-generation of components, as in the example above, or
on reminding the participants of possible subcomponents, for example, by using
a checklist for activities to be included. Checklists, or reminders, are usually very
effective and easy to implement and may improve the accuracy of time predictions,
particularly in situations in which there is a tendency towards overoptimistic time
predictions [3]. In one study illustrating how unpacking tends to increase time pre-
dictions, participants were instructed to format a document to match a printed, edited
version of the same document. When asked to predict how long it would take to for-
mat the document without any reminders of the work’s components, the participants
predicted, on average, eight and a half minutes. When asked to predict how long it
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would take with reminders of the work’s components, such as including italics and
special characters (�, ǒ, î), the participants predicted, on average, about 13 minutes
[4].

In many cases, the increase in time predictions from unpacking a task contributes
to greater realism [5]. Projects that used checklists when predicting time were, for
example, more accurate and less overoptimistic (with predictions, on average, 10%
too low) than projects that did not (with predictions, on average, 38% too low) [3].
Although unpacking may generally contribute to more accurate and less overop-
timistic time predictions, this may not always be the case. Pointing out obvious
components of a task, small and simple components, or components that are part of
the last steps of a task may not lead to more accurate time predictions [4].

There are also other possible negative effects of unpacking in time prediction
contexts. Attempts to identify when, where, and how to complete a task that involves
concrete, specific plans of the steps involved may sometimes increase the level of
overoptimism. This has particularly been observed in predictions of when a task
will be completed (completion date) [6]. A step-by-step unpacking of a task may
omit important components and focusing on the steps involved may make people
think that the task will be performed exactly as imagined, without delays or inter-
ruptions, which, in turn, may lead to an illusion of control and overly optimistic time
predictions.

Decomposition: Decomposition-based time predictions are based on dividing
work into additive or multiplicative components, followed by predictions of the time
required for each component, and, finally, aggregating the individual timepredictions.
Prediction of a project’s total time usagemay, for example, consist of time predictions
of the development of part A (100 hours), part B (400 hours), part C (50 hours),
and part D (50 hours), in addition to administrative activities (20% of the non-
administrative work), which, in total, yields a time prediction for the project of
100 + 400 + 50 + 50 + 0.2 × (100 + 400 + 50 + 50) = 720 hours.1

The predicted time usage of smaller tasks is more likely to be overestimated, or
at least less underestimated, than that of larger tasks. Since decomposition means
predicting the time usage of smaller tasks, we should expect a higher sum of time pre-
dictions compared to non-decomposedpredictions of the totalwork. If decomposition
means higher time predictions, it means less bias towards too low time predictions
for work that tends to be underestimated and stronger bias towards too high time
predictions for tasks that tend to be overestimated. This effect was demonstrated in
the following two experiments [7].

In the first experiment, two groups of research participants predicted the time of
six small office tasks (e.g. delivering letters, making phone calls, and proofreading).
One group predicted the total time of the first three tasks and thenmade separate time
predictions for each of the last three tasks. The other group predicted the time of the
same six tasks, but with a total time prediction for the last three tasks and separate

1Note that we are allowed to add the time predictions of the components only when they are the
expected (mean) time usage of each component. Addition of the most likely time usage values
yields time predictions that are too low. See Sect. 3.5 for more details on this.
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time predictions for each of the first three tasks. The resulting time predictions were,
as expected, higher when predicting the tasks separately (decomposed) than as a
whole. In the office task situation studied, the general tendency was towards too high
time predictions. This led to a stronger bias towards too high time predictions for the
decomposed time predictions. The decomposed predictions were, on average, 9 and
10% too high, whereas the predictions of the tasks as a whole were only 2 and 5%
too high.

The time predictions of the second experiment, which also included an office task
and two groups of participants, had a general tendency towards being too low. As
in the first experiment, the decomposed time predictions were higher but now led
to more accurate time predictions. The decomposed predictions were, on average, 0
and 8% too low, whereas the predictions of the tasks as a whole were, on average,
13 and 26% too low.

Other studies have demonstrated that it is not always easy to know when decom-
posed time predictions will be more accurate. A study on software development,
for example, found that decomposed time predictions of software development tasks
were, on average, higher but also less accurate than time predictions of the tasks as
a whole [8].

Accurate decomposition-based time predictions depend on the successful identi-
fication and aggregation of all the relevant components or, if that is not possible, the
inclusion of sufficient time in the prediction of the total time usage to account for
unknown components and unexpected events. Furthermore, aggregation of decom-
posed predictions requires the prediction of mean values (see Sect. 3.5), and potential
dependencies between activities needs to be taken into account. These challenges are
not so much an issue for non-decomposed time predictions, such as analogy-based
ones. More on that topic in the next section.

Take home message 1: The use of checklists or reminders of work components
typically have a positive effect on time prediction accuracy.

Take homemessage 2: The more you unpack or decompose the problem, the higher
the time prediction will be, unless you forget components. Higher time predictions
mean lower time prediction accuracy in situations in which tasks tend to be overes-
timated and higher accuracy for tasks that tend to be underestimated.

Take homemessage 3: Accurate decomposed time predictions require the successful
identification of all components. If that is not possible, sufficient time should be added
to account for unknown components and unexpected events.

7.2 Analogies

Judgement-based time predictions are likely to involve some type of recall of time
spent on similar tasks or projects in the past, in other words, predictions depend on
the use of analogies. For example, when we mentally simulate the completion of a
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task, visualizing step by step what to do, we somehow have to rely on experience
from previous similar tasks to know whether it will take 30 seconds, two minutes,
or one hour to perform one of the steps. In this sense, all types of judgement-based
time predictions are based on analogies. There is, however, an important difference
between the intuition-based (unconscious) use of analogies and their explicit (con-
scious) use. This section is about the explicit use of analogies.

Analogy-based time predictions sometimes result in improved prediction accu-
racy. For instance, students completing a computer assignment gave less overopti-
mistic completion time predictions (delivery date predictions) when they collected
and used the time spent on similar previously completed tasks to predict the time on
the new task [9]. One benefit of the use of close analogies instead of decomposition
is that a realistic number of unknown components and unexpected events, which in
a decomposition-based time prediction would have to be properly identified, is often
an inherent part of the analogy’s time usage. This means that unknown components
and unexpected events are incorporated into the analogy-based prediction.

Analogy-based methods, however, have other challenges that must be addressed
to achieve accurate time predictions. In particular, it is essential to understand the
workwe try to predict sufficientlywell to find close analogies. If we only have a vague
and incomplete understanding of the new task, we will tend to recall less relevant
and even irrelevant analogies. The less we know about what we want to predict, the
more the work looks like the first analogy that comes to mind, regardless of the true
similarity between the current and the previous work.2

When the analogies identified are not very close to what we want to predict
or when the uncertainty is high, it is usually better to rely on several analogies
instead of only one. Unless there are very good reasons for weighting one analogy
more than others, a simple average (or preferably the median or trimmed mean) of
these analogies is likely to give as accurate time predictions as more sophisticated
combination strategies [11]. More on combinations of time predictions in Sect. 7.6.

One or more of the analogies identified may be unusual in one way or another. A
task identified as a close analogy may, for example, have been solved with unusually
lowor high productivity. In such cases, itmaymake sense to adjust the simple average
of the analogies towards the time usage of the average productivity of a broader range
of similar tasks [12]. We explain this approach in the example below.

Let us say you want to go hiking to the top of a 1200-metre-high mountain and
the distance is about 15 kilometres. You remember that you spent about five hours
on your trip to reach the top of a mountain of approximately similar height last year
and that the distance was about 14 kilometres (almost the same). Using this hike
as your analogy yields a prediction of about five hours for the hike. However, you
also know that your typical mountain hiking speed is about five kilometres per hour,
which would yield a prediction of three hours for the hike. In other words, it seems
you were much slower than usual on the hike you want to use as your analogy.Which
prediction should you trust? The one based on the closest analogy or the one based

2This is an implication of the feature matching theory, when applied to comparisons of task. See
[10].
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on the average of several not-so-close analogies? A simple rule of thumb for this and
similar situations is to use a 50–50 weighting of the closest analogy and the average
speed. The new time prediction, which is a hybrid of the analogy- and average-based
time predictions, is then (5 hours + 3 hours)/2 = 4 hours.

Generally, when there is a great similarity in the time usage of similar tasks, more
weight should be given to the closest analogy or analogies. When, on the other hand,
there is a large variance in the time usage or productivity of similar tasks, more
weight should be given to the average of a larger set of analogies.3

The following real-world case exemplifies what may happen if the closest analo-
gies are not recognized as being unusual. A large governmental organization suc-
cessfully completed a software development project. Everything went as planned,
the project involved exceptionally skilled members, and productivity was well above
typical levels for such projects. When a new, reasonably similar development project
was planned, the organization used the time spent by this previously completed
project as the time prediction of the new project. What happened? The new project
was now more like a normal project, and the project suffered great cost and time
overruns. The scope of the project even had to be reduced to avoid a huge failure.
The use of closest analogies is a useful method, but be aware of its limitations.

Take homemessage 1: Explicit use of relevant past experience (analogies) may lead
to accurate time predictions, especially when it is possible to identify analogies very
similar to the task to be predicted. When no very similar analogies can be identified,
decomposition-based time predictions may lead to more accurate time predictions.

Take home message 2: If uncertainty is high or the analogies identified are unusual,
for example, with respect to productivity, the predictions should be adjusted towards
the average time usage or productivity of a larger set of similar tasks.

7.3 Relative Predictions

It may sometimes be useful to predict how much more or less time a task will take
relative to another task rather than predicting the task’s time usage. When predicting
the time needed to paint a house, we may, for example, judge that it will require
twice as much time to paint wall B compared to wall A. This type of time prediction
method is called relative time prediction and is, amongst others, used in software
development time prediction contexts [13]. A main motivation for the method is the

3This 50–50 rule of thumb assumes that the correlation between the time usage of the closest analogy
and the time usage of mountain trips of similar length is about 0.5. If, for example, the correlation
was as high as 0.8, it might be better to predict the time usage as 0.8 times the analogy-based
prediction plus 0.2 times the prediction based on a broader set of tasks. In the extreme case in which
there is no correlation between the closest analogy and the new task, the predicted productivity
should be based only on the average productivity of the broader set of tasks. The above rule of
thumb includes a few assumptions, for instance about the variance of the variables, but may work
well in many contexts.
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belief that we are frequently better at predicting relative time usage than absolute time
usage. Another motivation for relative time prediction is that it may be more robust
with respect to who is doing the work. Assume that we do not yet know who will
paint the walls and that people differ greatly in how fast they paint. Consequently,
an absolute time prediction without knowing who the painter will be may be of
little value, whereas a relative time prediction may still be useful, assuming that that
the relative difference in time spent on the different walls is fairly constant across
painters.

Relative predictions may be stated in percentages—for example, that painting
wall A takes 200% (twice as much) of the time it takes to paint wall B—but may
also be stated as additive relative predictions—for example, that wall B will take
30 work hours more than wall A. One challenge with the use of percentages was
demonstrated in an experiment with software professionals. One group was asked to
predict the time needed to complete project A as a percentage of the time required
for project B and another group was to predict the time needed for project B as a
percentage of the time required for project A. On average, the first group believed
that project Awas 78% of project B and the second group believed that project B was
70% of project A [14]. Clearly, it would be paradoxical if project A required less time
usage than project B and, at the same time, project B required less time usage than
project A. In the same study, another group of software professionals gave relative
predictions in the form of differences in work hours. These predictions made more
sense and suggested that people struggle more with getting the percentages than the
differences right when predicting relative time. The disadvantage of using absolute
differences (e.g. 30 hours more) instead of proportions (e.g. 30% more) is, however,
that the time predictions become more person dependent.

A relative prediction process sometimes used by project planners is the story
points-based time prediction method,4 outlined below.

Time prediction based on story points

• Divide the work into manageable tasks, for example, tasks believed to take a
maximum of one person-week.

• Pick one task, preferably one that is medium large and well understood by all
experts, to be your reference task (or baseline task).

• Give the reference task a number of story points, for example, agree on 10 story
points. The number of story points of the reference task is arbitrary and could be
any number.

• Predict the time usage of all the other tasks relative to the reference task. If one
task is believed to take half the amount of time it takes to complete the reference
task (10 story points), it should be given five story points. A task that is believed
to take 50% more time than the reference task should be given 15 story points and
so on.

4The term story points is derived from the concept of user stories, which are short descriptions of
what users want to achieve with the software to be constructed.
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• Knowledge (or prediction) of the time usage of the reference task or knowledge
about the typical productivity (story points per hour5) allows for the conversion
of story points into actual time units, such as work hours, or how much a team is
capable of completing the next week. Knowledge about the productivity may be
derived from previous tasks, or based on feedback from actual productivity (e.g.
story points per work day) of the first deliveries of the work.

There are few empirical studies on the benefits and drawbacks of relative time
predictionmethods compared to themore commonabsolute time predictionmethods.
Seemingly, there are contexts in which time prediction accuracy improves [15] and
contexts in which it worsens when relative time predictions are given [16]. One
general advice about relative time predictions is to be careful with and perhaps even
avoid comparisons of tasks that differ substantially in size. The reason for this is that
tasks are often perceived as more similar than they actually are (assimilation effect).
A task that is, in reality, 10 times larger than the reference task may consequently
be more underestimated when using relative instead of absolute time prediction
methods.

Take homemessage 1: Relative time predictionmethodsmay simplify the prediction
process and reduce the importance of knowing who is going to complete the work.

Take home message 2: Generally, relative time predictions do not seem to be more
accurate than absolute time predictions. When tasks differ substantially in size, rela-
tive prediction methods may lead to prediction biases, such as underestimating larger
tasks and overestimating smaller tasks.

7.4 Time Prediction Models

Historical data may be used to build formal (mathematical) models predicting the
future.While researchers seem to enjoy developing complex predictionmodels, pub-
lishing hundreds of them in academic journals, there is surprisingly little evidence
in favour of complex prediction models compared to simpler ones. In 97 compar-
isons between simple and complex prediction models (from domains other than time
prediction), the complex models had no advantage when judged by the level of pre-
diction accuracy [17]. Instead, the complex models increased the prediction error by
27%, on average. A simple model is defined here as one that the user understands
how to apply, how previous outcomes have been represented in the model, how the
relations are integrated in the model, and, finally, the relation between the model and
the predictions.

Evaluations of the accuracy of prediction models in the domain of time prediction
seem to arrive at the same result. We find no indication that complex models yield
more accurate time predictions than simple models with few variables [18]. On the

5This productivity measure is typically called the velocity by those using this method.
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Fig. 7.1 A model (red line) can fit the data points poorly (left), reasonably well (middle), and too
well, leading to overfitting (right)

contrary, complex models tend to be less accurate in many realistic time prediction
situations [19].One likely reason for the lower accuracy of complexmodels is the lack
of stable relations between important input variables, and the output (the predictions).
For example, the effects of task size (e.g. number of requirements, features to be
developed, steps to be taken) and task complexity (e.g. the number of workers to
coordinate) on time usage seem to vary greatly across different work contexts. If such
effects differs greatly across contexts and these differences are not properlymodelled,
the more complex time prediction models will tend to overfit the historical data. That
is, the models become very good at explaining past time usage at the expense of their
ability to predict the future. Illustrations of a too simple model, a reasonable model,
and an overfitted model of the relation between task size (x-axis) and time usage
(y-axis) are displayed in Fig. 7.1. If you ever encounter a time prediction model that
uses terms you do not understand, such as neural networks or fuzzy logic, or that asks
you to provide all kinds of detailed information about the task, it is usually a good
idea to be sceptical; model overfitting is highly likely.

When developing a formal model to predict time usage, it is usually safest to use
local data, such as data from your own context, the organization where you work, or
at least data from very similar contexts [20]. Time prediction models intended to be
applicable across a range of contexts are typically less accurate [19].

The following is an example of how the ingredients of a simple local time predic-
tion model can be derived:

1. Identify a meaningful measure of the size of the work, for example, pages to be
written, tests to be graded, or features to be developed for your particular context.

2. Identify a meaningful categorization of the complexity of the work. This should
correspond to identifying contexts with significantly different levels of produc-
tivity, for example, pages with simple versus complex content, multiple choice
tests versus essays to be graded, and software features involving presentation
only versus interactive features.
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3. Obtain the actual time usages, preferably from local historical data, for the above-
mentioned components.

Based on the above ingredients, we may, for example, develop the following very
simple test-grading time prediction model.

• Our size measure is the number of tests.
• A meaningful categorization of the complexity of the test grading is multiple
choice (M) and essay (E).

• Historical, local (in this case, from the person conducting the test) data suggest that
we need, on average, five minutes to grade a multiple-choice test and 15 minutes
for an essay. In addition, we typically need 10 minutes for general preparation.

• The final model is then as follows: time usage (in minutes) = 10 + 5×M+ 15× E.
• A prediction of how long it will take to grade five multiple choice tests and seven
essays is then 10 + 5 × 5 + 15 × 7 = 140 minutes.

As pointed out earlier, adding more complexity to time prediction models does
not often pay off. You should consequently have good reasons to add many more
variables or implement more complex relations to your time usage prediction model.

What if the work to be predicted is so special that you have no relevant historical
data? Or what if you did not bother to collect any data before now? A good solution,
when feasible, is to start the work to see how productive you are and then try to
extrapolate from the data collected in the first stage of your work. This technique
is advocated by software professionals in the NoEstimates movement [21]. This
movement argues that most time predictions are a waste of time and even harmful.
It argues that, instead of making time predictions, one should measure progress and
extrapolate this progress to determine when tasks will be finished.6 In spite of the
unrealistic suggestion that people should stop requesting and giving time predictions
before a project starts, it is indeed a good idea to extrapolate time usage from the first
stage to predict the time usage of the remaining work. Essentially, the NoEstimates
movement advocates the use of a simple time prediction model based on highly local
data. Few, if any, time prediction models are better than that.

Sometimes we know in advance that time prediction models will perform poorly.
This includes situations with so-called broken leg information.7 Broken leg infor-
mation is very specific information about a task that makes the average of previous
performance less diagnostic of future performance. Knowledge that a person’s leg is
broken should, for example, lead to a radical change in predictions of how quickly
that person will walk to work from home. Similarly, if we know that a worker is
extremely skilled and experienced, our model based on the average productivity of
the typical worker will not work well.

It is sometimes difficult to know whether one is facing a broken leg situation, and
it is important to avoid thinking that most situations are special. Human judgement

6This is actually a type of time prediction.
7The introduction of broken leg information (broken leg cues) and a discussion on the need to
sometimes deviate from history-based predictions is described in Paul Meehl’s famous paper from
1957 [22].
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about when a model is valid is essential in many time prediction contexts. ‘Know
when to hold’ em and know when to fold ‘em’, to quote words of wisdom from
Kenny Roger’s song “The Gambler”.

Take home message 1: Unless there is strong evidence in favour of complex formal
time prediction models, use a simple model.

Take home message 2: Collect data from your own context (local data) to build the
models. If no such data are available, use data from very similar contexts.

Take home message 3: Judge whether any information about the task makes the use
of the model invalid. On the other hand, do not think that most cases are special and
thus qualify as broken leg situations.

7.5 Consider Alternative Futures

One method that has been suggested for increasing the realism of time predictions
is to think about what can go wrong and try to recall difficulties in past tasks. This
approach has an intuitive appeal, because a typical explanation for cost and time
overruns is people’s failure to take problems and difficulties into account. Still, at
least two studies attempting to exploit the strategy of recalling a problematic past or
imagining a problematic future have been unable to document improvements in time
predictions [23, 24].

A few studies have even suggested that the opposite may happen. People urged
to identify more reasons for failures or more risks factors may produce even more
optimistic time predictions than those identifying fewer such reasons,8 see also [26].
This result is not as strange as it sounds and similar results have been found for a range
of other types of judgements. If it is easy to come up with negative information, such
as when asked for only one reason for failure or the three most important risk factors,
then one might think that this is a particularly problematic project, since it is so easy
to come up with the reason or risk factors. When, on the other hand, it is hard to
come up with reasons for failure, such as when asked to come up with 12 or as many
as possible reasons for failure, one may use the difficulty in finding the last reasons
as an indication of the overall risk. If you feel that it is very hard to come up with
the last reasons for failure, you may use this perception as an indication that failure
is unlikely and thus make more optimistic time predictions. Thus, identifications of
a large number of risk factors may affect time predictions in unexpected ways.

Let us try a small experiment. Predict the number of minutes you need to read the
next 10 pages of this book. Do not read on before you have made a prediction.

Now, make a new time prediction about the same reading task, but assume that
nothing unexpected will happen, that there will be no interruptions, and that there
will be no need to reread parts that are difficult to understand.

8See [25]. Note that several later papers by the first author were retracted due to fraud.
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Table 7.1 Example of a
sequence of time predictions
for one individual

Day Time prediction Actual time usage

1 15 minutes 19 minutes

2 17 minutes Failed/gave up

3 16 minutes 27 minutes

4 16 minutes 18 minutes

5 17 minutes 26 minutes

6 18 minutes 15 minutes

7 13 minutes 14 minutes

Did you arrive at a different time prediction for the second, best-case situation? If
you are like 25% of the participants in a similar experiment [27], you did not update
the time prediction at all and, if you are like most of the other participants, it is likely
that the difference between your first and second predictions is very small and not
likely to reflect the real difference between a realistic and a best-case situation. What
we think is a realistic outcome tends to be too close to the best-case outcome. This
finding is not restricted to time predictions and is present inmany types of predictions,
for example, predicting how often one will exercise in the coming weeks [28].

In an unpublished study, we asked students to predict the time required to solve
Sudoku (a type of number placement puzzle) tasks. All the Sudoku tasks were of
similar complexity, the participants had experience in solving them, and we did not
expect much learning or improvement from one Sudoku task to another. The students
first predicted the time usage for a Sudoku task, then completed the Sudoku task,
and finally received feedback about the actual time usage. This was done for several
Sudoku tasks over seven days. An interesting time prediction pattern emerged that
can be phrased as follows: The future me is as good or better than the historically
best me—not the average, not the worst, but the best me. An example of a typical
student’s time predictions and actual time usage is given in Table 7.1.

The initial time prediction of the student was not really bad, just a bit low. The
second time prediction assumed a performance better than the first day, perhaps based
on the assumption of learning. In reality, the student failed completely at the task
(the maximum available time was 60 minutes). In spite of this, the student believed
that the next performance would be even better than that predicted the day before.
The following days, until day six, the student systematically used more time than
predicted but still believed that his performance would be a better than what he did
at his best. On day six, the student spent less time on the task than predicted and
immediately updated the time prediction to something even better than his new best
performance. This studentwas not alone in thinking that his best performancewas the
most likely outcome for the next task. Many of the other students had this tendency
in their time predictions, as well. This tendency towards insufficient differentiation
of the ideal, best-case situation, where everything goes as planned, and the most
likely case, where a normal amount of disturbances and problems occur, is likely to
contribute to the amount of overoptimistic time predictions [23, 27].
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One successful approach for dealing with this tendency seems to be to force a
more explicit contrasting of the ideal and most likely outcomes. In short, one first
asks for a time prediction given an ideal (best-case) situation and describes what
an ideal situation means (lack of disturbance, no unexpected problems and optimal
productivity), then one asks for the most likely (or realistic) use of time. This setup
seems tomake people understand that their time prediction of themost likely outcome
should differ from the best-case scenario and they will therefore make higher and
often more realistic time usage predictions.

In a study with software development professionals, this technique increased the
time predictions by 30%, which, in that particular context, led to more realistic pre-
dictions [27]. Higher time predictions do not alwaysmeanmore accurate predictions,
but if you have a friend who is typically late or a team that typically underestimates
time usage, try asking for the ideal-case prediction first and then require a most likely
time usage prediction.

Take home message 1: Imagining alternative negative scenarios, such as possible
reasons for failure and risk factors, does not seem to improve the accuracy of time
predictions.9

Take home message 2: People have a tendency to give predictions of most likely
time usages that are the same or too close to those given when instructed to assume
best-case or ideal conditions. In short, what we think is realistic time usage tends to
be too close to the best-case time usage.

Take home message 3: Imagining and predicting time usage assuming ideal condi-
tions before predicting most likely time usage tends to lead to higher and, in many
contexts, more accurate time predictions.

7.6 Combinations of Time Predictions

Weonce asked our students to predict the height of the Royal Palace inOslo, Norway.
Before looking at the students’ predictions and not knowing the actual height of the
Royal Palace, we made the following bet with them: Our prediction, which will be
the median value of your predictions, will be as good as or closer to the actual value
than at least half of your predictions. Why is this bet very safe?

Twelve students participated in the bet and gave the following predictions (in
increasing order): 10, 15, 15, 20, 21, 23, 30, 40, 60, 75, 120, and 370 metres. The
median of these numbers is 26.5 metres. This turns out to be very close to the actual
height of the Royal Palace, which is 25 metres. Our prediction was consequently not
only more accurate than most of the students’ predictions, but more accurate than all
of them. Admittedly, the median of a group of predictions is seldom better than all

9This point should, of course, not be used to argue against systematic risk analyses and assessments
of how risk factors affect the uncertainty of projects, which are very useful for project planning and
management.
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the predictions, as in this case, but our bet that the median would beat at least half of
the predictions was very safe. In fact, the median prediction will always be as good
as or better than half of the predictions used to calculate the median.

This mathematical fact may be demonstrated as follows:10 The worst case for
the median (our prediction) is that the actual value is more than or less than all the
predictions made by the students. In that case, the median will be better than exactly
50% of the predictions. If, for example, the actual height of the Royal Palace is
only nine metres, the median will be better than exactly 50% (30, 40, 60, 75, 120,
and 370 metres) of the 12 individual predictions. In all the other cases, where the
actual height lies somewhere within the range of predictions, the median will be
more accurate than at least 50% of the individual predictions. If, for example, the
actual height were 125 metres, the median of 26.5 metres would be better than seven
of the predictions (10, 15, 15, 20, 21, 23, and 370 metres).

Research studies in construction planning, economic forecasts, patient survival
rates, and many other areas all demonstrate that prediction accuracy tends to increase
with the use of combined predictions.11 This research also suggests that combinations
using the median or the trimmed mean (mean when, e.g., the 25% highest and 25%
lowest predictions are removed) are typically more accurate than using the mean of
the predictions [30]. In the example where the students predicted the height of the
Royal Castle, we see that themean of the students’ predictions would be less accurate
due to the influence of a couple of very high predictions, whereas a trimmed mean,
for instance, removing the two lowest and two highest predictions, would be pretty
accurate.

The benefits of combined time predictions depend on the individual predictions
being fairly independent of each other. When predictions are influenced by the same
misleading factor, the same shortcoming of the time prediction method, or the same
narrow experience of those making the predictions, the advantage of combining the
predictions will be greatly reduced. Furthermore, when we have good reasons for
believing that some experts are systematically and substantially more accurate than
others, we should rely on their predictions or at least weight their predictions more
than those of the others; that is, we should not ignore that the ‘wisdom of smaller,
smarter crowds’ may be better than the ‘wisdom of crowds’.12 When, however, it is
difficult to know who is systematically and substantially more accurate, as in most

10Although the explanation is simple, the accuracy of the median prediction has surprised and
fascinated many, starting perhaps with Sir Francis Galton. See Galton’s 1907 discovery that the
median (not the mean, as often claimed) prediction of the weight of an ox, including many non-
experts’ judgments, were better than the predictions of the experts (see [29]).
11See [30]. The review in this paper found an improvement in prediction accuracy for all 30 contexts
studied. The average improvement in prediction accuracy was 12.5%.
12The idea of vox populi (the voice of the people) is that even the predictions of people with low
expertise will lead to good predictions when their predictions are combined. This idea, originating
with Galton, has been repeated in the best-selling book TheWisdom of Crowds by James Surowiecki
[31]. Most of the research suggests, however, that smaller groups with more qualified people result
in better predictions. Clearly, it would be strange if combining many unqualified predictions would
guarantee a qualified prediction. See [32]. See also [33].
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time prediction contexts, it is better to stick with the median or the trimmed mean of
all the predictions.13

So far, we have only talked about mechanical combinations of time predictions,
that is, calculated combinations of independent, individual time predictions. What
about the role of discussions and groups in combining predictions? While most
people seem to believe that groups usually improve the quality of judgements, for
example, through meetings, psychologists have long held the view that groups tend
to decrease the quality of judgements. Business managers, for example, like to solve
problems in meetings and to generate new ideas through brainstorming sessions.
Psychologists, on the other hand, report that brainstorming in groups is not a good
idea [35]. Who is right?

There are good reasons to be sceptical about predictions based on group discus-
sions. It is well documented that group discussions sometimes lead to the censorship
of opinions and so-called groupthink, where the desire to get along with the group’s
members leads to a preference for arguments that have already been expressed in the
group [36]. There are, however, also cases in which group discussions are reported
to produce better judgements, such as when trying to detect lies [37]. How about
group discussions in the realm of time predictions? Will time predictions by groups
reflect the madness or the wisdom of crowds?14

A number of potential effects seem to be involved in determining the effect of
group discussions on time predictions. A series of studies on undergraduate students
confirms the pessimistic view that information sharing is biased [39]. Time pre-
dictions produced by groups of students were more overoptimistic than the typical
predictions given by individuals, perhaps because the group discussions focused on
factors related to successful completion and less on potential negative factors.

In contrast, studies on groups of software professionals predicting the time usage
of a development project produced results in favour of group-based predictions. The
software professionals predicted the time usage individually (before engaging in
group discussions), then contributed to a consensus-based time prediction in small
groups of experts, and finally made individual predictions (after the group discus-
sion). Both the group-based time prediction and the individual time predictions made
after the group discussions were higher and more realistic than the individual time
predictions made before the group work [34]. Based on qualitative analyses of the
discussions, it seemed as if the groups were able to identify a larger set of activities
that needed to be taken into account. The mechanical combination of judgements
improved the time prediction accuracy compared to the individual time predictions,
but the group-based time predictions improved the accuracy even further in this
particular context.

13See [34]. Note that, when there are few, perhaps only two or three time predictions to combine,
the mean will be the only meaningful way to combine them.
14This refers to two famous books on judgments in groups. The first one was published in 1841
and suggested that groups are very poor decisions makers. See [38]. The other book was published
in 2004 and suggested the opposite, that groups make surprisingly good judgments and decisions.
See [31].
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Planning poker is an example of a structuredmethod for time prediction in groups,
inspired by the Delphi method [13, 40]. The following steps are typical steps in a
time prediction game of planning poker:

1. The participants write down their individual (independent) time predictions on a
card or choose premade cards with the appropriate numbers.

2. The participants simultaneously show their cards to each other (thus, the partici-
pants are not affected by each other and their initial predictions remain indepen-
dent).

3. The participants, in particular those with the highest and lowest time predictions,
justify and explain their time predictions.

4. The participants discuss their differences and new insights.
5. Steps 1–4 are repeated until a consensus or a fixed number of iterations (e.g.

three) has been reached. If no consensus is reached, a mechanical combination
using the median, trimmed mean, or mean of the predictions is used.

A study of the use of the planning poker method in a real-world software devel-
opment context found that it decreased the median time prediction error (measured
as the deviation from the actual use of time) from 50 to 33% [41]. An additional
benefit was that the structured group-based time prediction led to a better and shared
understanding of the work and its risks.

The use of combined predictions is also relevant to uncertainty assessments, as
in deriving realistic prediction intervals. In a study of different strategies for com-
binations of uncertainty assessments in a software development context, group dis-
cussions generated prediction intervals that were more accurate than mechanical
combinations of the intervals [42].

Take home message 1: The median of several time predictions is always more
accurate than at least half—and usually more—of the individual time predictions.

Take home message 2: Unless you have good reasons to believe that the source of
one of the time predictions is systematically and substantially more accurate than
the other sources, use the median or the trimmed mean of several time predictions.

Take home message 3: Combinations of independently produced time predictions
usually give better predictions than combinations affected by each other or that have
common influences.

Take home message 4: Structured group discussions are likely to improve the time
prediction accuracy, especially when discussions lead to the identification of more
activities and potential challenges.

7.7 Let Other People Make the Prediction?

Results from research in social psychology suggest that other people, typically
referred to as observers, tend to provide less biased time predictions than those
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who will actually complete the task, typically referred to as actors. The underlying
idea is that actors are personally involved, motivated to finish quickly, and conse-
quently biased. In contrast, observers have no stake in the performance and will tend
to give more objective and less overoptimistic time predictions.

The results from a study on students and their assignments support this argu-
ment. The study found that those who were required to hand in the assignment (the
observers) tended to be overoptimistic, but those who predicted the completion date
for another student (the actors)were not [9]. The actors believed theywould complete
the work an average of 1.3 days earlier than they did. The observers, who predicted
the completion time of other students, were too pessimistic and predicted a delivery
time an average of 1.7 days later than the actual delivery time. Thus, observers may
be less optimistic, but not necessarily more accurate.

When it comes to the prediction of time usage—and not completion times, as in
the study above—the improvement by use of observers instead of actors is even less
clear. One study found no difference in accuracy or bias between predictions of how
long the actors themselves would spend building a computer stand and predictions of
how long the average personwould take [23]. Another study, predicting time usage in
voicemail operations, found that observers with a high level of experience were even
more optimistic than novices performing the task, whereas intermediate observers,
perhaps with a better recollection of the difficulties of learning the operations, were
more realistic [24].

There are often good reasons for letting people predict the time usage of their
own work. In particular, this is the case when people know a great deal about how
they plan to solve a task and how much time they have spent on similar tasks in the
past. Several studies on software development have shown, perhaps for this reason,
that predicting one’s own time usage is associated with higher accuracy and with
no increase in the level of optimism compared to predictions of other people’s work
[43, 44].

Judgements by observers may be more accurate than those by actors when assess-
ing the uncertainty of time predictions, such as predictions of confidence intervals of
time usage. This seems to be the case particularly when historical information on past
prediction accuracy is available. One study found software developers to be strongly
overconfident about the accuracy of their time predictions for their own tasks even
with historical prediction accuracy information easily available, whereas observers,
in this case other software developers, gave much more realistic uncertainty assess-
ments based on the same information [45]. It seems as if actors tend to emphasize
their specific knowledge about how to solve the task and neglect information about
their previous time prediction accuracy. Observers, on the other hand, have little to
rely on besides past time prediction accuracy. Information about previous time pre-
diction accuracy is, as argued earlier, typically a better indicator of time prediction
uncertainty than knowledge about how the specific task will be carried out.

Take home message 1: Actors, that is, those completing the tasks, tend to give more
optimistic time predictions than observers in some contexts. Nevertheless, there are
several contexts inwhere timepredictions becomemore accuratewhenpeople predict
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the time usage of their own work rather than when the work is predicted by less
involved observers. Generally, it may be better to let people predict the time usage
of own work, especially when they have more knowledge about how to complete it
and their previous productivity on similar tasks.

Take home message 2: Observers’ time prediction uncertainty assessments seem to
be more realistic than those of actors, especially when historical data about previous
time prediction accuracy are available.

7.8 Removing Irrelevant and Misleading Information

At a seminar with software professionals, we once explained how arbitrary numbers
(anchors) and other irrelevant information often influence our judgement. Following
this introduction, the participants were asked to estimate the programming produc-
tivity of their last project. Before estimating their productivity, they were asked a
question that included either an unreasonably high anchor (‘Do you believe your
programming productivity was less than 200 lines of code per hour on your last
project?’) or an unreasonably low anchor (‘Do you believe your programming pro-
ductivity was more than one line of code per hour on your last project?’). They were
also warned that this question was meant to mislead them and that they should try
to be as realistic as possible. Do you think the information they received about the
anchoring effect along with the explicit warning removed the anchoring influence?

The information did not even come close to removing the effect of the anchors.
Thosewith the low anchor thought that their productivity on the last project had been,
on average, 12.4 lines of code per hour, while those in the high-anchor group thought
that their productivity had been about three times higher, 35.2 lines of code per hour.
Actually, the warnings did reduce the anchoring effect somewhat. A third group of
participants, without the initial teaching and warnings, were even more affected by
the same anchor manipulations.15

This anchoring result is similar to numerous other disappointing results on how
difficult—perhaps impossible—it is to remove biases stemming frommisleading and
irrelevant information [47]. Not only is it difficult to reduce the effect of misleading
information through instructions to ignore it, even more elaborate means to reduce
bias do not seem to be of much help either. In a study on software professionals,
we found that methods such as highlighting the relevant text and removing/hiding
the irrelevant information by crossing it out with black ink did not remove all of the
biasing effect on the time predictions.16 The only safe way to avoid being affected
by misleading or irrelevant information is, consequently, to completely avoid it, for
example, by letting another person filter out misleading and irrelevant information
before the time predictions are made. Thus, a useful time prediction technique or

15The results are described in [46].
16See [48]. The crossing out the irrelevant information method did, however, work much better than
the highlight the relevant information method.
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principle is simply to remove irrelevant information and neutralize misleading infor-
mation before those in charge of the time prediction receive it.

Take home message: No known method can be used to remove the influence of
irrelevant and misleading time prediction information, such as prediction anchors.
The only method that works is to avoid exposure to such information. This may, for
example, be accomplished by having another person remove irrelevant information
and neutralize misleading information.

7.9 From Fibonacci to T-Shirt Sizes: Time Predictions
Using Alternative Scales

In many contexts, we only need a rough prediction of howmuch time an activity will
take. To avoid spending time on deriving time predictions with higher precision than
needed, it may be useful to make predictions at less precise scales or use approximate
task size categories. The following are examples of scales and categories sometimes
used for this purpose:

• The Fibonacci-inspired scale (where the two previous values are added to deter-
mine the next value), with increasing differences between the numbers: 1, 2, 3, 5,
8, 13, 21, ….

• The base 2 scale with even more increasing differences between the numbers: 1,
2, 4, 8, 16, 32, 64, ….

• The 10 × scale: 10, 20, 30, 40, 50, ….
• The T-shirt categories: X-small, small, medium, large, and X-large, where each
category is represented by a time value, for example, medium tasks take, on aver-
age, 20 h and large tasks, on average, 60 h.

When predicting time using an alternative scale, it is important to be aware of the
central tendency of judgement [49] and of unintended loss of information. The central
tendency of judgement tells us that we tend to be affected by what is perceived to be
the middle of the chosen scale. The less we know about something and the greater
the uncertainty, the more we are affected by the perceived middle value of the scale
or interval we use. In many ways, this is a rational reaction to uncertainty (see the
discussion on the magnitude bias in Sect. 5.5), but it may also lead to biased time
predictions.

The scale effect was demonstrated in an experiment where we asked one group
of students to use the linear (1, 2, 3, 4, …) scale with numbers up to 40, which
has the middle number 20. Another group of students used the Fibonacci-inspired,
nonlinear scale 1, 2, 3, 5, 8, 13, 20, 30, 40, which has the middle number 8 [50].
The students were asked to predict the number of work hours they would use for
a software development task using numbers from the scale they had been assigned.
The students who used the linear scale gave a median time prediction of 20 hours,
while those with the nonlinear scale gave a median prediction of only eight hours,
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which, in this context, was clearly too low. Mainly the least experienced participants
were affected by the use of the nonlinear scale. The results consequently suggest that
we should be careful when using nonlinear scales, especially in a context with high
uncertainty and low experience. If, as in our study, the middle value of the alternative
scale is lower than that of the linear scale, the choice of that scale will lead to lower
time predictions, especially when the uncertainty is high.

When using time usage categories, such as in t-shirt estimation (e.g.
small = 10 hours, medium = 40 hours, and so on), the effect of the middle cate-
gory (the medium size) may be similarly strong. People tend to select the middle
category when they do not really knowwhat to predict or they think the uncertainty is
high; that is, people sometimes use the medium or middle category as a replacement
for ‘I don’t know’. Clearly, there is much power in deciding what is perceived as the
middle value or category of a scale used for responses.

A scale’s low precision may also lead to an unintended loss of information. Say,
for example, that one knows, based on previous experience, a task takes 40 hours.
Being forced to select between 32 and 64 hours in a base 2 scale or between amedium
(20-hour) and a large (60-hour) task in t-shirt estimation may be unfortunate in this
case. Consequently, if one has chosen to rely on such scales, it should be possible to
deviate from the scale numbers when there are good reasons for it.

Nonlinear scales have been claimed to be more natural or intuitive than linear
scales.17 Even if this were true, the limited empirical evidence on this topic in time
prediction contexts does not suggest that nonlinear scales lead to more accurate time
predictions [50].We have conducted several (unpublished) experiments on this topic,
all with the same disappointing result that the use of nonlinear scales provides no
clear accuracy benefits.

Take home message 1: The use of low-precision scales, such as Fibonacci-like
scales, may speed up time prediction work.

Take homemessage 2: Do not expect the use of alternative scales, such as nonlinear
scales, to improve time prediction accuracy.
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Chapter 8
Time Predictions: Matching the Method
to the Situation

There are many time prediction methods and principles. How should we choose
between them? Time prediction methods have advantages and disadvantages that
depend on the situation, but there is a scarcity of useful guidelines on how to select
time prediction methods. We attempt to provide some guidance in Fig. 8.1, with
more detailed explanations of the questions and the time prediction method selection
advices in the subsequent paragraphs.

1. Do you have access to historical information about one or more similar
previously completed tasks?

If you have access to data on time usage for similar tasks, you may use analogy-
based time prediction methods (also known as reference class forecasting): Compare
the characteristics of the new task with previously completed similar tasks and use
the time spent on similar tasks as the predicted time on the new task. Studies on
the use of analogy-based time predictions suggest that this approach mainly leads
to high accuracy when the task to be predicted and one or more of the previously
completed tasks are very similar [1]. If no data on very similar tasks are available
but data on fairly similar tasks exist, the median or trimmed mean value of a larger
set of fairly similar analogies (or the mean when only few analogies are identified)
usually provides a good prediction.

2. Do you have information about previously completed tasks and evidence
supporting a stable relation between task characteristics and time usage?

Information about past tasks may be used to create simple formal models of the
relations between the task’s characteristics and time usage. Such models may work
well when there are good measures of the task’s key characteristics (such as its
size and complexity), when these characteristics are known before the task starts,
and when we have data about key performance variables, such as the productivity of
those whowill complete the task. In addition, it is essential that the relations included
in the model, such as that between task size and time spent, be reasonably stable.
This does not mean that variations in productivity over time have to be problematic.
For instance, when the average time to replace a window (say, 40minutes) is stable, it
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Fig. 8.1 A guide to selecting time prediction methods

does not matter whether it sometimes takes 20 minutes and at other times 90 minutes
if the job is to replace 500 windows. Across many occasions, noise (e.g. bad or good
luck) cancels itself out and your future average time usage will probably be close
to your past average time usage, given a similar type of work and similarly skilled
workers.

We are not aware of any general formal—often termed parametric—model that is
valid across many time prediction contexts. The likely reason for this is the lack of
highly predictive variables and stable time usage–related relations across different
situations. It is possible but unlikely that we will come across examples of successful
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general formal timepredictionmodels in the future andyou should currently behighly
suspicious if someone claims that their time productionmodel is useful across a large
number of situations. Models derived from past time usage data in your local context
work better. Simple models are also often more accurate than complex models,
probably due to less overfitting to the historical data.

3. Do you have access to one or more experts with relevant experience?

Expert judgements by people with relevant experience seem, on average, to be at
least as accurate as predictions derived from formal time prediction models [2]. Be
aware that the length of experience is a poor indicator of time prediction accuracy
and that it is the relevance of the experience that matters most. This relevance quickly
decreases with lack of similarity between past work and the task to be predicted.

When using expert judgement–based time predictions, it can be useful to accom-
plish the following:

(a) Remove irrelevant and misleading information, including information that may
lead to social/organizational/political pressure, before sending the task informa-
tion to those responsible for predicting time. Attempts to debias people exposed
to irrelevant or misleading information, for example, by presenting more real-
istic time prediction anchors to counter the misleading one, may help but are
usually not sufficient to remove the effect of the misleading information [3].

(b) Provide support and structure by using documented time prediction processes
(e.g. planning poker), checklists [4], and templates for work breakdown struc-
ture.1

(c) Require time predictions to be justified by references to previous time usage.

4. Is it possible and meaningful to decompose tasks into subtasks?

Time predictions based on decompositionmay give themost accurate time predic-
tions and be the only viable option in contexts where very similar analogies cannot be
found [1]. To enable accurate decomposed time predictions, there are several issues
to be aware of, as follows:

• It is easy to forget to predict time spent on subtasks or activities that you are
unaware of when you predict time, that is, on unknown subtasks and unexpected
events. The best prediction of this is the proportion of time spent on such activities
in the past.

• The right-skewed nature of time usage means that adding the time predictions of
subtasks to find the total time usage should not be based on predictions of themost
likely time usage but, instead, on the predicted mean time usage for each subtask.
This requires information about the uncertainty of time usage.

• Some subtasks may be better predicted as a proportion of other subtasks rather
than directly. For example, the time required for administration may be predicted
as a proportion of the non-administrative tasks. Remember that the proportion of
administration increases with increasing team and project size.

1For a general guide, see [5].
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• Risk analysis, that is, the identification and assessment of events thatmay affect the
time usage, should be an integral part of the time prediction process, not a separate
activity. The risk analysis should be used as input to calculate the expected amount
of extra time usage due to the risk factors.

• Dependencies between activities and between risks should be modelled. This
includes modelling multiplicative dependencies between activities and correla-
tions between risks. Monte Carlo simulations may be used for this purpose.2

5. Is there substantial uncertainty in the prediction of time usage?

Include an assessment of the uncertainty of the time usage, for instance, by the
use of time prediction intervals. This will make it easier to communicate the range
of possible time usage outcomes and is useful for planning and budgeting purposes.
Uncertainty assessments may also be used to give predictions a more precise mean-
ing through pX time predictions (e.g. p80 equals an 80% chance of not exceeding
the prediction). It is essential to avoid uncertainty assessment methods that lead to
strongly overconfident (too narrow) time prediction intervals, since they may do
more harm than good.

6. Are there several feasible time prediction methods and a need for high time
prediction accuracy?

The accuracy of time predictions may be improved by combining time predictions
from different sources and using different prediction methods. Mechanical combi-
nations using the median, the trimmed mean (excluding a proportion of the lowest
and highest predictions), or the mean (when few time predictions are available and
there are no outliers) of time predictions from different sources are possible meth-
ods for this. A proper group-based combination is typically based on a process in
which experts individually predict the required time and then discuss and share these
predictions and their rationale. Based on the discussion, the experts may choose to
update their time predictions. In the final stage, the group agrees on a time prediction
or uses a mechanical combination of the individual predictions. Especially for tasks
where the discussion and sharing of knowledge are essential for accurate predictions,
group-based combinations are likely to improve time prediction accuracy more than
mechanical combinations are. The benefit of combining time predictions, regardless
of the combination approach, strongly depends on the independence of the individual
time predictions. If there are good reasons to weight one method more than the other,
one may choose to do so; otherwise, it is better to weight all the time predictions
equally.

2This can be done in the free software Riscue: http://www.riscue.org/.

http://www.riscue.org/
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Chapter 9
How to Obtain Overoptimistic Time
Predictions from Others

Below is a list of elements describing how to get low time predictions, ranked by
what we believe is their magnitude of impact. The elements are likely additive, where
combinations of more elements may further lower the time predictions. However,
the effect of adding biases has not been studied much, so we do not know how bad
things can get in such combinations. The list is meant to be a warning about how
the person requesting a time prediction can easily contribute to overoptimism. That
person could be you, for example, in the role of the client or project manager or
when asking a carpenter about the time needed to remove an interior wall in your
home. If, in spite of our warning, you include one or more of the elements described
here to manipulate other people’s time predictions, you have only yourself to blame
for low work quality, frustrated coworkers, increased coordination costs, and missed
deadlines.

Optimism-inducing time prediction request elements:

1. Exploit the use of prediction anchors. Anchoring effects are extremely robust
and the moment a person is exposed to an anchoring value, that person will have
a hard time avoiding being affected. There are many ways to introduce low time
prediction anchors. One way is to ask questions such as ‘do you think it will take
more than ______?’ (a number representing a low use of time). Another way
is to indicate an initial low budget or little time available, such as ‘I have only
______ (a number representing a low use of time or a low cost). Do you think
that will be enough?’

2. Exploit the selection bias (winner’s curse) effect by inviting several people to
predict the time required and selecting among those with the lowest time predic-
tion or the lowest price in a bidding round. You find the strongest selection bias
when the number of time predictions to select from is high, when there is a large
difference between the lowest and highest time predictions, when the expected
prediction accuracy is low, and when the actual time to complete the work does
not vary much across different workers.

3. Exploit the sequence effect. An initial time prediction will typically influence, as
a reference, the next time predictions through the so-called assimilation effect.
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Requesting the time prediction of a small task before that of a larger task will
consequently lower the prediction time of the larger task. The sequence effect
may also be present if you select people who recently (or mainly, in the past)
predicted time usages for smaller tasks.

4. Exploit the effects of motivation. The addition of incentives for a task’s fast and
efficient completion lowers time predictions more than the actual time usage. For
instance, you could make it clear that a low time usage will lead to future oppor-
tunities or other benefits. You may also inform people that it is very important to
complete the work within a short time period.

5. Exploit the effect of updating time predictions. A strategy to obtain lower time
predictions is to first ask for the time prediction of a task with extra features
(bells and whistles), that is, with many things you do not really need. Then ask
for an update of the time prediction for a reduced version of the task, which will
include only the features you actually need. The revised time prediction is likely
to be too low.

6. Exploit the framing and format effects. How a time prediction is requested clearly
matters and there are several ways to exploit request formats to lower a time
prediction.Oneway is to frame the timeprediction request usingwords associated
with smaller or simpler tasks, for example, ‘how much time do you need to
complete this simple task?’ Another way is to change the prediction request into
a format such as ‘howmuch can you complete in ____ hours?’, where the number
of hours is only a small proportion of the total time needed. A third alternative is
to request the time prediction in a time unit that implicitly indicates that the task
is small, for instance, request the time prediction in minutes when the task takes
several hours or in hours when a task takes several months.
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