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Preface

This year we organized the 18th ICOST conference, an event which has succeeded in
bringing together a community from different continents for over a decade and a half
and raised awareness about the frail and dependent people’s quality of life in our
societies.

After 17 very successful conferences held in France (2003, 2009, 2017), Singapore
(2004, 2013, 2018), Canada (2005, 2011), Northern Ireland (2006), Japan (2007), the
USA (2008, 2014, 2019), South Korea (2010), Italy (2012), Switzerland (2015), and
China (2016), we decided to open the conference for the African continent and tackle
the digital technologies impact on public health in developed and developing countries.
This 18th edition of the International Conference on Smart Living and Public Health
(ICOST 2020), was organized by the Digital Research Center (CRNS), Sfax, Tunisia,
and the Institut Mines-Télécom (IMT), Paris, France, during June 24–26, 2020. The
conference was intended to be hosted in Hammamet, Tunisia, but was finally hosted
virtually given the COVID-19 situation faced this year. The theme of the conference
was “The Digital Technologies Impact on Public Health in Developed and Developing
Countries.”

ICOST 2020 provided a premier venue for the presentation and discussion of
research in the design, development, deployment, and evaluation of AI for health, smart
urban environments, assistive technologies, chronic disease management, and coaching
and health telematics systems. ICOST 2020 aimed to understand and assess the diverse
and disparate impact of digital technologies on public health in developing and
developed countries. ICOST 2020 brought together stakeholders from health care,
public health, academia, and industry along with end users and family caregivers to
explore how to utilize technologies to foster health prevention, independent living, and
offer an enhanced quality of life. The ICOST 2020 conference featured a dynamic
program incorporating a range of oral and poster presentations, along with panel
sessions.

ICOST 2020 was proud to extend its hospitality to an international community
consisting of researchers from major universities and research centers, representatives
from industry, and users from 17 different countries. We would like to thank the
authors for submitting their current research work and the Program Committee
members for their commitment to reviewing submitted papers. The ICOST proceedings
have now reached over 150,000 downloads and are in the top 25% of downloads of
Springer LNCS. We are extremely thankful to our sponsors for their commitment and
support to the vision and mission of ICOST.

June 2020 Mohamed Jmaiel
Mounir Mokhtari

Bessam Abdulrazak
Hamdi Aloulou

Slim Kallel
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Alzheimer’s Disease Early Detection
Using a Low Cost Three-Dimensional

Densenet-121 Architecture

Braulio Solano-Rojas(B), Ricardo Villalón-Fonseca(B),
and Gabriela Maŕın-Raventós(B)

CITIC - ECCI, Universidad de Costa Rica, San José, Costa Rica
{braulio.solano,ricardo.villalon,gabriela.marin}@ucr.ac.cr

Abstract. The objective of this work is to detect Alzheimer’s disease
using Magnetic Resonance Imaging. For this, we use a three-dimensional
densenet-121 architecture. With the use of only freely available tools, we
obtain good results: a deep neural network showing metrics of 87% accu-
racy, 87% sensitivity (micro-average), 88% specificity (micro-average),
and 92% AUROC (micro-average) for the task of classifying five differ-
ent classes (disease stages). The use of tools available for free means that
this work can be replicated in developing countries.

Keywords: Alzheimer · Deep learning · MRI · Computer-aided
detection · Computer-aided diagnosis

1 Introduction

Alzheimer’s Disease (AD) is the most common form of dementia among older
adults [17]. It is a neurodegenerative disease without a cure. Its early detection
is crucial because it allows those people who are going to be affected to prepare
for future changes [17]. For example, some medications delay the disease. Also,
their relatives can prepare and train for the care that will be necessary [17].

Early detection is not easy. One of the difficulties is the performance of people
working at the clinic. People making a diagnosis are affected by several factors
such as fatigue, stress, distractions, and inherent cognitive biases to specific
conditions of the disease. When radiologists see a medical image, such as a
magnetic resonance imaging (MRI), biased reasoning about the conditions of
the disease will result in the loss of the opportunity to detect it. Graber et al. [7]
found that about 74% of diagnostic errors are attributed to cognitive factors. Lee
et al. [14] state that approximately 75% of all medical errors made were due to
diagnostic errors by radiologists. A high workload, stress, fatigue, cognitive bias,
and an inadequate system are part of the causal factors. Medical errors contrast
with the fact that recently artificial intelligence, in particular, deep artificial

Supported by CITIC and ECCI, Universidad de Costa Rica.

c© The Author(s) 2020
M. Jmaiel et al. (Eds.): ICOST 2020, LNCS 12157, pp. 3–15, 2020.
https://doi.org/10.1007/978-3-030-51517-1_1
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neural networks (DNNs) have shown superhuman abilities in the detection of
diseases in medical computer vision, as in the work of Rajpurkar [18]. We can
design DNNs to integrate them into computer-aided diagnosis protocols for the
detection of many priority diseases. One of these possible diseases is AD.

Currently, there is a body of images of healthy patients and patients with
AD that is available through the database Alzheimer Disease Neuroimaging Ini-
tiative (ADNI)1. ADNI launched in 2003 as a public and private initiative. The
leadership belongs to the researcher Michael W. Weiner. The main objective of
ADNI has been to test whether medical images, other biomarkers, and clinical
and neuropsychological evaluation can be combined to measure the progress of
AD. The early detection of AD employing software would allow us to strengthen
and improve medical protocols by providing what we call Computer-Aided Diag-
nosis (CAD).

As we commented, DNNs have become increasingly important and useful in
recent years. One kind of these type of neural network is Convolutional Neural
Networks (CNN). CNNs are inspired by the biological visual cortex and are used
in areas as diverse as smart surveillance and monitoring, health and medicine,
sports and recreation, robotics, drones, and self-driving cars [12].

This work consists of measuring the accuracy of the detection of Alzheimer’s
disease of a three-dimensional CNN architecture, specifically a densenet-121,
trained using the ADNI MRI images. We also have a low-cost economic objective.
We aim to provide a technological artifact that has the potential of being used
in the public health and wellbeing of citizens all over the world, in particular,
for developing countries that have difficulties in accessing specialized hardware
platforms for computation.

Before presenting the results of developing a low-cost densenet for
Alzheimer’s disease detection, we first provide in Sect. 2 some background def-
initions to support our work. In Sect. 3 we describe previous work with more
detail. Then in the next section, we provide the methodology used to realize this
work. We present in Sect. 5 the results of the design chose. Finally, we analyze
those results with concluding remarks and future work in Sect. 6.

2 Background

We start with a short review of medical vocabulary used to provide a context
for our research. First, we introduce different clinical stages of disease that we
want to classify, and later, we describe two types of medical imaging used in the
detection and diagnosis of AD.

2.1 Clinical Disease Stages

There are different stages before the clinical diagnosis of AD. These are cogni-
tively normal, significant memory concern, and mild cognitive impairment.

1 http://adni.loni.usc.edu.
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Cognitive Normal (CN). CN patients are the control subjects in the ADNI
study. They have healthy aging. They show no signs of depression, mild cognitive
impairment, or dementia [1].

Significant Memory Concern (SMC). SMC is a self-report significant mem-
ory concern from the patient, quantified by using the Cognitive Change Index
and the Clinical Dementia Rating (CDR) of zero. Subjective memory concerns
are correlated with a higher likelihood of progression, thereby minimizing the
stratification of risk among normal controls and addressing the gap between
healthy elderly controls and mild cognitive impairment. However, SMC patients
score within the normal range for cognition [1].

Mild Cognitive Impairment (MCI). MCI participants have reported a sub-
jective memory concern either autonomously or via an informant or clinician.
However, daily living activities are mainly preserved, there are no significant
levels of impairment in other cognitive domains, and no signs of dementia exist.
Levels of MCI (early or late) are determined using the Wechsler Memory Scale
Logical Memory II [1].

Alzheimer’s Disease. AD is the most common cause of dementia, a general
term for memory loss and other cognitive abilities severe enough to interfere with
daily life. It is a progressive disease, where dementia symptoms gradually worsen
over several years. Individuals lose the ability to carry on a conversation and
respond to their environment. Current medications cannot stop the disease from
progressing, they can temporarily slow the worsening of dementia symptoms and
improve quality of life for those with AD and their caregivers [17].

Since we aim to assess if those stages, including AD, are detected on medical
imaging, particularly on Magnetic Resonance Imaging, we continue describing
two medical imaging techniques.

2.2 Medical Imaging

Medical imaging is the process and technique of creating visual representations
of the inner of a human body for clinical analysis and medical intervention. We
introduce two types of medical imaging. We are especially interested in the input
of Magnetic Resonance Imaging (MRI) on DNN. Moreover, we also mention
Positron Emission Tomography (PET) because it is sometimes an input that
accompanies MRI. We follow describing what MRI and PET are.

Magnetic Resonance Imaging. MRI is a non-invasive imaging technology
that produces three-dimensional detailed anatomical images without the use of
radiation that damages human tissues. It is often used for disease detection and
diagnosis and treatment monitoring. It is based on sophisticated technology that
excites and detects the change in the direction of the rotational axis of protons
found in the water that makes up living tissues [15].
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Positron Emission Tomography. PET scans use radiopharmaceuticals to
create three-dimensional images. These types of scans produce small particles
called positrons. A positron is a particle with roughly the same mass as an
electron but oppositely charged. Positrons react with electrons in the body, and
when these two particles combine, they annihilate each other. This annihilation
produces a small amount of energy in the form of two photons that shoot off in
opposite directions. The detectors in the PET scanner measure these photons
and use this information to create images of internal organs [16].

3 Previous Work

Our literature review assesses how much progress has been made and what can
be contributed in the detection of AD using deep learning, in particular with
Convolutional Neural Networks (CNN). We only focus on AD however detection
of another neurodegenerative disease using DNNs has been investigated [13,19].

We used IEEE2 as the source for Artificial Neural Networks because, accord-
ing to Journal Rankings3 on the category of Artificial Intelligence, IEEE is the
first on both SJR and H-Index sortings. We used the search engines Duck Duck
Go, and Google Scholar to find illustrative publications.

We used the search string “deep AND learning AND alzheimer AND mri”
in order to assess the use of convolutional deep learning in our application of
interest. We ran the query mentioned from 2016 to the present (in 2019) since we
are searching about recent advancements in neural networks. We retrieved from
IEEE Digital Library 81 records with this query, including conferences, journals,
and early access articles.

We screened by title, and if the title was too ambiguous by abstract. We
searched for the application of convolutional deep learning and we obtained 32
articles. Notably, we searched for literature that included the design of convo-
lutional deep learning artifacts for computer vision to detect AD in MRI and
other modalities. Besides, the literature was restricted to supervised learning.
For example, we did not include convolutional autoencoders alone.

For the articles we deemed appropriate, we developed a data extraction
spreadsheet to serve for analysis where we collected the following information
about each publication: (1) year of the paper, (2) architecture of the neural
network, (3) if the MRI images were processed, (5) the modalities (number of
inputs), (6) the number of classes used, and the metrics of (7) accuracy, (8)
sensitivity, (9) specificity, and finally (9) the Area Under the curve Receiver
Operating Characteristics (AUROC).

In this literature review, with our data extraction spreadsheet, we find a
severe problem. Almost 50% of papers report accuracy but do not report sen-
sitivity, specificity or AUROC. Accuracy alone can be misleading. A classifier
can report a high accuracy and yet have a low capacity of true prediction. We
also conclude that the studies are too diverse to allow a meaningful comparison.

2 https://ieeexplore.ieee.org/.
3 https://www.scimagojr.com/.
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It seems that there is a race to obtain greater accuracy, although this met-
ric is misleading. In addition, multiclass classification is avoided. Most studies
implement one-vs-one classifiers, thus achieving higher accuracy values. When
the number of classes increases the accuracy tends to decrease. In fact, we did
not find any article with multiclass classification with more than four classes.
Nor did we find many articles that used the densenet architecture. Only three
papers used densenets, of which two [6,9] are three-dimensional but with shal-
low densenets and one [11] uses deep densenets but two-dimensional. Finally, the
quantitative analysis of the collected items does not generate a great contribu-
tion due to these defects. However, in the review of the articles, we find articles
of remarkable quality as [2]. We also consider that some of the papers collected
are not repeatable.

In contrast to existing studies, we seek to create a multiclass neural network
using only tools available for free. Besides, we do not give greater importance
to accuracy over other metrics and analysis. Finally, we want our process to be
repeatable, and we report it complete along with all the parameters used, as
explained in the next sections.

4 Methodology

In this section, we describe how we collect data using the ADNI study and how we
preprocess these data. Then, we present the development carried out and how we
produced, using the Google Collaboratory tool, an Alzheimer’s prediction model
to fulfill the objective of measuring the accuracy of the detection of Alzheimer’s
disease using a three-dimensional Densenet-121.

4.1 Data Acquisition

In this work, we used the data from ADNI. We used their beta advanced
search functionality with the following criteria. In Projects, we checked ADNI.
In Research Group, we checked MCI, EMCI, AD, SMC, and CN. In Modality,
we checked MRI. We only chose MRI and did not add PET because of eco-
nomic restrictions. PET requires radiopharmaceuticals, as mentioned. It is more
usual to find MRI in contexts of economic limitations. Continuing with search
options, in Image Description, we used MPRAGE. In Acquisition Plane, we used
SAGITTAL, and finally, in Weighting, we used T1. The rest of the search fields
were left with their default values. With those parameters, we obtained 5556
magnetic resonance images with the following distribution: 1520 Cognitive Nor-
mal (CN), 186 Significant Memory Concern (SMC), 1222 Early Mild Cognitive
Impairment (EMCI), 1274 Mild Cognitive Impairment (MCI), 636 Late Mild
Cognitive Impairment, and 718 Alzheimer’s Disease.

The images obtained from ADNI are in Digital Imaging and Communication
On Medicine (DICOM) format. The files are in a zipped archive of 55.5 GB,
and the uncompressed files measure 138 GB. We reduce that size with data
preprocessing, and we explain how and why in the next section.
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4.2 Data Preprocessing

MRI image data are groups of images. Every image is a slice, and the group
of slices shapes the MRI. Every image or slice is a matrix of pixels. Each slice
has an associated spatial thickness because they represent reality. Also, every
pixel in every slice has a spacing, that is the space they represent. Thus, the
data is volumetric or, in other words, rectangular cuboids. Taking that into
consideration, we do the following transformations to the data. First, we convert
all volumetric pixels (voxels) to a spacing of 1 × 1 × 1 mm. This conversion may
add or delete slices, or slice pixels. After that, we convert every slice to 256×256
pixels as follows. Some slices are not square. If they are not, we fill in with black
pixels. After they are square, if they are not 256 × 256, we convert them to that
size using interpolation. Concerning the size, we also make the cuboids have 256
slices using interpolation. The result is 256×256×256 cubes. From these cubes,
to keep “see” only the brain as would a human do, we make a cut from slice 40 to
slice 214, from row 50 to row 199, and from column 40 to column 239. With that
cut, we discard borders full of black pixels and conserve the inner cuboids that
have useful information (the brain). Since we made all the MRI the same size, we
assume that the cut keeps the brain and we do not have to apply techniques like
image segmentation (cutting the brain using pattern recognition). From those
cut cuboids, we use only half of the slices and half of the rows and columns of
every slice by eliminating one in between for all. The latter reduces the size of the
images and the dimensionality of the problem considerably. Last, we normalize
the images pixel values to an interval of −1.0 to 1.0.

Data preprocessing can be done both online or beforehand. We implemented
both. However, to maintain a low-cost objective, we use a script to apply the
preprocessing previously to the task of neural network training, and we load the
MRI data already transformed. The previous transformation may be done on a
desktop or laptop computer. Although it will take hours, it is not a task that
will take more than a day on current commodity hardware.

After data preprocessing the images occupy only 13.5 GB, we have reduced
the size of the images slightly more than ten times. This reduction is beneficial
to minimize neural network training time and storage needs of our development
explained in the next section.

4.3 Our Development

We chose to use a convolutional DNN of densenet-BC architecture because of
our objective to use the least resources possible. This kind of architecture has
an excellent performance with fewer parameters to train [10]. We based our
development on the implementation of Hara et al. [8]. We used their densenet
implementation for the densenet-121 architecture. This implementation, in turn,
is based on the two-dimensional implementation available in the Pytorch code.
The implementation of Hara et al., however, is not generic. It was made for video
and incorporates the variables sample size and sample duration that have to do
with the size and duration of video samples. We eliminated that and made the
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implementation general. It works with all kinds of cuboids. Also, we added a
channels parameter because the implementation always considered 3 channels
(usually red, green and blue colors), but the magnetic resonance images are
monochromatic.

Using this implementation we configure the training process of the neural
network with the following parameters.

Training We use 75% of the data obtained from ADNI as the training
dataset. The data is obtained randomly from the complete data set

Batch size For the phase of training, we use a batch size of 5 MRI based on
experimental results by [2]

Testing The testing dataset is the remaining 25% of the data

Channels We send a parameter of 1 to the constructor of the neural network
because the images are monochromatic

Classes Initially, we sent a parameter of 6 to the constructor of the neural
network. However, we decided to eliminate the SMC class because it
is a subjective class. We consider it training noise. Finally, we use a
parameter of 5 classes to classify

Dropout We use a dropout rate of 0.7 based on observations by [2]. This
prevents overfitting

Loss We use a cross-entropy loss function. It is useful in classification
problems that are not binary and, in our case, we have 5 or 6 classes

Optimizer We use stochastic gradient descent (SGD). This popular optimizer
is useful in the case of unbalanced data, which is our case

Learning In the SGD optimizer, we use a learning rate parameter of 0.1 and a
drop in the learning rate in the sixty epoch of 0.1. The latter
reduces the learning rate to 0.01 in that epoch

Momentum Since the SGD optimizer with momentum usually finds flatter local
minima, we use a typical momentum of 0.9

Epochs Since we use the Google Collaboratory platform, we set the
maximum number of epochs to 80. It was not possible to exceed
above 90 epochs to reach 100 epochs because the platform
disconnects us before achieving it

With that parameters, we pushed the limits of the Google Colaboratory
platform to produce a state-of-the-art DNN. Although other authors claim that
the free-of-charge resources of Google Colaboratory “are far from enough to
solve demanding real-world problems and are not scalable” [3], we use it as the
platform that provides us Graphics Processing Unit (GPU) computation. This
decision has limitations and implications. As explained in [3], there only 12 h
of free use of the GPU backend. We have even noticed less sometimes, approx-
imately 10 h. After that time, Google Colaboratory disconnects and deletes the
virtual machine provided. If the user reconnects, the new machine supplied only
offers 3 h of GPU backend. After that, it is not possible to connect to a backend
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with GPU for a determined number of hours. These limitations imply that the
training and testing have to be done in one run before the first 12 h end. There
are other implications to the restrictions. For instance, it is customary to test or
validate neural networks during training; thus the loss and accuracy of the neural
networks can be analyzed at each epoch. However, to reduce computation time,
testing or validation of the trained DNN is only done at the end. We chose this
because a validation cycle of 25% of the data takes approximately 2 or 3 min. In
30 epochs, that would take 1 h or more. This trade-off is not severe, we can save
intermediate neural networks states and study them after finishing the training.
However, this choice also implies that techniques like early stopping can not be
employed. There are also disk size limitations.

Taking all the limitations into account and with the mentioned configuration
parameters of our development, we obtained the results that we discuss in the
next section.

5 Results and Discussion

The first finding of this work is the characterization of the significant memory
concern class as a noisy class for training. This problem may be due to the fact
that the class is subjective and is possibly composed of at least two classes: those
who will develop the disease and those who will not. Also, those who will develop
it may have different levels of progression, being, in turn, a class composed of
different classes. Another reason for the class to be problematic is its size. It is
the smallest cohort and by far. This makes it difficult to classify during training.
In the Fig. 1, we show how this class is not classified after 50 training epochs. As
seen, the column of the predicted SMC class is full of zeros. It is also notable that
the other classes already have a good level of correct classification. We decided
to remove this class from the data set. This reduced the total data set from 5556
MRI to 5370 MRI.

Fig. 1. Confusion matrix with the SMC class at 50 epoch

After eliminating the SMC class and training for 80 epochs, we obtain a
neural network with good classification metrics of the five remaining classes.
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The results can be seen in Figs. 2a and 2b. In Fig. 2a, the confusion matrix,
we can see how most values are kept diagonally. There are a certain amount
of incorrect predictions. However, there is an interesting, unexpected feature.
These incorrect predictions are mostly pessimistic; that is, there are more errors
above the diagonal that under it, and this means that the classifier is making
errors that put the prediction on upper disease stages. This is clearly in favor of
patients because, in terms of diagnosis of diseases, a false positive is better than
a false negative. Figure 2b shows the quality of our classifier for each class and all
classes together. As the area under each curve approaches the value 1.0, greater
diagnostic ability of the classifier is demonstrated. It is clear that, although our
classifier is not perfect, it is a good one.

(a) Confusion matrix (b) Receiver Operating Characteristic
curves

Fig. 2. Metrics of evaluation of the densenet-121 at 80 epochs

Although we obtained an already good predictive model, we wanted to
improve it using the same tools we already used. However, because we use Google
Colaboratory, we could not repeat the process of training and add a significa-
tive number of epochs. Therefore, we saved the model at 80 epochs. Then, after
waiting 12 h because of the Google Colaboratory restrictions, we restarted the
process of training again from the 80th epoch and pushed it to 110 final epochs.
The predictive performance of this new model can be seen in Figs. 3a and 3b.

This new confusion matrix (Fig. 3a) and ROC curve plot (Fig. 3b) show that
it is possible to improve the prediction model even under the restrictions of free-
of-charge resources like Google Colaboratory. We may notice that as we improve
all classes, the Late Mild Cognitive Impairment class gets worse in the prediction.
That is, we approach a local minima solution that improves the classes in general
but moves away from the correct prediction of the LMCI class. We believe that
this effect is due to the lack of balance in the data. LMCI is the class with the
least amount of data after we removed Significant Memory Concern. This can
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(a) Confusion matrix (b) Receiver Operating Characteristic
curves

Fig. 3. Metrics of evaluation of the densenet-121 at 110 epochs

be solved with data augmentation as done, for instance, in [4]. However, if we do
this, we would reduce the amount of maximum epochs that we can use during
training. However, although LMCI does not have the best classification, it is
classified pessimistically, then we can accept the commitment of not balancing
the data. We include more prediction performance metrics of this last model in
Table 1.

Table 1. Metrics of the obtained DNN at 110 epochs

specificity
(precision)

sensitivity
(recall) f1-score support

Cognitive Normal (CN) 93% 94% 93% 398
Early MCI (EMCI) 95% 91% 93% 308

Mild Cognitive Impairment (MCI) 99% 85% 91% 299
Late MCI (LMCI) 94% 49% 64% 156

Alzheimer’s Disease (AD) 59% 99% 74% 182

Macro average 88% 84% 83% 1343
Weighted average 90% 87% 87% 1343

Accuracy 84%
Micro specificity (precision) 84%

Micro sensitivity (recall) 81%

As we can see in Table 1, the worst figures are the specificity of Alzheimer’s
Disease and the sensitivity of Late Mild Cognitive Impairment. We could also
include the sensitivity of Mild Cognitive Impairment in the bad numbers,
although the percentage of recall is not poor. The poor specificity of Alzheimer’s
is acceptable because it reaches almost 100% sensitivity or recall. The number
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is bad because other classes are classified as AD, but in a context of pattern
recognition that always has risks and costs, it is in favor because it is pessimistic
and in medicine that can reduce risk and future costs. In the same manner, the
bad number of LMCI is also acceptable because the class is mostly classified
as AD. Therefore, considering the economic restrictions, the final figures of 84%
accuracy, 84% specificity (micro) and 81% sensitivity (micro) are acceptable. We
chose to report final micro-average figures instead of macro-average because in a
multi-class classification setup, micro-average is preferable when there is a class
imbalance. However, as it can be noticed the macro average and the weighted
average are better.

6 Conclusions and Future Work

The use of free-of-charge resources limited this study. With this restriction, we
explored a low-cost way to generate a deep artificial neural network that shows
good performance metrics. We demonstrate that the model can still be improved.
This prediction model can be useful in developing countries if user interface and
interpretation are added and it has the potential of being used in remote medicine
contexts.

In the future, we want to create a user interface for the diagnosis of AD. We
can do this based on the implementation of Chester [5], a computerized chest
X-ray disease prediction system that is delivered on the web. With the recent
creation of tools such as ONNX and TensorFlow.js, PyTorch-trained models
can be converted to work in the browser and compute using WebGL [5]. This
interface would have not only prediction but also interpretation or explanation
through relevance maps or heat maps.

Last, to contribute to reproducibility and transparency in academic work, we
provide the source code of our DNN at https://github.com/bsolano/Alzheimer-
ResNets.
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Abstract. With the advent of the Internet of Things (IoT), various intercon-
nected objects can be used to improve the collection and the process of vital
signs with partially or fully automatized methods in smart hospital environment.
The vital signs data are used to evaluate patient health status using heuristic
approaches, such as the early warning scoring (EWS) approach. Several
applications have been proposed based on the early warning scores approach to
improve the recognition of patients at risk of deterioration. However, there is a
lack of efficient tools that enable a personalized monitoring depending on the
patient situations. This paper explores the publish-subscribe pattern to provide a
self-adaptative early warning score system in smart hospital context. We pro-
pose an adaptative configuration of the vital sings monitoring process depending
on the patient health status variation and the medical staff decisions.

Keywords: Computing for healthcare � Early warning scoring system � Internet
of Things � Smart hospital

1 Introduction

The smart hospital (SH) is adding the intelligence to traditional hospital system to
improve the quality of healthcare services. It is based on the effective use of technology
and it covers all the resources and the locations with the patient information. A prin-
cipal functionality in a smart hospital is the automated and continuous control of the
patients during the hospitalization by measuring their vital signs. These observations
are important for preventing health deterioration, reducing costs and hospitalization
time, and potentially minimizing morbidity and mortality [1]. Several medical
approaches are used to evaluate the collected vital sings data. A prevalent example is
the Early warning scoring (EWS) approach which has been in use for several years as a
tool to predict the risk level of patients [2]. It was proposed for the first time as a paper-
based method that need periodical checkups to assign a score based on patient’s vital
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signs (i.e., heart rate, respiration rate, body temperature, blood pressure). The score of
each medical sign depends on the non-respect of a predefined normal interval. The
summation of all scores reflects the global patients risk level [2].

By exploring the Internet of Things technologies, the vital signs control solutions
are automated based on various medical devices and sensors. Smart medical devices
constitute the core part of the smart hospital environment. Their main purpose is to
gather vital signs data or other patient physiological conditions. These automated
systems reduce the errors of the manual Early Warning Score systems [3] and facilitate
the nurses’ functions such as constantly gathering and storing the vital signs records.

The emergence of the Internet of Things, the electronic records and the comput-
erized transaction systems have improved the efficiency and effectiveness of EWS
systems.

In spite of such advantages using IoT, there are currently two important challenges
of early warning scores systems and they need to be considered. The first issue is how
to ensure a personalized monitoring of patients’ vital signs depending on their situa-
tions and the medical experts’ requirements especially in case of controlling an
important number of patients.

The second issue is the need of timely response of medical staff in case of problem
detection.

Our work is motivated by the challenges described above and its main objective is a
self-adaptative Early Warning Scoring system that supports the change of the patient
control frequency depending on his situation.

This paper is organized as follows: In Sect. 2 we describe the vital signs evaluation
with the early warning score systems and we present some related works. Our proposed
solution is detailed in Sect. 3. The Implementation and the evaluation are presented and
discussed in Sect. 4. The Sect. 5 presents the concluding remarks and future work.

2 Background and Related Works

Early warning systems, also known as ‘track-and-trigger’ (T&T) systems, consist of
evaluating vital sings using scores to recognize patients at risk of deterioration. Since
85% of severe adverse events (SAE) are preceded by abnormal vital signs, the vital
signs monitoring based on EWS approach have evolved as a means of alerting health
professionals to patient clinical decline [4].

In smart hospitals, particularly in intensive care units, the Early Warning Score
(EWS) is a prevalent tool, by which patient’s vital signs are periodically recorded and
the emergency level is interpreted [3]. To this end, a score (0 for a perfect condition and
3 for the worst condition) is allocated to each vital sign according to its value and the
predefined limits. The summation of the obtained scores indicates the degree of health
deterioration of the patient (the higher the EWS, the worse the patient’s health
condition).
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2.1 National Early Warning Scoring (NEWS)2 Approach

NEWS2 chart illustrated in Fig. 1 is a revised version of NEWS chart. The NEWS was
created to standardize the process of recording, scoring and responding to changes in
routinely measured physiological parameters in acutely ill patients. It was developed to
improve the detection of clinical deterioration in patients with acute illness. In [5]
NEWS was evaluated against a range of outcomes that are of major importance to
patients and staff. It demonstrates a good ability to discriminate patients at risk of the
combined outcome of cardiac arrest, unanticipated ICU admission or death within 24 h,
which provides ample opportunity for an appropriate clinical intervention to change
patient outcome [6].

NEWS2 could be made safer for patients with hypercapnic respiratory failure by
having two scoring systems for (saturation pulse oxygen) SpO2:

• The existing SpO2 scoring system (Scale 1) that would apply to the majority of
patients.

• A dedicated SpO2 scoring system for patients with hypercapnia respiratory failure
(Scale 2). This illness means that the patient doesn’t have enough oxygen in his
blood and his desired oxygen saturations are set at a lower level (88–92%).
The NEWS scoring system is adjusted accordingly.

Fig. 1. The NEWS2 scores chart.
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2.2 Early Warning Score Systems Requirements

Early warning score systems are used to improve the process of recording, scoring and
responding to changes in measured vital signs of patients. The following paragraphs
present the principal requirements of EWS systems to ensure an efficient detection and
response to clinical deterioration:

• Personalization

The patient vital sings data are the key of successful medical decisions. Each
patient requires a personalized control depending on his situation [7]. For example a
patient with a disease that causes hyperthermia, the temperature is a critical data which
must be visualized with more precision; every second. While other non-critical
parameters can be calculated only every hour for example.

• Medical staff engagement

The early warning scores systems are highly user-dependent and depend on the
appropriate response and actions of the Medical Emergency Teams [4].

• Need for expert’s decision

The warning scores cannot replace specialist’s decision and the importance on
knowing individual patients, they cannot also replace the background to the observa-
tions that are recorded [2].

NEWS correlated poorly with the patient’s clinical status within the first 24 h post-
operatively [2].

2.3 Related Works

In [8], authors present a solution which takes benefits from the concept of Edge
computing and fog computing in the context of IoT based Early Warning Scores
systems. The solution provides high level services in a Geo-distributed fashion at the
edge of the network. The proof of concept is demonstrated with smart e-Health Gate-
way called UT-GATE implemented for an IoT-based remote health monitoring system.
The demonstration includes the data flow processes from data acquisition at sensor
nodes to the cloud and the end-users. However, the data has a static interval of
acquisition which is defined at the development stage. As a result, the solution does not
give the possibility of personalization. The smart e-Health Gateway proposed in [9]
provides local storage to perform real-time local data processing and mining. When a
patient’s vital signal is processed, reliable IoT systems are provided to facilitate fault-
tolerant healthcare services. Zhang et al. proposes in [10] a patient-centric cyber-
physical system named Health-CPS aiming to ensure convenient Healthcare service.
The Health-CPS depends on Cloud computing and data analytics to handle the big data
related issues of different healthcare applications. The system is composed of several
layers such as data collection layer, data management layer and data-oriented service
layer. The system collects data in a unified standard. It supports distributed storage and
parallel processing.
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The authors present in [11] a low-cost health monitoring system that provides
continuous remote monitoring of the ECG and automatic analysis and notification. The
system consists of energy-efficient sensor nodes and a fog layer that take full advantage
of IoT. The sensor nodes collect and wirelessly transmit ECG, respiration rate, and
body temperature to a smart gateway which can be accessed by appropriate care-givers.
In addition, the system can represent the collected data in useful ways, perform
automatic decision making and provide many advanced services such as real-time
notifications for immediate attention.

All the previous proposed solutions require different technology skills to modify or
to scale out an existing system in a hospital context. The devices list is predefined at the
conception level with fixed parameters of configuration. Added to that, the frequency
of collecting and saving data are defined by the developers at the level of implemen-
tation without the possibility of modification after the deployment in a real case. As a
result of this static configuration, a device collect data with the same parameters defined
from the first step of development and it cannot be reused for personalized cases.

However, patient data are different from other collected data in IoT environments as
it depends on the no stable situation of the patient health. For example, the frequency of
the collected respiration data with a sensor depends on the patient illness. In some
cases, an interval of 1 h is sufficient but in other cases 1 min is needed. If the storage
operation of data is unique, an important unnecessary information will take place in the
memory and demand useless process. In this paper, we propose a health-care system
that makes it easy to personalize the vital signs monitoring of a particular patient
depending on his health condition.

3 The Proposed Solution

Our proposed solution supports a patient-driven process by giving the possibility to
adjust the parameters of vital signs monitoring to a specific health condition or treat-
ment. The following paragraphs describe the solution architecture and the supported
communication model.

3.1 Publish-Subscribe Communication Model

Our solution uses the publish/subscribe pattern for the data exchange between the
different architecture layers. Publish-subscribe messaging systems support data-centric
communication and have been widely used in IoT systems. With the publish-subscribe
pattern, the exchange of messages between clients is ensured using a broker that
manages topics and sub-topics. A publisher on a given topic can send messages to other
clients acting as subscribers to the topic without the need to know about the existence
of the receiving clients [5].

To organize the topics and sub-topics in both gateway and server brokers, we define
four categories of data:

• Sensed data: The collection of time-series data sensed by the medical devices.
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• EWS score data: The corresponding score of each sensed data depending on the
NEWS2 specification illustrated in Fig. 1.

• Configuration data: The definition of the gateway parameters by the medical staff.
For example, the frequency of saving the collected data.

3.2 Gateway Layer Components

We propose the use of a gateway as an edge layer to put the computing at the proximity
of data sources. In each hospital room, a smart gateway is used to collect the vital signs
of the patients. The main components of the proposed gateway illustrated in Fig. 2 are:

a) Local broker
The Broker server acts as an intermediary for messages sent between the publishers and
the subscribers for a specific topic. It routes the messages based on topic rather than the
IP address. When a message is sent by the publish client to the broker server, all the
subscribe clients interested on the related topic of the message will receive the
publication.

Fig. 2. The solution architecture.
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Medical devices are considered as data publishers. A topic is the device name and
for each device, a subscriber is created to listen to the published data and save it in a
local database with the required parameters. The main component of the gateway is an
embedded configuration service that provides medical staff with the ability to log into
and configure the data process behavior depending on patients’ situations. Medical staff
can configure publishers and subscribers by providing information such as the ID of the
devices, the references of the patients and the corresponding dates of hospitalization.

b) The virtual sensor
It is a software component that has three main roles. First, it saves the received data as
significant information in the local database. Second, it calculates the score of the data
depending on its type and using the predefined intervals of the NEWS2 approach. In
case of problem detection with the calculated score or data interruption, the virtual
sensor publishes a notification to the local broker. Added to that, each virtual sensor is
subscribed to a configuration topic in order to receive the requested interval of saving
data in the local database. To ensure the privacy of the patient information, the virtual
sensor does not store the patients’ details such as their names or their ages. It stores
only the references of patients associated with the devices’ numbers and the corre-
sponding range time of data collection.

c) Scores manager
The scores manager is a software component that receive calculated scores from all the
virtual sensors. It calculates the global score of each patient and evaluates its risk level.
The calculated scores are saved in the local database and they are sent regularly to the
hospital server for long term storage. In case of high score detection, the scores
manager keep publishing significant notifications to the local broker until it receives a
validation of the medical staff intervention.

d) Configuration manager
The configuration manager is in an intermediate position between the hospital server
and the virtual sensors. It initializes each new virtual sensor with the corresponding
configuration. The configuration manager of each gateway is considered as a subscriber
to the corresponding configuration topic defined at the Hospital server.

3.3 Methods

The main objective of our solution is to provide intelligent methods of patient control.
Two types of configuration are supported by the configuration manager:

• Devices configuration

The medical staff can submit a configuration request using a web interface, the
server broker publish the received request as a configuration message to the concerned
gateway. If the request is about adding a new device, a new virtual sensor is created
after validation. In case that the medical staff choose to modify some parameters of an
existing device, the corresponding virtual sensor checks the different inserted param-
eters: device identifier, patient reference and the time range of saving data and save the
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new configuration. The separation of the virtual sensors as independent subscribers
ensures that the modification or the elimination of a device does not affect the whole
system.

• Data management configuration

Added to the devices configuration possibility, our system integrates an automation
algorithm for the calibration of the data storage and the score calculation frequency.

For each score level, the maximum value is defined as score level limit. The
configuration manager reads frequently the calculated score of each vital sign from the
local database and compare it with the corresponding predefined limits.

If it captures successive abnormal values, the frequency of the collection of this
data is automatically increased to be able to monitor the data concerned with more
precision. The new frequency value is saved in the local database and published as a
message to the corresponding virtual sensor.

When the measurements become more stable and less than the predefined limits,
the administrator can decide to change this frequency.

The values of required frequencies are defined depending on the medical experts’
requirements (Fig. 3).

The self-adaptivity process is illustrated in the following algorithm:

Algorithm 1 Self-adaptivity algorithm
Inputs: (SC) NEWS2 calculated score, (Freq) Corresponding frequency, (VST) Virtual 
Sensor Topic

Variables: (Score0Limit, Score1Limit) NEWS2 scores limits
Output: NewFreq (new data collection frequency).

0: begin
1: If ((Freq == FreqLevel1) and (SC ==0)) then 
2:         Score0Limit= GetScoreLimit (VST, 0)
3:         If (verifEgalityOfLast2Values (VST, SC, Score0Limit)

4:               == false) then
5:                NewFreq = FreqLevel2
6:         End if
7:  Else if ((Freq == 1min) and ((SC == 1) or (SC == 2))) then
8:         Score1Limit = GetScoreLimit (VST, 1)
9:           If (verifEgalityOfLast3Values(VST, SC, Score1Limit) 

10:            == false) then
11:                NewFreq = FreqLevel3

12:         End if
13: End if

14: Publish (VST, NewFreq)
15: end

Fig. 3. Self-adaptative configuration algorithm.
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4 Implementation and Evaluation

4.1 Materials

The Gateway is a Raspberry Pi 3 which is a small size board with 1 GB of Ram and
1.2 GHz processor [12]. As an Operating System for the gateway, we use Raspbian the
pre-compiled Debian OS which is especially optimized for the Raspberry Pi.

We install the InfluxDB database which is an open-source Time Series Database
written in Go. At its core is a custom-built storage engine called the Time-Structured
Merge (TSM) Tree, which is optimized for time-series data. InfluxDB supports SQL-
like query languages named InfluxQL and has the advantage of easy scale-out. It
provides support for mathematical and statistical functions across time ranges, also it is
developed for custom monitoring, metrics collection and real-time analytics [13].

We use the mosquito implementation as a messages’ broker and Node JS clients as
subscribers [14].

The messages exchange is ensured by MQ Telemetry Transport (MQTT) protocol
[15]. MQTT protocol is a lightweight application layer protocol designed for resource-
constrained devices. It runs over TCP/IP, or over other network protocols that provide
ordered, lossless and bidirectional connections. It uses the publish/subscribe messaging
system combined with the concept of topics to provide one-to-many message distri-
bution. The headers of MQTT messages are small and the connection set up does not
require a synchronous handshake which could support a range of 10 to 100 messages
per second.

MQTT applies topic-based filtering of messages with a topic being part of each
published message. The broker uses the topics to determine whether a subscribing
client should receive the message or not. Clients can subscribe to as many topics as
they are interested in.

4.2 Evaluation and Results

The evaluation of the presented solution was done from a resource use point of view to
analyze whether the self-adaptative algorithm would result in a better performance
parameter. The parameters that were taken into account were memory use for stored
data and the CPU use of the gateway.

To prove the benefits of the customized use of the gateway, we consider a scenario
of controlling the temperature data of one patient with two different scenarios. The first
is called fixed case, it is the standard case in which the data are collected with a unique
interval of time. In the second case, the interval of data collection changes depending
on the patient’s score calculation.

In Fig. 4, we illustrate a result of the self-adaptivity configuration. We support 3
levels of data storage frequency depending on the corresponding score. The green
signal presents the temperature measurements of a patient. The frequency of saving the
sensed data changes when successful augmentation of temperature value is detected.
The second signal which does not respect the self-adaptative algorithm contains
unnecessary information for the first seven hour and before the increase of patient’s
temperature.
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We simulate 5 devices that send temperature values using the MQTT protocol. Two
scenarios were made for this simulation. The first is to use a temperature interval equal
to 1 s for the 5 devices. The second is to vary the sending intervals for each device
(10 min, 5 min, 1 h, 30 min, 10 s).

The evaluation results reflected in Fig. 5 and Fig. 6 are obtained using chronograf
software which is an administrative tool for InfluxData deployments [16]. It shows that
the use of a single data processing strategy in a fixed and non-custom way can result in
an unnecessary use of gateway processor and memory which obviously affects per-
formance and the time reaction specially in emergency cases.

Fig. 4. Self-adaptative configuration example.

Fig. 5. Evaluation of the fixed scenario
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5 Conclusion and Future Work

In this paper, we proposed a self-adaptative early warning scores system that respect a
risk evaluation approach named NEWS2. It provides a manual and self-adaptative
configuration of the vital signs monitoring process depending on the patient health
status variation and the medical staff decisions. We aim in our future work to use
ontologies for more interpretation of collected data.
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Abstract. In recent years, many technologies were racing to deliver
the best service for human being. Emerging Internet of Things (IoT)
technologies made birth to the notion of smart infrastructures such as
smart grid, smart factories or smart hospitals. These infrastructures rely
on interconnected smart devices collecting real-time data in order to
improve existing procedures and systems capabilities. A critical issue in
smart infrastructures is the information protection which may be more
valuable than physical assets. Therefore, it is extremely important to
detect and deter any attacks or breath to the network system for infor-
mation theft. One of these attacks is the rank attack that is carried out
by an intruder node in order to attract legitimate traffic to it, then steal
personal data of different persons (both patients and staffs in hospitals).
In this paper, we propose an anomaly based rank attack detection system
against an IoT network using Support Vector Machines. As a use case,
we are interested in the healthcare sector and in particular in smart
hospitals which are multifaceted with many challenges such as service
resilience, assets interoperability and sensitive information protection.
The proposed intrusion detection system (IDS) is implemented and eval-
uated using Conticki Cooja simulator. Results show a high detection
accuracy and low false positive rates.

Keywords: Internet of Things · Smart hospitals · Intrusion
detection · Rank attack · Machine learning · RPL

1 Introduction

Nowadays, the deployment of the Internet of Things (IoT) where many objects
are connected to the Internet cloud services becomes highly recommended in
many applications in various sectors. A highly important concept in the IoT is
Wireless Sensor Networks or WSNs where end nodes rely on sensors that can col-
lect data from the environment to ensure tasks such as surveillance or monitoring
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for wide areas [7]. This capability made the birth to the notion of smart infras-
tructures such as smart metering systems, smart grid or smart hospitals. In such
infrastructures, end devices collecting data are connected to intermediate nodes
that forward data in order to reach border routers using routing protocols. These
end nodes are in general limited in terms of computational resources, battery and
memory capacities. Also, their number is growing exponentially. Therefore, new
protocols are proposed under the IoT paradigm to optimize energy consumption
and computations. Two of these protocols are considered the de facto protocols
for the Internet of Things (IoT): RPL (Routing Protocol for Low Power Lossy
Network) and 6LoWPAN (IPv6 over Low Power Wireless Private Area Network).
These protocols are designed for constrained devices in recent IoT applications.
Routing is a key part of the IPv6 stack that remains to be specified for 6Low-
Pan networks [6]. RPL provides a mechanism whereby multipoint-to-point traffic
from devices inside the Low-Power and Lossy-Networks (LLNs) towards a central
control point as well as point-to-multipoint traffic from the central control point
to the device inside the LLN are supported [8,9]. RPL involves many concepts
that make it a flexible protocol, but also rather complex [10]:

• DODAG (Destination Oriented Directed Acyclic Graph): a topology similar
to a tree to optimize routes between sink and other nodes for both the collect
and distribute data traffics. Each node within the network has an assigned
rank, which increases as the teals move away from the root node. The nodes
resend packets using the lowest range as the route selection criteria.

• DIS (DODAG Information Solicitation): used to solicit a DODAG information
object from RPL nodes.

• DIO (DODAG Information Object): used to construct, maintain the DODAG
and to periodically refresh the information of the nodes on the topology of
the network.

• DAO (DODAG Advertisment Object): used by nodes to propagate destina-
tion information upward along the DODAG in order to update the informa-
tion of their parents.

With the enormous number of devices that are now connected to the Internet,
a new solution was proposed: 6LowPan a lightweight protocol that defines how
to run IP version 6 (IPv6) over low data rate, low power, small footprint radio
networks as typified by the IEEE 802.15.4 radio [11]. In smart infrastructures,
the huge amount of sensitive data exchanged among these modules and through-
out radio interfaces need to be protected. Therefore, detecting any network or
device breach becomes a high priority challenge for researchers due to resource
constraints for devices (low processing power, battery power and memory size).
Rank attack is one of the most known RPL attacks where the attacker attracts
other nodes to establish routes through it by advertising false rank. This way,
intruders collect all the data that pass in the network [12].

For this reason, developing specific security solutions for IoT is essential to let
users catch all opportunities it offers. One of defense lines designed for detecting
attackers is Intrusion Detection Systems [13] (IDS). In this paper, we propose a
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centralized anomaly-based IDS for smart infrastructures. We chose O-SVM (One
class Support Vector Machines) algorithm for its low energy consuming compared
to other machine learning algorithms for Wireless sensor network (WSN) [20].

As a use case, we are interested in smart hospital infrastructures. Such hospi-
tals have a wide range of resources that are essential to maintain their operations,
patients, employees and the building itself [1,2] safety such as follow:

• Remote care assets: medical equipment for tele-monitoring and tele-diagnosis.
• Networked medical devices: wearable mobile devices (heartbeat bracelet, wire-

less temperature counters, glucose measuring devices...) or an equipment
installed to collect health service related data.

• Networking equipment: standards equipment providing connectivity between
different equipment (transmission medium, router, gateway...).

• Data: for both clinical and patient data, and staff data, which considered the
most critical asset stored in huge datasets or private clouds.

• Building and facilities: the sensors are distributed in the hospital building
that monitor the patient safety (temperature sensor for patient room and
operation theater, gas sensor are among used sensors).

We target a common IoT architecture that can be considered for smart hos-
pitals. In such architecture, there are mainly three type of components:

Sensing Node: composed of remote care asset, network medical device and
different sensors. These sensors will send different type of data and information
(patient and staff data, medical equipment status...). They are linked to micro-
controllers and radio modules to transmit these data to the processing unit [3].

Edge Router: an edge router or border router is a specialized router residing
at the edge or boundary of a network. This node ensures the connectivity of its
network with external networks; a wide area network or the Internet. An edge
router uses an external border gateway protocol, which is used extensively over
the Internet to provide connectivity with remote networks. Instead of providing
communication with an internal network, which the core router already manages,
a gateway may provide communication with different networks and autonomous
systems [4].

Interface Module and Database: this module is the terminal of the network
containing all the collected data from different nodes of the network and ana-
lyze those information in order to ensure the safety of patient and improve the
healthcare system.

Figure 1 [5], presents the typical IoT e-health architecture, where sensors are
distributed (medical equipment,room sensors and others) and send data to the
IoT gateway. In one hand, this gives the opportunity to medical supervisor to
control the patient health status. In the other hand, this data will be saved into
databases for more analysis.

The rest of the paper is structured as follows. Section 2 presents the related
work. Section 3 presents the Rank attack scenario. Section 4 presents our pro-
posed approach. Section 5 presents our main results and Sect. 6 concludes the
paper and presents its perspectives.
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Fig. 1. Smart hospital assets.

2 Related Work

RPL protocol security especially in the healthcare domain is a crucial aspect for
preserving personnel data. Nodes rank is an important parameter for an RPL
network. It can be used for route optimization, loop prevention, and topology
maintenance. In fact, the rank attack can decrease the network performance in
terms of packet delivery rate (PDR) to almost 60% [23]. There were different
proposed solutions to detect and mitigate RPL attacks such as rank authentica-
tion mechanism to avoid false announced ranks by using cryptography technique
which was proposed in [24]. However, this technique is not very efficient because
of its high computational cost and energy consumption. Authors in [25] propose
a monitoring node (MN) based scheme but it is also not efficient because using a
large network of MNs causes a communication overhead. In [26], authors propose
the IDS called “SVELTE” that can only be used for detection of simple rank
attack and has high false alarm rate. A host-based IDS was proposed in [27]. The
IDS uses a probabilistic scheme but it is discouraged by RFC6550 for resource
constrained networks. Routing Choice “RC” was proposed by Zhag et al. [28]. It
is not directly related to the rank attack but it is based on false preferred parent
selection. It has a high communication overhead in RPL networks. Trusted plat-
form module (TPM) was proposed by Seeber et al. [29]. It introduces an overlay
network of TPM nodes for detection of network attacks. SecureRPL (SRPL)
[30] technique prevents RPL network from Rank attack, however it is character-
ized by a high energy consumption. Therefore, anomaly based solutions using
machine learning permit a more efficient detection. Authors of [22] compared
several unsupervised machine learning approaches based on local outlier factor,
near neighbors, Mahalanobis distance and SVMs for intrusion detection. Their
experiments showed that O-SVM is the most appropriate technique to detect
selective forwarding and jamming attacks. Actually, we rely on these results in
our choice of O-SVM.
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3 Rank Attack Scenario

Rank attack is one of well known attacks against the routing protocol for low
power and lossy networks (RPL) protocol in the network layer of the Internet of
Things. The rank in RPL protocol as shown in Fig. 2 is the physical position of
the node with respect to the border router and neighbor nodes [12].

Fig. 2. The rank in IoT network.

Since our network is dynamic due to the mobility of its nodes (sensor moving
with patient...), the RPL protocol periodically reformulates the DODAG. As
shown in Fig. 3, an attacker may insert a malicious mote into the network to
attract other nodes to establish routes through it by advertising false ranks
while the reformulation of the DODAG is done [14].

Fig. 3. Rank attack.

By default, RPL has the security mechanisms to mitigate the external attacks
but it can not mitigate the internal attacks efficiently. In that case, the rank
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attack is considered one of dangerous attacks in dynamic IoT networks since
the attacker controls an existing node (being one of the internal attack that can
affect the RPL) in the DODAG or he can identify the network and insert his
own malicious node and that node will act as the attack node as shown in Fig. 4.

Fig. 4. The rank attack scenario.

4 Proposed Approach

The key features required for our solution are to be adaptive, lightweight, and
able to learn from the past. We design an IoT IDS and we implement and evaluate
it as authors did in [18,20].

Placement Choice: one of the important decision in intrusion detection is the
placement of the IDS in the network. We use a centralized approach by installing
the IDS at the border router. Therefore, it can analyze all the packets that pass
through it. The choice of the centralized IDS was done to avoid the placement of
IDS modules in constrained devices which requires more storage and processing
capabilities [15,16]. However, theses devices have limited resources.

Detection Method Choice: An intrusion detection system (IDS) is a tool
or mechanism to detect attacks against a system or a network by analyzing
the activity in the network or in the system itself. Once an attack is detected
an IDS may log information about it and/or report an alarm [15,16]. Broadly
speaking, we aim to choose the anomaly based detection mechanisms: it tries to
detect anomalies in the system by determining the ordinary behavior and using
it as baseline. Any deviations from that baseline is considered as an anomaly.
This technique have the ability to detect almost any attack and adapt to new
environments. We chose Support Vector Machines (SVM) as an anomaly based
machine learning technique. It is a discriminating classifier formally defined by
a separating hyper-lane. Given labeled training data (supervised learning), the
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algorithm outputs an optimal hyper-lane which categorizes new examples. In
two dimensional space this hyper-lane is a line dividing a plane in two parts
where each class lays in either side. It uses a mathematical function named the
kernel to reformulate data. After these transformations, it defines an optimal
borderline between the labels. Mainly, it does some extremely complex data
transformations to find a solution how to separate the data based on the labels
or outputs defined. The concept of SVM learning approach is based on the
definition of the optimal separating hyper-plane (Fig. 5) [21] which maximizes
the margin of the training data [17,18]. The choice of this machine learning
algorithm refers to one important point, it works well with the structured data
as tables of values compared to other algorithms.

Fig. 5. SVM classification.

We implement the IDS in the smart IoT gateway shown in Fig. 1.

5 IDS Solution and Results

To investigate the effectiveness of our proposed IDS, we implement three sce-
narios of rank attack using Contiki-Cooja simulator [19]. We assess how our
IDS module can detect them. We present next the simulation setup, evaluation
metrics, and we discuss the results achieved.

5.1 Simulation Setup

Our simulation scenario consists of a total 11 motes spread across an area of
200× 200 m (Simulation of area of hospital where different sensors are placed in
every area to control the patient rooms). The topology is shown in Fig. 6 using
four scenarios. There is one sink (mote ID:0 with green dot) and 10 senders
(yellow motes from ID:1 to ID:10). Every mote sends packet to the sink at the
rate of 1 packet every 1 min. We implement the centralized anomaly based IDS
at the root mote or the sink and we collect and analyze network data as shown in
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Fig. 6. Simulation topology (Color figure online)

Fig. 6. We inject malicious motes (purple colour) in a random position. Table 1
summarizes the used simulation parameters.

We run four simulation scenarios for 1 h (Fig. 6):

• scenario 1: IoT network without malicious motes.
• scenario 2: IoT network with 1 randomly placed malicious mote.
• scenario 3: IoT network with 2 randomly placed malicious motes.
• scenario 4: IoT network with 4 randomly placed malicious motes.

Table 1. Simulation parameters

Parameter Value

Platform Cooja Contiki 3.0

Number of nodes 10 senders, 1 sink

Topology Star

Area 200 m

Sending rate 1 packet/minute

Simulation run time 1 h

Number of attackers 1, 2 and then 4

5.2 Evaluation Parameter

To evaluate the accuracy of the proposed IDS, we rely on the energy consumption
parameter. We collect power tracking data per mote in terms of radio ON energy,
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radio transmission TX energy, radio reception RX energy and radio interfered
INT energy. In order to calculate this metrics we used the formula [31] (Eq. 1,
Table 2) as follow :

Energy(mJ) = (transmit ∗ 19.5mA + listen ∗ 21.8mA

+ CPU ∗ 1.8mA + LPM ∗ 0.0545mA)
∗ 3V/4096 ∗ 8 (1)

Power(mW ) =
Eneregy(mJ)

Time(s)

Table 2. Equation parameters description

Variables Meaning

LPM Power consumption parameter that indicates the power used when in sleep condition

CPU Power parameter that indicates the level of node processing

Transmit Parameter related with node communication while transmitting

Listen Parameter related with node communication while receiving

5.3 Power Tracking per Mote for Each Simulation

We used data containing 1000 instances of consumed energy values for each node
in the network. Figure 7 depicts the evolution of power tracking of each node in
the four scenarios:

• scenario 1: when we have a normal behavior in the network, all the sensors
show a regular energy consumption in terms of receiving (node 0) and sending
(nodes from 1 to 10). We use this simulation to collect the training data for
the proposed IDS.

• scenario 2, 3 and 4: for those scenarios, we have a high sending values for the
malicious motes. This is explained by the fact that when a malicious mote
joins the network, it asks the other motes to recreate the DODAG tree and
also to send data that they have, in order to steal as much data as it can.
That is why it have a high receiving values too. The other motes do not
distinguish that this is a malicious mote, therefore they recreate the DODAG
tree, and send their information through the malicious node. We used the first
simulation scenario as dataset for our IDS, describing the normal behavior
of the network. This 1 h information was enough to detect the malicious
activities of the rank attack. Meanwhile, each time we add a malicious mote,
the anomaly detection rate increases as shown in Fig. 8.

In each simulation of malicious mote, the proposed IDS indicates the anomaly
detection ratio which increases each time while adding another malicious mote.
This aims to determine the impact of the number malicious motes compared to
normal behavior of the system.
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Fig. 7. Power tracking per each mote

Fig. 8. Evolution of anomaly detection rate

6 Conclusion

In this paper, we propose an intrusion detection system “IDS” for smart hospi-
tal infrastructure data protection. The chosen IDS is centralized and anomaly
based using a machine learning algorithm OSVM. Simulation results show the
efficiency of the approach by a high detection accuracy which is more precise
when the number of malicious nodes increases. As future work, we are interested
in developing a machine learning based IDS for more RPL attacks detection. Fur-
thermore, we aim to extend this solution to anomaly detection in IoT systems
composed not only of WSN networks but also of cloud-based services.



38 A. M. Said et al.

References

1. Yu, L., Lu, Y., Zhu, X.J.: Smart hospital based on Internet of Things. J. Netw.
7(10), 1654 (2012)

2. Attaluri, P., Iqbal, M., Lawrence, C.D.: Smart hospital care system. U.S. Patent
Application No. 13/445,299 (2013)
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Abstract. Nowadays, remote healthcare monitoring systems (RHMS)
are attracting patients, doctors and caregivers. RHMS reduces the num-
ber of unessential hospitalizations by providing the required healthcare
services for patients at home. Furthermore, continuous health monitor-
ing using RHMS is a hopeful solution for elderly people suffering from
chronic diseases. RHMS is in general three tiers architecture where the
first tier uses intelligent wearable sensors to gather physiological signs.
The majority of wearable sensors constructors commercialized sensing
devices with Bluetooth Low Energy (BLE) communication interfaces,
which lead to the development of diverse RHMS deploying BLE com-
munication interfaces for physiological patient data gathering. In this
paper, we introduce the basic concepts related to RHMS design and
development. Besides that, we focus our investigation on the BLE com-
munication protocol used in the healthcare context and its configuration
to sense several physiological data. Also, we highlight the different steps
enabling reading sensed data on mobile application.

Keywords: Remote health monitoring system · Bluetooth Low
Energy · Healthcare services

1 Introduction

1.1 General Context

Healthcare is one of the fastest-growing business fields and an important market
for most countries and healthcare services are the most needed and consumed
service by elderly people in the word. Providing healthcare services for every cit-
izen everywhere becoming possible thanks to remote healthcare monitoring sys-
tems (RHMS), which allow long-term management of health conditions, diseases
prevention and detection of emergencies. RHMS is based on the deployment of
Wireless Body Area Network (WBAN) using wearable and/or implantable sen-
sors in or around the human body. The sensed physiological data are forwarded
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to collecting node known as data collector or a gateway or a coordinator (smart-
phone or PDA: Personal Data Assistant) which is connected to the remote server
(for data processing and storage) through the internet network (via WiFi) or the
cellular networks (4G or 5G) [1]. RHMS could be based on three or four tiers
architectures [2]. In this work, we focus our investigation on the first tier. There-
fore, different communication technologies were suggested for the data exchange
between the body sensors nodes and the coordinator(the first tier). Among the
most deployed communication technologies in the first tier, we can highlight the
following:
IEEE 802.15.4 [3–6].
IEEE 802.15.6 [7–12].
Bluetooth Low Energy [13–15].

The IEEE 802.15.6 [7] is the dedicated standards for the communica-
tion between the sensors and the coordinator. Nowadays, sensing devices with
802.15.6 modules are not available enough for the commercial usage in the mar-
ket and they are more expensive than wearable sensors with Bluetooth Low
Energy (BLE) which are widely commercialized by many sensors constructors
such as libelium, mindwave.... For this reason, in this paper, our investigation is
related to RHMS using sensors with BLE interfaces.

1.2 Contributions and Paper Organisation

The goal of this article is to study and analyze the most significant efforts related
to RHMS integrating BLE communication modules. Accordingly, this paper pro-
vides a rich bibliography in the domain that can support future reading in this
emerging field and pinpoints the technical issues related to the design and devel-
opment of the BLE based RHMS. Furthermore, this investigation selects and
considers several pioneering studies that can act as a roadmap of this wide-
ranging research area. Although there is a lot of research works recently proposed
that focused on RHMS, to the best of our knowledge, there is no thorough study
that cogitates all BLE based RHMS design and development issues. The main
contributions of this paper summarized as follows:
(1) state-of-the-art analysis related to BLE based RHMS for mono and multi
physiological data sensing;
(2) comprehensive study and roadmap related to the design and the development
of BLE based RHMS;
(3) BLE Processing and computation issues of sensed physiological data.

The rest of this paper is organized as follows: the second section describes
the basic architecture of RHMS and analyses some related works about BLE
based systems for single or multiple sensors. The third section overviews the
basic concepts of communication systems based on BLE. The fourth section
describes BLE Processing and computation of sensed physiological data such as
ECG, SpO2, EMG, HR, etc. . . and highlights BLE service characteristics data
related to each sensor. Finally, the fifth section concludes the paper and draws
our future directions.
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2 BLE Based RHMS

This section illustrates and explains the general architecture of the RHMS. Then,
it studies and analyzes related works focusing on RHMS that integrate BLE
communication interfaces between the physiological sensors and the PDA.

2.1 RHMS Basic Architecture

Generally, RHMS can be structured into three or four tiers [2]. In the following,
we highlight the basic elements related to RHMS that are based on the three
tiers architecture. The first tier involves the wearable sensors attached to the
human body and the gateway or the coordinator. In this paper, the selected
communication technology between the sensors and the PDA is BLE. Therefore
the first tier which is the WBAN is composed by wearable sensors that sense
the body vital signs (e.g. body temperature, heart rate, ECG, etc.) through the
sensor nodes and sent them to the smartphone via BLE communication inter-
faces. The second tier that includes the networking infrastructure provides the
connectivity between (1) the PDA and the remote medical servers, (2) between
the PDA and the cloud. The third tier includes the medical web servers for data
visualisation and the cloud (private: for security issues) for the data storage and
processing. Figure 1 illustrates the RHMS three tiers architecture incorporating
BLE communication interfaces.

Fig. 1. Remote healthcare monitoring system integrating BLE communication inter-
faces.

2.2 Related Works About RHMS Using BLE

Several communication technologies could be used in the first tier (as we men-
tioned in the introduction). In this section, we will focus only on the RHMS
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related works that are based on the BLE protocol for data gathering. We classi-
fied the studied contributions into two categories. The first category corresponds
to RHMS that control or sense one physiological patient data. The second cat-
egory resembles the RHMS using multiple sensors to sense several physiological
data.

Mono-Sensing RHMS. In this subsection, we will analyze related works about
RHMS that sense and collect physiological information from a single sensor.

- Wearable Noncontact Armband for Mobile ECG Monitoring Sys-
tem: Rachim and all. [16] proposed to implement a mobile ECG monitoring
system using a wearable noncontact armband ECG signal. The proposed system
solved the problem of the previous healthcare heart devices which do not provide
patient’s information such as heartbeat, heart disease, and heart conditions. The
proposed system consists of capacitive-coupled electrodes fixed in an armband
which is more convenient (smaller) than systems with ECG sensors strapped to
the chest. The capacitive-coupled electrodes can sense bio-signals through the
clothes. According to the experimental results carried by the authors, the devel-
oped system can still function with different clothing thicknesses between the
sensors and the skin and when the user carries out various daily living activities.
Furthermore, the authors developed an Android application showing in real-time
the evolution of the ECG signal on a graph and analyze the sensed data for first
notifications making.

- Wireless Ring-Type Pulse Oximeter with Multi-detectors: The authors
of [17] conceived and developed a wireless finger ring-type pulse oximeter with
multi-detectors to monitor the blood oxygen saturation (SpO2). The developed
system contains (1) three optical probes to provide the light source and receive
the penetrated light that passes through the human tissue; (2) a wireless data
acquisition module containing a microprocessor (MSP430), a LED driving cir-
cuit, PD amplifier circuits and a wireless transmission unit. PD amplifier circuits
amplify and filter the received penetrated light. Therefore, the digitized pene-
trated light signal will be sent to the host system (that receive, display, store and
analyze the penetrated light signal) using a wireless transmission unit includ-
ing a Bluetooth v2.0 module and a printed circuit board (PCB) antenna. The
monitoring program built in the host system will.

- Wireless Scale Based on the Bluetooth 4.0 Low-Energy: Huang and
all. [18] realized a low power and smart Bluetooth scale with a sensor chip
CC2540 monitored through a mobile application. The weight sensors produce
deformation and change their shapes when a patient ascend on the scale this
lead to a variation of the driven voltage. Therefore, these signals are amplified
and transmitted to an A/D converter.

- Muscule Activity Monitoring: Several systems integrating EMG sensors
to measure the electrical muscle activity and a BLE communication module
to transmit gathered data to a mobile phone. In this context, authors in [19]
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designed a fabric stretch sensor embedded system for muscle activity monitor-
ing. The strain sensor resistance varies sensitively with body movements. The
designed system includes an application that shows muscle activity data and
highlights the features such as muscle movement distribution. To avoid sports
injuries during exercise, authors in [20] designed an EMG patch to supervise
the muscle fatigue conditions during isotonic contraction. The developed system
deploys two electrodes to measure the sEMG signal. A microcontroller unit in
the EMG patch is used to measure in real-time the median frequency of an EMG
signal. When the muscle is tired, the median frequency will shift to a low value.
The sensed values are sent via BLE to a mobile phone running an APP that
displays the muscle fatigue levels and the user riding information.

- Brain Activity Monitoring: Sullivan and all. [21] proposed a brain activity
monitoring system using the non-invasive electroencephalogram EEG sensor that
measures the neural electrical activity of the brain from the scalp surface. The
developed EEG monitoring system assisted by deep learning mechanism provides
information about neonatal brain health to help clinicians in neonatal EEG
abnormalities diagnosing. The proposed system uses a low-cost -low-power EEG
acquisition system including BLE interface for communication. Besides that,
the authors developed an Android app visualizing single-channel EEG and the
neonatal seizure presence. A deep convolutional neural network and an algorithm
for EEG sonification used to perceive EEG morphology changes.

- Breath Rate Monitoring: Authors in [22] developed a new system to super-
vise in real-time the respiratory signal. The developed system includes three
parts: smart belts, a display unit, and an online storage unit. A textile-based
pressure fabric attached to a belt converting the stomach movement into an elec-
trical signal that is transmitted via BLE to a remote station where it is displayed
in real-time and uploaded to an online repository for future analysis. The authors
tested the performance of the system when individuals performed activities like
talking and walking. In [23] authors developed a system detecting sleep disorders
such as respiratory flow repetitive cessations during sleep using a magnetometer
sensor placed onto the body detecting millimetre night-time breathing move-
ments by measuring the change in the magnetic vectors. The developed system
includes a noninvasive wearable sensor, a wireless BLE module and a low-power
microcontroller.

Table 1 gives a summary of all mono-sensing RHMS based BLE system.

Multi-sensing RHMS. This subsection analyzes related works about RHMS
that sense and collect physiological informations from more than one physiolig-
ical sensor.

- Cardiovascular RHMS Using Multi-sensing: Authors in [30] designed an
epidermal patch, which is called Chem-Phys that offers simultaneous real-time
monitoring of a biochemical (lactate) and an electrophysiological signal (electro-
cardiogram) for fitness monitoring. Besides that, for monitoring the cardiovas-
cular disease authors in [31] designed wearable devices such as ECG and heart
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Table 1. Recapitulative table related to monosensing RHMS based BLE.

Ref and date Sensors Placement Applications

[16] 2016 ECG Arm Wearable Noncontact Armband for Mobile ECG

Monitoring System

[17] 2014 SpO2 Finger Oxygenated hemoglobin in the blood

[18] 2015 Weight Outside the body Low power and smart Bluetooth scale for weight

monitoring.

[19] 2017 Strain Fabric stretch sensor

attached to the clothes

-Muscle activaty Monitoring and body motion

recognition

[20] 2019 EMG Lower leg, the gastrocnemius

muscle

Real time monitoring of muscle attached to the

clothes

[21] 2018 EEG Scalp Brain activity Monitoring

[22] 2018 PPG Stomach movement Respiratory rate monitoring

rate that can be integrated into clothes or attached directly to the human body.
In addition, Li Jinming and all. [26] proposed a multi-parameter cardiac remote
monitoring system based on ECG, pulse rate and heart sound sensed data. This
system is composed of a multi-channel physiological parameter acquisition unit,
an Android terminal, a cloud server and a Bluetooth Low Energy BLE pro-
tocol for data communication. Besides that, [29] introduced heart-monitoring
system evaluating the heart conditions based on sensed data from several wear-
able devices such as heart rate, blood pressure, body and skin temperature. The
sensed patient information are transmitted to a smartphone (running an Android
application) by the low energy protocol BLE and then will be visualized on the
Web application. According the authors, evaluation of the developed monitoring
system under expert’s supervision for 40 individuals (aged between 18 and 66
years) showed that the proposed system is convenient and reliable generating
warning messages to the doctor and patient under critical circumstances.

- Diabete Chronic Condition Monitoring Using Multi-sensing: Muham-
mad Syafrudin and all. [27] developed a healthcare monitoring system wich uti-
lizing BLE based sensors to control the personal vital signs data such as heart
rate, blood glucose, and blood pressure to support diabetic patients to manage
individually their chronic condition. The BLE used in this system to transmit
patient’s health information from sensors to the smartphone, while to man-
age the sensor data by utilizing the real-time data processing, which used the
Apache Kafka as a platform and MongoDB as a database for storing the patient’s
informations.

- A Wearable Human Healthcare Monitoring System: proposed by [19]
supervising personal’s information such as body temperature, heart rate, and
blood oxygen saturation. The sensing node is wearable, miniaturized and based
on the microchip CC2538 and Contiki OS. The sensed data are transmitted
via a BLE communication interface to a mobile application. These data are
stored on cloud server using the MQTT protocol and analyzed via the data
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mining approaches to diagnose user’s health status. In addition, authors in [28]
designed a low-cost healthcare monitoring IoT-based system with the Fog layer
sensing vital signs such as ECG, body temperature, and the respiration rate and
contextual data (i.e. humidity and environment temperature).

- Chronic Respiratory Monitoring Using Multi-sensing: James and all.
[22] developed BLE-based RHMS to monitor chronic respiratory disease that
sense multi-parameters. The system comprises a chest patch and a wristband.
The chest patch sensors corresponds to ECG, PPG, motion and acoustic signal.
The wristband sensors track ozone exposure, ambient relative humidity, ambient
temperature, PPG and motion. The data from each sensor is transferring by BLE
communication interface to the server for storage.

3 BLE Communication Protocols

3.1 Basic Concepts

Bluetooth v4.0 known as Bluetooth Low Energy is ideal for applications requir-
ing sporadic or periodic transfer of small amounts of data. Thus, BLE is well
suited for sensors, actuators and other small devices requiring low power con-
sumption. BLE works well with high numbers of communication nodes with
limited latency requirements, very low power consumption and short connec-
tion times and wake-up. BLE aims to provide the same communication range
as classic Bluetooth while consuming less power. The most significant differ-
ences between BLE and Classic Bluetooth are (1) the BLE has a lower data
rate, (2) BLE use just 40 channels (37 for data and 3 for advertising) instead
of 79, (3) no support for audio and (4) simplified state machines. Both BLE
and Classic Bluetooth, operates in the 2.4 GHz ISM (industrial scientific and
medical) frequency band, precisely BLE frequency band range from 2.402 GHz
to 2.480 GHz. To minimize the overlapping with other IEEE 802.11 channels,
the three advertisement channels (37, 38, and 39) centered on 2,402 GHz, 2,426
GHz and 2,480 GHz. Advertising is a process required for devices to find each
other. At the link layer BLE device, function as a state machine with four states:
standby, scanning (master procedure), advertising (slave procedure), initiating
and connection. Furthermore, BLE operates in piconets wit a star topology. The
central node is the master and all other nodes in the piconet are slaves. BLE
has an architecture client/server which the client can be the Master such as
smartphone, gateway, etc and the server is the peripheral such as sensors.

The connection establishement occurs after sending connection request
packet which handle connection parameters (connection interval, slave latency
and supervision timeout).

- Connection interval: corresponds to the time elapsed between two con-
nection events. BLE devices are communicating only in connection events to
save energy. So bigger interval between those events will save more energy but
decrease data rate. No matter if device has data to send, it has to wait until
next connection event. The interval can be set from 7.5 ms to 4 s.
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- Slave latency: is the number of connection events, that sensor node can skip
to save energy without the risk of disconnected.

- Connection supervision timeout: specifies the maximum time between two
valid data received before a connection is lost.

The master coordinates the MAC using a TDMA scheme, determines the
instants in which slaves are required to listen, and provides them with the map
of data channels to be used.

3.2 BLE Protocols Stack

BLE protocol stack involves two main elements: the controller and the Host. The
Controller includes the physical layer and the link layer. Both implemented on
a single chip with an integrated radio interface. The Host runs on an appli-
cation processor. It covers five upper layer functionalities (the Logical Link
Control and Adaptation Protocol (L2CAP), the Attribute Protocol (ATT), the
Generic Attribute Profile (GATT), the Security Manager Protocol (SMP) and
the Generic Access Profile (GAP). The standardized Host Controller Interface
(HCI) provides the exchange between the Host and the Controller. An applica-
tion layer can be developed on the top of the Host.

- L2CAP: acts as an interface between the link layer and the Upper layer pro-
tocols (ATT, SMP and Link Layer control signaling). It multiplexes, segments,
reassembles data packets and offers support quality of service management.

- ATT: is a client/server stateless protocol based on attributes presented by
a device. Each server holds data organized in the form of attribute managed
by the GATT. Universally unique identifier (UUID), a set of permissions and a
value identify each attribute (see Fig. 2).

Fig. 2. Attribute representation.

- SMP: offers security services for protecting the information exchange between
two connected peers. It allows the generation and the exchange of security keys
and it hide the public Bluetooth Address if required.

- GATT: defines the GATT server and the GATT client and specifies the
framework and operations for data transfer procedures over a BLE connection.
A GATT client requests and receives data from a GATT server, whose makes the
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data available to the GATT client. Data is structured in sections called services
that assembles related pieces of user data known as characteristics.

- GAP: outlines rules and concepts to standardize the low-level operation of
devices. It defines how devices perform control procedures such as device dis-
covery, security establishment and connection. . . to guarantee interoperability
between devices from different vendors.

4 Reading Sensed Physiological Signs with BLE

The most difficult task confronted during mobile healthcare application develop-
ment is sensed data reading. In this paper, we use BLE to get data from sensors
and forward them to the PDA. In general, we develop an application for Android
device (PDA: mobile phone) to get data from sensors. The complexity resides in
the diversity of health devices (thermometer, heart-rate monitor, blood pressure
monitor, scale . . . ), where each device has a specific profile, services, UUID, char-
acteristics, and descriptors. Therefore, to read measured data from sensors, we
need to develop a specific application for each profile. In this paper, we describe
two health devices equipped with the BLE corresponding respectively to Health
Thermometer and Blood Pressure Monitor.

4.1 Example of Services and Characteristics of HDP

In order to standardize the way medical data is transmitted over BLE technology,
the Bluetooth Special Interest Group (SIG) released in 2008 the Health Device
Profile (HDP) that utilizes the IEEE 11073-20601 Data Exchange Protocol as
the transport content. Below the specification of the service and characteristic
of the studied health devices which according to the SIG group.

Thermometer:
(1) Health Thermometer Service: (UUID = 0x1809; Definition: This service
exposes temperature and other data from a Health Thermometer Sensor;
Type = org.bluetooth.service.health-thermometer),
(2) Temperature Measurement Characteristic (UUID = 0x2A1C; Definition: This
characteristic is used to send a temperature measurement;
Type: org.bluetooth.characteristic.temperature measurement).

SPO2:
(1) Health PulseOximeter Service: (UUID = 0x1822; Definition: This Service
exposes pulse oximetry data related to a non-invasive pulse oximetry sensor for
consumer healthcare applications; Type = org.bluetooth.service.pulse-oximeter),
(2) PLX Continuous-Measurement (UUID = 0x2A5F; Definition: This charac-
teristic is used to send a PulseOximetre measurement;
Type: type = org.bluetooth.characteristic.plx-continuous-measurement).
Developers can obtains the services and characteristics of any BLE health device
from the main Bluetooth webpage [24].
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4.2 Steps for Reading Sensed Data on Mobile App

The development of a Mobile App able to read BLE sensed data can be resumed
by the following steps:

Step 1: Declaring permission on a manifest file is required to use BLE features
and to perform BLE communication toward requesting or accepting connection
or reading the different measurements.

Step 2: Assigning UUID for service and characteristic as declared in the previous
subsection.

Step 3: Chekinging that BLE is supported on the PDA and enable it.

Step 4: Turning On the Bluetooth and displaying dialogue box on the PDA
that asking for permission from the user to turn on Bluetooth.

Step 5: Scanning and visualizing nearby BLE health devices and their addresses
on the PDA.

Step 6: Connecting to a GATT server on health device to manage the connection
and to send data using the connectGatt() method that requires as parameters(a
Context object, autoConnect and a reference to a BluetoothGattCallback). The
BluetoothGattCallback is used to deliver GATT client operations to the client
(Mobile App on the PDA).

Step 7: Discovering, reading and displaying GATT services and characteristics
by controlling the device activity (DeviceControlActivity).

Step 8: Reading Sensed Data(for example: temperature). Thus, we set notifica-
tion or indication value on Temperature Measurement Characteristic then write
to the descriptor to set the right value for characteristics. The updates from the
health device on characteristics value will be posted on the next callback using
onCharacteristicChanged.

Developers can get detailed description and example of codes from the main
android(section Bluetoot connectivity) webpage [25].

We recapitulate the different steps required for enabling a mobile App to get
sensed data from health devices in Fig. 3.
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Fig. 3. Required components for android BLE communication.

5 Conclusion

In this paper, we provided a detailed study related to RHMS based on BLE
communication. We notice that several RHMS based BLE was developed and
tested for different physiological signs, accordingly, in this paper, we studied and
highlighted different mono and multi-sensing RHMS using BLE communication
interfaces for physiological signs sensing. Besides that, we overviewed BLE com-
munication in a comprehensive way to help readers and mobile app developers to
understand the basic concepts of BLE communication. Furthermore, we detailed
the different steps required for enabling sensor-side control and BLE communi-
cation on an android system as the mobile platform for the health sensor’s client
application. We limited our investigation to sensed data reading. In an extended
version of this work, we will provide a whole prototype that could be tested
beyond the development environment and providing several vital signs monitor-
ing (remote control, data visualization graphically) and decision making through
the processing of sensed vital signs.
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Abstract. The architectures of software systems are becoming more
complex, large, and dynamic. The design of these architectures allows
architects to master building complex software systems. But, their infor-
mal description, may give rise to ambiguity, their understanding becomes
more and more difficult and leads to the incorrect implementation of
these software systems. There are many solutions allowing software archi-
tecture design. In this paper, we use software design patterns as a solu-
tion. This is due to their reusable software elements. Our principal objec-
tive is to propose other alternatives to the informal visual description of
software architectures. In past work, we have studied Service Oriented
Architectures. We used SOA design patterns with standard formal nota-
tions. This work is a continuation to the past one. We apply our approach
on design patterns for the Internet of Things. We introduce a refinement-
based approach for modeling IoT design patterns. It takes advantage of
graphical modeling and formal method. It is organized around two main
axes. The first axis is to provide modeling solutions in conformance with
the UML standard language. The second axis covers the general specifi-
cation of design pattern models with the Event-B method. As a result, we
propose a design support tool for IoT architectures based on IoT design
patterns. It allows modeling of correct-by-design software systems.

Keywords: Design patterns · UML modeling · Event-B method ·
Pattern modeling · Formal specification

1 Introduction

The Internet of Things (IoT) is a complex domain of application that allows
objects to exist on the Internet. Creating systems in this domain is a challenge
because it involves both software and hardware, sensing and actuating devices,
a communication infrastructure, in addition to storage constraints. For this,
a variety of IoT design patterns have been proposed in various categories to
address variety of issues [7]. They propose solutions for common and recurring
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problems to architects and designers in the IoT domain. Most of these patterns
are presented visually and informally, there is no formal semantics associated
with them. Hence, their meanings may be imprecise. They can lead to their
misunderstanding and misuse.

To remedy this problem, we propose an approach that allows to model and
specify these patterns with a formal notation that allows to reuse them cor-
rectly. Our objective is to prove the relevance of these patterns. We illustrate
our approach with different pattern examples. We propose a graphical model-
ing of these patterns in order to describe both their structural and behavioral
features. Then, we propose a generic formal specification of these patterns using
the formal Event-B method. Finally, we develop a graphical editor describing
our approach using the Eclipse modeling platform.

The rest of this paper is organized as follows. Section 2 focuses on the struc-
tural modeling of IoT design patterns and Sect. 3 focuses on the behavioral
modeling. In Sect. 4, we present an application to a case study of our approach.
Section 5 describes how to formally specify IoT design patterns with the Event-
B method. In Sect. 6, we present our tool, which implements the proposed app-
roach. Section 7 discusses related work. Section 8 concludes and gives future work
directions.

2 Structural Patterns Modeling

We provide a modeling solution for describing IoT design patterns using a visual
notation based on the graphical UML language in order to give readable mod-
els. We first describe a meta-model, then we present a model instance of the
design pattern. The metamodel extends the component diagram of UML 2.0
(Unified Modeling Language). The use of UML is motivated by four distinct
rationales: (i) It is a standard modeling language defined by OMG. (ii) It is used
to describe software architectures. (iii) Component diagrams of UML allow us to
represent structural features of patterns. (iv) Sequence diagrams of UML allow
us to represent behavioral features of patterns.

Structural features of patterns are generally specified by the types of entities.
The configuration of the entities is also described in terms of static relationships
between them [16]. We model structural features of design patterns with the
extended Component diagram. In the following, we present the proposed meta-
model. An example of a corresponding model is presented and illustrated with
case studies as follows.

2.1 Metamodel

The extended Component diagram describes, by a set of concepts, the structure
of an IoT architecture. We use it to describe the architecture of IoT design
patterns. More specifically, it is to define the entities that can be involved in
the pattern, their types and their dependencies (connections). The metamodel
presented in Fig. 1 extends the metamodel of the component diagram of UML
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2.0. In this metamodel, we concentrate on two categories of design patterns;
“Bootstrapping Design Patterns” and “Registration Design Patterns”.

“Bootstrapping Design Patterns” allow configuring new devices. They are
composed of “Medium Based Bootstrap Pattern” and “Remote Bootstrap Pat-
tern”. “Medium Based Bootstrap Pattern” allows to configure a new device
on-site through a removable storage medium inserted in the device. This sup-
port contains the necessary information for configuration. “Remote Bootstrap
Pattern” is a configuration pattern used in case that a device is placed far away
and is difficult to reach. The configuration in this case is done by downloading
configuration information from a bootstrap server.

“Registration Design Patterns” allow to register the attributes and the fea-
tures of a new device on the Back-end server. The registration is used to facil-
itate the communication and the interrogation with other connected objects.
There are many registration patterns. In this work, we present two patterns. So
“Registration Design Patterns” are composed of “Automatic Client Driven Reg-
istration Pattern” and “Server Driven Model Pattern”. The “Automatic Client
Driven Registration Pattern” allows the device to register on the Back-end server
via an API call. The “Server Driven Model Pattern” is used to create a device
model that includes its description and functionality.

The basic elements of the metamodel are:

Component and Object: Entities, that make up the architecture of an IoT
design pattern, can be either Components or Objects. All objects are com-
ponents, but not all components are necessarily objects. An object can be
connected to the internet, it can receive and send data.

Port: Entities can have Ports that constitute interaction points with their envi-
ronment. These Ports are related to one or more provided or required Inter-
faces.

Interface: The interfaces are the points of communication that allow interac-
tion with the environment. For an entity, there are two types of interfaces.
The Provided Interfaces describe the services provided by the component.
The Required Interfaces describe the required services that other components
must provide for the good functioning of component. These interfaces are
specified via the ports.

Connector: The communication path between Entities within an architecture
is called a Connector. It ensures the link between a Provided port and a
Required port to form a complete and coherent system.

Device: A device is an Object. It is the entry point of the physical environment,
it is used to process sensor data and to control actuators.

2.2 General Pattern Model

In this section, we present two general pattern models as instances of the pro-
posed metamodel. We have used different notations that can be used as a graph-
ical description of the entities presented in the model. We are based on the work
of Reinfurt et al. [8].
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Fig. 1. Metamodel of IoT design patterns
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There are two possible general models depending on the location of the
device. If the device is placed locally, we use the “Medium Based Bootstrap
Pattern” as a solution to configure the new device. If it is placed at a distance,
we use the “Remote Bootstrap Pattern” as a solution. In Fig. 2, we represent the
general pattern model of the “Medium Based Bootstrap Pattern”. The solution
proposed by this pattern to configure a new local device is to use an object of
type Storage Medium containing information configuration. In Fig. 3, we repre-
sent the general pattern model of the “Remote Bootstrap Pattern”. The solution
proposed by this pattern to configure a new remote device is to use a component
of type BootstrapServer allowing the upload of the configuration information
using the PushBD connector.

Fig. 2. General pattern model of the
Medium Based Bootstrap Pattern

Fig. 3. General pattern model of the
Remote Bootstrap Pattern

In Fig. 4, we represent the general pattern model of the “Registration Design
Pattern”. The solution proposed by this pattern to register a new device. The
device is related to the BackEndServer with a connector named PushDA in order
to be registered on it via an API call. Meta-data entered by the device are
recorded in the RegistryDevice through the PushAR connector. The RegistryDe-
vice component has a connector named PushRDm to store a device template in
a database component named Device Model DataBase of the “Server Driven
Model pattern”. A device can integrate an object of type Sensor or an Actuator.
All objects of the patterns have ports to communicate with others.
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Fig. 4. General pattern model of the Registration Design Pattern

3 Behavioral Patterns Modeling

To model behavioral features of the design patterns, we use the UML 2.3
sequence diagram. We describe through this diagram successive interactions
between the different entities of the IoT application in order to represent the
two categories of the design patterns. Figure 5 represent the sequence diagram
that illustrates this behavior. We grouped the interactions into two phases.

– Configuration phase:
• Local configuration: In the configuration phase and at the “Medium

Based Bootstrap Pattern” level, the configuration is done by cutting
the storage medium configuration information (Storage Medium) to the
device.

• Remote configuration: The configuration at the “Remote Bootstrap
Pattern” is done by downloading information from a Bootstrap Server to
the device.

– Registration phase: In the registration phase, the device triggers a regis-
tration process on the Back-end Server. After the registration, the metadata
provided by the device are registered in the RegistryDevice. Subsequently, an
instance of the model of this device is stored in a Device Model Database.

If the device, go through the configuration and the registration phases, it
becomes able to create communication links with other connected objects. The
exchange of messages between them is done through a communication interme-
diary (Device Gateway). A connected object (smart thing) can interact directly
with the RegistryDevice to retrieve information about a device if it is offline.
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Fig. 5. Sequence diagram of the used IoT patterns

4 Case Study: Smart Home

To validate our approach, we chose to apply a case study in the IoT application
domain called “Smart Home”.

A smart home is usually made up of remote-controlled automated compo-
nents which can be doors, windows, lamps, etc. It can include several other
components that can be monitored and controlled remotely. Most of these com-
ponents can be controlled by a mobile device or a computer. In our case study,
we add a new device (a camera) to a smart home. This device makes it possible
to control the various rooms of the house. For example, if a door or a window
left open, the camera informs the user immediately through a notification sent
to their smartphone. It can also send alerts when it detects unknown faces.

First, the camera is added without any information to initiate its first con-
nection. We then apply the Meduim Based Bootstrap design pattern to have its
configuration information. This information is inserted into the device through
a memory card. Second, we go through the registration procedure on the main
server (BackEndServer). This procedure is done through the use of the two
patterns of the Registration Design Patterns category which are the automatic
client driven registration pattern and the server driven model pattern which
allow registering the device on the main server. Finally, the camera became able
to communicate and create connection links with its communication partners.
The camera communicates with the user’s smartphone to notify him of what is
happening in real-time.

We model this application through the use of the model shown in Fig. 6. The
camera is associated with an object of type “Device”, the memory card is defined
as an object of type “Storage Medium” and the Smart phone is associated as
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Fig. 6. Smart home case study

an object of type “SmartThing”. The propagation of events between objects is
done through a DeviceGateway.

5 Patterns Specification

UML, as semi-formal language offers several benefits to the definition of IoT
design patterns, such as visual and standard notation. This graphical aspect is
certainly interesting and useful to an architect, in the sense that graphic design is
easy. However, the fact that UML lack a precise semantics is a serious drawback
because this language did not allow checks which we must carry. So, pattern
models generated at the modeling approach can be ambiguous and imprecise.
In addition, during the modeling phase, the architect can easily fall into the
error. This is due to the absence of a precise formal semantics of UML that do
not provide rigorous tools for verification and proof. However, any error or any
bad modeling of a design pattern can cause serious problems that generate bad
consequences.

Thus, ensuring the reliability and the correctness of IoT design patterns is
a goal that we have fixed. For this, we propose an approach to formally specify
design patterns by using the formal method Event-B that is well suited to our
needs and goals. Thus, each diagram graphically modeled will be accompanied
by a formal semantics. This approach allows the validation of the modeling part
and ensure the verification of the relevant properties of design patterns.

Event-B method is well-suited for specifying IoT design patterns: (i) The
primary concept in doing formal developments in Event-B is that of a model. It
is made of several components of two kinds: machines and contexts. Machines
contain the dynamic parts of a model, whereas contexts contain the static parts
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of a model [1]. Thanks to this classification, Event-B allows the specification of
structural and behavioral features of design patterns. (ii) Refinement techniques
proposed by this method allow us to build patterns gradually and at different
abstraction levels. (iii) Mathematical proofs allow verifying model consistency
and consistency between refinement levels. (iv) The most important reason to use
Event-B method is the availability of a supporting tool called the Rodin platform
[2]. It is an Eclipse-based tool set that provides effective support for modeling
and automated proof. The platform is open source and is further extendable
with plug-ins. A range of plug-ins have already been developed including ones
that support animation and model checking like the Prob plug-in [5] that we
used.

Extended Component diagram that model structural features of design pat-
terns are transformed to a context in the Event-B method in which we specify
entities of the architecture and their relations. The Sequence diagram is trans-
formed into a machine in Event-B in which we specify events made between
entities of the patterns. This transformation is proposed in order to attribute
formal notations to IoT design patterns for the purpose of checking their design
correctness in a second step. We explicitly defined a refinement strategy to follow.
This strategy is interesting because it defines the pattern development process
and improves the quality of the obtained models, and therefore the success of the
formal development process. We defined specification levels by using a step-wise
development approach.

6 Tool Support

We developed a graphical modeling tool that implements our approach; it ensures
an easy and efficient modeling way for users. With our tool, we aim to make
concrete the aforementioned concepts. The architect can model the solution of
the IoT design patterns using an Eclipse plug-in that we propose. The tool, in
its development, is based on EMF1 (Eclipse Modeling Framework) [10]. This
was chosen since we use models, which are basic building units, to develop our
approach (Fig. 7).

7 Related Work

Research connected to design patterns in the field of software architecture, are
mainly classified into four branches of work according to their architectural style.
The first is about design patterns for Object-Oriented Architectures, the second
is about design patterns for Enterprise Application Integration (EAI), the third
is for Service Oriented Architectures (SOA) and the fourth one is for connected
object architectures.

Most of the proposed design patterns are described with a combination
of a text description and a graphical representation sometimes using a pro-
prietary notation in the aim of making them easy to understand. However,
1 https://wiki.eclipse.org/Eclipse Modeling Framework.

https://wiki.eclipse.org/Eclipse_Modeling_Framework
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Fig. 7. The tool editor

these descriptions make patterns ambiguous and may lack details. Some work
so have proposed the semi-formal representations of these patterns using mod-
eling languages [4]. Some other works use or provide formal languages based on
mathematical notation for a precise pattern specification [16]. However, these
approaches require knowledge of mathematics and first order logic to use them.
Some research has chosen to combine the semi-formal and formal representations
of patterns. This representation ensures a better understanding and precision of
patterns. Generally speaking, there is a consensus on the elements that make up
and define a design pattern. However, there is no consensus on the specification
of the patterns.

In past work [11,13] we focused on both the modeling, the formal specifi-
cation and the composition of SOA design patterns [12,14] and established the
link between them with an automatic transformation [15]. We used the SoaML
language for the pattern modeling that ease the understanding of pattern mod-
els. For the pattern specification, we used the Event-B formal method in order
to attribute formal notations to SOA design patterns for the purpose of checking
their design correctness.

In this work, we are interested with the IoT design patterns. In this con-
text we find several researchers who proposed a set of IoT design patterns in
various categories. Eloranta et al. [3] proposed patterns for the construction
of distributed control systems. Qanbari et al. [6] presented four patterns for
the supply, deployment, orchestration and monitoring shipboard applications.
Reinfurt et al. [7,9] have published patterns for device power supply, opera-
tion and communication modes and a number of IoT design models. All these
patterns are described with a visual and informal notation. There is no formal
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semantics associated. There is no research work that deals with the modeling
of IoT patterns. In this paper, we present the modeling of IoT design patterns
proposed by Reinfurt et al. [7].

8 Conclusions

In this paper, we presented an approach that allows to model and specify con-
nected object architecture design patterns. In particular modeling the “Boot-
strapping Design Patterns” category and the “Registration Design Patterns”
category. The modeling phase consists of presenting models of the design pat-
terns in order to present a meta-model that presents an abstract view of a model
of the patterns. Subsequently, we described the structural and behavioral fea-
tures of the pattern. Then, we formally specified these design patterns using the
formal Event-B method. Finally, we developed a plug-in under the Eclipse Mod-
eling platform that offers a graphical editor for modeling IoT design patterns.
Currently, the transition from the SoaML modeling to the formal specification
is achieved manually, we are working on automating this phase by implementing
transformation rules.
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8. Reinfurt, L., Breitenbücher, U., Falkenthal, M., Leymann, F., Riegg, A.: Internet of
things patterns for devices. In: Proceedings of the Ninth International Conferences
on Pervasive Patterns and Applications (PATTERNS), pp. 117–126 (2017)

9. Reinfurt, L., Falkenthal, M., Breitenbücher, U., Leymann, F.: Applying IoT pat-
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Abstract. Hypo-vigilance detection is becoming an important active
research areas in the biomedical signal processing field. For this purpose,
electroencephalogram (EEG) is one of the most common modalities in
drowsiness and awakeness detection. In this context, we propose a new
EEG classification method for detecting fatigue state. Our method makes
use of a and awakeness detection. In this context, we propose a new EEG
classification method for detecting fatigue state. Our method makes use
of a Convolutional Neural Network (CNN) architecture. We define an
experimental protocol using the Emotiv EPOC+ headset. After that, we
evaluate our proposed method on a recorded and annotated dataset. The
reported results demonstrate high detection accuracy (93%) and indicate
that the proposed method is an efficient alternative for hypo-vigilance
detection as compared with other methods.

Keywords: Hypo-vigilance detection · EEG · CNN

1 Introduction

Hypo-vigilance has been one of the major causes of accidents in many areas
such as driving [1], aviation [2] and military sector [3]. Hence, the drowsiness
problem has gained great interest from researchers. This is today a real up to
date problem within the current Covid-19 [4] pandemic where medical stuff is
generally overbooked. In fact, the drowsy condition is expressed predominantly
by the emergence of various behavioral signs such as heaviness in terms of reac-
tion, reflex reduction, occurrences of yawning, heaviness of the eyelids and/or
the difficulty of keeping the head in the frontal position relative to the field of
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vision. Many studies [5–8] have been proposed to detect hypo-vigilance based
on biomedical signals such as electroencephalogram (EEG), electrocardiogram
(ECG), electromyogram (EMG), and electrooculogram (EOG). Given, its high
temporal resolution, portability and reasonable cost, the present work focus on
hypo-vigilance detection by analyzing EEG signal of various brain’s function-
alities using fourteen electrodes placed on the participant’s scalp. On the other
hand, deep learning networks offer great potential for biomedical signals analysis
through the simplification of raw input signals (i.e., through various steps includ-
ing feature extraction, denoising and feature selection) and the improvement of
the classification results.

In this paper, we focus on the EEG signal study recorded by fourteen elec-
trodes for hypo-vigilance detection by analyzing the various functionalities of
the brain from the electrodes placed on the participant’s scalp.

Various deep learning architectures [9] exist such as Convolutional Neural
Network (CNN), Recurrent CNN (R-CNN), Auto-Encoder (AE), Deep Belief
Network (DBN), including Long Short-Term Memory (LSTM) and Gated Recur-
rent Units (GRU). As in [10], the CNN architecture is the most used to biomed-
ical signals analysis providing a high classification accuracy. Previous related
work [11] proposes a hypo-vigilance detection method using CNN by facial fea-
tures. This method showed a classification accuracy of 92.33%. Likewise [12],
introduces an adaptive conditional representation learning system for driver
drowsiness detection based on a 3D-CNN. The proposed system consists of four
steps (spatio-temporal representation, data preprocessing, features combination
and somnolence detection). The experimental results show a detection accuracy
equal to 92.04%. In this paper, we propose a CNN hypo-vigilance detection
method using EEG data in order to classify drowsiness and awakeness states.
Accordingly, the proposed approach including used equipment are presented in
Sect. 2. Section 3 describes the experimental results and the evaluation of the
employed method. Finally, a conclusion and future work are drawn in Sect. 4.

2 Proposed Approach

Fig. 1. Pipeline for the proposed approach.
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As shown in Fig. 1, the realization of the proposed approach is suggested
by two primary procedures: data acquisition and data analysis. The following
subsections provide a detailed explanation of each procedure.

2.1 Data Acquisition

The EEG data acquisition procedure is made up of two main steps which are
data collection and data preprocessing.

Data Collection: To collect the raw EEG data from participants, we use an
Emotiv EPOC+ headset as shown in Fig. 2[a] for the data acquisition process.
The key feature of this headset is a non-invasive Brain computer Interface (BCI)
tool designed for the development of human brain and contextual research [13].

The Emotiv EPOC + helmet contains fourteen active electrodes with two
reference electrodes (DRL and CMS), as shown in Fig. 2[b]. The electrodes are
placed around the participant’s head in the structures of the following zones:
frontal and anterior parietal (AF3, AF4, F3, F4, F7, F8, FC5, FC6), temporal
(T7, T8) and occipital-parietal (O1, O2, P7, P8).

Fig. 2. (a) Emotiv EPOC+ helmet, (b) Location of the Emotiv EPOC+ helmet elec-
trodes (10–20 International Standard).

Data Preprocessing: The specific preprocessing steps of the data revolve
around the following points which are data preparation, data annotation and
data augmentation.

– Data Preparation
During data acquisition, our raw EEG signals may be influenced by various
sources of artifacts and noise such as endogenous electrical properties, spe-
cific fabrics physical structure, dipolar size variation, muscle shifts and Blinks.
Hence, data processing is a preliminary step to denoising the raw signals. We
suggest using an infinite impulse response (IIR) filter that manages an impul-
sive signal within time and frequency domains. Other sophisticated denoising
approaches could be considered at the expense of higher computational com-
plexity [14,15].
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– Signals Annotation
To evaluate each individual’s state of exhaustion, we concentrate on the brain
areas that are responsible for hypo-vigilance detection. In this regard, differ-
ent brain waves are targeted such as [16]:

• Delta waves refer to consciousness, sleep or deep sleep states. These
waves were found in the temporal and occipital conditions with low fre-
quency (less than 4 Hz) and high amplitude.

• Theta waves design the relaxation and hypnosis states with a range
of frequency between 4 and 8 Hz. Theta waves are extracted from the
temporal zone and are produced during the first phase of slow sleep or in
deep relaxation state.

• Alpha waves refer to waking but relaxed states. These waves are cap-
tured in the posterior part, precisely the occipital region, with a frequency
interval between 8 and 12 Hz and a low amplitude interval between 20
and 60 µV.

• Beta waves relate to alertness states. These waves are captured from
the temporal and occipital lobes of the brain. They are characterized by
high frequency interval of 12 to 30 Hz with a low amplitude interval of 10
to 30 µV.

• Gamma waves refer to hypervigilance states with a frequency interval
between 30 to 80 Hz.

In the data annotation step, we only use the O1 and O2 electrodes of occipital
zone which are responsible for drowsiness sensation.

As an annotation example, Fig. 3 indicates the amplitudes of the alpha and
theta signals from the two O1 and O2 electrodes reported for a participant in
three periods of the day. The relaxation state has been indicated by alpha waves
which have a frequency interval between 8 to 12 Hz and an amplitude interval
between 20 to 60 µV. The somnolence state has been indicated by theta waves
which have a frequency interval between 4 to 8 Hz and an amplitude interval
between 50 and 75 µV.

Fig. 3. The monitoring of O1 and O2 electrodes in the mornings (a), afternoons (b)
and evenings (c).



EEG-Based Hypo-vigilance Detection Using Convolutional Neural Network 73

– Data augmentation
In order to reduce overfitting and increase testing accuracy, we use the data
augmentation technique [17] which consists of increasing the training set by
label-retaining data transformations. The purpose procedure is to extend the
data by doubling the vectors from (5850, 2) to (59053, 2) where 5850 (resp.
59053) represents the vector size and 2 represents the class number.

2.2 Data Analysis: Simple CNN Classification

The diagram of the neural network simple CNN used in our EEG drowsiness
detection approach is represented in Fig. 4. The proposed simple CNN model is
composed of the following six main layers:

– The convolutional layers allow the filter application and the features
extraction characteristics of the input signals.

– The sample-based discretization max-pooling-1D blocks is used to
sub-sample each input layer by reducing its dimensionality using a decrease
in the number of the parameters to learn, there by reducing calculation costs.

– The flatten layer is used to flatten out multidimensional data.
– The dropout layers help to reduce the loss accuracy by regularizing and

enhancing the overfitting of neural networks during the classification process.
– The BatchNormalization layers are used to scale and speed up learning

of all activations. These layers normalize the previous activation layer output
by subtracting the batches average and dividing it by the standard deviation
to improve a neural network’s stability.

– The dense layers allow to done a connectivity function between the next
and intermediate neurons layer.

Fig. 4. The diagram of the simple CNN used in the proposed approach.
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3 Experimental Evaluation

Our protocol revolves around the following axes: eight volunteers in which four
women and four men aged twenty six and fifty eight with normal mental health.
For each participant, we make three recordings of sixteen minutes divided over
three day periods (morning, afternoon and evening). To fully understand the
condition of the participants, we split the signal into windows to accurately
identify these different states.

In the proposed simple CNN architecture for EEG signals classification, we
use the Keras deep learning library. The different parameters as filters, kernel-
size, padding, kernel-initializer, and activation of the four convolutional layers
have the same values respectively 512, 32, same, normal and relu. The parameter
values of the remaining layers are detailed in the following:

– the dropout layer value equal to 0.2 (respect. 0.5) is used to inactivate 20%
(respect. 50%) of neurons in order to prevent overfitting.

– the Max-Pooling 1D layer is used with a filter size of 128.
– The muti-dimensional data output flatting using 1D flatten layer.
– For better classification results, two dropout layers are used. The first hidden

layer takes a value of 128 neurons. Since a binary classification problem, the
second layer takes a value of 1.

The choice of the optimization algorithm makes the difference between good
results in minutes, hours or even days. There are various optimizers like
Adam [18], SGD [19] and RMS pop optimizer [20]. In our model, we use the
SGD optimizer which is more popular [21]. The method of this optimizer is sim-
ple and effective for finding optimal values in a neural network. Table 1 presents
the hyperparameters choice of our model.

Table 1. Hyperparameters choices.

Parameters Value

Optimization algorithm SGD

Momentum 0.5

Batch size 64

Activation function Sigmoid

For selecting the best accuracy rate of the proposed method, we propose
to compare different results recorded by different numbers of electrodes. In [22,
23], the authors discover that the prefrontal and occipital cortex are the most
important channels to better diagnose the hypo-vigilance state. In this regard,
we choose the following recorded data:

– Recorded data by 2 electrodes (O1 and O2) electrodes from the occipital area.
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– Recorded data by 4 electrodes (T7, T8, O1 and O2) from temporal and occip-
ital areas.

– Recorded data by 7 electrodes (AF3, F7, F3, T7, O2, P8, F8) from prefrontal
and occipital areas.

– Recorded data by 14 electrodes.

For the distribution of our data, we choose 70% for the train part and 30% for
the test. Table 2 presents the reported testing and training accuracy respectively
with two, four, seven and fourteen electrodes. After convergence the optimum
number of test epochs for all the different electrodes results establish a value
equal to 80. The best results are given by the recording of 2 electrodes from the
occipital area. The curves of testing and training results for recorded data by
O1 and O2 electrodes are represented in Fig. 5.

Table 2. Training and testing results of the different numbers of electrodes with data
augmentation.

Number of electrodes 2 4 7 14

Accuracy train 98.18% 98.28% 98.99% 98.99 %

Accuracy test 93.94% 65.58% 76.43% 77.43 %

Fig. 5. (a) Accuracy graph, (b) Loss graph.

According to results obtained in Fig. 5, we note that the test accuracy
increases after a certain number of epochs and the test loss decreases. To test
our system’s efficiency we measured the precision, recall and F1-score. Table 3
shows these different measures in our experimental configuration.

For comparison purposes, we compare the proposed method with recent
drowsiness methodology [24] where the authors propose a driver hypovigilance
detection using the Emotiv EPOC+ helmet. The Common Spatial Pattern
(CSP) algorithm is used for optimization accuracy of Extreme Learning Machine
(ELM). The reported values in Table 4 indicate that our method gives the opti-
mum accuracy value classification.

www.dbooks.org

https://www.dbooks.org/


76 A. Boudaya et al.

Table 3. Accuracy, precision, recall and F1-score of our experimental configuration

Accuracy Precision Recall F1 score

93.94% 87.29% 99.79% 93.12%

Table 4. Accuracy comparison with related works.

Drowsiness detection methodology Accuracy Classification method

R. Osmalina et al. [24] 91.67% CSP algorithm

Proposed method 93.94 % CNNs

4 Conclusion

The present work proposes a CNN based approach for Hypo-vigilance detection.
In order to create a EEG dataset, we recorded raw EEG data using Epoc+
headset. The suggested system achieves an average classification accuracy to
93.94% by testing it on a real dataset of eight participants. In future work, we
will focus to improve classification accuracy with large datasets. Additionally,
fusion with other biomedical signals should be also considered to improve the
classification accuracy.
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Abstract. Ballistocardiogram signals describe the mechanical activity
of the heart. It can be measured by an intelligent mattress in a totally
unobtrusive way during periods of rest in bed or sitting on a chair. The
BCG signals are highly vulnerable to artefacts such as noise and move-
ment making useful information like respiratory activities difficult to
extract. The purpose of this study is to investigate a classification method
to distinguish between seven types of respiratory activities such as nor-
mal breathing, cough and hold breath. We propose a feature selection
method based on a spectral analysis namely spectral flatness measure
(SFM) and spectral centroid (SC). The classification is carried out using
the nearest neighbor classifier. The proposed method is able to discrim-
inate between the seven classes with the accuracy of 94% which shows
its usefulness in context of Telemedicine.

Keywords: Ballistocardiogram · Machine learning · Biomedical signal
processing · Spectral analysis

1 Introduction

The development of connected object for personalized services, especially for
monitoring purposes, have significantly increased worldwide over the last few
years [1]. More specifically those that deals with the monitoring of respiratory
and cardiac diseases. Indeed these diseases are among the leading cause of death
and disability in the world. One of these respiratory diseases is the Chronic
Obstructive Pulmonary Disease COPD [2] a progressive life threatening lung
disease. According to the World Health Organization [3], COPD affects more
than 250 million cases globally, a staggering 3.17 million deaths per year and
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is associated with a huge economic burden. In fact, numbers published by the
Global initiative for Chronic Obstructive Lung Disease [4] shows that the direct
costs of respiratory disease in the European Union are estimated to be about
6% of the total annual healthcare budget with COPD accounting for 56% (38.6
billion Euros) of the cost of respiratory disease. These numbers are further ampli-
fied by the ever-growing healthcare costs, the aging of the population and the
widespread of such diseases. The monitoring of respiratory activities plays an
important role in the current management of patients with acute respiratory
failure [5]. As a consequence, it is recommended to have continuous monitoring
of the vital signs to ensure an optimal diagnosis of a patient’s state [6]. Moreover,
monitoring of respiratory activity is useful for detecting respiratory disorders,
such as the sleep apnea, cessation of breathing in infants, shortness of breath in
patients with heart failure, and so on. Hence, it is important to monitor respi-
ratory activities such as normal breathing, cough, hold breath expiration.

A new generation of sensor-based mattress is able to unobtrusively monitor
vital signs such as the Heart rate Beat Rate (HBR) and the Respiratory Rate
(RR). Indeed, this study considered an Optical Fiber based Sensor (FOS) [7]
for the unobstructed monitoring of the Ballistocardiogram (BCG) signal. Due
to the ejection of the blood during the systole, the body’s mechanical reaction
is measured hence the BCG signal. Our aim is to investigate a classification
method to distinguish between several types of respiratory activities such as
normal breathing, cough and hold breath using the BCG signal.

This paper is organized as follows. Section 2 is dedicated to describe the
material and method. It describes the data collection, BCG signal analysis and
feature extraction and classification. Section 3 provides information about the
experimental results mainly feature illustration and classifier evaluation. Finally,
Sect. 4 concludes the study and gives perspectives.

2 Material and Method

2.1 Data Collection

The system used for collecting data includes a small FOS mattress and a module
to gather optical data coming from the mattress [8,9]. The FOS mattress was
fixed on the back of a regular office chair. The raw data is sampled at 50 Hz by
the module.

The BCG signals were acquired on 6 healthy participants: 3 male and 3
female aged between 21 and 32 years. The participants were asked to perform a
certain experimental protocol. A part of normal breathing, other human body
activities that commonly occur are introduced in this protocol. It is composed of
the following steps by following activities: normal breathing (C1), cough (C2),
Normal breathing after cough (C3), hold breath (C4), expiration (C5), movement
(C6). We also consider a class other to regroup all other activities (C7). Figure 1
illustrates an example of the BCG signal. The different human body activities
are plotted in different colors. The objective is to highlight the differences in the
BCG signal according to the activity.
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Fig. 1. Illustration of the BCG signal during the experimental protocol activities.
(Color figure online)

2.2 BCG Signal Analysis

In this subsection we inspect the effect of different activities in the BCG sig-
nal. Figure 2 illustrates five different activities. In the plot illustrating Normal
respiration (C1), we can easily extract both the HBR and RR, the big period
corresponds to the movements of the thoracic cage. By extracting the distance
between two consecutive peaks of this waveform, we can extract the RR. The
small period appearing in the BCG signal represents the heart beats. The extrac-
tion of these little fluctuations results in the extraction of the HBR.

The signals corresponding to the cough (C2) and movement (C6) are very
similar. Both signals attain the upper limit of the acquisition equipment which
is explained by the broad peaks in the BCG signals. We believe however that
these broad peaks have different explanations. The peaks in the movement signal
comes from the acceleration of the subject’s body and the peaks during the cough
comes from the reaction of the body after coughing.

The post-cough normal breathing is corrupted and we can hardly find the
peaks of the respiratory activity. The peaks are broader and that results in a
lack of precision of HBR and RR.

The holding breath BCG contains only cardiac information. The periodicity
is clearly noticed which was not obvious in other activities.

This analysis of the BCG signal’s content motivates the use of an approach
based on the characterization of the useful frames. This particular problem is
complex and thus is demanding when it comes to the choice of the features with
physical significance. In the next subsections, we will define the features and try
to highlight the intuition behind each one of them.
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Fig. 2. Illustration of the BCG signal of the different activities of the subjects.

2.3 BCG Signal Feature Extraction

A periodic signal can be represented as a sum of sine waves and thus the Fourier
transformation of this particular signal will be spiky. This statement motivated
the idea of using the following two features: Spectral Flatness Measure (SFM)
and Spectral Centroid (SC).

Let x(n) be a BCG signal. The later is decomposed into frames of short
duration. These frames should be long enough to carry information about the
activity but not too long to avoid an overlap of two or more different activities.
In the frequency domain, the short-term Fourier transform is calculated and its
amplitude is extracted. It is denoted |X(m, k)|, where m is the frame index and
k is the discrete frequency.

Spectral Flatness Measure (SFM): The SFM, also known as Wiener
entropy, is a signal processing measure used to describe the flatness of the spec-
trum of the signal [10,11]. The SFM is defined as the ratio of the geometric
mean and arithmetic mean of the Fourier transforms. When the spectrum is flat
(white noise signal), the resulting measure is close to 1.

SFM(m) =
N

√∏N
k=1 |X(m, k)|

∑N
k=1 |X(m,k)|

N

, (1)

where k is the frequency bin index and N is the number of frequency bins.
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Spectral Centroid (SC): The SC indicates where the center of mass of the
spectrum is located.

SC(m) =
∑N

k=1(|X(m, k)| ∗ f(k))∑N
k=1 |X(m, k)|

, (2)

where f(k) is the frequency in Hz of the bin k.

BCG Feature Engineering: The SFM and SC measures have been evaluated
on each frame of the BCG signal. However, in order to avoid complexity that
comes with it (overlap noise propagation, presence of different labels in the same
frame, frames too small to be representative...), we propose to create a time-series
out of the SFM and SC values in each frame.

– Signal decomposition: the original BCG signal is decomposed into frames of
length 1024 with an overlap of 960 samples. Hence we used a windowing
function. In this work we used a Hamming window with an increment of 64
samples.

– The feature vector F (m) = [SFM(m), SC(m)]T is extracted from each frame.
– Each feature of raw data SFM = [sfm(1), sfm(2)...sfm(L)]T (L is the num-

ber of frames) is transformed into a time-series (equivalent to a signal) by
overlapping and adding the sfm of each frame. Note that the latter is a
constant vector, whose value is sfm and whose length is the frame size.

The sfmsignal and scsignal are then used for the purpose of classification.

2.4 Activities Classification

Respiratory activities classification has been performed using a K-nearest neigh-
bors classifier. It is a non-parametric classification method which classifies a
sample based on a plurality vote of its neighbors. The sample is assigned to the
class most common among its K nearest neighbors (K is a positive integer) in
terms of minimal distance. The algorithm adopted is Fine KNN which is the
finest variation of KNN since it labels the new input with the same label as only
one of its nearest neighbour K = 1. The evaluation of the algorithm as well as
the classification results were conducted using k-fold cross validation with k = 5.

2.5 Classification Evaluation

The classification performance is evaluated in terms of true positive rate and
positive predicted value.

True Positive Rate: The performance of our model will mainly be measured
using the confusion matrix [12]. Specifically TPR measures the proportion of
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detected positives from the actual positive in other terms TPR measures how
sensitive your model is to the positive class.

TPR i =
true positives

true positives + false negatives
, (3)

where i corresponds to the class (activity) of the subject (i = 1..7). The terms of
the confusion matrix presented in Fig. 4 are defined as follows:

Conftpr(i, j) =
Mij∑C

j=1 Mij

, (4)

where C is the number of classes, Mij is the number of predictions of class i that
actually belongs to class j it is usually measured by comparing the test results
to the ground truth.

Positive Predictive Value: The proportion of the predictions made that are
actually true and happened. PPV Highlights mostly how refined our model is
and how frequent we have false alerts.

PPV i =
true positives

true positives + false positives
. (5)

The terms of the confusion matrix presented in Fig. 5 are defined as follows:

Confppv(i, j) =
Mij∑C
i=1 Mij

, (6)

3 Experimental Results

3.1 Feature Illustration

This section illustrates the feature analysis and interpretation by providing the
means of the SFM and SC for each activity.

The BCG signal we are working with is the same displayed on Fig. 1. The
mean values are given in Table 1. We note that the normal breathing mean value
of the SFM is the lowest which confirms the periodicity hypothesis. The values
of SFM and SC taken during the coughing portion (C2) as well as the movement
portion (C6) are relatively high which further confirms the non-periodicity in the
corresponding portions.

For the post-cough breathing, we notice that, unlike the portion of normal
breathing, the values of the descriptors are high and close to those during the
movement and coughing activities which supports our choice to isolate these
portions.
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The closest values of the descriptors to the ideal ones (those of the normal
breathing) are the values recorded during the holding breath, this is due to the
fact that the portions of holding breath are periodic and carry only the heart
rhythm information.

Table 1. Mean value of SFM and SC during each activity.

Activities SFM SC

Normal respiration (C1) 0.02 0.807

Cough (C2) 0.1582 2.3591

Post cough breathing (C3) 0.14 1.2638

Holding breath (C4) 0.102 0.7662

Movement 0.2293 1.4844

Figure 3 show the sfmsignal of some activities. In the top right, the normal
respiration phase is considered. The values of SFM are low as expected to be.
This fact is due to the clear periodicity in that activity. The SFM of holding
breath (down left plot) is pretty low and that is as well an expected result since
there’s the cardiac information in the holding breath activity. Both cough and
movement activities (right plots) manifest big fluctuations in their respective
sfmsignal, this is due to the absence of periodicity in these signals.
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Fig. 3. Variation of sfm signal of the sample for each activity.
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3.2 Classifier Evaluation

Using the sfmsignal and scsignal we obtained a classification rate of 94%. Figure 4
shows the TPR confusion matrix. We can observe that our model performs very
well overall. The TPR value appears in the diagonal of the confusion matrix.
Most of the errors are detected in the class C4, where 31% of the latter (cor-
responds to the class: holding breath) is predicted as normal respiration. This
result is expected since the periodicity in the holding breath portions is present
due to the cardiac activity. We observe as well a high confusion between the
class cough (C2) and the class movement (C6). This is due to the fact that our
predictors are well equipped to detect the existence of the periodicity in the
portions.

Fig. 4. TPR confusion matrix

Figure 5 shows the PPV confusion matrix. We can observe the confusion
between the classes C1 and C4 (7%) in terms of PPV this corresponds to a
high false-alert rate (the majority of false alerts in the class: Normal respiration
are recorded as Holding breath) which further confirms the similar periodicity
hypothesis mentioned in the previous paragraph we can also pinpoint an alarm-
ing 13% with the class C5 which is due to the lack of the adopted features when
it comes to differentiating between the highly non-periodic portions.
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Fig. 5. PPV Confusion matrix

4 Conclusion

In this study we investigated the respiratory activity classification based on
the BCG signal. We used a reconstructed time-series signal from the spectral
flatness measure (SFM) and spectral centroid (SC) of the raw data. We obtained
a classification rate of 94% which show the effectiveness of the proposed method.
The supervised classification process, however, is demanding when it comes to
data and computation. Treating the feature extraction process by generating
a time series is a novelty which motivates the use of more sophisticated deep-
learning algorithms such as the Long Short Term Memory LSTM as one of the
most used Recurrent Neural Network RNN architectures in time series related
problems.
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Abstract. Using Reflectance Confocal Microscopy (RCM) for lentigo
diagnosis is today considered essential. Indeed, RCM allows fast data
acquisition with a high spatial resolution of the skin. In this paper, we
use a deep convolutional neural network (CNN) to perform RCM image
classification in order to detect lentigo. The proposed method relies on an
InceptionV3 architecture combined with data augmentation and transfer
learning. The method is validated on RCM data and shows very efficient
detection performance with more than 98% of accuracy.

Keywords: Reflectance Confocal Microscopy · Lentigo · CNN
classification · InceptionV3

1 Introduction

Reflectance Confocal Microscopy (RCM) [1] is a modality increasingly used in
medical imaging like MRI (Magnetic Resonance Imaging) [2–4] or X-ray imag-
ing [5]. In vivo RCM technique is easy to use during the patient examination and
acquires high resolution skin images in a short time. This modality can be used
to help dermatologists diagnose different skin diseases. However, it takes a long
time for dermatologists to make full use of the possibilities of this technique for
diagnostic purposes. Our work aims to develop a new tool to automate certain
diagnostic steps required using deep learning [6]. On the other side, the lentigos
are age spots that mainly appear on the hand or on the areas most frequently
exposed to the sunlight. On the surface, they appear as a darker spot. Inside the
skin layers, it is mainly at the level of the dermis-epidermis junction that the
differences can be visible [7]. Therefore, the distinction of lentigos can be made
using the RCM images. Several deep learning architectures, especially convo-
lutional neural network (CNN) [5,8] show great potential in medical imaging
classification. In this paper, we propose a new 3D RCM image (2D + depth)
classification method for lentigo detection. The method is based on a CNN on
InceptionV3 architecture [9].
c© The Author(s) 2020
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Until now, little works have been proposed for lentigo/healthy classification
of RCM images. In [10], the authors perform a two-dimensional wavelet decom-
position. Then a generalized Gaussian distribution was applied to the wavelet
coefficients in order to perform a quantitative analysis assisted by a support
vector machine (SVM) to classify RCM images obtaining an accuracy of 84.4%.
Another approach in [11] explores a new unsupervised Bayesian algorithm for
the joint reconstruction and classification of RCM images. The resulting algo-
rithm for healthy and lentigo classification reached an accuracy percentage of
97%. Beside, the paper [12] automatically diagnosed lentigo by using three sep-
arate feature extraction methods like Wavelets, Haralick and CNN by Transfer
Learning. The healthy/lentigo classification results reached an accuracy of 76%.

The present paper is organized as follows. Section 2 presents the problem
formulation of lentigo diagnosis. Section 3 detailed the proposed lentigo detection
method. Section 4 presents the experiment validation of our method. Finally,
conclusion and some perspectives are drawn in Sect. 5.

2 Related Work

2.1 Lentigo Detection

Lentigo is a lesion that occurs in the dermal epidermal junction between the
dermis and the epidermis involving a high concentration of melanocytes in the
dermal papillae walls. Most forms of lentigo are benign [13] like lentigo simplex
as Fig. 1(a) and solar lentigo as Fig. 1(b). They are usually removed for cosmetic
purposes. However, certain types such as lentigo maligna [14] as Fig. 1(c) may
be harmful and must be removed.

(a) (b) (c) 

Fig. 1. Lentigo simplex (a), Solar lentigo (b) and Lentigo maligna (c).

Usually, lentigo is diagnosed using dermatoscopy [15]. Sadly, non-pigmented
melanocytes with this modality can go completely unnoticed leading to compli-
cations in identifying the lesion contours with precision. Hispathology [16] is also
used to confirm the diagnosis, but it can be inconvenient due to the fact that it
is an in vitro technique involving performing a biospy from the pigmented areas.
For these reasons, the RCM modality emerged to solve the problems encountered
before. Therefore, this modality allows the expert to carry out a real-time 3D
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data acquisition and to facilitate the full observation of the biological structures
in deformation over time. Due to all of these reasons, our approach is based on
images acquired thanks to this modality. In [10,11], the authors propose two
RCM lentigo detection methods based on the statistical and Bayesian models
[17] respectively. The methods have proved complicated and hard to implement.
They require manual procedures like feature selection and data preparation. To
this regard, we propose here a method for RCM image classification using a
CNN architecture. Indeed, CNNs have proven their capacity to efficiently solve
several complex problems in medical imaging.

2.2 Convolutional Neural Networks

The CNN [8] is a deep learning architecture that is primarily used for image
classification and object detection. Figure 2 displays a general CNN architecture,
where one can easily identify the following layers:

Fig. 2. The CNN architecture model.

– The convolutional layers: a key component of a CNN architecture, used for
automatic feature extraction.

– The rectified linear units (ReLU): used after each convolutional layer. Each
layer combines nonlinear layers and rectification layers to add nonlinearity to
the system.

– The pooling layers: used for feature selection by maximum or/and average
pooling.

– The fully connected layers: also known as dense layers receiving the flattened
(1D) feature map. Usually, the final fully connected layer has the same number
of output nodes as the class numbers.

– The Softmax function: calculates the probabilities of each target class over all
possible classes. This function helps determine the target class for the given
inputs.
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3 Proposed Method for Lentigo Detection

The proposed method consists of classifying RCM images into healthy/lentigo
classes using an InceptionV3 architecture. Our lentigo detection method com-
bines the InceptionV3 model with other known deep learning techniques like
transfer learning [18] and data augmentation [19]. Figure 3 presents the different
steps used in the proposed lentigo detection method. The following subsections
give detailed descriptions of each step.

Fig. 3. Pipeline of the proposed method.

3.1 Data Preparation

The input RCM images for the training procedure combines two sets such as
a 73% training set and a 14% validation set. The remaining 13% is dedicated
to the prediction phase. In order to avoid overfitting, a validation set is added
to our training phase because the non linear InceptionV3 model will possibly
achieve 100% training accuracy and overfit.
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3.2 Data Preprocessing

In the first step of the preprocessing procedure, the RCM images of the train-
ing set are resized to fit in the InceptionV3 network. A normalization step is
added to help the CNN better process the input images, in order that all feature
values have the same range and the system needs only one global learning rate
multiplier. Afterwards, the data augmentation step is proposed to improve our
classification results. This step prevents accuracy decay and overfitting. In [20]
the authors demonstrate the importance of data augmentation as a regulazier
in the CNN classification model.

3.3 InceptionV3 Model

The InceptionV3 model is a complex heavily engineered network that considered
a major breakthrough in CNN’s [9]. Before the current model, many common
CNN’s claimed that stacking layers after layers is the only way to increase accu-
racy. However, this network suggested some solutions to improve accuracy and
speed without piling many layers. As shown in Fig. 4, the InceptionV3 model
consists of a combination of three main modules.

Fig. 4. Architecture of the InceptionV3 model.

The first one (Module A) uses two smaller convolution layers (3 × 3) to
decrease the computational cost by reducing the number of parameters to
improve performance. Module B divides each convolution layer of n × n size
to two layers of 1 × n and n × 1 dimensions to have a less complex network.
Finally, Module C reduces the representational bottleneck by expanding the fil-
ters in order to evade information loss. More upgrades are also proposed by the
InceptionV3 network other than the smart factorization methods such as:

– RMSProp optimizer allows a faster convergence of the model thus allowing a
higher learning rate.
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– BatchNorm reduces the covariance shift and allows each network layer to
learn a little independently of the others.

– Label Smoothing is a regularizing component applied to the loss formula to
prevent overfitting.

The InceptionV3 network is 42 layers deep. Therefore, the computational cost is
just around 2.5 higher than GoogLeNet’s [21]. In addition, the inception modules
are a novel and popular concept due to their smaller convolutions, which explains
the reduction in the number of parameters. The InceptionV3 model gathers more
information without impacting the computational speed thanks to its depth and
the various kernel sizes used in the convolution operations.

3.4 Transfer Learning

As shown in Fig. 3, transfer learning [22] is proposed in order to ensure better
performance of the model. The model needs lots of labeled images to be capable
of solving complex problems. This has proved to be challenging especially when
the available dataset is small. Transfer learning is a deep learning method, in
which a model developed for a task is reused for a second task. This technique
uses pre-trained models as a starting point for other medical imaging tasks given
the vast computational and time resources required to develop CNN models on
these problems.

3.5 Prediction Model

In the prediction phase, the RCM images test set are resized and provided to the
trained CNN. Our system calculates a prediction score for each test image after
resizing it and compares it with the threshold T equal to 0.5. The threshold value
is chosen that way due to the fact that we are performing a binary classification.
The classification condition is as follows: if the predicted score (PS) value of
the image test is lower than T then this RCM image is classified as lentigo and
conversely.

4 Experimental Validation

This section evaluates the validation of the proposed lentigo detection method on
real RCM data. In our work, the dataset is provided from Lab. Pierre Fabre. In
this experiment, the data include 428 RCM images which high spatial resolutions
and annotation on each image into two healthy and lentigo classes. The images
were acquired with a Vivascope 1500 apparatus. Each RCM image shows a field
of view of 500 × 500 µm with 1000 × 1000 pixels. A selection of 45 women aged
60 years were recruited. All participants have offered their informed consent to
the RCM skin test. We split these data into three main sets:

– A 314 images training set divided into two classes of 160 healthy images and
154 lentigo images.
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– A validation set of 60 images, divided equally between two classes of lentigo
and healthy. The validation set has been added to evaluate our training pro-
cedure. The main objective is to prevent over-fitting.

– A 54 RCM images testing set divided equally for healthy and lentigo classes.

Our classification method based on the InceptionV3 network is build using the
Keras library. The InceptionV3 model is configured to accept the greyscale RCM
images. As initialization, all RCM images were resized into new dimensions of
299 × 299 pixels and rescaled to help CNN processing. The parameter values of
data augmentation step are presented in Table 1. The shear, zoom and transla-
tion ranges vary from 0 to 1. We choose the value of 0.2 for each to enrich the
dataset without altering the image main features and confusing the system. The
rotation range varies to 0◦ from 180◦ and a small rotation angle was proposed
for the same reasons.

Table 1. Data augmentation parameters.

Parameter value

Shear 0.2

Zoom 0.2

Rotation degree 20◦

Horizontal translation 0.2

Vertical translation 0.2

Figure 5 displays the accuracy curves of the training and validation sets, as well
as the training loss. The accuracy curves suggest that our system converged after
40 epochs. The system reached an accuracy value of 94% for training and 69%
for validation. Hence, the reported values indicate that our system learns well
without over- or under-fitting.

Fig. 5. Proposed method accuracy graph and loss graph for training and validation
sets after each epoch.
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The performance of the proposed method is indicated by the test set according
to the ability to correctly diagnose the provided skin tissues. The reported values
in Table 2 indicate the performance of our classification method. Therefore, 53
out of 54 images test set were correctly classified with an accuracy of 98,14%.

Table 2. Confusion matrix.

Lentigo Sane

Lentigo 27/27 = 100% (TP) 1/27 = 3,7% (FN)

Sane 0/27 = 0% (FP) 26/27 = 96,3% (TN)

In Table 2, TP, TN, FP and FN represent respectively true positives, true neg-
atives, false positives and false negatives. Based on the confusion matrix, Accu-
racy, Precision, Specificity, Recall and F-score values are reported in Table 3. All
the mentioned measures indicate a good performance of the proposed method
with values equal or very close to one.

Table 3. Quantitative evaluation of the proposed method performance.

Accuracy (TP+ TN)/(TP+ TN+ FP + FN) 0.98

Precision (P) TP/(TP+ FP) 1

Specificity TN/(FP+ TN) 1

Recall (R) TP/(TP+ FN) 0.96

F-score (2 × P × R)/(P+ R) 0.97

Figure 6 presents four correct classification examples of RCM images from the
test set. The reported values shown with each test image indicate the prediction
score (PS). The displayed images correspond to different PS ranges. We can
notice that the model performs well both for images with PS close to 0 or 1, but
also for images with PS close to 0.5 (images (b) and (d)).

Figure 7 shows the only image wrongly classified using our proposed method.
This image shows some type of skin deformation similar to the changes the skin
undergoes due to lentigo. Hence, the network interpreted it as a lentigo lesion.
For the sake of further evaluation, we compare the accuracy of the test with
related works that used the same dataset. The reported values in Table 4 show
that our model outperforms in comparison with the other methods. Specifically,
we compare our results with those reported in [10] where the authors used a
Statistical model combined with an SVM classifier and [11] where the authors
use an unsupervised Bayesian approach.
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Fig. 6. Correct classification examples of RCM images for Healthy and Lentigo patients
classified by the proposed method.

Fig. 7. The only false classification (PS = 0.0005).

Table 4. Comparison performance with state of the art methods.

Lentigo detection method Accuracy

Halimi et al. 2017 [10] 84.4%

Halimi et al. 2017 [11] 97.7%

Proposed method 98,14%
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5 Conclusion

In this paper, we proposed a new method to classify RCM images into healthy
and lentigo skins. This method is based on the InceptionV3 CNN architecture.
The network was trained with a dataset of 374 images and tested on 54 images
of different stacks and depths. The suggested CNN method shows huge potential
and very promising results. In future work, we will focus on applying the pro-
posed approach to larger datasets and comparisons to other deep architectures.
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Digabel from Lab. Pierre Fabre for providing data.

References

1. Rajadhyaksha, M., Grossman, M., Esterowitz, D., Webb, R.H., Anderson, R.R.:
In vivo confocal scanning laser microscopy of human skin: melanin provides strong
contrast. J. Invest. Dermatol. 104, 946–952 (1995)

2. Laruelo, A., et al.: Hybrid sparse regularization for magnetic resonance spec-
troscopy. In: IEEE International Conference of Engineering in Medicine and Biol-
ogy Society (EMBC), Osaka, Japan, 3–7 July 2013, pp. 6768–6771 (2013)

3. Albughdadi, M., Chaari, L., Tourneret, J.Y., Forbes, F., Ciuciu, P.: A Bayesian
non-parametric hidden Markov random model for hemodynamic brain parcellation.
Sig. Process. 135(10223), 132–146 (2017)

4. Chaabene, S., Chaari, L., Kallel, A.: Bayesian sparse regularization for parallel
MRI reconstruction using complex Bernoulli–Laplace mixture priors. SIViP 14(3),
445–453 (2019). https://doi.org/10.1007/s11760-019-01567-5

5. Fakhfakh, M., Bouaziz, B., Gargouri, F., Chaari, L.: 1ProgNet: Covid-19 prognosis
using recurrent and convolutional neural networks. IEEE Trans. Artif. Intell. (2020,
submitted)

6. Geert, L., et al.: A survey on deep learning in medical image analysis. Med. Image
Anal. 42, 60–88 (2017)

7. Calzavara-Pinton, P., Longo, C., Venturini, M., Sala, R., Pellacani, G.: Reflectance
confocal microscopy for in vivo skin imaging. Photochem. Photobiol. 84, 1421–1430
(2008)

8. Yamashita, R., Nishio, M., Do, R.K.G., Togashi, K.: Convolutional neural net-
works: an overview and application in radiology. Insights Imaging 9(4), 611–629
(2018). https://doi.org/10.1007/s13244-018-0639-9

9. Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojna, Z.: Rethinking the incep-
tion architecture for computer vision. Computing Research Repository (CoRR)
(2015)

10. Halimi, A., Batatia, H., Digabel, J., Josse, G., Tourneret, J.Y.: Statistical modeling
and classification of reflectance confocal microscopy images. In: Computational
Advances in Multi-Sensor Adaptive Processing (CAMSAP), pp. 1–5, December
2017

11. Halimi, A., Batatia, H., Digabel, J., Josse, G., Tourneret, J.Y.: An unsupervised
Bayesian approach for the joint reconstruction and classification of cutaneous
reflectance confocal microscopy images. In: European Signal Processing Confer-
ence EUSIPCO, pp. 241–245, August 2017

https://doi.org/10.1007/s11760-019-01567-5
https://doi.org/10.1007/s13244-018-0639-9


A Convolutional Neural Network for Lentigo Diagnosis 99

12. Cendre, R., Mansouri, A., Benezeth, Y., Marzani, F., Jean, P., Cinotti, E.: Two
schemes for automated diagnosis of lentigo on confocal microscopy images. In:
International Conference on Signal and Image Processing (ICSIP), pp. 143–147,
July 2019

13. Ève, O.: Les produits dépigmentants: le point en 2011, p. 78, September 2011
14. Cohen, L.M.: Lentigo maligna and lentigo maligna melanoma. J. Am. Acad. Der-

matol. 33(6), 923–936 (1995)
15. Bollea-Garlatti, L.A., Galimberti, G.N., Galimberti, R.L.: Lentigo maligna: keys

to dermoscopic diagnosis. Actas Dermo-Sifiliográficas (English Edition) 107(6),
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Abstract. Atrial Fibrillation (AF) is a health-threatening condition, which is a
violation of the heart rhythm that can lead to heart-related complications.
Remarkable interest has been given to ECG signals analysis for AF detection in
an early stage. In this context, we propose an artificial neural network ANN
application to classify ECG signals into three classes, the first presents Normal
Sinus Rhythm NSR, the second depicts abnormal signal with Atrial Fibrillation
(AF) and the third shows noisy ECG signals. Accordingly, we achieve 93.1%
accuracy classification results, 95.1% of sensitivity, 90.5% of specificity and
98%. Furthermore, we yield a value of zero error and a low value of cross
entropy, which prove the robustness of the proposed ANN model architecture.
Thus, we outperform the state of the art by achieving high accuracy classifi-
cation without pre-processing step and without high level of feature extraction,
and then we enable clinicians to determine automatically the class of each
patient ECG signal.

Keywords: ECG-classification � AF detection � Confusion matrix � ROC �
ANN � Histogram error

1 Introduction

ECG signals classification is a crucial step to determine given the importance to assign
to each patient its ECG class. Indeed, heart diseases have known a big spread in the last
recent years. Such as arrhythmia cardiac problems like Atrial Fibrillation (AFIB). The
prevalence of arterial fibrillation (AF) is increasing during the last few years and
presenting the most common health problem in many countries [1]. AF presents a very
critical health issue, which affects the quality of life of persons and leading to many
risks such as cardiac stroke. An analysis of AF is based on a clinical evaluation and
requires electrocardiogram (ECG) documentation during the arrhythmia. During the
last few years, deep learning (DL) revolutionized the medical area as the deep neural
networks presented the state of the art results in many applications such as computer
vision, image processing, robotics, medical imaging, etc. The high performance
obtained by the deep neural network is based on the use of powerful graphic processing
units (GPUs) which allowed these implementations to outperform the classic ones.
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Because of the outstanding development in DL, its application in medical field (using
biomedical signals) is of huge interest. Accordingly, many works were developed using
DL models for ECG classification. In this context, our work in this paper presents a
new contribution using artificial neural network (ANN) architecture, to classify MIT-
BIH dataset signal into normal and AFIB ECG signals.

The rest of this work is divided into 4 sections. Section 2 summarizes the state of
the art. Section 3 presents the propounded neural network model and experimental
results. Discussions and conclusion are depicted in Sects. 4 and 5, respectively.

2 State of the Art

In [2], Rahal et al. proposed a new approach for active classification of electrocar-
diogram ECG signals based on deep neural networks (DNN). Electrocardiogram ECG
classification plays an essential role in clinical diagnosis of cardiac insufficiency.
Zubair et al. in [3] proposed an ECG beat classification system based on convolutional
neural network (CNN). This model is divided into two main parts, one for features
extraction and the second for classification. Electrocardiogram ECG interpretation
plays an important role in clinical ECG workflow. Rajpurkar et al. [4] developed a new
method based on deep convolutional neural network to classify ECG signals belonging
to fourteen different classes. Acharya et al. [5] did another study where they designed a
novel deep CNN for ECG signals classification. Another work was proposed in [6]
based on deep belief Net used for classifying heartbeats into four classes. A new
method is presented in [7], which presents a new deep learning approach used for
detecting atrial fibrillation in real time. In this work, authors used an end-to-end neural
network combining a convolutional with a recurrent neural network (CNN, RNN) in
order to extract high-level features from the input signals.

This hybrid model was trained and tested under three different datasets containing a
total number of 85 classes. This model presents a particular performance by its ability
of analyzing 24 h of ECG recordings in less than one second. This algorithm was tested
on the three datasets in order to test its robustness and achieved the following results:
98.96% of specificity and 86.4% for sensitivity. Figure 1 presents a classic architecture
of a Convolutional neural network (CNN).

Input

Conv Pool Conv Pool FC

Output

Fig. 1. A CNN classical architecture
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There are many different approaches to the task of arrhythmia classification of ECG
signals in terms of which method is used, which arrhythmias are classified, which data
set is used, which features are extracted and whether individual beats or longer intervals
are classified. For example, Rajpurkar et al. [4] uses a deep convolutional neural
network trained on 30-s intervals of raw ECG signal data to classify 14 different
classes, including normal sinus rhythm, noise, atrial fibrillation and atrial flutter.

Atrial fibrillation presents a very complex input data for a neural network. Deep
neural networks have shown a big performance in learning non-linear input data. As
deep neural network is able to learn complex pattern presenting AF in ECG signal,
these techniques can widely help researchers on finding parts that are more important
on the ECG to focus on during the training set. Indeed, using a CNN results accuracy
overcome 95% [8, 10]. Accordingly, in [13], authors introduce a 2-channels neural
network in order to address the problem of AF presence in the ECG signals. This new
neural network is named “ECGNet”. By using this model, authors achieved very
encouraging results coming up to 99.4% as detection accuracy in MIT-BIH atrial
fibrillation dataset with 5-s ECG segments. Figure 2 presents the architecture of the
proposed ECGNet neural network. This DL technique has shown its ability to detect
FA in a short time process. In addition, the Attention Network has achieved 99.8 of
accuracy.

Conv1d2*1,8
Stride (1,1)

Conv1d2*1,16
Stride (1,1)

Unstack Dense

AF

Non 
AF

Fig. 2. ECG-Net architecture
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3 Method and Results

3.1 Method

3.1.1 Dataset
The MIT-BIH dataset is known by its popularity as it has served for a long time as an
interesting reference to be useful for ECG signals classification and diagnosis detection.
In this context, we use three types of records from MIT-BIT dataset such as 100
samples of Normal sinus rhythm NSR, 40 samples of Atrial Fibrillation ATFIB and
finally 60 samples of Noisy ECG signals. Each sample constitutes of a matrix with a
size of 3600 * 1, reaching a total of 202 * 3600 for the input ECG data. Records as
depicted in Table 1 recognize each type of signals. For each record, an atrial fibrillation
should be classified similarly as a specialist would, the annotated parameters have been
labelled by specialist for a long time.

Each record consisted of 3600 samples, with a frequency of sampling of 1/360 s.
Figures 3, 4 and 5 represent an ECG signal of record 201, 203 and 100, respectively,
with 3600 samples for each record.

Table 1. MIT-BIH dataset

Records Samples Matrix-size of samples Annotations

100,101,105,109,112,113,114,115,116,117 100 3600 * 1 NSR
201, 202, 203, 210, 219 42 3600 * 1 AFIB
205, 223, 207 60 3600 * 1 Noisy-ECG

Fig. 3. AFIB ECG of record 201
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Fig. 4. AFIB ECG of record 203

Fig. 5. SNR ECG of record 100

104 L. Khriji et al.



3.1.2 Artificial Neural Network (ANN)

The Propounded ANN Architecture
The idea of creating an artificial neural network architecture was inspired by the
biological neural system [12]. Indeed, our proposed artificial neural network consists
on the input layer, which contains 202 samples of ECG signals, each sample consists of
a matrix sized 3600 * 1; the input dataset is a 202 samples of vectors, constituting a
matrix of 3600 * 202 of ECG signals. Then, a sigmoid activation function is applied,
creating a respectful numbers of parameters, which present the feature maps of the
ECG signals, passing through 10 hidden layer, and 10 neurons per layer, having 100
parameters, with a sigmoid activation function as depicted by the Eq. (1). Then a
softmax function, presented by the Eq. (2), is applied to classify signals into three
classes the first present an AFIB signal however, the second presents a SNR signal and
the third depicts noisy ECG-signals. The suggested ANN architecture is depicted in
Fig. 6 and Fig. 7 (a, b and c). The latter shows the used architecture when the number
of Hidden Layers (HL) is 10, 2, and 20, respectively.

y ¼ 1
1þ e�x

ð1Þ

SoftmaxðxiÞ ¼ exi
P

j
exj

ð2Þ

Fig. 6. Synoptic flow of the proposed ANN architecture
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Training Data Parameters
Training parameters have a crucial role to obtain excellent accuracy. For this fact, the
number of parameters should be done with the exact precision to get high accuracy,
sensitivity and specificity results and to yield the best values. In fact, For ANN1, we
use 10 hidden layer with 10 neurons for each layer. Thus, we obtain a number of 100
parameters, presenting the feature maps extracted from ECG signals. However, for
ANN2 and ANN3, the number of hidden layers is 2 and 20 respectively. Thus,

Fig. 7. ANN trained architecture: (a) ANN with HL = 10, (b) ANN with HL = 2, (c) ANN with
HL = 20.

Table 2. Training data parameters

Training parameters ANN1 ANN2 ANN3

Iterations 1000 1000 1000
Activation function Sigmoid Sigmoid Sigmoid
Classifier function Soft-max Soft-max Soft-max
Hidden layers 10 2 20
Parameters numbers 100 20 200
Train-samples 142 142 142
Validation-samples 30 30 30
Test-images 30 30 30
Error-rate 0.001 0.001 0.001
Batch 3600 samples 3600 samples 3600 samples

106 L. Khriji et al.



accuracy results will be discussed in the next section. Then, more the number of
iterations is increasing; more classification results are going higher. Table 2 depicts all
used parameters for the ECG classification process.

3.2 ECG Classification Results

The propounded artificial neural network is presented with the confusion matrix, the
histogram error, and the curve ROC and training performance results.

3.2.1 Confusion Matrix
A confusion matrix is a crucial method to determine the performance classification of a
system since it divides the results into four classes such as True Positive (TP), True
Negative (TN), False Positive (FP) and False Negative (FN). Accordingly, in Fig. 8, FP
results are shown in the confusion matrix in the last row and the FN are depicted in the
last column. It summarizes the prediction results on a classification issue. Therefore, it
answers the problem of determination of the class of each signal. Indeed, it is depicted
by a size of n � n associated with a classifier showing the predicted and actual clas-
sification, where n is the number of different classes. Table 1 shows a confusion matrix
for n = 3. It gives us a sight not only into the errors being made by a classifier but more
importantly the types of errors that are being made. The classification accuracy alone
can be misleading where we have an unequal number of observations in each class or in
case of having more than two classes in the dataset. Calculating a confusion matrix
gives a better idea of what a classification model is getting right and what types of
errors it is making. Indeed, performance results are calculated by the following
equations presenting the sensitivity, the specificity and the accuracy.

Sensitivity True positive rateð Þ ¼ TP
TPþFN

ð3Þ

Specificity False positive rateð Þ ¼ TN
TNþFP

ð4Þ

Accuracy percent of all samples correctly classifiedð Þ ¼ TN þ TP
TN þ TPþFNþFP

ð5Þ

The prediction results (Fig. 8) show an accuracy of 100% for the training process,
80% for the validation process and 73.3% for the testing process. These results pre-
sented a high precision of classification, which proves the robustness of the used
artificial neural network architecture. Indeed, there are no misclassified signals in the
training confusion matrix. However, in the validation confusion matrix in all confusion
matrix a value of 0% for misclassified signal is achieved. The green colour in the
confusion matrix represents the true positive classified ECG signals; however, the red
colour depicts the misclassified signals. The first class presents the atrial fibrillation
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ECG signal, the second-class presents the SNR classified ECG signals. We used 142
records in the training process, where 69 records are classified as SNR signals, 28
records are classified as AFIB signals and 45 records are classified as noisy ECG
signals, yielding a value of 100% of sensitivity and specificity. Moreover, for the
validation stage, we used 30 records where 24 records are well-classified achieving
accuracy value of 80%. Accordingly, test process achieved also a value of 73.3, where
22 records with 3600 samples for each record are well assigned to the right class, and 8
records are misclassified (3 records for the first class, 2 records for the second class and
3 records for the third class). These results are achieved due to the proposed archi-
tecture with 10 hidden layers, 10 neurons for each layer, with a sigmoid activation
function and finally Softmax classifier proves its ability not seen before by the system.
However, using a small number of hidden layers, the accuracy classification is with
82.6% and 87% using a high number of layers. Thus, the choice of a precision number
of hidden layers for getting precise number of parameters shows its worth in the
ECG-classification process.

Fig. 8. Confusion Matrix: training, validation and testing results with ANN1
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3.2.2 Histogram Error
The histogram error determines the rate of the existent error in classifying the signals
used for training, for validation and for testing. The precision shows whether the
classification is well done or not (i.e. with errors). Indeed, in our ECG signals clas-
sification results yield roughly 0.07% errors as depicted in Fig. 9 where the data fitting
errors are presented within a reasonably good range close to zero.

3.2.3 Receiver-Operating Curve (ROC)
The ROC curve (Fig. 10) is a graphical tool allowing presenting the capacity of a test to
discriminate between different classes. It plays a huge role to depict TP rate against FP

Fig. 9. Histogram error results where Errors = Targets−Outputs

Fig. 10. ROC results
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rate in medical statistics and more specifically in the field of ECG signals classification.
Indeed, within our proposed ANN, we have an excellent rate of classification as seen in
the ROC and a perfect prediction would yield an AUC of 0.93, presenting a value close
to 1 for the training process, blue coloured in the curve. Similarly, test and validation
process present high accuracy rate according to the curve.

3.2.4 Cross Entropy Results
Table 3 shows the cross entropy and errors result through the training, the validation
and the testing neural network process. Indeed, it is important to have low values of
cross entropy to achieve good classification results. As presented in Fig. 11, the cross
entropy value is roughly low which proves the efficiency of our model. Accordingly,
Percent error indicates the fraction of samples, which are misclassified. A value of 0
means no misclassifications, 100 indicates maximum misclassifications.

Table 3. Cross-entropy and error results

Process Numbers of records Length of each record Cross-entropy Error

Training 142 10-s 5.91e−1 0
Validation 30 10-s 1.94e0 20
Testing 30 10-s 1.95e0 26.7

Fig. 11. Best performance results
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3.2.5 Processing Time
Experimental results obtained from using the MIT-BIH Arrhythmia Database showed
that the processing time efficiency of our system can be highly increased by imple-
menting the algorithm on GPU instead of the actual CPU. By using CPU, our algorithm
took 2.052 s to make the real time classification of an ECG signal. Nevertheless,
further improvement can be done on this method to achieve higher accuracy with less
processing time.

4 Discussions

The ANN application for ECG signals classification demonstrates greater accuracy
compared to the state of the art, which proves that the ANN system is able to get more
and more advanced results. Indeed, the state to have 100% of accuracy and 0% of error
is hard to achieve. Despite this problem, ANN achieves high accuracy in comparison
with related works. In [2], authors achieved 86% of accuracy. Accordingly, our ANN
method overcomes results depicted in [2] with 7% of accuracy for ECG signals clas-
sifications. Indeed more, we are going deeper through layers, more accuracy results are
better. We have achieved the top accuracy for MIT-BIH-ECG signal classification
using the artificial neural network model by a value of 93.1% of accuracy where CNN
comes with the third top accuracy with 92.7%. In Fact, we overcome [9], where authors
proposed an Echo state neural network, with 92.7% of accuracy. Moreover, we surpass
the state of the art in [11] with more than 3% of accuracy, and we have an error close to
zero in histogram error detection with a low value of cross entropy, which proves the
robustness of our classifier model. To conclude, the achieved results as depicted in
Table 4 are comparable with the state of the art in fully automatic ECG classifiers and
even outperform other ECG classifiers that follow more complex feature-selection
approaches. Indeed, as presented in Table 4, we achieved encouraging results coming
up to 93%, close to ECG –Net that is very complex and time consuming (it is using a
huge amount of parameters and samples leading to increase the network complexity).
Thus, there is no doubt to say that we succeed to better compromise between the testing
accuracy and the network parameters complexity.

Table 4. Comparative study with the state of the art

Method Best accuracy Time process

Our work: ANN1 93.1% 2.052 s
CNN + FCN layers [2] 86% –

DenseNet [11] 89.5% –

SVM [3] 87.5% ….
Echo state networks [9] 92.7% …..
ECG-Net [13] 94.0% ……

Deep Learning-Based Approach for Atrial Fibrillation Detection 111

www.dbooks.org

https://www.dbooks.org/


5 Conclusion

In this paper, we have achieved the top accuracy of MIT-BIH-ECG signal classification
using the artificial neural network model by a value of 93.3% of test-accuracy, of
sensitivity and of precision. Accordingly, the ROC shows an excellent curve of rate
classification results. Accordingly, the histogram presents 0.07% error, which over-
comes the state of the art without a huge number of feature extraction and without pre-
processing stage. Our method is promising and can help clinicians to determine the
class of each ECG patient. Indeed, for going faster, the next step will be dedicated to
our application implementation on GPU and then on an FPGA.
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Abstract. In this paper, we introduce an unsupervised method for
the parcellation of the Corpus Callosum (CC) from MRI images. Since
there are no visible landmarks within the structure that explicit its
parcels, non-geometric CC parcellation is a challenging task especially
that almost of proposed methods are geometric or data-based. In fact,
in order to subdivide the CC from brain sagittal MRI scans, we adopt
the probabilistic neural network as a clustering technique. Then, we use
a cluster validity measure based on the maximum entropy (Vmep) to
obtain the optimal number of classes. After that, we obtain the isolated
CC that we parcel automatically using SLIC (Simple Linear Iterative
Clustering) as superpixel segmentation technique. The obtained results
on two challenging public datasets prove the performance of the proposed
method against geometric methods from the state of the art. Indeed, as
best as we know, it is the first work that investigates the validation of a
CC parcellation method on ground-truth datasets using many objective
metrics.

Keywords: Corpus callosum · MRI · Parcellation · Superpixel

1 Introduction

Thanks to advances in magnetic resonance imaging, neuroscientists and clini-
cians can study in depth the Corpus Callosum (CC) and mainly the correlation
between the CC’s dimensions and some neurological diseases. The CC, which is
the largest white matter structure and the biggest fiber tract connecting corre-
sponding regions of the cerebral cortex in the two cerebral hemispheres, inte-
grates motor, sensory, and cognitive functions of the brain [1]. Anatomically,
c© The Author(s) 2020
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more than half of the axons composing the CC are surrounded by myelin, which
gives this structure its remarkable appearance in midsagittal T1-weighted MRI
images. However, in many sagittal brain MRI slices, the fornix appears in the
neighborhood of the CC with a similar intensity (Fig. 1) [2]. The CC is usually
divided into smaller regions such as rostrum, genu, body, and splenium. This
subdivision of the CC is called parcellation and it is proving to be very use-
ful for an effective analysis of the CC [2,3]. In fact, the CC shape may be the
cause of many neurodegenerative diseases such as epilepsy, alzheimer, autism,
depression and other types of psychosis [4]. The CC analysis is also important
for studying aging, gender differences and laterality [5]. Hence, various studies
have evaluated shape or volume variation of the CC parcels. They revealed a cor-
relation between CC’s abnormalities and many diseases. For instance, [6] shows
that the rate of change in CC or one of its sub-regions is more closely asso-
ciated with the progression of Alzheimer’s disease. Moreover, the CC parceling
can be an appropriate group biomarker for an objective evaluation of treatments
aimed at slowing the progression of Alzheimer [7]. Furthermore, several works
have identified volume alterations of the CC and its sub-regions in subjects with
Autism Spectrum Disorders (ASD). In this context, a study of the CC volume
of 40 pre-schoolers, with different sex and age, suffering from ASD was made by
applying the “FreeSurfer” automated parcellation software. This study demon-
strated that the total volume of the CC and its sub-regions is correlated with
autism severity [8]. Another study conducted on 75 participants with Parkinson
Disease (PD) and 24 Healthy Control (HC) confirms that CC sub-regions abnor-
malities might be the cause of Parkinson disease. Indeed, participants with PD
showed an increase in the 3 anterior callosal segments compared to HC [9].

Fig. 1. Example of sagittal brain MRI slices from the OASIS dataset: (a) The input
MRI. (b) Delineation of the CC, where the fornix (framed in blue) appears in the
neighborhood of the CC while being of similar appearance. (Color figure online)

Generally, the CC parcellation into callosal regions allows for a precise differ-
entiation of motor connectivity and the structural integrity of these tracts in the
CC [10]. Thus, the CC parcellation should be so helpful to better understand
inter-hemispherical callosal connectivity in patients or healthy subjects [11]. In
particular, MRI takes advantage of the macroscopic geometrical arrangement of
white matter bundles that it makes capable of generating good CC visualization
from the sagittal plane. In any way, the parcellation of the CC stills an impor-
tant task for radiologic assessment despite there are no real or visible borders
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to allow this subdivision. Nevertheless, the visual inspection of CC structures
in MRI scans suffers from both inter- and intra-specialist variability. On the
one hand, the manual CC segmentation methods require strongly visual effort,
specialized training skill, and are time-consuming processes. On the other hand,
several geometrical methods for the CC parcellation have been proposed such as
Witelson and Hofer methods [12]. However, these methods cannot be satisfacto-
rily validated due to the lack of qualitative parameters and reference standards.
Although all these difficulties, the development of an automatic CC parcellation
method is an inescapable need to ensure a reliable diagnosis. Such parcellation
is so independent from the operator skills and may be extended to other brain
structures parcellation. Thus, since there are no visible landmarks indicating
where the CC should be subdivided, the development of a fully automatic CC
parcellation method is highly challenging, even for specialists. To deal with this
issue, we propose to automatically parcel the CC within MRI images. By vali-
dating it, for the first time, on large and public datasets, the proposed method
records promising results. In fact, the contribution of this work is twofold:

– As best as we know, we adopt for the first time the superpixel segmentation
algorithm called Simple Linear Iterative Clustering (SLIC) for the CC parcel-
lation [13]. Despite its simplicity, SLIC has been demonstrated to be effective
in various computer vision applications [14].

– The subdivision process of the proposed method is fully automatic and it is
the second study that proposed a non-geometric analysis for the CC parcels,
to the best of our knowledge [15]. Although it is based only on the MRI data
of each analyzed subject, with no parameter adjusting, the proposed method
proved quantitatively its superiority over state-of-the-art methods.

The rest of this paper is organized as follows. In Sect. 2, we briefly review
existing methods for the CC parcellation. Section 3 presents the proposed method
based on SLIC. Experimental results are discussed in Sect. 4. The last section
concludes the paper and points some directions for future work.

2 Related Work

Few CC parcellation methods were proposed. However, most of these methods
have not surmounted all the challenges encountered. In fact, the CC parcella-
tion is a challenging task given that a normal shape of the CC might not clearly
highlight all parcels, what can increase the diagnosis complexity. In addition,
many internal abnormalities might include bumps which are hard to detect.
Existing CC parcellation methods can be divided into two main classes: geomet-
ric methods and non-geometric ones. On the one hand, since there are no real
or visible boundaries allowing the CC parcellation, several geometrical meth-
ods were presented to perform this task. Among these methods, two particular
ones are widely adopted. The first was proposed by Witelson and it is based
on postmortem connectivity analysis in primates and humans [16]. This method
divides the CC into five regions ranging from anterior dimension to the posterior
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dimension. The CC subdivision is done into an anterior third, the middle of the
anterior and posterior midbody, a posterior third and the posterior one-fifth. The
rostrum, genu, and rostral body presenting the regions of the anterior third illus-
trate the prefrontal, premotor, and supplementary motor cortical areas. However,
the posterior midbody is crossed by the somaesthesic and posterior parietal fiber
bundles. The sub-regions of the posterior third, containing the isthmus and sple-
nium, are allocated to temporal, parietal, and occipital cortical regions. Thus,
this parcellation method, and as any geometric methods, neither reflects the real
texture nor the internal organization of the CC. In addition, the CC parcella-
tion is strongly dependent on the brain conservation process, since it is based on
post-mortem data. Differently, Hofer proposed the only work based on tractog-
raphy of DTI (Diffusion Tensor Imaging) by subdividing the CC into five regions
from an average behavior observed via tractography in a specific population of
8 subjects [1]. As already proposed by Witelson, the geometric baseline in the
midsagittal section of the CC is defining the anterior and posterior points of the
structure. The first region, which represents the first sixth, contains fibers pro-
jected in the prefrontal region. The remainder of the anterior half CC illustrates
the second region containing the fibers that form the motor and motor areas
of the cerebral cortex. In fact, these fibers form together the largest CC region
and are placed in the back section of the structure. The third region presents
the posterior half minus the posterior third. It contains fibers responsible for
the primary motor cortex. However, this part of the parcellation scheme is in
conflict with Witelson’s method. The fourth region forms third minus the poste-
rior quarter, presenting the primary sensory fibers. The last and the fifth region
represents the CC posterior quarter crossed by the parietal, temporal and visual
fibers. Figure 2 shows a comparison between the geometric schemes proposed by
Witelson and Hofer. We notice that geometric methods allow only to divide the
CC into the same regions among all subjects without considering the human and
individual brain features between different subjects. On the second hand, differ-
ently to geometric parcellation methods, Rittner proposed a data-driven method
based on the Watershed technique [15]. This method is composed of four steps.
The first step consists in the weighting of the fractional anisotropy. The second
step performs the selection of the brain midsagittal plane, followed by the third
and the last step which are the CC segmentation using the Watershed technique,
and its parcellation with fixed markers. Nevertheless, this method suffers from
sensitivity to parameters selection. In order to overcome its limitations, Cover
extended the Rittner method with some important changes [12]. Practically, the
author replaced all steps except the first step in order to lead to a more robust
data-driven method. Indeed, the parcellation is improved by applying the K-
means algorithm after defining the CC centerline. When comparing this method
to that of Rittner, and although both are based on Watershed, it is confirmed
that this method had a better generalization ability using no fixed markers to
execute the Watershed transform. However, due to the lack of quantitative met-
rics and reference standards, these methods cannot be correctly validated.
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Fig. 2. CC geometric parcellation with divisions presenting the five regions (on an MRI
scan from the OASIS dataset) using the method of: (a) Witelson. (b) Hofer.

3 Proposed Method

Differently to existing methods, we propose a subdivision scheme that considers
only the MRI data [14]. Using the SLIC superpixel segmentation technique, the
method is composed of two main steps: CC segmentation and CC parcellation.
This comes from that the SLIC presents one of the most popular images over
segmentations that is commonly used as supporting regions for primitives to
reduce computations in various computer vision tasks.

3.1 CC Segmentation of the Midsagittal Slice

We adopt herein our previous method [17] for the automatic CC segmentation of
MRI sagittal section. It includes three main steps: image preprocessing using the
Anisotropic Diffusion Filtering (ADF), classification based on the unsupervised
Probabilistic Neural Network (PNN) classifier, and CC isolation using a spatial
filtering (Fig. 3). In fact, the first step aims to enhance the signal-to-noise ratio
by eliminating unwanted parts in the background and smoothing the internal
part of the region while preserving its borders. In fact, ADF allows to unblock
high-frequency noise while preserving the main edges of structures [18]. Then,
the classification step permits to define the target classes using K-means, before
classifying them by the PNN [17]. Thereafter, the Vmep index, which is based
on the maximum entropy principle as an evaluation method that is called the
cluster validity, is applied in order to determine the optimal number of clusters.
The optimal number of classes is obtained when the Vmep validity index reaches
its maximum value. This number is adopted for the PNN classification process
to obtain the final cluster map. Once the CC class is identified, the CC region
will be isolated by a spatial-based filtering. Finally, we defined the CC contour
by applying a follow-up algorithm on the border pixels of the CC region that
are characterized by a maximum of the spatial gradient [19].

3.2 CC Parcellation

We propose a CC parcellation method based on SLIC, which is non-geometric
and fully automatic superpixel segmentation technique. It works with no param-
eter adjusting and with no instantaneous training, leading to a more robust tech-
nique. Thus, in order to segment the CC into a set of superpixels, which refer
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Fig. 3. CC segmentation: (a) Input sagittal MRI. (b) Cluster Map. (c) Isolated CC.

to groups of pixels that represent perceptually significant small defined regions,
we adopt the SLIC technique. It is an arrangement of K-means for superpixel
generation in order to be faster than existing methods, more memory efficient
while improving significantly the segmentation accuracy. It allows two important
directions [14]. Firstly, it reduces greatly the number of distance calculations by
restricting the search space to a region corresponding to the superpixel size.
Therefore, a reduction in the complexity of being linear is achieved in the pixels’
number N and superpixels’ number K that is independent and user-defined. In
our case, N and K are equal to 256 and 200, respectively. Secondly, a combi-
nation of color and spatial proximity is reached by a weighted distance measure
that allows both controls over the size and compactness of the superpixels. Thus,
each slice of the input MRI image is partitioned into different size regions. In
fact, the initial grid size is defined as S (1). From the geometric center, the center
superpixel of each region is computed. This geometrical center of each region is
recursively updated in each iteration.

S =

√
N

K
. (1)

In order to regroup the pixel, both spatial and intensity distances are used. The
spatial distance between the pixels i and j is defined as follows (2):

Sd =
√

(pj − pi)
2 + (qj − qi)

2
, (2)

where the coordinate values of pixel i and j are represented by p and q. The
Eq. 3 calculates the intensity distance.

Id =
√

Nj + Ni, (3)

where Nj and Ni represent the normalized intensity of pixel j and i, respectively.
Equation 4 defines the combined distance measure Cd of spatial and intensity.

Cd =

√
I2
d .

(
Sd

S

)2

+ e2, (4)

where e denotes the compactness coefficient. In fact, larger value of e illustrates
more compact segments, whereas lower value of e represents flexible boundaries.
The compactness coefficient is fixed in the range of [0, 1]. The superpixel com-
putation of the proposed method is shown in Fig. 4.
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Fig. 4. SLIC-based parcellation: (a) The input MRI. (b) Result of the SLIC method.

4 Experimental Results

For the evaluation of the proposed parcellation method, we are the only study
that used brain MRI scans from two public datasets. On the one hand, we
used the Open Access Series of Imaging Studies (OASIS) dataset, which is
freely available on www.oasis-brains.org. It is created by Washington University
Alzheimer’s disease Research Centre. This MRI dataset included a longitudi-
nal collection of 416 subjects aged between 18 and 96 years, men and women,
including 100 individuals with very mild to moderate Alzheimer’s disease (AD).
All images were acquired on the same scanner using the same sequences. Each
subject was scanned on two or more visits, separated by at least one year for a
total of 373 imaging sessions. Each MR image within this dataset is composed
of 128 slices with a resolution of 256 × 256 (1 × 1mm). In this work, we selected
1806 sagittal images that are qualified by a quality control according to severe
artifacts. On the other hand, Autism Brain Imaging Data Exchange (ABIDE)
is also investigated. In order to accelerate understanding of the neural bases of
autism, the ABIDE dataset has supplied functional and structural brain imaging
data collected from laboratories around the world. This dataset is composed of
two large-scale collections called ABIDE-I and ABIDE-II. Each collection was
collected independently across more than 24 international brain imaging labo-
ratories. Thus, we generate a total of 2200 sagittal images with a resolution of
256 × 256. It is worthy noting that we have a challenging heterogeneous set of
images of normal subjects and individuals with Autism and Alzheimer.

4.1 Qualitative Evaluation

For each subject, the proposed parcellation method gives an apparent variation
in the positioning of the CC parcels. This is because this method is purely
automatic and does not follow any atlas or any prior knowledge (Fig. 5). The
geometric methods of Hofer and Witelson do not present the variation of their
proportion of CC parcels and consequently, the same behavior can be observed on
the results of all the subjects. Figure 5 shows that the proposed CC parcellation
method is more similar to the Hofer parcellation than the Rittne one. This can
be explained by the fact that Hofer subdivisions are based on the connections
of the cortical fibers to find the CC parcels. The largest differences between

www.oasis-brains.org
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the proposed parcellation and that of Witelson are observed in the parcels 1
and 4. In fact, according to our collaborator clinician expert, the CC shape and
parcellation are well defined and the delineated CC area shows closely the five
anatomical subdivisions of the CC, especially the critical ones: the rostrum and
the splenium. The fornix is correctly removed from the CC area and the obtained
CC parcellation shows a precise subdivision of CC into five regions within brain
MRI scans, without penetrating the irrelevant neighboring structures. Note that,
within the selected sample of MRI brain scans, the CC is extracted and parcelled
both on female (column 1 and 3) and male (column 2 and 4) subjects. In fact,
we applied the proposed method on subjects from the ABIDE dataset (column
1 and 2) as well as from the OASIS dataset (column 3 and 4).

Fig. 5. Experimental results: 1st line: Input image. 2nd line: Isolated CC. 3rd line:
Brain parcellation. 4th line: Proposed CC parcellation. 5th line: Ground-truth.

4.2 Quantitative Evaluation

In order to evaluate the performance of the proposed method, we used the follow-
ing commonly used metrics: Dice, accuracy, sensitivity, specificity and precision.

– The Dice coefficient (5) is a statistical measure that is used for comparing
the similarity of two sample sets.

– The accuracy (6) is defined as the rate of correctly classified items.
– The sensitivity (7) is the proportion of positive items correctly classified.
– The specificity (8) is the rate of negative items rightly identified.

www.dbooks.org

https://www.dbooks.org/


122 A. Jlassi et al.

– The precision (9) is the ratio of correctly predicted positive samples to the
total predicted positive samples.

Dice =
2 × TP

2 × TP + FN + FP
(5)

Accuracy =
(TP + TN)

(TP + FN + TN + FP )
(6)

Sensitivity =
TP

(TP + FN)
(7)

Specificity =
TN

(TN + FP )
(8)

Precision =
TP

(TP + FP )
(9)

TP refers to the True Positive (region correctly parcelled as the concerned par-
cel), TN refers to the True Negative (region correctly classified as background),
FP refers to the False Positive (region which is parcelled as the concerned par-
cel) and FN refers to the False Negative (region which is incorrectly classified
as background). We notice that we produce five parcels, and for each parcel we
measure the five metrics. It is worthy noting that for the first time, a very use-
ful ground-truth for CC segmentation and parcellation within the challenging
widely used OASIS and ABIDE datasets is used. Therefore, we are the only
work that is compared to a such ground-truth. However, the Rittner method is
evaluated only on the agreement between the results achieved by different CC
parcellation methods. In fact, a professional neurologist from Pasteur Institute
of Tunis and a junior doctor have been charged with manually preparing the
CC regions and parcels from all images belonging to the OASIS and the ABIDE
datasets. Besides, we applied post-processing in order to exclusively extract the
CC area and parcels. Table 1 shows the recorded results comparatively to the
ground-truth. It is clear that the Proposed Method (PM) records the higher
Dice coefficient score (> 0.84) in the parcels 1, 2, and 5, and a sufficient Dice
coefficient score (> 0.75) in parcels 3 and 4 comparatively to the ground-truth.
Evenly, it reaches a higher accuracy, specificity and sensitivity scores with values
> 0.90. The decline of the proposed method performance according to the preci-
sion metric can be explained by the cause of the ground-truth which is manually
drawing and the processing applied to do the evaluation in each parcel. Fur-
thermore, for the two datasets and for each CC parcel, the Dice coefficient was
computed pairwise for the methods of the state of the art (Table 2) as it is used in
the Rittner work. Therefore, the previous analyzes allow only verifying the sim-
ilarity between the resulting CC parcels, or which present statistical differences
between methods of the literature since this is a problem without a gold stan-
dard (Table 2). Hence, it is now possible to know the correct CC parcellation by
producing ground-truth for both Witelson and Hofer methods. Since the Hofer
and Witelson CC parcellation methods are based on geometric CC parcellation,
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their results did not vary among different subjects throughout the experimented
dataset. This explains this overlap measurement obtained which would have
maximum value if any of the methods was the same. The most pertinent differ-
ence between these CC parcellation methods was related to the automatic and
non-geometric behavior defined by our proposed parcellation. Table 2 presents
different results between methods while recording interesting similarities in some
cases. The proposed CC parcellation method demonstrates to be nearby to the
Hofer method, mainly on parcels 1, 2 and 3, while the Witelson method presents
significant statistical difference on the parcels 4 and 5.

Table 1. Evaluation of the proposed method.

Dice Accuracy Sensitivity Specificity Precision

Parcel 1 0.9401 0.9986 0.9992 0.9986 0.7246

Parcel 2 0.8488 0.9927 0.9935 0.9927 0.4817

Parcel 3 0.7583 0.9944 0.9959 0.9944 0.5496

Parcel 4 0.7707 0.9960 0.9972 0.9960 0.6280

Parcel 5 0.8473 0.9889 0.9845 0.9890 0.3790

Mean±std 0.8330 ± 0.050 0.9941 ± 0.003 0.9941 ± 0.001 0.9941 ± 0.013 0.5526 ± 0.363

Table 2. Dice coefficient for the two datasets (best value are in bold).

Witelson vs PM Hofer vs. PM PM vs. GT Witelson vs. GT Hofer vs. GT

Parcel 1 0.8512 0.9100 0.9401 0.6125 0.7013

Parcel 2 0.6001 0.7589 0.8488 0.2822 0.1624

Parcel 3 0.8845 0.8700 0.7583 0.4760 0.47163

Parcel 4 0.5113 0.5236 0.7707 0.4909 0.5120

Parcel 5 0.5112 0.4958 0.8473 0.6868 0.8014

5 Conclusion

CC is the biggest fiber tract within the human brain that allows the commu-
nication between the two cerebral hemispheres. The CC form and sub-regions
might cause some diseases. The CC parcellation from MRI images can predict
future cases of diseases or progress neurological patterns in the development of
different diseases. This paper presented a fully automatic non-geometric CC par-
cellation based on the SLIC superpixel algorithm, with no parameter adjusting
and instantaneous training. Since there is no gold standard used to evaluate the
existing methods, we produced for the first time a ground-truth led to evaluate
quantitatively CC parcellation methods. Extensive experiments and quantitative
comparisons with relevant CC parcellation methods, proved the accuracy of the
proposed method on two challenging standard datasets. Indeed, the proposed
method achieves higher performance values for each parcel. As future work, we
aim to propose a super voxel method based on the SLIC algorithm, from not
only MRI scans but also from functional magnetic resonance imaging.
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Abstract. Smart environments and technology used for elder care,
increases independent living time and cuts long-term care costs. A key
requirement for these systems consists in detecting and informing about
abnormal behavior in users’routines. In this paper, our objective is to
automatically observe the elderly behavior over time and detect anoma-
lies that may occur on the long term. Therefore, we propose a learning
method to formalize a normal behavior pattern for each elderly people
related to his Activities of Daily Living (ADL). We also adopt a tem-
poral similarity score between activities that allows to detect behavior
changes over time. In change behavior period we focus on each activity
to detect anomalies. A use case with real datasets are promising.

Keywords: Behavior change observation · Elderly people · Smart
home · Activities of Daily Living

1 Introduction

With the growing elderly population, research in elderly living and well-being
has been aimed toward medical analysis and supporting independent living of
elderly people. Elderly people are often disabled by several interacting problems,
such as loss of function and social and environmental factors. All these factors,
separately or together, determine the elderly person’s level of independence and
influence his/her quality of life.

In this context, most researchers aim to improve the living of elderly people
with medical issues, such as diabetes and cognitive disabilities, by analyzing the
behavior of residents within sensor-based environments. The progress of tech-
nology (wearable sensors, smart phones and other mobile devices, wireless com-
munications, etc.) enables the development of effective solutions to help older
people to live independently in their homes.

c© The Author(s) 2020
M. Jmaiel et al. (Eds.): ICOST 2020, LNCS 12157, pp. 129–141, 2020.
https://doi.org/10.1007/978-3-030-51517-1_11

www.dbooks.org

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-51517-1_11&domain=pdf
https://doi.org/10.1007/978-3-030-51517-1_11
https://www.dbooks.org/


130 D. Zekri et al.

The smart home concept includes homes equipped with simple environmen-
tal sensors and more complex systems including audio, video and biometric sys-
tems. The raw information captured by the sensors can obviously not be shared
as such with the medical staff or used directly to detect changes in behavior
automatically. On the contrary, extracted knowledge could be used to enrich the
information displayed to the medical staff and improve the precision of early
detections. There is evidence that opportunistic home surveillance prevents in
some cases hospitalization.

In this paper, we focus on the problem of learning from smart home sensor
data describing elderly’s activities. Our objective in this work is to propose an
approach to identify periods of time when behavior changes occur and detect
anomalies in this period (e.g., the elderly sleep less and less every month). Our
contributions in this paper can be summarized as follows.

1. We model a behavior pattern using training dataset, defined as the user’s
usual activities in his/her daily routine.

2. We calculate a daily score by comparing activity patterns. This daily score
variation provides a global vision of the behavior of the elderly person over a
period of time.

3. We detect anomalies related to every activity in the period of behavioral
deviation.

The rest of this paper is organized as follows. In Sect. 2, we discuss related
works. In Sect. 3 we present our approach. In Sect. 4 we report the experimenta-
tion of our proposal on real datasets. In Sect. 5 we present our conclusions and
some research directions.

2 Related Works

With the use of smart homes, the daily activities and behavioral patterns of
residents can now be monitored through sensors embedded within various areas
in the home. This allows elderly people to be more independent while provid-
ing assistance to their family and caregivers. In this section, we describe some
research works regarding the analysis of behavior and health monitoring for
elderly people in the smart home context.

Works in [1] use anomaly detections on wearable sensors to provide an intel-
ligent living environment for elderly residents. The detection of anomalies is
based on several parameters: location, time, duration, type of activity and tran-
sitions between activities. The experiments provided consist in a semi-supervised
learning approach.

[2] and [3] study elderly residents diagnosed with dementia living indepen-
dently in real home environments. They applied respectively neural networks
and clustering algorithms to predict sensor activity. When an error is detected,
timely audio or visual prompts are sent to the dementia patients.

Gjoreski et al. [4] have proposed a system to monitor users’daily activity by
combining accelerometers with an electrocardiogram (ECG) sensor. Measured
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acceleration data can thus be analyzed in conjunction with the ECG signals to
detect anomalies in the user’s behavior and heart-related problems.

Another detection strategy was proposed by Sprint et al. [5]. First, sensor
data are labeled to correspond to activity “to sleep”. Features are then extracted
and used as inputs to change detection algorithms such as RuLSIF, virtual clas-
sifier, and sw-PCAR to detect and analyze behavior changes that accompany
health events. If the change is significant, change analysis is performed to explain
the source of change. Use cases studied in this context concern older adults who
experienced major health events, including cancer treatment and insomnia.

Anomaly detection systems for detecting abnormal behavior has been sur-
veyed and reviewed in [6–8] implicitly rely of representation of the human activity
in a spatiotemporal context highlighting various techniques/methods (classifica-
tion, clustering, nearest neighbor, statistical).

Previous works describe existing research regarding the analysis of behavior
and health monitoring from a smart home. A set of these works [1,4] only use
wearable sensors to monitor vital signs. Works in [2,3,5–8] consider home sensors
to monitor daily activities but do not analyze all activities of the elderly person at
the same time. For example, [5] studied the behavior change related to sleeping
only. All the solutions mentioned previously have been developed to quickly
detect and react as soon as possible when a sudden behavior change occurs,
especially “the fall” of the monitored person. Our objective in this work is, not
only to detect sudden changes, but also to analyze the possible evolution of the
behavior over a long period of time.

3 Our Approach

The overall objective of this study is to analyze the daily behavior of elderly
people in their apartment through ambient sensors. In the following, we intro-
duce our model to characterize the normal behavior pattern for elderly people.
This normal behavior pattern can then be used to detect behavior changes over
time by comparing the current behavioral data of an elderly with her/his usual
behavior pattern.

3.1 Activities and Daily Behavior Pattern

Activities of Daily Living (ADLs) is a term used by healthcare professionals
to refer to the basic self-care tasks an individual does on a day-to-day basis. These
fundamental activities are crucial for maintaining independence. They are used
by health professionals as a way of measuring an individual’s functional status,
especially for elderly people.

The importance of this issue has led to the development of numerous solutions
that can monitor activities (e.g., [9]). Basic ADLs are self-care activities routinely
performed which include, but are not limited to seven activities: sleeping, getting
dressed, eating (three times per day), going to the toilet, hygiene activities (to
take shower and/or bathing) and going outside.
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Our notion of activity comprises two key criteria used also in [10] that are
at the basis of our verification process:

1. Location: the specific place where an activity occurs, for example, “eating”
takes place in the kitchen.

2. Time: the duration and occurring time of an activity. The user may perform
a same activity at different times (e.g., going to the toilet) but some activities
only occur at specific times of the day (e.g., eating breakfast). The start time
and duration of each activity instance may be logged by the user, or better
detected by an activity recognition system based on in-home sensors.

Let A= {a1; a2; ...; a4} the set of activities labels. An activity pattern repre-
sents when and where an activity usually occurs. It is defined as a tuple:

Pa = (ai, Sa(t),Da(t))

where:

– ai ∈ A is an activity label
– Sa(t) is a time interval representing the usual start time of activity ai

– Da(t) is a time interval representing the usual duration of activity ai

The daily behavior pattern involves several activity patterns. It defines order
constraints on them and introduces eventual temporal delays. The daily behavior
pattern describes how the user performs her/his activities at different times
and models links between them. The daily behavior pattern is represented by a
sequence of usual activities. It can be built from data derived from sensors in a
smart home.

B = (Pa1, Pa2, Pa3)Where Pai is an activity pattern

For each day of the week Di we built a behavior pattern Bi which is a set
of segments Pai, where each segment Pai is a sequence of tuples ai, Sa(t),Da(t)
related to each activity. In this pattern we consider three activities: “sleeping”,
“eating”, “taking a shower”, which occur at specific times of the day. “Going to
the toilet” may occur at many times during the day. It will be studied separately
as we will see later.

3.2 Normal Behavior Pattern for the Elderly

The first step of any behavior anomaly detection system is to characterize the
normal behavior, also called routine behavior or regular behavior, based on train-
ing data to model regularities in every individual activity. The normal behavior
consists of the list of activities that a resident performs in her/his house, with
time of the day and the duration. Thus, it captures the repetitive daily routines
and deviations from the normal behavior may indicate changes of lifestyle or loss
of capacity.
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To build the routine behavior model, we follow the following steps:

1. We first use training data collected during the previous period which was
treated as a baseline behavior period. We then follow an unsupervised learn-
ing approach: clustering to find point anomalies. To address this, we cluster
instances of each activity based on start time and duration without con-
sidering the day of the week. For clustering, we use the DBSCAN algo-
rithm [11] which is a density based clustering algorithm. The major advan-
tage of DBSCAN, compared with other clustering algorithms like K-means,
is that we do not need to specify how many clusters should be identified.
After clustering, DBSCAN marks each point as belonging to a cluster or as
noise(anomaly).

2. We eliminate point anomaly and we calculate the average start time and
duration for each activity in training data.

The activity “going to the toilets” that occurs several times a day is treated
separately. There are usually regular schedules for this activity. It is not essential
to be very precise on the realization time of this activity. We then choose to study
its frequency rather than the occurring time. Using the same training data to
model regularities in the three studied activities, we calculate the frequency, per
n hours, of the activity “going to the toilets”.

3.3 Elderly’s Behavior Change Detection

Once computed, the normal behavior pattern can be used to detect anomalies
by comparing the current behavioral data of an elderly with her/his normal
behavior pattern. The basic idea of our behavioral deviation detection system
is to estimate the similarity between both patterns using a score. We therefore
consider three criteria for the activities: the time, duration and chronological
order of the activities in the sequence.

Behavior Modeling Using a Daily Activity Score: Intuitively, a particular
activity is similar to a pattern if its start time, duration and location are similar
to the ones defined by the pattern. The similarity of the time and duration for
each activity is estimated by a score.

The similarity score of an activity a in a day d is calculated by the formula
(1). It is given as a percentage and represents the temporal intersection of the
normal behavior pattern and one observed day pattern, for the same activity.
We note that Sad is the start time of activity ad, Dad is the duration of activity
ad and Ead = Sad + Dad is the end time of activity ad

Similarity score =
(inf(Ean, Ead), sup(San, Sad)) ∗ 100

Dan
(1)

The similarity score for one day is the average of similarity scores for all
activities occurring in this day.
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The duration score is calculated by the formula (2). It is a percentage of the
duration of an activity in an observed day compared to the duration of the same
activity in the normal behavior pattern.

Duration score =
Dad ∗ 100

Dan
(2)

The duration score for one day is the average of duration scores for all activ-
ities occurring on this day. The duration score can exceed 100% if the duration
of an activity at the observed day is greater than the expected duration in
the normal behavior pattern. This simply means that the elderly takes longer
to achieve the activity which may be caused by a loss of autonomy if this is
observed regularly.

Fig. 1. Illustration of the similarity and duration scores for the activity “eating lunch”

In the example presented in Fig. 1, the similarity score is 35.29%. It represents
the temporal intersection for the activity “to eat lunch” in one observed day
pattern compared to the same activity in the normal behavior pattern. The
duration score (80.95% in our example) is the percentage of the duration of the
activity “to eat lunch” in an observed day compared to the duration of the same
activity in the normal behavior pattern.

The variation of these scores over time, represents the evolution of the
elderly’s life pace. These scores thus give us an indication of the variation with
an elderly’s usual behavior for a particular activity. A large decrease in these
scores over a long period (from a few days to a few weeks) may be an initial sig-
nal of decline and should generate a notification to the caregivers or the family
members.

For regular activities, occurring several times a day, we compare the frequency
between a routine day and an observed day. By simply plotting the daily score
along time, it is possible to identify certain days with unusual activities (i.e., with
lower scores), or trends of evolution that indicate deviations from the previous
activity routine.

A subsequent work detailed in Sect. 3.3 consists in studying in details
the activities related to the behavior change period to discover the deviation
cause(s).

Anomaly Detection in Behavior Change Period: In this section, we inves-
tigate the accuracy of anomaly detection: per day and per hour of the day, in the
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behavior change period. Activities in this period has been mapped and compared
with normal life pattern.

In the domain of at-home activities, anomalies can be classified as point,
collective and contextual anomalies. The point anomaly [12–14] considers each
activity independently and decides whether it is normal or not with respect to
the normal behavior. The collective anomaly [15] considers groups of activity
instances together to determine whether the group is normal or not. The con-
textual anomaly [16,17] considers activities under a particular context (e.g., day
of week, person under medication, etc.). In our work, we focus on detecting
point anomaly (i.e., missing activity or activity with an unusually long/short
duration).

For the activity “going to the toilet” which occurs several times per day, we
model and compare frequencies between a routine day and the observed day in
the behavior change period. A frequency is provided by the normal behavior
pattern. This will be illustrated in the following section.

4 Use Case

In this section, we present in 4.1 the dataset used as use case. We detail in 4.2
the learning steps for building the normal behavior pattern. By plotting the
daily score along time in 4.3, we exhibit the period when the score changes over
time and then identify daily anomalous activities found in the behavior change
period.

4.1 Dataset

The dataset used for our analysis is provided by Washington State Univer-
sity’s CASAS program1 [18]. CASAS (Center for Advanced Studies in Adaptive
Systems) aims to provide aid to residents using smart home technology. They
therefore collect and use real-time data from sensors to analyze and monitor
residents’health and behavior to improve future smart home living.

We use one public data set (named HH120) [18] which was used in other works
like [19]. It includes one unique subject, covering a total of 63 days. All data used
in this paper was handled in an anonymized way. The set of activities includes
“sleeping”, “eating meals”, “taking a shower”, “going outside” and “going to the
toilet”. The data sets do not provide any medical information. For training the
normal behavior model, we use the first month while the rest of the available
data is used to test the effectiveness of our proposals.

4.2 Learning for Building the Normal Behavior Pattern

For building the normal behavior pattern from the training data set, we fol-
low the different learning steps presented in the Sect. 3.2. We then apply the

1 http://casas.wsu.edu/.
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DBSCAN algorithm on the training dataset for clustering and eliminate activi-
ties out of the identified clusters and marked as noise. DBSCAN has two param-
eters; one is min pts which is the minimum number of points in a cluster, and
the other is Eps which is the maximum distance between two data points for
them to be considered in the same cluster. While learning, data out of Eps would
be considered out of clusters so marked anomalous. Trained results are depicted
in Fig. 2.

Fig. 2. DBSCAN Clustering for detecting anomalies

Figure 2(b) illustrate 3 clusters which represent 3 daily meals. The elderly
person is habituated to have her breakfast at 9:44 AM for maximum 25 min.
Figure 2(b) shows that this person can have her breakfast for 40 min which is
abnormal behavior depicted by the point outside the middle cluster.

We then eliminate point anomalies and calculate, for every activity in the
training data set representing one month of collected data, the average start
time and average duration. Figure 3 illustrates the daily behavioral model thus
generated using the previous learning step.

4.3 Behavior Change Period and Anomalous Activities

In the first stage of our experiments, we computed the daily scores introduced
in Sect. 3.3. By plotting scores, we can observe the behavior evolution day by
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Fig. 3. Normal behavior pattern

day to follow the evolution of elderly’s life pace. Thus, it is possible to identify
trends in the daily evolution scores as shown in Fig. 4 where we can observe a
decrease compared to the previous routine activity.

Fig. 4. Daily scores evolution

In the second stage of our experiment, we focus on the deviation period (days
with decreasing/increasing scores) to detect point anomalies due to a missing
activity or activities with unusually long/short durations. To do this, we plot in
Figs. 5 and 6 duration and start time respectively for 3 activities (to sleep, to
eat (breakfast, lunch, dinner) and take a shower). In these figures, the average
start time and the average duration in normal behavior pattern are represented
for each activity by an horizontal line.

At days 13 and 14, Figs. 5 and 6 reveal unusual sleep times, shorter than
usual, as well as later times to go to bed (2:00 AM and 4:00 AM). The results
also indicate that day 15 is a day with unusual activity because the elderly
skipped a lunch. At the same day, the elderly performs more times than usual
the activity “taking a shower” and “sleeping”. During these 3 days we detect
2 types of anomaly: point anomaly due to missing activity and activities in
unusually long/short durations.

As mentioned previously, the activity “going to the toilet” that occurs several
times a day is treated separately. As for the other activities, anomalies related
to duration are eliminated using DBSCAN as illustrated in Fig. 2. To analyze
the elderly’s behavior, we focus both on the frequency per 2 h and the dura-
tion. Figure 7 shows that both these parameters increase in the deviation period
compared to the normal behavior (represented with the horizontal line).
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Fig. 5. (a) Activities durations in observed days (b) sleeping duration

Fig. 6. Activities start time in observed days

All these anomalies may be a signal of sickness (urinary tract infection, gas-
trointestinal problem, etc.) so our system may send an alert message to inform
remote caregivers.
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Fig. 7. (a) Frequency “go to the toilet” (b) Duration “go to the toilet”

5 Conclusion

In this article, we presented our research work to detect behavioral changes in
the elderly’s usual behavior. Our solution relies on the construction of a behavior
model. Thanks to this scheme and based on the detection of anomalies, we are
able to detect changes in the elderly behavior, not only sudden changes such as
a fall or a temporary illness, but also changes over time. For example, the elderly
sleep less and less every month, which can be worrying and cause many problems.
In the future, we would like to integrate other activities into our model, such as
“going outside”, which are an important aspect for characterizing the elderly’s
health. This information should also be coupled with contextual elements such
as weather conditions. Other information on health conditions can also be used
to refine our detection of behavioral changes. Finally, when our system detects
changes in behavior, it must make a decision on the appropriate solution: for
example, if it is a sudden and persistent change, it may be an emergency solution
and if it is a degradation of the subject’s daily routine, a visit from the caregiver
would be necessary. It is difficult to make the “best” decision so we plan at
this point to talk to healthcare professionals to configure our decision support
system.

Acknowledgements. This work has been sponsored by the ELSAT2020 project co-
financed by the European Union with the European Regional Development Fund, the
French state and the Hauts de France Region Council.

References

1. Zhu, C., Sheng, W., Liu, M.: Wearable sensor-based behavioral anomaly detection
in smart assisted living systems. IEEE Trans. Autom. Sci. Eng. 12(4), 1225–1234
(2015)

2. Ord, F.J., de Toledo, P., Sanchis, A.: Sensor-based bayesian detection of anomalous
living patterns in a home setting. Pers. Ubiquit. Comput. 19, 259–270 (2015)

www.dbooks.org

https://www.dbooks.org/


140 D. Zekri et al.

3. Lotfi, A., Langensiepen, C., Mahmoud, S.M., Akhlaghinia, M.J.: Smart homes for
the elderly dementia sufferers: identification and prediction of abnormal behaviour.
J. Ambient Intell. Hum. Comput. 3(3), 205–218 (2012)

4. Gjoreski, H., Rashkovska, A., Kozina, S., Lustrek, M., Gams, M.: Telehealth using
ECG sensor and accelerometer. In: Proceedings of the 37th International Conven-
tion on Information and Communication Technology, Electronics and Microelec-
tronics (MIPRO), pp. 270–274 (2014)

5. Sprint, G., Cook, D., Fritz, R.: Schmitter-Edgecombe, M.: Detecting health and
behavior change by analyzing smart home sensor data. In: IEEE International
Conference on Smart Computing (SMARTCOMP), pp. 1–3 (2016)

6. Bakar, U.A.B.U.A., Ghayvat, H., Hasanm, S.F., Mukhopadhyay, S.C.: Activity and
anomaly detection in smart home: a survey. In: Mukhopadhyay, S.C. (ed.) Next
Generation Sensors and Systems. SSMI, vol. 16, pp. 191–220. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-21671-3 9

7. Dhiman, C., Vishwakarma, D.K.: A review of state-of-the-art techniques for abnor-
mal human activity recognition. Eng. Appl. Artif. Intell. 77, 21–45 (2019)

8. Essghaier F., Delcroix V., Marcal de Oliveira K., Puisieux F., Gaxatte C., Pudlo
P.: Towards a fall prevention system design by using ontology. Francophone Days
of Knowledge Engineering (IC) (2019)

9. Hossain, M.A.: Perspectives of human factors in designing elderly monitoring sys-
tem. Comput. Hum. Behav. 63–68, 33 (2014)

10. Kaddachi, F., et al.: Technological approach for behavior change detection toward
better adaptation of services for elderly people. In: HEALTHINF, pp. 96–105
(2017)

11. Ester, M., Kriegel, H., Sander, J., Xu, X.: A density-based algorithm for discov-
ering clusters in large spatial databases with noise. In: Proceedings of the Second
International Conference on Knowledge Discovery and Data Mining, KDD 1996,
pp. 226–231 (1996)

12. Riboni, D., Bettini, C., Civitares, G., Janjua, Z.H.: SmartFABER: recognizing fine-
grained abnormal behaviors for early detection of mild cognitive impairment. Artif.
Intell. Med. 67, 57–64 (2016)

13. Janjua, Z.H., Riboni, D., Bettini, C.: Towards automatic induction of abnormal
behavioral patterns for recognizing mild cognitive impairment. In: Proceedings of
the 31st Annual ACM Symposium on Applied Computing, SAC 2016, pp 143–148
(2016)

14. Riboni, D., Bettini, C., Civitarese, G., Janjua, Z.H., Helaoui, R.: Fine-grained
recognition of abnormal behaviors for early detection of mild cognitive impairment.
In: IEEE International Conference on Pervasive Computing and Communications
(PerCom), pp. 149–154 (2015)

15. Anderson, D.T., Ros, M., Keller, J.M., Cuellar, M.P., Popescu, M., Delgado, M.:
Similarity measure for anomaly detection and comparing human behaviors. Int. J.
Intell. Syst. 27(8), 733–756 (2012)

16. Hoque, E., Dickerson, R.F., Preum, S.M., Hanson, M., Barth, A., Stankovic, J.A.:
Holmes: a comprehensive anomaly detection system for daily in-home activities. In:
International Conference on Distributed Computing in Sensor Systems, Fortaleza,
pp. 40–51 (2015)

17. Hayes, M.A., Capretz, M.A.M.: Contextual anomaly detection framework for big
sensor data. J. Big Data 2(1), 1–22 (2015). https://doi.org/10.1186/s40537-014-
0011-y

https://doi.org/10.1007/978-3-319-21671-3_9
https://doi.org/10.1186/s40537-014-0011-y
https://doi.org/10.1186/s40537-014-0011-y


ULTech to Observe Elderly’s Behavior Changes over Time in SH 141

18. Cook, D.J., Crandall, A.S., Thomas, B.L., Krishnan, N.C.: CASAS : a smart home
in a box. IEEE Comput. 46(7), 62–69 (2013)

19. Lago, P., Jimz-Guar, C., Roncancio, C.: Contextualized behavior patterns for
change reasoning in ambient assisted living: a formal model. Exp. Syst. 34(2),
e12163 (2017)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

www.dbooks.org

http://creativecommons.org/licenses/by/4.0/
https://www.dbooks.org/


Personalized and Contextualized Persuasion
System for Older Adults’ Physical

Activity Promoting

Houssem Aloulou1(&), Hamdi Aloulou2(&), Bessam Abdulrazak3(&),
and Ahmed Hadj Kacem1(&)

1 ReDCAD, University of Sfax, Sfax, Tunisia
Houssem.aloulou@gmail.com,

ahmed.hadjkacem@fsegs.usf.tn
2 ReDCAD, Digital Research Centre of Sfax, Sfax, Tunisia

hamdi.aloulou@redcad.tn
3 University of Sherbrooke, Quebec, Canada

Bessam.Abdulrazak@usherbrooke.ca

Abstract. Aging often involves a significant change in roles and social posi-
tions. The greatest health risk for seniors is the adoption of a sedentary lifestyle
that causes isolation, depression, and many diseases. However, convincing an
older adult to regularly do physical activities is not generally a simple mission.
This paper proposes a personalized and contextualized persuasion system to

promote physical activities for older adults. In fact, our approach considers the
personal and health profile of the older adult. It also considers different context
parameters (context-awareness). This intelligence is guaranteed thanks to the use
of the semantic modeling and reasoning, which from different types of infor-
mation would be able to decide the best moment to trigger notifications from our
persuasive system to the participating older adults.

Keywords: Persuasion strategy � Captology � Physical activities � Older
adults � Context-awareness � Semantic modeling � Semantic reasoning �
Pervasive technology

1 Introduction

Nowadays, information technology has a growing influence around the world and
brings new opportunities to solve many of society’s problems. One of the most irri-
tating problem is the sedentary lifestyle of older adults. In fact, the lack of physical
activities accelerates the transition of people to the age of dependency.

The best way to thwart the sedentary lifestyle among the older adults is to promote
physical activities [1]. Generally, older adult trend to limit their physical activities as
they often consider them difficult to do. Hence, they must be motivated to change their
behavior. Motivation is a set of dynamic factors that guide the action of a person
toward a given purpose, which determine his behavior and cause him to behave in a
given way or modify his actual behavior [1].
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There exist several behaviors change techniques which use persuasion methods to
convince subjects to change behaviors. These techniques are inspired by social and
cognitive psychology and models associated with them.

We have based our methodology on the output of these technics’ analysis. We have
also taken into consideration the older adults’ profiles and contextual information to
increase the probability of success of our persuasion technique. Persuasion technics,
profiles and contextual information were modeled and realized using the semantic
modeling while persuasion strategies were guaranteed using the semantic reasoning.

Following, Sect. 2 presents a detailed state of the art of behavior change persuasion
theories and existing systems for promoting physical activities. Section 3 expound our
proposed persuasion technique. In Sect. 4, we introduce the used architecture. Then in
Sect. 5, we present our first prototype. To validate our persuasive approach and decision-
making platform, we propose a first textbook case. Finally, we conclude this article.

2 State of the Art

2.1 Behavior Change Persuasion Theories

There are several theories that presents methods that aim to persuade people to change
their behavior. Bandura presented a comprehensive theory of human motivation and
action called the “Social Cognitive Theory” as an extension of his theory of social
learning [2, 3]. In this theory, people are not motivated by internal forces, but by
external factors. He emphasizes reciprocal causation through the interplay of cognitive
(personal) factors, behavioral factors, and environmental factors. These prominent
factors are guided by several variables that intervene in the process of behavior change:
self-efficacy, outcome expectations, self-control, reinforcements, emotional coping, and
observational learning.

Fogg has identified many principles of persuasion that new technologies can use to
influence the behavior of their users. He called this concept the “Captology” (Com-
puters As Persuasive Technology) [4]. He described it as the region where technology
and persuasion overlap. For him, behavior change must be voluntary and by convic-
tion. Fogg has also emphasized computer efficacity to persuade users to change
behavior through a functional triad. He asserted that, from a user’s point of view, there
is three fundamental roles that a computer can play: as tool, as social actor and as
media. Each role of the triad is divided into several strategies. For a computer system to
be persuasive, it must apply all or most of these strategies.

Additionally, Fogg also demonstrated in his behavior model FBM [5] that 3 con-
ditions must converge at the same time for a behavior to be realized: sufficient “mo-
tivation” and “capacity” to do the requested behavior and a well-chosen moment to
“trigger” the behavior (physical location, emotions, availability, proximity, etc.) when
the person is most open to persuasion (Kairos factor) and thanks to the availability and
portability of mobile devices (convenience factor).

For the motivation, Fogg created a framework with three basic motivators formed
by tuples in [5]: Sensation (Pleasure/Pain), Anticipation (Hope/Fear) and Belonging
(Social acceptance/Social rejection).
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Oinas-Kukkonen et al. were inspired by Fogg’s works when proposing the process
of “Persuasive System Design” (PSD) [6] that aims to facilitate design and evaluation of
persuasive system. The framework is based on seven (7) hypotheses to understand the
problems of persuasive systems. The context of persuasion is then analyzed by designers
to have a deepening understanding of changes using three (3) major elements: Intention,
Event and Strategy. Outcomes are then used to design system’s qualities by meeting
several criteria: primary tasks support, dialogue, credibility, and social support.

Later, Oinas-Kukkonen presented the “Behavior Change Support Systems” (BCSS)
as an extension of the PSD process [7]. BCSS uses persuasive technology which allows
to create, reinforce, and change behaviors. It is based on a design matrix to determine
the nature of the behavior change. Rows of the matrix contain types of outcome
(formation, altering or reinforcing) and columns contain types of changes (complying,
behavior, or attitude).

To help designers in matching target behaviors with solutions for achieving them,
Fogg and Hreha proposed the “behavior Wizard” based on the “behavior Grid” [8]. The
latter consists of three (3) rows to present the duration of the target behavior and five
(5) columns to present the nature of the target behavior. The intersection of a row and a
column presents a behavior changing strategy.

Tracking behaviors change of a person involves following the steps of changing
actions from the current unwanted behavior to the requested or desired behavior. In this
research, we will apply the most important elements of behavior change theories to
motivate seniors to adopt a healthy lifestyle. The biggest challenge remaining now is
how to adapt the persuasion to the complexity and versatility of every older adult to
maximize persuasive effectiveness.

2.2 Existing Systems for Promoting Physical Activity

There are several systems that apply persuasive technology in different domains like
health care, leisure, e-commerce, education, etc. Many of these applications were
created to promote physical activities. In [9], authors identified 64 apps to promote
physical activity among adults. They rated them based on the taxonomy of behavior
change techniques. For instance, in [10] research was to understand motivators of
changing behavior and sharing results on tweeter by the users of RunKeeper App. It
takes the theory of planned behavior as a starting point for their conceptual model.
There model consider the influence of altruism, reputation building, community
identification, social norms, getting feedback and information sharing. Strava [11] is a
persuasive app created for runners and cyclists to track adults activities and offer
analysis on their performance. It aims on encouraging running and cycling by com-
petitive motivation when activities are done in group, and challenges when exercising
alone. When a participant success the challenge, he earns a “badge” for their “trophy
case.” Endomondo [12] is a mobile app that tracks physical activity by monitoring
duration, distance and speed. Il motivates users by providing audio feedback, pep talks
from friends and user’s friends’ activities and statistics. Flowie is an application that
target older adults [13]. In Flowie, the performance of a senior, collected with a
pedometer, is translated by the expression of a small animated flower in a touch-screen
photo frame. Ubifit Garden [14] and Fish’n’steps [15] are two other applications that
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use persuasive technology to support healthy behavior via pedometer. Ubifit Garden
uses a floral garden wallpaper, in a mobile application, that flourish and blooms as the
person performs activities. Move2Play [16] and Healthopia [17] are mobile applica-
tions that promote a healthier lifestyle and motivates to participate in regular physical
activity using wearable and mobile sensors. Many of the existing systems lack context-
awareness when proposing physical activities. They also don’t consider the profile of
the person and his health state. There is also no flexibility when asking a person to do
behavior nor customization.

3 Methodology: Personalization and Customization
of the Behavior Change Strategy

We argue that targeting better motivation of senior and successful change of their
behavior requires that a persuasion technique that take into consideration, in addition to
the Captology elements, several factors in relation with the older adult’s life such as his
health state, his environment, his preferred activities and his tendencies. Therefore, a
pre-persuasion step is required to form the senior’s profile. The user profile is com-
posed of a personal profile (demographic data, preferred activities and hobbies, social
relationships, etc.) and a health profile (physical and mental state). We mainly used the
Health Utilities Index Mark 3 (HUI3) [18], a generic health profiles and preference-
based systems for measuring health status, reporting health-related quality of life, and
producing utility scores, to model the health profile.

The user profile (personal and health) is then used as an entry to our persuasive
strategy in conjunction with contextual information to help increase the likelihood of
behavioral change success. Our persuasion strategy inspired from Fogg’s functional
triad and Fogg Behavior Model (FBM) uses the received element to convince older
adults to adopt a healthy lifestyle and to avoid sedentary. Our approach is presented in
Fig. 1 below.

Fig. 1. Customizable persuasion strategy
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In our persuasion strategy, we took advantage of Fogg’s functional triad and FBM
model to promote physical activity of older adults. The following Table 1 presents each
element of Fogg’s functional triad and how it is considered in our system.

We also give great importance to social influence that is based on social compar-
ison to other similar persons, also intrinsic motivation through competition, coopera-
tion, and recognition.

In addition, we will put into practice the Fogg’s behavior model (FBM). We
implement the pleasure sensation factor to do a physical activity and the anticipation of

Table 1. Adopted behavior change theory

Role Implementation Strategy Examples

Tool Provide a mobile app that
act as a persuasion tool to
convince the older adult to
change his behavior

Reduction Simplify the complexity of
activities: giving the
difficulty of cleaning the
house for an older person, we
break this activity down into
several sub-activities

Suggestion Take into consideration the
condition of the user when
choosing behavior to change:
needs, interests, personality,
context of use, environment,
proximity, availability and
adaptability

Self-
monitoring

The older adult receives
information on his
performance through the
mobile app

Media
simulation

The mobile app displays
sensitive videos showing
dangers of a sedentary
lifestyle.

Social
actor

The mobile app will act as a
social actor

Physical
attractiveness

An attractive GUI with
several features to attract the
user

Encouraging
language

Notifications on the mobile
app have to include positive
waves and encouraging
language

Social
dynamics

Older adults will feel the
need for recognition when
the mobile app provides
social support and serves
them well
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hope for a healthy aging. Also, all the 6 factors for maximal ability (time, money,
physical effort, brain cycles, social deviance, and non-routine) are considered in our
reasoning and persuasion strategy.

4 Proposed Architecture

The connectivity and portability of smartphones makes possible to reach older adults at
any time and place using automated notifications. All notifications and encouragement
for an older adult are posted on his smartphone via a mobile app. In addition, this app
enables collecting information on senior behavior and sent them instantly to a remote
decision-making platform via Internet. The platform filters and processes collected
data. Additionally, the reasoning of the context and profile, that is based on an onto-
logical model, allow our platform to choose rationally the best persuasion strategy and
to propose, at the right time and place, contextualized physical activities based on
several criteria such as his personal profile, his health status, his context, his preferred
activities, etc. A typical scenario would be sending a notification requesting to do a
given activity only if the older adult has the physical and mental capacity to perform it
(based on HUI3 utilities) and considering his context (availability and location). Fig-
ure 2 shows a simplified presentation of the architecture of our approach.

5 Active Senior’s First Prototype

Our goal at this stage of the project is to develop a computer system serving as proof of
concepts that we have named “Active Senior”. The main objective is to validate the
functioning of the first components of our system, i.e., the mobile app, the software
modules of the server platform and the communication module.

The server app is connected to a database which contains the data of participants,
there login information, the list of activities, to which an older adult can register, and

Fig. 2. Overview of the architecture using semantic reasoning
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the list of notifications received by all participants and information whether the activity
has been done or not yet by corresponding person. In fact, when receiving a notification
to do a behavior on mobile app, an older adult can inform the server that he accepts to
do the behavior and he can inform it when the behavior is done. All information about
notifications, the deadline for accepting the activity and carrying it out are stored in the
database for statistics purpose.

We have defined a new ontology to be able to offer older adults contextualized
activities. We have saved our ontology in OWL format which provides a rich
vocabulary to add semantics and context and to allow reasoning and inference. Below
in Fig. 3 parts of our ontology displayed with OWLViz1 plugin. For lack of space, we
have chosen to present only the three (3) first levels of our ontological model.

“Object properties” were defined to describe relationships between two instances of
classes (individuals) and “data properties” were defined to describe relationships
between instances of classes and their respective values (Fig. 4).

Fig. 3. Part of the class hierarchy of our ontology (with OWLViz plugin)

1 https://github.com/protegeproject/owlviz.
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Among created “object properties” we cite:

• “personHasPreferredTopic”: allows to link the “Person” class to the “Topic” class.
This will therefore make it possible to know the activities in which the older adult is
interested.

• “topicHasPersuasionStrategy”: allows to link a “Topic” to a “PersuasionStrategy.”
• “personIsConnected” and “personIsAvailable”: help to guarantee the person’s

context-awareness: his current location and his availability.
• “personMotivatedByPersuasionStrategy”: connects each person to the persuasion

strategy that most closely matches his profile, state of health and context.

Among created “data properties” we cite: “persuasionStrategyHasDescription” which
allows to assign a description to a “persuasionStrategy” and “levelValue” which have a
value between 1 and 6 presenting the value of an instance of the class presenting the
HUI3 health indicator for a given person. One of the main benefits of building an
ontology-based application is the ability to derive additional knowledge about the
concepts modeled by using a reasoner. So, to make our persuasion strategy contextual
and personalized, we used the “Apache Jena”2 reasoning engine. It is an open source
Semantic Web Framework for Java that supports OWL. Thereby, we defined rules so
that the reasoner can decide if it would be appropriate to ask a senior to do an activity
or not.

The exchanges between the server app and the mobile app are done through REST3

(REpresentational State Transfer) web services while the notifications are guaranteed
with FCM4 (Firebase Cloud Messaging) Google protocol.

Fig. 4. Examples of defined object properties

2 https://jena.apache.org/.
3 https://restfulapi.net/.
4 https://firebase.google.com/docs/cloud-messaging.
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From the mobile app, each senior chooses one or more activities he is interested in.
Persuasion of the older adult is done entirely through the mobile app. Through the
mobile app, it is possible to:

• Register a new participant: Using web services, login information is added, in real
time, to the database on the server.

• Login to a user account: to receive notifications from the server and to be able to
communicate with the database.

• Subscribe to one or more activities (topics) by checking in a list the preferred
activities. However, it is possible, at any time, to unsubscribe from an activity (by
unchecking it in the list). By clicking on the “Save” button, the information is sent
in real time to the server and the database is then updated with the user’s new
choices. Then, he will no longer receive notifications to do the unchecked activity.

• Receive notifications: When it’s time to do an already chosen activity, the senior
receives a notification on his smartphone asking him to do it. We use the self-
monitoring technique that we find in several behavior change theories [4]. Indeed,
this method empowers the older adult to reach objectives set in advance. While
being convinced of the usefulness of the activity to be carried out, the person will
make his effort to complete it (Fig. 5).

Fig. 5. Subscribing/unsubscribing to activities (topics) and receiving notifications
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Our mobile application displays all notifications
received by the user and which are incomplete. For
each notification, it shows the date and time of its
reception, the name of the activity and its description,
and 2 buttons:

• Button “Accept”: allows the user to acknowledge
receipt and acceptance of the notification. By
clicking on this button, the date and time are saved
in the database.

• Button “Done”: when the senior complete the
requested activity, he clicks on “Done” button. The
date and time are sent to the database.

The data of the activities carried out by an older
adult are saved in the server database for statistical
purposes and to periodically encourage participants
whose results will experience an evolution. This will
motivate seniors to maintain their effort and to try to achieve better performance
(Fig. 6).

6 Validation

To do a first validation of our approach, we propose a textbook case with a limited
number of participants and activities. It is an important step that allows us to test the
effectiveness and efficiency of our persuasive approach and our decision-making
platform before deploying it on a larger scale.

We have defined three topics (preferred activities): “housework,” “walking out-
door” and “going out with friends”. For each topic we have established some
expressions based on Fogg’s motivators such as “encouraging language”, “hope
anticipation” and “fear anticipation”. For instance, a notification to do housework that
uses a hope anticipation motivator may contains the text “A clean and organized home
is a beautiful home. It eliminates the risk of developing allergies and asthma; it also
reduces stress and it is extremely vital to your mental health”. A fear anticipation
motivator in a notification to walk outdoor can be done with the text “Sedentary
lifestyle can lead to difficulties in performing the activities of daily living, there’s
greater risk of heart disease, diabetes and depression.” An encouraging language
motivator in a notification to go out with friends can be “An outing is scheduled tonight
by your kind friends. It will be a good opportunity to relax, exchange stories and forget
everyday worries”.

We have also created the profiles of three older adults: “JohnDoe”, “JohnWalker”
and “JohnGoe”. Each profile contains the physical and health status of the person, his
concerns, his environment, his availability, and his location. “JohnDoe” is subscribed
to “housework” activity, “JohnWalker” is subscribed to “walking outdoor” activity and
“JohnGoe” is subscribed to “going out with friends” activity.

Fig. 6. List of notifications
received by a senior
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The ontology allows to personalize and customize the persuasive strategy according
to the older adult’s profile. In Fig. 7 below, we have some Individuals defined in the
ontology for the participating older adults and “Property assertions” used for
“JohnGoe”.

Using the ontology, it is possible to generate new knowledge using inference rules.
In fact, inference rules allow to decide the best moment to trigger a behavior.

Here is an example of a used rule written in Jena syntax:

[Rule1:
(?u pre:personHasPreferredTopic ?t) 
(?t pre:topicRequestAbility ?a) 
(?u pre:personHasAbilityLevel ?cl)
(?cl pre:levelHasCorrespondingAbility ?a)
(?cl pre:levelValue ?v) lessThan(?v, 3)
(?t pre:topicRequestLocation ?loc)
(?u pre:personDetectedIn ?h)(?h pre:placeRepresentLocation 
?loc)
(?t pre:topicHasPersuasionStrategy ?s) 
-> (?u pre:personMotivatedByPersuasionStrategy ?s)]

Using this rule, the person is motivated by the persuasion strategy only if the following
conditions are valid:

• The older adult has a favorite topic and the topic has a persuasion strategy.
• The chosen topic requires one or more health capacities among the 8 elements of

HUI3 health status (Vision, Hearing, Speech, Ambulation, Dexterity, Emotion,
Cognition, Pain).

• For each state of health, the person has a level between 1 and 6. When the value is
1, it means that he has no health problems for the state of health.

• It is not possible to allow the older adult to do the activity if the value of the health
level is > 3 because it could present a risk to his safety and health.

• We also check if the topic requests a location and if the person is this location.

Fig. 7. Some older adults’ individuals and property assertions from the ontology
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Our persuasion strategy is therefore personalized in the sense that it respects abilities,
habits, choices, health situation, context, etc. of the person being followed.

Figure 8 below show a notification received by JohnGoe whose profile meets the
conditions of the ontology rule mentioned above.

7 Conclusion

Persuasive technologies have shown a lot of potentials to influence the behavior and
attitudes of individuals. In this paper, we adopted Fogg’s persuasive techniques to
promote physical activity of older adults. To change the behavior of an older adult, we
defined a realistic persuasion strategy which considers senior’s profile, his environment
and his context. To make our persuasion strategy customizable and contextualizable,
we defined an ontology and used rules to deduce new knowledges in order to choose
the right moment and place to request the execution of an activity. As first validation of
our approach, we developed a first prototype of “Active Senior” to test the used
concepts. The first results seem to be promising.

To be successful, new behavior must be maintained and preserved as several older
adults may adopt the new proposed behavior for a limited period and they give up after
a certain time. This can be explained by the fact that preserving a behavior or attitude
requires a lot of effort, energy and time, etc.

In future work, our work will be validated with real volunteer subjects who will be
asked to use the mobile app to promote their physical activities. Selection criteria will
be set in order to choose subjects with different profiles (physical capacity, habits,
social situation, health status, environment, etc.). This will allow us to validate the
proposed solution with different profiles.
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Abstract. We present the grounding approach, deployment and preliminary
validation of the elementary devised model of physical well-being in urban
environments, summarizing the heterogeneous personal Big Data (on physical
activity/exercise, walking, cardio-respiratory fitness, quality of sleep and related
lifestyle and health habits and status, continuously collected for over a year
mainly through wearable IoT devices and survey instruments in 7 global testbed
cities) into 5 composite domain indicators/indexes convenient for interpretation
and use in predictive public health and preventive interventions. The approach is
based on systematized comprehensive domain knowledge implemented through
range/threshold-based rules from institutional and study recommendations,
combined with statistical methods, and will serve as a representative and per-
formance benchmark for evolution and evaluation of more complex and
advanced well-being models for the aimed predictive analytics (incorporating
machine learning methods) in subsequent development underway.

Keywords: Behaviour recognition � Wearable devices � Unobtrusive sensing �
Well-being � Vital health parameters � Data labelling � Composite index
modelling

1 Introduction

The urban public health, well-being monitoring, and prevention are recently being
transformed from reactive to a predictive and eventually long-term risk mitigating
systems, through a number of research initiatives and projects, such as the ongoing
PULSE Project (Participative Urban Living in Sustainable Environments, funded from
the EU Horizon 2020 programme) focusing on the chronic metabolic and respiratory
diseases (such as type 2 diabetes and asthma) affected or exacerbated by the pre-
ventable or modifiable environmental and lifestyle factors, and well-being/resilience.
A major challenge in the Project is the modelling and assessment/prediction of citizen
well-being from the collected and processed Big Data of unprecedented variety and
from highly heterogeneous sources (health and vital activity personal data obtained
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through wearable devices and other sensing technologies, geo-located online surveys,
open/public smart city datasets…), on individual and collective (population/cluster)
levels. Overall well-being and its main domains (vitality, supportive relationships,
stress levels…) are all significant factors affecting the onset and exacerbation of the
stated chronic diseases which are becoming more and more widespread and pro-
gressing in urban environments, and overall resilience of citizens and urban commu-
nities is increasingly important against other pertaining global and sustainability
challenges, like climate change.

The proposed and deployed elementary statistical model presented in this paper is
to be the basis for interpretation and contextualization of changes to well-being, and a
performance benchmark for evaluation and comparison of more complex and advanced
well-being models of the aimed predictive analytics and final intelligent system (in-
corporating machine learning methods) in subsequent development, supporting the
PULSE PHOs (Public Health Observatories established for the relevant policy making
and execution in smart cities).

2 Conceptual Background and Approach

The activity and vital/health parameters data measured mostly unobtrusively by
wearable devices (wristbands, smartwatches) have particular significance for behaviour
analysis and change recognition in PULSE, as these are the input data streams with
highest volume, acquisition “velocity”, and temporal resolution/granularity of all the
various data collected in the Project, and therefore practically the most (and only)
suitable data comprising the sufficiently continuous and non-sparse time series over
months, to properly derive or construct the behavioural patterns and analyze behaviour
changes. Recent studies performed by the stated major wearable device manufacturers
over billions of records of temporal measurements data [1, 2], as well as the experi-
ences from projects like the just concluded City4Age (www.city4ageproject.eu) [3, 4],
show the significance and general predictive ability of the measured main vital/health
and activity parameters (walking, climbing stairs, physical activity/exercise, heart rate
data, consumed calories…) for overall health and physiological/physical well-being
assessment. The additional complementary socio-demographic, health, lifestyle/habits
and environmental data in less frequent temporal resolution, ingested from the
open/public datasets or manual “obtrusive” inputs, are combined to cross-check, adjust
and improve integrity of the recognized behaviour changes derived from the main time-
series data acquired through the wearable devices.

We adopt a combined knowledge- and data-driven approach in detection and
characterization of relevant behaviours that denote significant variations in well-being,
with multi-level hierarchical model topology and range/threshold based computational
rules as basic primary formal knowledge structures, and statistical analytics as baseline
(and performant) data-driven detection methods.

The complexity of human behaviours is commonly represented through multi-level
hierarchical structured models, decomposed to more granular “units” like activities and
action events [5, 6], with multiple variables from behavioural, physiological and
environmental domains of well-being known to additionally increase complexity and
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dimensionality [7]. There are other contending approaches, like the monitoring and
analysis of individual well-being or behavioural domain indicators or determinants
independently in parallel, without hierarchical structuring and substantial synthesis into
fewer higher-level composite factors or score(s) [8]. Most, including the adopted and
followed approach works (like [9]), are comprehensively covered or referenced in the
Encyclopedia of Quality of Life and Well-Being Research (Springer 2014) that sum-
marizes recent research works related to well-being and quality of life in spanned
various research and policy-making/implementation fields. Main advantages of a few
composite synthetic indicators/factors over a battery of multiple separate indicators,
namely:

• ability to summarize complex and multi-dimensional real-life phenomena or
domains (like well-being),

• easier for interpretation and comparison among (socio-demographic,
geospatial/regional…) groups or population clusters,

• more effective for comprehending overall trends, particularly when a number of the
underlying indicators denote opposing-trend changes,

are of crucial significance in usage and context settings of the PULSE project, with
over 60 indicators formalized in the initial knowledge-based well-being model topol-
ogy from the systematization of collected data, and with

• visible set of indicators to various stakeholders (policy makers, researchers, general
public) needing to be minimal without omitting important underlying information,

• and collaboration, communication and comparison of complex dimensions by
various stakeholders needing to be most straightforward, facilitated and effective.

We therefore propose two complementary approaches for synthesis of the com-
posite well-being indicators composed from underlying streamed IoT-sourced time-
series data in the context of PULSE. The indicators summarize multi-dimensional
aspects of citizen well-being and enable the assessment of individual and synthesized
collective urban well-being over time. The notion is illustrated through analysis within
the scope of four representative and characteristical key summary indicators of citizen
health and fitness, derived from activity and vital/health parameters measured, as sta-
ted, using wearable sensing devices: motility, physical activity, sleep quality and
cardio-respiratory health/fitness (Fig. 1).

In the first approach, daily and intra-daily underlying measurements (Table 1) are
used to estimate levels of adherence to rule- and range-based recommendations
matured from institutional knowledge of relevant authorities and population-significant
studies in the field, accumulated for over decades in the stated four example domains of
motility, physical activity, sleep quality and cardio-respiratory fitness [8, 10, 11].

The complementary data-driven statistical approach is predicated on standard
scores that denote the number of standard deviations that a given measurement deviates
from the sample mean. This approach allows comparison of individual scores to the
corresponding norm groups stratified by common socio-demographic parameters (age,
gender…), when considered conditionally independent nodes in the complete model
topology. It also allows to place a score for any individual and variable with respect to
alternative descriptive statistic or measure of central tendency (variable median,
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geometric mean, standard deviation or error), so that more accurate or optimal com-
parison for specific variable distribution can be made.

3 Citizen Activity and Vital/Health Parameters Data

The data are collected by several types of health and fitness wearable tracker devices
manufactured by Fitbit, Garmin and ASUS, monitoring physical and walking activity,
sleep and heart/cardio parameters, for over 300 recruited citizens participating in the
study in 7 global testbed cities (Barcelona, Birmingham, New York, Paris, Pavia(Italy),
Singapore, and Keelung/Taipei), supplied with wearable tracker devices by the Project.

Physical activity level as a single measure is mainly expressed in terms of time
spent and calories burned while performing light/soft, moderate, and intense/vigorous
physical activity. Walking activity is captured with walked steps, distance, speed, and
climbed stairs/floors measurements. Heart rate measures capture time spent in different
target heart rate zones (like peak, cardio, fat burn), resting and maximal heart rate
(hrmax), and some still experimental measures like systolic and diastolic blood pressure,
measured by the newest recently released devices such as ASUS VivoWatch BP, but
not yet acquired in significant volume sufficient for analysis. The peak heart rate zone
by default definition ranges from 85 to 100% of person’s maximum heart rate (hrmax),

Fig. 1. Excerpt from the hierarchical network structure topology of the initial knowledge-based
PULSE well-being model (blue-coloured nodes are variables measured by wearable sensing
devices, and magenta-coloured are reported/input through online app. questionnaires) (Color
figure online)
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the cardio zone ranges from 70 to 84% of hrmax, and the fat burn zone ranges from 50
to 69% of hrmax. Sleep quality/hygiene measures mainly capture time spent in defined
phases of sleep. All the processed measures are listed in Table 1, collected or aggre-
gated with a default daily periodicity, except the ones in gray-shaded rows which are
acquired in higher intra-daily temporal resolution, mostly once in every 15 min or up to
once in a minute, depending on the variable.

Table 1. List of variables measured by the used wearable devices, with descriptions and units of
measure (SI base units in square brackets where applicable, like [s]-seconds, or [m]-meters)

Measured variable Description [unit]

still_calories amount of calories burned while being still

total_calories total amount of calories burned (default in a day)
walk_steps number of walked steps
walk_distance walked distance [m]

stairs_floor_changes_up number of floors traversed in climbing stairs up
elevation vertical distance [m] traversed in climbing stairs

still_time time [s] spent being still
physicalactivity_soft_time time [s] spent performing light/”soft” physical activities like relaxed

walking/strolling or standing up and moving around in the home,
workplace or community

physicalactivity_moderate_time time [s] spent performing moderate physical activities like swift walking,
dancing, gardening

physicalactivity_intense_time time [s] spent performing intense/vigorous physical activities like
running, fast cycling or swimming, tennis, jumping rope

physicalactivity_calories amount of calories burned while performing physical activities
heartrate_cardio_time time [s] duration of the heart rate being within the defined “cardio” target

range

heartrate_peak_time time [s] duration of the heart rate being within the defined “peak” target
range

heartrate_resting resting heart rate
heartrate_avg average heart rate
heartrate_max maximal heart rate

sleep_time total time [s] spent in all phases of sleep
sleep_efficiency calculated score derived from sleep_time, sleep_asleep_time and

sleep_wake_time
sleep_deep_count number of times falling into deep sleep

sleep_deep_time total time [s] spent in deep sleep
sleep_light_count number of times falling into light sleep

sleep_light_time total time [s] spent in light sleep
sleep_rem_count number of times falling into REM sleep stage
sleep_rem_time total time [s] spent in REM sleep stage

sleep_wake_count number of times waking up
sleep_wake_time total time [s] spent in waking up

sleep_awake_time total time [s] spent awake during sleep
sleep_awake_count number of times awakening during sleep
sleep_restless_time total time [s] spent being restless during sleep

sleep_restless_count number of times getting restless during sleep
sleep_asleep_time total time [s] spent being fully asleep

sleep_asleep_count number of times falling fully asleep
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In addition to stated behavioral time-series data, an extensive set of personal socio-
demographic, profile (age, gender, ethnicity, educational and marital status, employ-
ment status and occupational environment…), as well as health state, risk factors and
habits, lifestyle, neighbourhood and quality of life assessment, and other relevant
behavioural data are manually input/submitted on each citizen participating in the study
via online forms, composed from adapted relevant survey/assessment instruments for
each specific field, like Framingham, EuroQoL-5, IPAQ-SF. These data are geo-
localized to the residence location of each responding citizen for the purposes of
analytics of collective/community well-being, and are collected from a greater number
of recruited respondents, but just in rare cases in more than one iteration over time due
to the high number and scope of covered variables, and therefore suitable for a broad
but mainly static “snapshot” assessment of current well-being state rather than for
behaviour change model and analytics. Incorporating both these static and IoT-sensed
temporal data into a fully comprehensive predictive well-being model is an ongoing
task in progress throughout the end of the Project, with results to be presented in other
upcoming publications.

4 Derivation of Domain/Dimension Indices

4.1 Physical Activity/Exercise

Physical activity in our first approach stated above in Sect. 2 can be discretized using
several common baseline categorizations related or derived from the above mentioned
relevant institutional/governmental and professional expert guidelines for the urban
population groups. The example approach taken in the recent health survey of England
from 2016 [12] compared well-being and mental health of adults in different socio-
demographically stratified population groups by physical activity, among others. The
activity level categories used in the analysis were the following:

• Meets aerobic guidelines: At least 150 min moderately intensive physical activity
or 75 min vigorous activity per week or an equivalent combination of these

• Asserted activity: 60 to 149 min moderate activity or 30–74 min vigorous activity
per week or an equivalent combination of these

• Low activity: 30 to 59 min moderate activity or 15 to 29 min vigorous activity per
week or an equivalent combination of these

• Inactive: Less than 30 min moderate activity or less than 15 min vigorous activity
per week or an equivalent combination of these,

and the corresponding linear scaled scoring function denotes “Meets aerobic
guidelines” with a score of 4, “Certain activity” - 3, “Low activity” - 2, and “Inactive”
with 1. This baseline scoring scale, besides sufficient granularity and robustness
exhibited in referenced comprehensive studies, is also convenient for

• mapping to the defined activity level categories used as input parameters for the
consensus models for prediction of risk of Type 2 Diabetes (T2D) and asthma onset
and exacerbation, developed for the PULSE project [13, 17]
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• quantification of longer-term and/or periodic activity level behaviours directly from
categorized daily or incidental activity level values as measured and acquired from
the wearable tracker devices through relevant APIs (light/soft, moderate, and
vigorous/intense activity).

4.2 Specific Walking Activity

Similarly, the authors in [14] and [15] demonstrate the following referent threshold
ranges of the number of daily walked steps to be used for classification of walking
activity in healthy adults, and the corresponding scoring function linearly assigning the
following 1–5 integer scores to the classification categories: highly active (12,500 or
more steps/day) – 5, active (10,000–12,499 steps/day) – 4, somewhat active (7,500–
9,999 steps/day) – 3, lowly active (5,000–7,499 steps/day) – 2, and sedentary (under
5,000 steps/day) - 1.

4.3 Cardiovascular Fitness - VO2max

VO2max is the metric denoting the maximum amount of oxygen that an individual can
use during intense exercise. It is widely and commonly used as an indicator of car-
diorespiratory fitness.

A simple generic estimate of VO2max of an individual can be obtained using their
maximum and resting heart rates in the following formula, publised in [16]:

VO2max � hrmax
hrrest

� 15:3mL=ðkg � minÞ ð1Þ

Where hrmax can be crudely estimated as 220 – age of the person.
A relatively standard convenient and meaningful categorization of VO2max for

Western European and USA populations can be on a scale from 1 - very low, through 2
- low, 3 - fair, 4 - moderate, 5 - good, and 6 - very good, to maximal 7 - elite, depending
of the individual’s gender and age, with common categorization for males and females
aged 6 to 75 published by Shvartz & Reibold in [11].

4.4 Quality of Sleep

Total average sleep duration in 24 h is a straightforward direct metric for assessing the
quality of sleep in terms of longer-term stable behaviour across complete populations.
The US National Sleep Foundation recently provided the following referent expert
sleep duration recommendations (in terms of recommended (or not) threshold values
for both oversleep and undersleep), categorized by precise granular age ranges [10]:

These recommendations categorize possible output sleep duration times as either
recommended, may be appropriate, or not recommended, and the optimal recom-
mended duration is 7–9 h for majority of the populations.
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Additionally, relevant recent findings like the extensive meta-analysis performed by
the American Diabetes Association to assess the dose-response relationship between
sleep duration and risk of type 2 diabetes [18], have concluded that the lowest type 2
diabetes risk is for the average overnight sleep duration from 7 to under 9 h per day,
and that both shorter and longer sleep durations than this optimum range denote up to
1.5 times increased risk (and up to 2 times increased cardiac conditions risk shown in
the related studies [21], also relevant in the Project). We therefore slightly alter the may
be appropriate category from the otherwise adopted recommendations from Table 2
above to mildly risky, reflecting the importance of stated health risks in PULSE, and the
effect of common or periodically repeated behaviour patterns over months or years to
the exasperation of the risks. This categorization will also consequently be commu-
nicated on the data visualizations and public health/prevention interventions and
campaigns deployed and administered through relevant PULSE system applications
and modules (PHO Dashboards, PulsAIR gamified mobile app.) towards the citizens
and urban communities, and the resulting function scores assigned to the categories are
therefore: 1 for not recommended, 1.75 for mildly risky, and 2 for recommended,
inversely proportional to the pesimistically estimated risks increase brought by shorter
durations. Complex eventual relations of detailed specific measured sleep parameters to
well-being will be explored by more advanced methods in other subsequent work.

Table 2. Detailed US National Sleep Foundation recommended threshold values and ranges for
sleep duration per age category

Category
age

Recommended Considered appropriate Not recommended

Newborns
0–3 months

14 to 17 h 11 to 13 h
18 to 19 h

Less than 11 h
More than 19 h

Infants
4–11 months

12 to 15 h 10 to 11 h
16 to 18 h

Less than 10 h
More than 18 h

Toddlers
1–2 years

11 to 14 h 9 to 10 h
15 to 16 h

Less than 9 h
More than 16 h

Preschoolers
3–5 years

10 to 13 h 8 to 9 h
14 h

Less than 8 h
More than 14 h

School-aged Children
6–13 years

9 to 11 h 7 to 8 h
12 h

Less than 7 h
More than 12 h

Teenagers
14–17 years

8 to 10 h 7 h
11 h

Less than 7 h
More than 11 h

Young Adults
18–25 years

7 to 9 h 6 h
10 to 11 h

Less than 6 h
More than 11 h

Adults
26–64 years

7 to 9 h 6 h
10 h

Less than 6 h
More than 10 h

Older Adults
65 years and over

7 to 8 h 5 to 6 h
9 h

Less than 5 h
More than 9 h
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4.5 The Composite Physical Well-Being Indicator

From several existing elementary statistical approaches for aggregating the underlying
dimensional indices and constructing the summary composite indicator value, we
consider the weighted geometric mean of the four constituting dimensional indices as
most adequate and appropriate for this specific well-being problematics:

WBph ¼ 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

IWtw
w � IWtp

p � IWts
s � IWtc

c

q

; ð2Þ

where summary dimensional indices denoted by the scoring function values are:
Iw – walking activity index, Ip – physical activity/exercise index, Is – sleep duration
index, Ic – cardio-respiratory fitness index (through VO2max), and Wtw, Wtp, Wts, and
Wtc are respective weight factors, derived from expert assessments and rank data from
relevant previous studies and experience, and assigned to adjust the relative importance
and contribution of each of the indices to the resulting composite indicator value, per
compositing methods outlined in [19] and [9], or for derivation of composite UN
Human Development Index (HDI). As all 4 constituting indices are directly propor-
tional to the resulting composite indicator (i.e. the higher the activity levels or cardio-
respiratory fitness scores, the higher the well-being), and low value of either of the four
is significant for decreased overall composite (although there is some correlation
between the indices - e.g. decrease in cardio-respiratory fitness in most cases causes
decreased activity levels as well), the geometric mean is adequate for its sensitivity to
low values of each individual constituting index, and ability to combine values on
completely different scales without normalization required. Initially assigned values of
weight factors are 0.9 for Iw, 1 for Ip, and 1.05 for Is and Ic, taking into account the
importance of specific indices for respiratory disease and T2D risk, volatility of the
collected data by now, and known overestimation of some measured variable values
(like number of walked steps, VO2max estimate, or recognized sessions of cycling and
some other exercise types) by the predominantly used wearable devices - Fitbit Charge
2 [20]. The weight factors are set as configuration parameters in the model, so they can
be changed to fine-tune the composition according to the data insights acquired over
time or the results of the validation described in Sect. 5 below.

Time series of the values of the composite indicator are formed from weekly and
monthly aggregations of underlying daily and intra-daily measurements into the 4
constituting index values. Method for computing those values from the measured
values of variables listed in Table 1 above is as developed and introduced in [22] for
synthesis of indicators and geriatric factors from the same source IoT data, based in this
case on univariate normalization of relative changes (quantified in standard scores, as
stated above in the “Approach” Sect. 2) of acquired Big temporal Data during the
complete study period, and then multivariate weighted linear aggregation of obtained
normalized indicators and descriptive statistics into higher-level composite factors, to
capture weekly and monthly behavioural patterns and trends, less susceptible to
influence of outliers and ocassional notably deviating values.
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5 Preliminary Validation of the Composite Index
and Conclusion

Validation metric is the correlation with specific corresponding summary measure(s) of
current well-being, self-reported by the respondent citizens through web and mobile
app. questionnaires as mentioned above. They can be summarized from two relevant
subset questionnaires: 1) European Social Survey (ESS), and 2) EuroQoL-5D (EQ5)
survey instrument, both standardized (with minor adaptations) and common for mea-
suring well-being in multiple continuous and/or repeated relevant Europe-wide and
national-level studies, and robust to some degree against extreme fully subjective bias.

15 statements of the ESS questionnaire broadly cover social and most of the other
aspects of personal and community well-being that the respondent rates on a 5-degree
Likert scale (Strongly agree-4, Agree-3, Neither agree nor disagree-2, Disagree-1,
Strongly disagree-0), the total possible questionnaire score thus ranging from 0,
denoting the lowest/worst well-being, to 60 representing the optimum.

EQ5 instrument is focused on physical and mental health status and daily life
activities measured in 5 dimensions (mobility, self-care, usual activities,
pain/discomfort and anxiety/depression), also self-rated on a 5-degree scale from
perceived worst to best like in ESS. Last question asks for assessment of the respon-
dent’s overall health state (hsa) on the current day, on the scale from 0 (worst) to 100
(best imaginable), also mapped to a number ranged from 1 to 5 by the formula
1 + 4 * hsa/100 for the purpose of this evaluation. Total cumulative EQ5 score thus
ranges from 6 to 30.

Figure 2 below shows the correlation scatter plot of ESS scores and composite
well-being indices for 97 respondents of which 12 filled EES questionnaire twice, two
filled it three times, and the rest only once during the observed period of 11 months.

Fig. 2. Scatter plot of composite well-being index vs. cumulative ESS score values
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Figure 3 shows the relationship between the composite well-being indices and the
obtained EQ5 scores of 107 respondents, 3 of which filled the questionnaire three
times, 20 filled it twice, and the rest once during the observed data collection period.

The analysis reveals a medium positive correlation of 0.424 (with the p-value of
approx. 3.7 � 10−7) between our constructed composite index and cumulative EQ5
scores. The composite indicator and its constituting domain indices can therefore be
considered promising for their intended purpose of basic represention of the urban
physical well-being aspects modelled from a variety of heterogeneous underlying
activity and health/vital parameters measured by IoT wearable devices, summarized in
4 main dimensional and one overall derived score convenient for comparisons, inter-
pretation and presentation to the end-users, particularly in the required shortest most
concise manner and form, such as through a mobile app. UI or intervention messages.

As almost half of the questions in EQ5 are very remotely or not at all related to the
physical well-being aspects summarized by the composite indicator, the correlation is
expected to increase when the ongoing work in incorporating social and other well-
beung aspects fully in the model is completed.

Found small positive correlation of 0.287 (p-value 0.001) between the composite
indicator and cumulative scores of ESS questionnaire (in which most of the questions
are not related to physical well-being) additionally points to the significance of this
composite indicator to the overall well-being. The work also continues on the cleaning
and pre-processing the data collected on the remaining monitored citizens, incorpo-
ration of machine learning methods in the model and exploration and modelling of the
influence of detailed sleep and cardiac parameters, as well as of the sensed ambiental
data, on the main well-being domains.

Fig. 3. Scatter plot of composite well-being index vs. cumulative EQ5 score values
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Abstract. A simulation tool that supports developers to build scenarios auto-
matically in multiple simulation platforms is proposed. As an essential part of
this simulator, this study proposed an activity schedule generator to mimic the
daily life of elderly people living alone. This generator outperforms existing
methods of activity schedule planning in three aspects: 1) it is adaptive to the
layout of a simulated smart house; 2) there is no unspecified time in the timeline
of generated schedules; and 3) it generates stable, but not tedious schedules for a
number of days. A real-time location data generator is proposed to convert
generated schedules to simulated real-time location data of the resident, and a
proposed interface converts these simulated location data to simulated records of
virtual passive infrared (PIR) sensors, which can be used to optimize placement
of PIR sensors in a smart house.

Keywords: Elderly people living alone � Smart home simulator � Activity of
daily living � Motivation � Automatic scenario generation

1 Introduction

The elderly population is increasing worldwide. An estimated 617.1 million people are
aged 65 and over in 2015, and this number is projected to increase to 1 billion in 2030,
and 1.6 billion in 2050 [1]. More than 20% of men and 40% of women aged 65 and
older chose an independent lifestyle in many countries [2]. Pimouguet et al. [3] indi-
cated living alone shortened life expectancy by 0.6 years for elderly people. Elderly
individuals living alone would benefit from specialized care, but a shortage in the
global workforce of aged-care workers [4] has made this difficult.

Under these conditions, smart houses with a sensor network and domestic robots
have been built to address the aged-care worker shortage. The sensor networks provide
real-time health monitoring [5] and a means of detecting emergencies [6], while mobile
domestic robots provide location-based support [7] and services [8] for residents. To
ensure the effectiveness of the sensor networks and robots, real test beds were built to
conduct experiments for collecting data. However, building a test bed is expensive, and
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simulations are necessary for smart house developers to test and verify their ideas
before building a real one.

Developers typically conduct simulations using the following three steps.
(1) Manually create a simulation scenario by first building a house and resident body
models and defining the activity schedules and movement routes of the virtual resident
or controlling the virtual resident manually. (2) Place virtual sensors, devices, or robots
to record data and/or operation performances. (3) Analyze recorded data or operation
performances and evaluate simulation design. As a typical simulation constructed in
step (1) requires a lot of time, developers can only prepare a limited number of
scenarios. Moreover, the developers may use multiple simulators for different purposes,
e.g., using CST Microwave Studio to test the communication of a wireless sensor
network, OpenSHS [9] to collect virtual sensor records for sensor arrangement opti-
mization, and Stage [10] to plan the operation policies of mobile robots. When the
developers use another simulator, they must repeat steps (1) even if they use the same
simulation scenario.

We propose a simulation tool that provides diverse simulation scenarios and can
support smart house developers to complete step (1) automatically in multiple simu-
lation platforms [11]. This simulator consists of generators and interfaces as show in
Fig. 1. The proposed generators produce diverse information such as indoor spatial
attributes and resident travel patterns. This information is used to create a scenario that
can run on different simulation platforms through various interfaces. We proposed a
spatial attribute generator [12] and travel pattern generator [11], and used two interfaces
[11] to transfer the data generated by them to models and virtual sensor records of the
simulators.

As an essential part of our simulator, we propose an activity schedule generator.
With generated travel patterns, these schedules are converted to simulated real-time
location data, which can be used in simulations with interfaces. The rest of this paper is
organized as follows. In Sect. 2, we review related work of daily activity schedule
generation. Section 3 describes the methodology to generate activity schedules. Sec-
tion 4 details the performance of this generator. Section 5 introduces how the generated
data can be used in simulations.

2 Related Works

A number of scholars generated daily activity schedules as intermediate results to
generate sensor records in a virtual smart house, which are essential for simulations.

Renoux et al. [13] generated activity schedules with a constraint-based planning
method. The constraints include that the start time and duration of each activity are
over reasonable intervals, and a number of activities need to be performed within
certain time intervals before their corresponding activities, e.g., preparing lunch for 0 to
5 min before having lunch.

Bouchard et al. [14] generated activity schedules using behavior trees (BTs) as
intermediate results to generate the simulated evolution of signal strength between
RFID readers and tags. However, designing BTs is complicate, and the authors only
showed an example of generating the schedule for making coffee or tea.
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Alshammari et al. [9] replicated and modified schedules originally designed by
humans. The methods of modification include combining two samples of original
schedules and changing the start and end time of activities. The activity schedules
correspond to virtual binary sensor records, thus, a large number of records are gen-
erated simultaneously. This method is simple, but generated schedules may have high
similarity.

Mshali et al. [15] generated long-term activity schedules using a Markov model,
and five transition matrices associated to different periods of a day were designed. The
authors also proposed an adaptive and context-aware algorithm for monitoring the daily
activities of elderly and dependent persons, and generated schedules were used to test
the algorithm in simulations.

Lee et al. [16] generated activity schedules with a motivation-driven method.
A motivation value (MV) represents the desire of a virtual agent to perform a class of
activities with the agent performing an activity when its corresponding MV reaches its
threshold. Motivations are classified by levels; if two MVs reach their thresholds at the
same time, the agent will perform the activity that corresponds to the higher-level
motivation. This method has sufficient potential for improvement if the mechanism of
evolution of the MVs is designed carefully.

3 Activity Schedule Generation

3.1 Problem Statement

To build our activity schedule generator module, we need to improve upon the methods
mentioned in Sect. 2 by addressing the following issues. 1) The list of activities that
can be performed by a virtual resident is determined by the layout of simulated house,
e.g., the resident can only watch TV if a TV is in the house. The above methods are for
a determined layout with a fixed activity list. As our simulator contributes to provide
diverse simulation scenarios by producing diverse layouts, we need a method that can
process dynamic activity lists. 2) The above methods generate schedules whose
timelines include unspecified times between the end time of an activity and the start
time of the next one. Where the resident has been and what he/she has done during the
unspecified time are undetermined, thus, generated sensors records did not cover entire
days. 3) Most of the above methods generated schedules for one day or less, but long-
term activity schedules are required for our simulation.

We developed a motivation-driven method on the basis of that presented in the
reviewed study [16] to build our activity schedule generator. An MV represent a
resident’s desire to perform an activity sequence (AS). While performing the activity is
dependent on its MV reaching its threshold in [16], in our method, the MVs are used to
determine the probability distribution (P) of sampling the next AS. The evolution of the
MVs is adaptive to the input indoor spatial data and resident’s profile. The input data
represent a layout that determines what AS can be performed, thus, this adaptive
evolution mechanism addresses issue 1). The profile represents a resident’s tendencies
to activities, which is quantified by durations (D), periods (T) and frequencies (f) of an
AS. We need to design an evolution mechanism and initialize the MVs carefully to
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generate stable, but not tedious, activity schedules in the long term that will address
issue 3). We can address issue 2) by taking into account more activities. The studies
mentioned in Sect. 2 took into account a limited number of activities, implying that
these activities occupy the entire timeline, which is unrealistic.

3.2 Model of AS, MV, Resident Profile, and P

Mapping the Relationship Between AS and MV. A resident performs activities on
the basis of motivation, in which MVs quantify the degree of motivation. When an MV
is high, the resident may perform a sequence of activities to satisfy the motivation, e.g.,
if the value of hunger motivation is high, he/she will cook and eat.
We determined that a resident has 13 motivations at most, which correspond to 13MVi-
ASi pairs: MV1: wash and brush teeth => sleep (at night) => wash and brush teeth,
MV2: sleep (at noon), MV3: take food => cook => take tableware => eat, MV4: take a
bath => get dressed => put clothes in wash machine, MV5: get dressed => go
out => get dressed, MV6: go to toilet (short duration), MV7: go to toilet (long duration),
MV8: watch TV, MV9: read, MV10: clean, MV11: take clothes out of washing machine,
MV12: wander, and MV13: relax. An AS consists of one or more activities, and activities
in the AS are performed in order without lag to satisfy the corresponding motivation
and decrease the corresponding MVi. MVi determines the possibility of performing ith
AS, Pi.

AS and MV Are Adaptive to the Layout. The actual composition of an AS is also
adaptive to the layout like the evolution of MVs. An activity in an AS will be omitted if
its corresponding places are not in the layouts The mapping relationship of all activities

Fig. 1. General framework for building the simulation tool [11].
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and places is shown in Table 1, e.g., if the kitchen stove, refrigerator, and cupboard are
not in the house, AS3 will omit the procedure take food => cook => take tableware,
which implies the resident eats food prepared by someone out of the house in this case.
If all activities of an AS can not be performed because of the layout, itsMVi will always
be 0.

Resident’s Personal Profile. To keep generated schedules diverse and reasonable,
parameters corresponding to the evolution of MVs should depend on the resident’s
profile. The profile represents a resident’s tendencies to satisfy different motivations,
which is determined by sampling D, T, and f of an AS performed over reasonable
intervals. Di means the duration of the resident performing the ith AS in a period (Ti),
e.g., D8 means how long the resident performed the activity “watch TV” per day on
average if T8 = 1 day. Ti and fi mean the period and frequency of performing the ith
AS, respectively, e.g., T12 means how many days between two instances of the resi-
dent’s wandering and f6 means how many times the resident performed the activity “go
to toilet (short duration)” per day on average, where Ti � fi = 1.

Mechanism of MVs Evolution. MVs quantify the motivations to perform activities,
MVi usually decreases when the ith AS is performed, increases when other ASs are
performed, and remains unchanged in special cases. The values of D, T, and f deter-
mine the speed of the increase and decrease of MVs. The rules below show the
evolution of MVs, where Rules 1.1) and 1.2) indicate the situations when MVi remains
unchanged, 2.1) to 2.4) show the mechanism of MVs increasing, and 3.1) to 3.4) show
the mechanism of them decreasing.

Rule 1.1) MVi is always 0 if ith AS can not be performed.
Rule 1.2) MV13 = 1.02Norm_MV in any case, where Norm_MV is a constant.

Note: MV13 corresponds to relax. This rule means the resident is performing the
activity “relax” when all other MVs are low. Setting MV13 as a constant keeps MVs
stable in the long term.

Rule 2.1) Ways of MVs increasing include linear and step functional increasing.
Rule 2.2) IfMVi is not fixed and i 6¼ 7 or 11,MVi increases linearly when the ith AS
is not performed. The increment is determined by Eq. (1),

MVi t þ Dtð Þ ¼
MVi tð Þ þ xiDt þ e; if the resident is not sleeping.

MVi tð Þ þ 0:1xiDt þ e; if the resident is sleeping, and i ¼ 3 or 6:

MVi tð Þ þ e; if the resident is sleeping, and i 6¼ 3 and 6:

8
><

>:

ð1Þ

where xi is an increasing rate and ɛ is random noise.

Note: When the resident is sleeping, the increasing rates of the MVs of “eat” and
“go to toilet (short duration)” decrease to 10%, rates of other MVs decrease to 0.
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Rule 2.3) Following the principle that MVi should be generally unchanged after one
period in an ideal case, xi can be determined by D, T, and f.

Note: e.g., for the 8th AS, watching TV, assuming that the resident watches TV for
4 h (D8), and sleeps 8 h (D1 + D2) per day (T8 = 24 h), x8 is determined by Eq. (2),

x8¼ Norm MV
½T8 � ðD1 þD2Þ � D8� : ð2Þ

which means x8 should increase by Norm_MV in the remaining 12 h, while it
decreases by Norm_MV during the 4 h (D8).

Rule 2.4) MVi increases step by step if i = 7 or 11. For the 7th AS, “going to toilet
(long duration)”, MV7 increases by Norm_MV/(3 � T7) 2.5 h after the resident
starts eating. For the 11th AS, “taking clothes out of the washing machine”, MV11

increases by Norm_MV 1 h after the resident puts their clothe into the washing
machine.
Rule 3.1) MVi will decrease if the ith AS has been performed except if i = 13.

Table 1. Mapping relationship between activities and places.

Activity Place

Sleep (at night)
Sleep (at noon)
Relax

Bed

Wash and brush teeth
Take a bath

Bathroom

Take food Refrigerator
Take tableware Cupboard
Take food
Take tableware
Cook

Kitchen stove

Eat Dining table-chair set
Put clothes in washing machine
Take clothes out of washing machine

Washing machine

Go to toilet (short duration)
Got to toilet (long duration)

Toilet

Watch TV
Relax

Sofa-TV set

Relax
Read

Writing desk-chair set

Get dressed Wardrobe
Eat
Go out

Entrance

Clean Trash bin
Wander None
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Rule 3.2) The decrease of MVi depends on the Ti and actual duration, AT. It is
defined by Eq. (3) except if the AS is eating breakfast, the decrease is (2AT/
3Ti) � Norm_MV.

MVi tþATð Þ ¼ MVi tð Þ � AT
Ti

Norm MV: ð3Þ

Rule 3.3) AT is related to Ti, AT is sampled from [0.97Ti, 1.03Ti] for i = 1, from
[0.4Ti, 0.9Ti] for i = 5, from [0.3Ti, 0.7Ti] for i = 8 or 9, and from [0.95Ti, 1.05Ti]
for other cases.
Rule 3.4) The resident may perform the activities “eat” and “go to toilet” outside.
When he/she is going out, if MV3, MV6 or MV7 reach Norm_MV, and there is
sufficient time to perform the corresponding AS, this MV decreases as the AS is
performed.

Initialization of MVs. MVs should be initialized before evolution, which can be
achieved by determining when each AS will be performed for first time. The time when
the ith AS is first performed is approximately equal to the time when MVi first reaches
Norm_MV. We sample the initial time from 9:30 PM of one day to 1:00 AM of the
next day, and the resident is going to sleep. MV0 thus is Norm_MV, as Di and xi is
known, other initial MVs can be calculated with Eq. (1), e.g., assuming that D1 = 8 h,
and the resident will eat breakfast 1 h after waking up, initial MV3 is calculated by
Eq. (4).

MV3 ¼ Norm MV� 0:1x3 � 8 h �x3 � 1 h: ð4Þ

To keep the generated schedule stable in the long term, we need to avoid two MVs
whose ASs require long durations to reach Norm_MV at the same time.

Relationship Between MV and P. The possibility of performing the ith AS depends
on the motivation value, MVi, as shown in Eq. (5)

Pi ¼ exp½maxð0;MVi � 0:98Norm MVÞ�
P13

j¼1
exp½maxð0;MVj � 0:98Norm MVÞ�

: ð5Þ

3.3 Implementation

We wrote a Python3 program to achieve activity schedule generation. A sample of the
indoor spatial attribute data (Spatial_data) and total generation duration (Total_Dur)
were input into the program, and it returns a resident’s daily activity schedule during
the Total_Dur. The pseudocode of the program is shown below, where constants,
variables, and variable vectors are in regular, italic, and bold italic styles, respectively.
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program Schedule_Generation(Spatial_data, Total_Dur):

1 AS_canbe_perform := Process_Input(Spatial_data)

2 T, D, f := Generate_Resident_Profile()

3 x := Calculate_Increse_rate(T, D, f)

4 MV, Init_time := Initialize_MVs&time(T, D, f)

5 Current_ASnum, time := 1, Init_time

6 ASnum_list, time_list := [], []

7 while time < Init_time + Total_Dur do:

8 AT := Determine_actual_duration(Current_ASnum, T)

9 MV := Update_MV(Current_ASnum, time, MV, x, T, AT)

10 time := time + AT

11 Next_ASnum = Sample_next_ActSeq(MV)

12 If Next_ASnum != Current_ASnum do:

13 ASnum_list.append(Next_ASnum)

14 time_list.append(time)

15 Current_ASnum := Next_ASnum

16 Activity_Schedule = Post_Process(ASnum_list, time_list, Spatial_

data)

17 return Activity_Schedule

The program first processes the input spatial attribute data, analyzes the layout, and
determines what ASs can be performed in the house in Line 1. The resident’s profile is
determined by sampling D, T, and f in Line 2. x is calculated in Line 3 in accordance
with Rule 2.3). The original MV and the start time of the schedule generation are
determined in Line 4. In Line 5, we assume the resident performs AS1 at the beginning
of the generation, and the variable Time records the current time. Two lists are created
in Line 6, ASnum_list and time_list, which will record the number of all performed
ASs and their start times chronologically, respectively. From Lines 7 to 15, the pro-
gram determines the AT of performing each AS with Rule 3.3), updates MV using the
other rules, samples the next performed AS with Eq. (5), and stores the number of
performed ASs and their start times in ASnum_list and time_list, respectively. The
program converts these two lists into an activity schedule in Line 17. The schedule
indicates the start times of all activities performed.

4 Performance of the Generator

We input indoor spatial data generated by the spatial attribute generator into the activity
schedule generator, which then produces diverse activity schedule data. For example, a
sample of spatial data whose layout is shown in Fig. 2 is input into the generator. As
the places “desk” and “washing machine” do not exist in the house, AS9 (read) and
AS11 (take clothes) can not be performed. The activity schedule generator then
determines the resident’s profiles and generates their corresponding schedules. Two
example schedules are shown in Fig. 3. Figure 3a) shows a schedule for a resident who
sleeps around noon, goes out, watches TV, and takes a bath every day, while Fig. 3b)
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shows a schedule for who does not sleep around noon, watches TV, and takes a bath
every day, but only goes out every four days.

We also tested the performance of our generator on PC with an Intel(R) core(TM) i7-
8550U @1.80-GHz CPU. The generator ran 100 times in 3.987 s.

Additional generated schedules are available via this website [17].

5 Using Generated Activity Schedules for Simulation

Smart house are often equipped with passive infrared (PIR) sensors. When residents are
in the detection range of one, it turns on, otherwise, it remains off. Each PIR sensor has
a unique ID number which can be recorded when the sensor turns on or off. By placing
several PIR sensors in the house and analyzing their records, a resident’s movement
trajectories can be acquired, which can be used to determine whether they contain
wandering travel patterns associated with dementia [18].

In the simulation, the PIR sensor records were generated from simulated real-time
location data. We built a generator that could convert an activity schedule, a sample of
indoor spatial data, and several samples of travel pattern data into a sample of real-time
location data. We developed an interface to convert the real-time location data into
virtual PIR sensor records, which can be used to optimize the placement of the PIR
sensors in a smart house.

Examples of the performance of the real-time location data generator and the
interface are shown in figures and tables. Figure 2 shows a sample of spatial data.
Table 2 shows part of an activity schedule. The travel pattern data are shown in Fig. 4.
The above data are input into the generator to produce the real-time location data.
Figure 4 also shows the positions of the five PIR sensors located in the virtual house.
Their coordinates are [100, 0], [300, −150], [500, −200], [550, 50] and [850, 0]. The
interface converts the real-time location data into the records of PIR sensors, which is
shown in Table 3.

Fig. 2. Layout of input indoor spatial data.

Automatic Daily Activity Schedule Planning for Simulating Smart House 179

www.dbooks.org

https://www.dbooks.org/


Fig. 3. Generated activity schedules.

Fig. 4. Layout of input indoor spatial data with PIR sensors and travel pattern data.
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6 Conclusion

Smart houses with a sensor network and domestic robots were built to take care elderly
people living alone. Many simulation tools have been proposed to help smart house
developers test and verify their designs, but it takes time and effort to build a simulation
scenario, and developers need to repeat scenario-generation procedures if they want to
use multiple simulators. To address these issues, we proposed a simulation tool that
provides diverse simulation scenarios and enables developers to build scenarios
automatically in multiple simulation platforms [11].

In this paper, we proposed an activity schedule generator that is an essential part of
our simulator. With an improved motivation-driven method, the generator produces
diverse daily activity schedules to mimic the daily lives of residents living alone. It
outperforms existing generators in three aspects: 1) it is adaptive to the layout of a

Table 3. Simulated records of virtual PIR sensors.

Time Time

5d PM 1 h 13 m 45 s 9
5d PM 1 h 13 m 47 s 8
5d PM 1 h 13 m 50 s 2
5d PM 1 h 13 m 53 s 4
5d PM 1 h 54 m 19 s 5
5d PM 1 h 54 m 22 s 9
5d PM 1 h 54 m 24 s 2
5d PM 1 h 54 m 27 s 5
5d PM 1 h 54 m 30 s 2
5d PM 1 h 54 m 34 s 4
5d PM 2 h 14 m 52 s 3
5d PM 2 h 14 m 56 s 4
5d PM 2 h 14 m 59 s 1
5d PM 2 h 15 m 2 s 5
5d PM 2 h 15 m 4 s 4
5d PM 2 h 15 m 5 s 1

#3 ON
#3 OFF
#2 ON
#2 OFF
#1 ON
#1 OFF
#2 ON
#2 OFF
#4 ON
#4 OFF
#4 ON
#4 OFF
#2 ON
#2 OFF
#1 ON
#1 OFF

5d PM 2 h 17 m 7 s 5
5d PM 2 h 17 m 9 s 7
5d PM 2 h 17 m 10 s 9
5d PM 2 h 17 m 14 s 0
5d PM 2 h 17 m 50 s 5
5d PM 2 h 17 m 50 s 6
5d PM 2 h 17 m 53 s 6
5d PM 2 h 28 m 38 s 5
5d PM 2 h 28 m 39 s 7
5d PM 2 h 29 m 34 s 5
5d PM 2 h 29 m 34 s 5
5d PM 2 h 29 m 36 s 1
5d PM 2 h 29 m 41 s 9
5d PM 3 h 30 m 21 s 7
5d PM 3 h 30 m 23 s 8
5d PM 3 h 30 m 27 s 7

#1 ON
#1 OFF
#2 ON
#2 OFF
#4 ON
#4 OFF
#2 ON
#2 OFF
#2 ON
#2 OFF
#3 ON
#3 OFF
#5 ON
#5 OFF
#4 ON
#4 OFF

Table 2. Part of the activity schedule shown in Fig. 3(a).

Activity Start time Activity Start time

Go out
Get dressed
Sleep
Relax
Bath
Get dressed
Take food

5d AM 8 h 17 m 7 s
5d PM 1 h 13 m 59 s
5d PM 1 h 16 m 12 s
5d PM 1 h 40 m 0 s
5d PM 1 h 54 m 36 s
5d PM 2 h 15 m 10 s
5d PM 2 h 17 m 18 s

Cook
Take tableware
Eat
Relax
Watch TV
Go to toilet

5d PM 2 h 17 m 56 s
5d PM 2 h 28 m 44 s
5d PM 2 h 29 m 46 s
5d PM 2 h 49 m 20 s
5d PM 3 h 15 m 1 s
5d PM 4 h 30 m 33 s
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simulated smart house; 2) there is no unspecified time in the timeline of generated
schedules; and 3) it generates stable, but not tedious schedules for a number of days.

A generated schedule includes a list of activities and their start time. The list of
activities determines all starts and ends of indoor walking paths with spatial attributes
of a virtual house, the travel pattern generator then generates all paths. The generated
paths determine simulated real-time locations of a resident with the list of start time.

The real-time locations can be converted to records of virtual sensors with inter-
faces, and these records can be used to optimize designs of smart house. For example,
we convert the real-time locations to records of virtual PIR sensors, and the records are
useful for optimizing placement of these sensors.

Acknowledgments. This research was partially supported by a grant from the Japan Society for
the Promotion of Science (JSPS KAKENHI 18H00968) and a scholarship of Mizuho Interna-
tional Foundation.
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Abstract. Wrist-based fall detection system provides a very comfort-
able and multi-modal healthcare solution, especially for elderly risking
falls. However, the wrist location presents a very challenging and unsta-
ble spot to distinguish falls among other daily activities. In this paper,
we propose a Supervised Dictionary Learning approach for wrist-based
fall detection. Three Dictionary learning algorithms for classification are
invoked in this study, namely SRC, FDDL, and LRSDL. To extract
the best descriptive representation of the signal data we followed dif-
ferent preprocessing scenarios based on accelerometer, gyroscope, and
magnetometer. A considerable overall performance was obtained by the
SRC algorithms reaching respectively 99.8%, 100%, and 96.6% of accu-
racy, sensitivity, and specificity using raw data provided by a triaxial
accelerometer, accordingly overthrowing previously proposed methods
for wrist placement.

Keywords: Fall detection · Supervised Dictionary Learning · Machine
learning · Wrist-based wearable · Signal processing

1 Introduction

The elderly population rate has witnessed dramatic growth over the last decades
and is projected to be still increasing throughout the upcoming years to reach
35% by the year 2050, and thus, jointly increasing the population dependency

This research and innovation work is supported by MOBIDOC grants from the EU and
National Agency for the Promotion of Scientific Research under the AMORI project
and in collaboration with Telnet Innovation Labs.

c© The Author(s) 2020
M. Jmaiel et al. (Eds.): ICOST 2020, LNCS 12157, pp. 184–196, 2020.
https://doi.org/10.1007/978-3-030-51517-1_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-51517-1_15&domain=pdf
https://doi.org/10.1007/978-3-030-51517-1_15


A Novel On-Wrist Fall Detection System Using SDL Technique 185

rate [17]. Falling is one of the most crucial health risks faced by this fragile
population, classified as a disease in the International Classification of Diseases
[27]. According to [16], the risk of falling varies from 30% for elderly over 65 to
50% for those over 85 each year.

Wearable fall detection systems have captivated much interest in later years
literature as they can fit easily into smart wearable accessories like wrist-
bands assuring anywhere-anytime accessibility and comfortable use compared
to other existing solutions, i.e the vision and ambient-based [22]. Commonly,
state-of-the-art methods for wearable fall detectors are either threshold-based or
machine learning-based, for which the latter received superior interest recently
[29]. Abstracting an optimal combination between extracted features and classi-
fiers, while enhancing system reliability, has been extensively researched in most
related works [19,23]. However, classification performance can degrade substan-
tially, as hand-crafted features may be very specific to the sensor, device place-
ment, or dataset [2,8].

Dictionary learning approaches (DLA) have gained a lot of enthusiasm in
image processing including sparse representation based classification algorithm
for face recognition [30], as it has shown robustness especially for a limited num-
ber of channels and samples, thus reducing the need to select the best feature
combination and classifier for the application. Therefore, DLA has been recently
emerged into the biomedical signal processing field, of which some associated
works have been proposed mainly for Electroencephalography (EEG) and elec-
trocardiogram (ECG) signal classification [3,13].

In the same direction, we propose in this paper a novel on-wrist fall detec-
tion system based on Supervised Dictionary Learning (SDL), to autonomously
generate optimal features selection that best represents acquired data. Indeed,
the work presented here extends previous study [19] that implemented a move-
ment decomposition method to extract features (direction components and body
orientation) and machine learning algorithms for fall detection based on wrist
wearable device. For evaluation purposes, three SDL and sparse representations
algorithms with different experimental situations will be assessed throughout this
paper, besides comparing it with previous related works. In this context, mul-
tiple sensors and features combinations in different experimental arrangements
will be used. To the extent of our knowledge, such a dictionary-based approach
is still underexplored in the related literature, so it is the main contribution of
this work.

The remainder of this paper is organized as follows. Section 2 presents the
main theoretical background behind our study. A detailed description of our
proposed method is provided in Sect. 3. Section 4 illustrates the obtained results
and compares them with prior works. Conclusion and future related work are
provided in Sect. 5.
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2 Theoretical Background and Related Work

2.1 Wearable Fall Detection System

Wearable-based fall detection systems illustrate all on-body attached garment
devices that usually embed inertial measurement units (IMU) to inspect the
body’s motions, positions, and rotation movements in the space [22]. Commonly,
inertial sensors such as accelerometers, gyroscopes, and magnetometers are the
most used for fall detection to discriminate and notify the occurrence of a fall
event as soon as possible [15]. It mostly presents an ideal solution for indoor
and outdoor monitoring, especially with the emergence of nowadays advances in
wearable technologies like a pendant, band, and glasses to make it more com-
fortable and tolerable to be wear.

Most of the analysis methods being employed in wearable fall detection are
grounded on threshold and machine learning algorithms [10]. Threshold-based
approaches usually compare the sensor’s acquired data (or extracted features)
with a predefined threshold(s) and a fall is detected when the predefined value
is exceeded [26]. However, these algorithms are practically unreliable as fall is
often confused with other activities like jumping. Additionally, a huge amount of
soft falls are likely to be unidentified, due to their low threshold [6]. To enhance
the accuracy limitation of the threshold algorithms, the literature proposed vari-
ous machine learning-based solutions through classification algorithms like SVM,
ANN, KNN, etc [1,23]. These algorithms are more efficient as they can globe a
greater number of fall types, yet very dependent of the on-body placement. Thus,
machine-learning algorithms have shown impressive practical results when placed
in steady body location (near gravity point of the body) such as waist and chest-
worn. Otherwise, they are less efficient especially when placed in extremities such
as wrist, requiring further investigations to improve the performance in those
cases, mainly because wrist-based solutions are the most comfortable from a user
point of view and less associated to the stigma of using a medical device [12,18,19].

2.2 Dictionary Learning for Classification

Sparse Representation and Supervised Dictionary Learning Char-
acteristics. DLA has received a lot of interest as a representation learning
paradigm by achieving state-of-the-art performance in many practical fields in
computer vision such as information retrieval, image restoration, and classifica-
tion [5].

It has been observed that DLA intends to learn a dictionary directly from
the training samples by generating the space where the given signal could be
represented properly to provide improved processing and better results in fitted
to the problem domain. In DLA models, given a set X = [x1,... , xm] of m
samples, the objective is to generate a dictionary D which maps a high and
sparse dimensional representation denoted A for each input sample. Generally,



A Novel On-Wrist Fall Detection System Using SDL Technique 187

one can obtain this by solving an optimization problem defined by the following
equation:

min
D,A

m∑

i=1

(
1
2
||xi − Dai||22 + λ1||ai||1), (1)

where, λ1 defines the regularization parameter that affects the number of
nonzero coefficients.

To cover classification tasks, many techniques have been proposed in the
literature [5]. The latter, exploit the label information in the learning of either
the dictionary atoms, the coefficients of the sparse vector, or both. Based on [21],
both extra restraint function fA(.) and fD(.) are added to Eq. (1) that satisfies:

min
D,A

{
m∑

i=1

(
1
2
||xi − Dai||22 + λ1||ai||q) + λ2fA(A) + λ3fD(D)}, (2)

where, fA(.) could be a logistic function, a linear classifier, a label consistency
term, a low-rank constraint, or the Fisher discrimination criterion. As for fD(.)
is to force the incoherence of the dictionary for different classes. Hence, it is
possible to jointly learn the dictionary and classification model, which attempt
to optimize the learned dictionary for classification tasks [9]. λ2 and λ3 are two
scalar parameter corresponding respectively to the associated function [5].

Assuming that SDL methods and sparse representation differ in the way they
exploit class labels, we will detail three of the most popular SDL algorithms,
namely, the SRC, FDDL, and LRSDL.

Sparse Representation-Based Classification (SRC). SRC was first pro-
posed by Wright et al. in their work [28] with robust face recognition approach,
and have accordingly proved its effectiveness for low to moderate amount of data
based problems [5]. This approach aims to concatenate the training data from
different classes into a single dictionary and uses class-specific residue for the
recognition. Thus, the test samples are represented as a linear combination of
just the training samples corresponding to the same class. Literally, no actual
training is performed in his method, since the integrity of the training sam-
ples are used in the dictionary and the sparse representation is extracted and
classified over the testing phase following two main stage process:
1. The SRC algorithm computes the sparse coefficient a of the test sample xtest

via the Lasso equation as:

min
a

{1
2
||xtest − Da||22 + λ1||a||1}, (3)

Assuming that D = Xtrain.
2. Class label of each test sample is assigned while maintaining a minimum

residual error of the classes according to:

Label(xtest) = min
i

ri(xtest), (4)

where, ri = ||xtest − Dσi(a)||22, σi is the selective function of the coefficient
vector associated to the class i.
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Fisher Discrimination Dictionary Learning (FDDL). In [31], Yang et al.
proposed an SDL method that learns class-specific structured dictionary while
managing its discriminability through adding a Fisher criterion. Thus, the learned
dictionary D = [D1,D2, ..,Dm], where Di is a sub-dictionary corresponding to
the class i, powerfully represents the inter-class similarity and the intra-class vari-
ance. To describe FDDL more formally, suppose X = [X1,X2, ..,Xc], such as the
training samples are grouped according to the classes they belong and c is the total
number of classes. The overall objective function of FDDL is written as shown by
Eq. (5):

min
D,A

{r(X,D,A) + λ1||A||1 + λ2f(A)}, (5)

where, A = [A1,A2, ..,Ac] regroups the sparse representation of each training
sample over D; r(X,D,A) is the Fisher fidelity term; f(A) defines the discrim-
ination constraint.

2.3 Low-Rank Shared Dictionary (LRSDL)

Vu et al. proposed an SDL framework in their works [24,25], that aims to enhance
the capability of capturing shared features of the FDDL approach. The LRSDL
approach intent to simultaneously learn sub-dictionaries with discriminative and
shared features of each class, as different classes often share common patterns.
Accordingly, the main focus of the LRSDL is the shared part in which two
intuitive constraints are added to the corresponding objective function. The
first one is the low-rank structure constraint, that allows the shared dictionary
to contain some discriminative features. As for the second, the sparse coefficients
corresponding to the shared dictionary should be very similar.

3 Proposed Dictionary Learning Method

Considering that the wrist-worn devices are the most comfortable body location
for the patient [18], they are yet very unstable for the IMU [32]. Since arms
are usually very moving parts of the body, many hand movements, i.e clapping,
rising, and releasing hands, may present similar motion patterns compared with
fall movements. Thus, these movement similarities may present a bottleneck for
the feature extraction task as it may become very specific to the collected data
and the selected sensors.

To overcome this issue while bearing in mind the system reliability, we pro-
pose a fall detection approach based on the dictionary learning algorithms for
classification. Therefore, different SDL classification algorithms will be evalu-
ated and compared through their prediction performances with previous on-wrist
solutions presented in the literature. The pipeline of the designed architecture is
illustrated by Fig. 1. In this section, we will describe the main phases presented
in the illustration, namely the preprocessing, the training, and the test phases.
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3.1 Dataset

The data set has been collected throughout de Quadros et al. study [19]. In
fact, the signal acquisition was done by the use of three main triaxial IMU
sensors, i.e, accelerometer, gyroscope, and magnetometer which are embedded
in the GY-80 IMU model device. To acquire and register data signals from the
latter sensors, an Arduino Uno was integrated with the IMU device into a wrist-
worn band at the non-dominant hand. The raw sensors data were obtained in a
100 Hz sampling rate and 4 g, 500 degrees/sec, and 0.88 Gs for the accelerometer,
gyroscope, and magnetometer respectively.

In order to make the data set more generalized and accurate, twenty-two
volunteers with different ages, heights, and weights were engaged in this experi-
mental protocol. Each one performs two main event categories, namely, fall inci-
dents and Activities of Daily Living (ADL). The recorded fall incident covers
forward to fall, backward fall, right-side fall, left-side fall, fall after rotating the
waist clockwise, and fall after rotating the waist counterclockwise. The ADL’s
performed activities enclose walking, clapping hands, moving an object, tying
shoes and sitting on a chair. The average duration of the recorded activities is
9.2 s, assuming that each one starts with a resting arm (resting state) followed
by a few steps before the activity’s performance.

For the sake of removing any external influence that affects the accelerometer
[6], the accelerometer data was preprocessed with a low pass filter with a window
size of 40 and a subtraction of a fixed value equal to 1 g to eliminate the gravity-
related information.

Fig. 1. Pipeline overview of the proposed SDL-based fall detection system.
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3.2 Data Preprocessing

Most of the proposed wearable fall detection relies, mainly, on the data prepro-
cessing phase, including feature extraction and feature selection, as it plays a
critical role in defining an accurate fall detector [14]. In this sense, one of the
faced challenges for this placement is extracting relevant features that better
describe raw data and discriminate ADL events from a fall event, especially for
overlapped and similar data. Finding significant attributes that better illustrate
the raw data has always been a challenge depending on the device’s on-body
position. For instance, most on-wrist solution presented in the literature depends
mainly on accelerometer [4,11,20,34], while some others fuses it with other sen-
sors like gyroscope [7,32,33], gyroscope and magnetometer [19], or heart rate
sensor [14].

Fig. 2. Proposed scenarios for data preprocessing.

This work implements SDL for classification approaches in a wrist-based fall
detection system with the aim of benefiting of its capacity to generate more dis-
criminative features using sparse representation. For this purpose, we consider
two scenarios as demonstrated in Fig. 2. In scenario (A), the system will process
a time window of raw data, where we will test the effect of each sensor in the
system efficiency by adding one sensor at a time. The second scenario (B) exper-
iments extracted features, as we will adopt the movement decomposition-based
feature extraction method used in [19]. We will only acknowledge the vertical
component of the movement and the orientation decomposition as it reached
the best results in the latter work. We denote VA, VV, and VD respectively as
Vertical Acceleration, Vertical Velocity, and Vertical Displacement. The Euler
angles present the spacial orientation features, i.e. yaw, pitch, and roll.

3.3 Dictionary Learning for Fall Detection

As being a branch of Machine Learning, the classification based on SDL involves
two main phases, namely the training and the testing phases. In the training
phase, the goal of the SDL algorithm is to map the low dimensional training
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data to a high and sparse dimensional representation using a learned dictionary
D, to make a more discriminated pattern and easier to be distinguished. In this
paper, we consider three SDL algorithms, SRC, FDDL, and LRSDL, that we
previously detailed in Sect. 2.2.

Considering the test phase, the testing sample can be classified by directly
coding it over the obtained D. Generally, the sparse code is then used as a feature
descriptor of the data in order to calculate the reconstruction error associated to
each class. The prediction is accorded to the class with the least error following
the formula expressed by Eq. (4). However, the SDL performance is directly
affected by the dictionary size. To abstract each SDL’s higher performance we
will inspect the impact of the Dictionary size into the system’s accuracy.

4 Experimental Validation

4.1 Performance Metrics

This study is evaluated in terms of three common metrics, namely, Accuracy
(AC), Sensitivity (SE), and Specificity (SP). AC represents the overall true detec-
tion, SE represents the ability to detect authentic falls among all detected falls,
and SP represents the capacity to detect real ADL in all the detected ADL.

4.2 Experimental Configuration

In our experimental analysis, we assume that a 4-s time window is sufficient
to extract a fall or an ADL event. We consider that the collected data set is
subdivided such as 75% of the data (nearly 300 samples for each class) is for
the training phase and 25% for the test phase. From our experiments, the SDL
algorithms’ hyper-parameters are set based on the best-achieved performances
for our dataset using random training features. Thus, we initiate them as follows:
SRC: λ = 0.01; FDDL: λ1 = λ2 = 0.001; LRSDL: λ1 = 0.001, λ2 = 0.01,
η = 0.02. Throughout this study, the size of the dictionary D for the FDDL and
the LRSDL algorithm will vary between 50 and 300 atoms per class depending
on the experiment.

4.3 Experimental Result

In this study, we followed two main experimentation scheme to validate the high
sensitivity and efficiency of our proposed method. Firstly, we fix the Dictionary
size in order to assess the SDL classification performance behavior compared
with each outline of both scenarios showcased in Fig. 2. Secondly, we evaluate
the best performance of the previous experiment with multiple D sizes for the
FDDL and LRSDL algorithms to exhibit for each the best-fitted size to our
proposed system.
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Table 1. Performance comparison for different methods of raw data scenario.

Algorithm SRC FDDL LRSDL

AC SE SP AC SE SP AC SE SP

Acc 99.8 100 99.6 98.0 98.0 98.0 97.4 97.9 96.9

Acc, Gyr 90.6 90.6 90.6 90.6 93.8 87.5 90.1 93.8 86.5

Acc, Gyr, Mag 97.4 96.9 97.9 96.4 96.9 95.8 97.4 96.9 97.9

Table 2. Performance comparison for different methods of feature extraction scenario.

Algorithm SRC FDDL LRSDL

AC SE SP AC SE SP AC SE SP

VA, VV, VD 96.4 97.9 94.8 95.9 99.0 92.7 95.8 99.0 92.7

Euler 99.5 99.0 100 98.4 100 96.9 98.4 100 96.88

(+Euler) 96.9 96.9 96.9 95.8 96.9 94.8 96.4 95.8 96.9

1st Experiment. The SRC algorithm generates a dictionary D with the size
of the training samples, we set a D size of 300 atoms per class.

Table 1 and Table 2 exhibit respectively the performance of the tested SDL
algorithms under Scenario (A) and Scenario (B). In Table 1, an impressive per-
formance is achieved by the SRC algorithm using a single triaxial accelerometer
raw data. Even though joining the gyroscope has significantly decreased effi-
ciency, it has proved its convenience when fused with the magnetometer. Table 2
shows that the extracted spacial orientation angles present a better accuracy
compared with it when fused with a vertical movement component. Overall, the
SRC has reached the best accuracy of 99.8% compared to FDDL and LRSDL
when processed with a raw data accelerometer.

2nd Experiment. In order to inspect the best performance of both SDL algo-
rithms, i.e FDDL and LRSDL, we vary the D size in the range of [50, . . . , 300]
atoms per class. As illustrated in Fig. 3, the change in SDL performance depends
roughly on the patterns of the input set. Consequently, the LRSDL has reached
the best accuracy of 99.5%, when processed with Euler angles an input data and
D presents a total of 400 atoms.

Table 3. Comparison of performance for related on-wrist fall detectors.

[34],
2014

[7],
2014

[14],
2016

[19],
2018

[11],
2018

[20],
2019

[32],
2019

[33],
2019

Our
work

Accuracy 93.75 NA 92.9 99.0 95.47 98.1 98.36 99.86 99.8

Sensitivity 83.33 95.0 80.95 100 83.33 98.1 95.1 99.93 100

Specificity 95.4 96.7 98.35 97.9 95.96 98.1 100 99.8 99.6
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We listed in Table 3 a full synthesis of performances, in terms of sensitivity,
specificity, and accuracy of prior works related to the on-wrist fall detection
system. Zheng et al. [33] achieved the best accuracy performance of 99.86%
with the use of an accelerometer and gyroscope using the Convolution Neural
Network (CNN) architecture, yet very close with the one accomplished with
our proposed study using a single sensor adopting a simpler algorithm SRC.
Moreover, our work reached the maximum sensitivity of 100% likewise the one
obtained by de Quadros et al. [19] resulting in a maximum ability to distinguish
real falls, thereafter a more reliable system.

Fig. 3. Performance of the FDDL and LRSDL for different D size, (a) Scenario A, (b)
Scenario B.

5 Conclusion

In this work, we introduced a new classification method, Dictionary Learning, for
a wrist-based fall detection system. Thus, our contribution mainly lies in apply-
ing the Supervised Dictionary Learning approach into an on-wrist fall detection
system as it has not been explored yet in literature. We explored three main
SDL algorithms, namely SRC, FDDL, and LRSDL with different experiments
in order to abstract the best performer and compares it to those reported in
previous related work. The SRC has proved its efficiency reaching respectively
99.8%, 100%, and 96.6% of accuracy, sensitivity, and specificity. Indeed, our pro-
posed method has proven the best capacity to classify real falls correctly and the
higher accuracy with just one accelerometer mounted. This solution is energy
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efficient compared with the one presenting similar accuracy thanks to its simpler
algorithm complexity compared with the CNN architecture.

Thorough experimentation will be conducted in future work, we expect an
additional improvement of results even further. As being a popular represen-
tation based paradigm, we plan next to test the performance of the SDL on
jointly learn a frame-like representation of further complex patterns like cepstral
representations and classification parameters in order to enhance the system’s
reliability.

In our future related work, we will study a further advantage of the DLA
benefits by testing its robustness in regards to noisy signals. For this proposal, we
will be combining a Signal-to-Noise Ratio (SNR) to the raw signal and compare
its performance behavior with traditional machine learning models.
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Abstract. The average of global life expectancy at birth was 72 years
in 2016 [1], however, the global healthy life expectancy at birth was only
63.3 years in the same year, 2016 [2]. Living a long life is not any more as
challenging as assuring active and associated life [25]. We propose in this
paper an IoT based holistic remote health monitoring system for chroni-
cally ill and elderly patients. It supports smart clinical decision help and
prediction. The patient heterogeneous vital signs and contexts gathered
from wore and surrounding sensors are semantically simplified and mod-
eled via a validated ontology composed by FOAF (Friend of a Friend),
SSN (Semantic Sensors Network)/SOSA (Sensor, Observation, Sample
and Actuator) and ICNP (International Classification Nursing Practices)
ontologies. The reasoner engine is based on a scalable set of inference rules
cohesively integrated with a ML (Machine Learning) algorithm to ensure
predictive analytic and preventive personalized health services. Experi-
mental results prove the efficiency of the proposed system.

Keywords: Active and assisted living · Ontologies · ML · Health
monitoring · Preventive personalized health services

1 Introduction

Information revolution and wireless mobile technology growth have made a con-
siderable contribution to the expansion and empowering of E-health services. In
fact, smart remote and mobile healthcare applications are making an enormous
shift in the health and social care workforce efficiency as well as patients’ well-
being. The main target of such applications is leveraging IoT, ML and Semantic
Web technologies to ensure opportunities that enable people to be and do what
they value throughout their lives despite illness. The headline goal of E-health
is promoting elderly independence and sustaining cognitive and physical capa-
bility via multidisciplinary and user-friendly technology. [6] is one of the earliest
c© The Author(s) 2020
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studies that has highlighted the importance of the development of a power-
ful healthcare system. The study conclude that an integrated multidisciplinary
infrastructure allowing interoperability and scalability is crucial. From that stage
to nowadays, innovations in Information and Communication Technologies have
radically changed healthcare services, created several manners for collecting and
managing data effectively and provided several solutions to e-healthcare chal-
lenges [11]. The health sector is nowadays in its knowledge age: data, infor-
mation, and knowledge are used in real time to support effective integration of
prevention, treatment, and recovery services across healthcare services. Comput-
ers are not only used to provide health services but also to improve health itself
through the management of the knowledge base and the automatic support of
decisions. Therefore, healthcare applications are now exchanging and performing
not only an enormous volume of data but also an important quantity of infor-
mation and a large knowledge base Fig. 2. Thus, the semantic interoperability is
becoming a crucial feature that is hard to imagine a healthcare or clinical system
architecture without it [15]. The IoT ontologies appear as a suitable alternative
to exchange knowledge per providing the required semantics to augment the
data contained in the information model, and that to support service manage-
ment operations [32]. Ontological models are becoming commonly used models
in healthcare systems providing a flexible approach to integrate data and share
meaning and able to assist inferring meaning [24,33]. Often ontology-based sys-
tems are using rule-based decision support system in order to assure an active
and assisted monitors of patients [33]. However, a majority of those systems are
not performing an automatic updates of the knowledge base. Hence, we propose
in this paper a semantic-based healthcare monitoring system with seamless inte-
gration of many intricate existing knowledge, ontologies and ML technologies.
It is a dynamic rule-based system, which infers information and medical rec-
ommendations based on the interaction of IoT input captured data, subjective
and objective knowledge and a dynamic rule base updates by a ML algorithm
based rules generator. The main contribution of this work is a combinations of
semantic rules reasoning and ML reasoning to provide a new ubiquitous context
awareness situation framework for healthcare monitoring systems. Those two
highly modern and very powerful tools: semantic rules based reasoning and ML
based reasoning, should provide complementary and supportive roles in the col-
lection and processing of data, identification of clinical situations and automated
decision making for supporting medical activities.

Paper Organization: The structure of this paper is as follows: Sect. 2 briefly
introduces the related works and background. Section 3 outlines our methodol-
ogy. Section 4 describes in details our proposed system. Section 5 presents context
and situation awareness ontological modelling. Section 6 focuses on the knowl-
edge and reasoning component engine. Section 7 evaluates the proposed system.
Concluding remarks and perspectives are presented in Sect. 8.
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2 Background and Related Works

Adoption of EHR1 has increased almost 9 times since 2008 [12]. This huge
amount of data circling in clinical information systems has formed new chal-
lenges as: semantic interoperability, standardization, automatic medical discov-
ery, knowledge reuse, preventive personalized health services, etc. Aligned with
this list of challenges, our work is based on three key concepts: Ontologies,
Semantic Rules and ML; presented in the sequel:

Ontologies Based Semantic Healthcare Modelling: The conceptual model
ontology is encouraging knowledge reuse and simplify problem solving in var-
ious fields. Healthcare applications are one of the systems that benefit from
using ontologies: drug recommendations discovery [8], clinical support decisions
[31], home personalized care to chronic patients [20], healthcare monitoring [33],
etc. In Ontologies engineering, integration of ontologies is a useful process that
consists on the combination of two or more standard validate ontologies from
different disciplines in the aim to create a new multi-disciplinary ontology [23].

Semantic Rules Healthcare Reasoning: Semantic web and its technologies
are providing efficient solutions in the information and system integration in
any distributed information system environments including eHealth systems for
which information integration and knowledge discovery are highly recommended
[7]. The combination of Semantic Web Rules with Ontology are becoming a
mature technology [14]. It use widespread in healthcare and clinical systems.
A semantic rules are used in reasoning based approach for dieting and exercis-
ing management for diabetics [9]. OWL ontologies and SWRL are combined to
integrate reasoning for decision support in alerting system [21].

ML Techniques for Healthcare: The high dimensional features and the avail-
ability of high quality software made the ML techniques widely used in all fields
[4]. It refers to a set of algorithms used to extract useful knowledge or to learn by
searching for interesting patterns in a large volumes of previously collected data.
The use of ML algorithms in medicine is a hot research topic: disease progression
[36,37], diagnosis prediction [5,19,35], and so on. However, those technologies
are not mature enough and researchers are still working in the different possi-
bilities and manners to integrate ML algorithms in healthcare systems [29]. One
of the combination that appears successful and promising is the combination of
ML techniques and ontologies [18,26,28].

3 Proposed Methodology

Our main goal is the integration of the ML Techniques in a combined ontology
semantic modelling and semantic rules based reasoning healthcare framework for
1 Electronic Health Records.
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chronically ill and elderly patients. Our framework is build up in three keys stage:
ontology for semantic modelling and representation, semantic rules for reasoning
and machine learning techniques for learning; detailed in the following:

Semantic Representation and Ontological Modelling: The aim of this
step is to find the best practices in semantic representation for holistic remote
health monitoring system that is characterized by a large set of terminologies.
Ontology modelling is one of the best choices, and as discussed before, the com-
bination of different standard and valid ontologies is one of the recommended
practice to build up an integrated multidisciplinary ontology.

Semantic Rules Reasoning Based Prediction: This step consists in the
definition of primary knowledge base: a prediction based set of semantic rules.
It exists two categories of rules: objectives and subjective. Objective knowl-
edge contains medical rules defined in general medicine textbooks. Subjective
knowledge is defined about the patient profile and context such as prior medical
history, genetic diseases, personal lifestyle, etc.

Machine Learning Based Healthcare Reasoning: The outcome of this step
is the best ML algorithm able to give the efficient support to the risk assessment
system by providing the best and accurate new medical rules, detailed later in
the Algorithm 1.

3.1 Information Life Cycle

In this subsection, we explain the information life cycle in our system: from a
data, to an information, then finally a knowledge. The schema of Fig. 1 rep-
resents the different steps starting from the collection of data, passing by the
different information uses in real-time ubiquitous healthcare monitoring, finally
generating of knowledge. We have two main types of data sources: received data
from smart devices and entered data by users (medical staff basically). All the
data is collected and prepared to be analysed. The first step of the data prepara-
tion consists on highlighting the outliers and missing values: any abnormal value
could be an alert. Then, in data selection, only contextual and health attributes
are selected that are related to the environment or the health situation of a
patient. un-selected data will be temporary removed from the data. Different
transformations are required, viz, String to Nominal, Unify Date Format. The
data mining step is our main contribution because it is not only processed using
data mining techniques but also it is based on inferring meaning applied using
a set of rules which consists on the subjective knowledge. In a first step, the
inferring meaning is used in real-time by the system to determinate the current
health situation of the patient, instantaneous alert, healthcare risk assessment
and anomalous detection. Each applied rule is registered in the subjective knowl-
edge. This knowledge base is able to grow in terms of number of rules. This
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Fig. 1. The life cycle of information: data, information, knowledge

growth is assisted by a ML engine. The new learned rules will be dynamically
and automatically provided to the objective knowledge. The system should allow
the updates of the ML algorithm manually and the updates of the subjective
knowledge automatically.

4 Detailed System Description

The main functionalities of the system are summarized in the following:

Electronic Health Record: is the basic functionality in our system since its
the main way of the data collection. It is a systematic recording of contextual
and environmental signs adequate to a multimodal, continuous and real-time
user interactions.

Alerts for Instantaneous Rescue: is the main functionality of our system
which consists in providing a help support system for elderly persons with chronic
diseases. It awareness users about risks and emergency situations for an early
and preventive health care.

Reasoning for Clinical Decision Support: is the major contribution of our
system providing all necessary techniques that ensure predictive analytic and
preventive personalized health services for a better clinical support system.
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Ubiquitous Monitoring and Patient Tracking: is an optional function-
alities provide an instantly monitoring and tracking that may be used for the
already mentioned functionalities.

Patient Reminder: is an optional but highly recommended functionality. It
is hard to imagine a healthcare system that is not providing a patient reminder
about medical appointment, daily medical operations, etc. Aligned with the list
of proposed functionalities, Fig. 2 is the generic architecture for a combined ML
and ontology based situation awareness framework for clinical monitoring and
healthcare decision supporting. The main contribution in this architecture is the
dynamic updates of its knowledge base in its objective and subjective parts.
Our system is a multi modal user interaction application, i.e. different smart
devices are available in the patient’s environment or in the patient’s body. The
data is collected from different devices like: body sensors worn by the user,
ambient sensors surrounding the user or smart devices, as phone, tablet, etc.
Body sensors are used to capture the health profile of the patient, viz, vital
signs, motion, location, etc. Ambient sensor reflect an image of the patient’s
environment, viz, ambient temperature, lightness, existence of a caregiver, etc.
Smart devices are basically used to allow the communication between the user
and the system and between users, viz sending an alert to user about a patient’s
situation, monitoring a patient, etc. The architecture of the proposed system is
layered and detailed in the following:

Active and Assisted Living Sensors Layer: contains all smart devices
including the set of wearable and nearable sensors related directly to the user,
his body and his environment. Its role is collecting data for a complete holis-
tic health profile for each patient: health data, ambient data, location, motion,
personal information, etc.

Networking and Communication Layer: a set of networking device allowing
the communication between the different physical elements and the connection
of those elements to the internet. Ontological model based Data Layer: it
contains the set of the collected (current and previous) data and the ontology
used in this system.

Multi-modal Interactions Application Layer: is the implementation of all
the functionalities of the system providing all the services for ubiquitous and
continuous medical monitoring and supporting the multi-modal interaction.

Semantic Rules Based Knowledge Layer: it is composed by the objective
and the subjective knowledge. It is playing a fundamental role in our system since
it contains the prediction component, i.e. prevention and detection of emergency
cases and alert management.



ML and Ontology Based Situation Awareness System 203

ML Based Reasoning Layer: it is the layer performing the main contribution
of our system which is the learning of new predictive and preventive medical or
technical rules.

Fig. 2. Proposed architecture.

5 Context and Situation Awareness Modelling

Our ontology, Fig. 3, is composed from different valid and standard ontologies:
ICNP, SSN/SOAS and FOAF. ICNP includes terminologies from the nurses’
statements. And no doubt, nursing science has a significant contribution in
healthcare services since nurses’ statements are the early and important step in
systematizing and prioritizing healthcare services [10]. In the following, we differ-
entiate predefined classes and properties from ours by prefixing each one of them
by the name of its original ontology. As One of the main classes in our appli-
cation, we consider icnp : Patient representing the patient, icnp : V italSign
representing its vital signs and icnp : Result representing all results of any
diagnosis (measurement of vital sign, measurement from blood test, etc). The
W3C, SSN is one of the popular ontologies in describing sensors. It describes the
sensors capabilities, actuators observation and all the related concepts [3,27].
SOSA is the lightweight core of SSN that provide general purpose specification
model for interaction between sensors. SOSA is an extension of the SSN ontology
in semantic web community by providing a flexible framework and easy to use
vocabulary [16]. The class sosa : Observation represents any estimation or calcu-
lation of a value of a property of a feature of interest. FOAF declares the person
profile in different fields such as health, finance, law, etc. [17]. It has four main
categories of information: basic, personal, online accounts and personal docu-
ments and images. Those standard and valid ontologies are integrated together:
merged, mapped and extended in order to provide the final ontology. In the fol-
lowing, some example of the mentioned operations: Merging: in our case this
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operation has poorly affect our ontology since, it is only linking class with the
same name which are not many in the three ontologies. The outcome of this
operation a set of equivalent axioms defining equivalence between components
having the same name as the entity Person. Mapping: we are using FOAF to
present the personal profile of users. However, the ontology ICNP has an entity
called Individual presenting the health profile of a user as height, weight. So, a
merging operation has been performed between the entities FOAF: person and
ICNP: individual. Extending: The entity Platform from SSN gathers all the
entities as sensors, actuators, other platforms hosted in the same platform. We
created the property has Platform to link each user to his sensors.

6 Knowledge and Reasoning Engine

The knowledge component is defining: general medicine domain and context data
using a set of semantic rules SWRL [14] in an abstract manner. So, the semantic
rules based knowledge engine will be basically applying such medical knowledge
to prevent and detect emergency cases. However, the reasoning techniques will
be able to learn dynamically from the previous facts, i.e. previous applied rules,
and provide new SWRL rules. The proposed system will allow a self-learning
about new relations instances of cause & effect relations between data. Causes
are the health situation represented by a set of signs and symptoms. Effects are
the medical situation of a patient, viz, emergency case, disease, diagnosis, etc.

Fig. 3. Ontology overview
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6.1 Semantic Rules Knowledge

Reasoner Engine (RE) applies the knowledge into the collected data in the order
to determinate new facts about the current patient’s situation in real-time way.
RE will be in continuous search of causes which are any changes in the medical
situation (signs and symptoms of each patient). Our preliminary set of SWRL
is only containing a basic set of medical rules allowing to detect few emergency
cases as: less blood pressure, height temperature, etc. To resume any abnor-
mal value for a vital sign, we define the following SWRL2 rule (GM): icnp :
V italSign(?v) ∧ sosa : Observation(?o) ∧ V italSignhasObservation(?v, ?o)
∧ icnp : Result(?r) ∧ sosa : hasResult(?o, ?r) ∧ AbnormalRange(?r) →
AbnormalV italSign(?v). The rule is defining abnormal vital signs as the fol-
lowing: for a vital sign ?v and its observation ?o, if the result ?r of the obser-
vation ?o is a value in an abnormal range, then ?v is an abnormal vital sign.
V italSignhasObservation(?v, ?o) and sosa : hasResult(?o, ?r) are expressing
the relation between a vital sign and its observation and between an observation
and its result. The class AbnormalRange(?r) is representing abnormal ranges.

6.2 Learning and Prediction Reasoning

ML Engine (MLE) learns from previous patient’s detected alarms to produce
new reasoning rules in different steps from the Algorithm 1. The MLE is based
on the Fast Decision Tree (FDT) Learning Algorithm [34]. Decision Tree (DT)
Learning Algorithms are known because of their simplicity, comprehensibility,
absence of parameters, and ability to handle mixed-type data. In addition, FDT
is a well-known adapted version of DT that scales up well to large data sets with
large number of attributes as a healthcare data set.

Algorithm 1. Compose Fast Decision Tree Learning Algorithm and Semantic
rules reasoning based Healthcare System
Data: Medical Data set
Result: Medical Inference Rules
forall patients do

Load data
Apply preprocessing techniques
Apply transformation techniques
Classify per types of alarms using Fast Decision Tree Learner
Learn new rules from generated tree

2 We recommend [14] for further information about SWRL notation. The symbol ? is
proceeding names of variables and ∧ is the logical And.
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7 Performance Evaluation and Results

In order to prove the feasibility of the proposed approach and to evaluate its per-
formance, we have tested the general process previously proposed in Algorithm 1
to an electronic health recorded data set from [22,30]. This data is considered
as preliminary data set. The different proposed steps have been realised with
WEKA [13]. An example of new rule is the detection of a low level of SpO2-
Oxygen Saturation- that is used to continuously monitor the oxygenation status
of critically ill patients. Actually the SpO2 measurement provides: Pleth wave-
form (visual indication of patient’s pulse), Oxygen saturation of arterial blood
(SpO2) in percent, Pulse rate (derived from Pleth wave), Perfusion indicator
(Perf)- numerical value for the pulsatile portion of the measured signal caused by
arterial pulsation. Only a medical staff is able to read and to interpret such result,
then to detect an emergency case. The result of Algorithm 1 applied to data from
one patient allow the definition of the following new rule: Perf < 0.5 and AWV <
3749.05 and AWF < 10.4 and NBP (Sys) < 105 is an emergency case with alarm
labelled SpO2 LOW PERF, Fig. 4. Then, the different instances of non normal
range of the following signs: Perf, AWV, AWF et NBP will be updated. For
example, the following axioms will be defined (or update if it exists previously):
Axiom 1 PerfAN SubClassOf PerfAbnoramlRange and Axiom 2 PerfAN
EquivalentTo PerfAbnoramlRange and somexsd : real[< 0.5]. Then, the rule
GM will be applicable to determinate a new alert.

Fig. 4. Example of Weka result

8 Conclusions

This paper presents a combined semantic rules reasoning and Fast Decision
Tree Learner algorithm for a predictive, preventive and personalized medical
framework. The main idea consists in a knowledge and reasoning engine able to
apply SWRL medical rules on collected data to generate alerts and able to create
new general medicine rules based in previous detected alerts. As a continuation
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of this work, we are aiming to develop a prototype of the proposed system and
test it on a larger samples of data collected from an elderly population with
chronic diseases.
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Abstract. The overall objective of this research is to evaluate the use of a mobile
health smartphone application (app) to improve the mental health of youth
between the ages of 14–25 years, with symptoms of anxiety/depression. This
project includes 115 youth who are accessing outpatient mental health services at
one of three hospitals and two community agencies. The youth and care providers
are using eHealth technology to enhance care. The technology uses mobile
questionnaires to help promote self-assessment and track changes to support the
plan of care. The technology also allows secure virtual treatment visits that youth
can participate in through mobile devices. This longitudinal study uses partici-
patory action research with mixed methods. The majority of participants iden-
tified themselves as Caucasian (66.9%). Expectedly, the demographics revealed
that Anxiety Disorders and Mood Disorders were highly prevalent within the
sample (71.9% and 67.5% respectively). Findings from the qualitative summary
established that both staff and youth found the software and platform beneficial.

Keywords: Smart technology � Youth � Mental health � eHealth

1 Introduction

In Canada, the total cost of treatment, care and support services for mental health
problems exceeds 42.3 billion Canadian dollars per year [1], with mental health ser-
vices for young people being the second highest youth healthcare expenditure after
injuries [2]. Although 70% of mental health problems develop during childhood and
adolescence [3], only a quarter of the 10–20% of Canadian youth affected by mental
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illness will receive mental health services [4]. Suicide is the second leading cause of
death among Canadian youth, accounting for 24% of the deaths among individuals
aged 15–24 [4]. Research on the integrated use of information technologies has shown
strong improvements in the accessibility, quality, and efficiency of health and mental
healthcare services [5]. Mobile technologies, in particular, appear to be a promising
avenue due to the ubiquitous and portable nature of mobile devices. Smart phones have
been successfully used to complement the treatment of a wide range of illnesses such as
schizophrenia [6], bipolar disorder [7], and social phobia [8].

This ongoing study is integrating a mobile technology solution into routine care for
youth who have symptoms of anxiety and depression. This technology is expected to:
1) promote healthcare outcomes, community inclusion and quality of life; and 2) reduce
healthcare system costs by preventing hospitalization and reducing the need for out-
patient visits. This report focuses on baseline data and the initial set of focus group data
with youth and their care providers.

2 Materials and Methods

Study Design
This participatory action research project utilized a pre-post, mixed methods design.
This paper reports on the baseline data from interviews and the initial focus groups after
the youth had been using the application for less than 3 months.

Semi-structured interviews are being conducted at baseline, 6, and 12 months
respectively. Focus groups will be held with youth and separate groups with care
providers. A standardized evaluation framework will be instituted to facilitate sys-
tematic effectiveness, economic, ethical, and policy analyses [9]. The primary outcome
measure for effectiveness is the Community Integration Questionnaire – Revised.

Participants
This two-year project will recruit 125 youth participants and have recruited 115 youth
(ages 14–25) from the caseloads of 46 mental healthcare providers in London and
Woodstock, Ontario, Canada who are receiving hospital-based or community agency-
based outpatient care.

Additional inclusion criteria for participants to participate in the study include:

1. Must be on a caseload of a participating staff or care provider.
2. Able to understand English to the degree necessary to participate.
3. Have symptoms of anxiety or depression.
4. Youth must be 14–25 years old.

Intervention
The study, called Youth Telemedicine and Patient-Reported Outcome Measurement
(TELEPROM-Y), allows participants synchronous and asynchronous communication
with their staff/care provider team through the Collaborative Health Record (CHR).
The CHR integrates the workflow of the full spectrum of healthcare providers, while also
having embedded patient engagement functionality. These functionalities include the
ability to: book appointments online; track quality of health and health outcome scores
usingmobile devices; access tailored educational content pertaining to theirmental health;
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and engage in both synchronous (e.g. video-conferencing) and asynchronous (e.g. secure
messaging) virtual visits with their healthcare providers. Youth participants used a
smartphone application (app) to connect to the CHR. The intervention is designed to
facilitate better care and engagement between the patient and their care team.

Collaborative Health Record (CHR)

TELEPROM-Y app

Measures
Measures included a demographic questionnaire, the Community Integration Ques-
tionnaire [10], Lehman’s Quality of Life [11], EQ-5D, health and social services uti-
lization, and Likert scales assessing perception of technology, a researcher-developed
questionnaire that inquires about participants’ attitudes and opinions of the smartphone
provided, provided data plan, and the CHR. Common qualitative items included
feedback from participants on what they do and do not like about the technology, as
well as suggestions for improvement on ethical principles such as autonomy, privacy
and beneficence. A thematic analysis [12] using an ethnographic [13] method of
analysis will be used to observe the broader social and cultural contexts surrounding
individual experiences as well as the impact on staff/care providers and how the
intervention influenced their practice.
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3 Results

Data Analysis
At present, a total of 115 participants have been recruited into the study (see Table 1).
There was a wide range of ages among the participants on enrollment from 14 to 25.
The majority of participants identified themselves as Caucasian (66.9%) as shown in
Table 1. Expectedly, the demographics revealed that Anxiety Disorders and Mood
Disorders were highly prevalent within the sample (71.9% and 67.5% respectively). Of
this sub-population of the sample who reported prior psychiatric admissions, the mean
number of days since their most recent hospitalization was 68. The Perception of Smart
Technology found that a lot of the youth participants were not using the CHR, nor had
they even downloaded it. The individuals who had used it found that it improved their
healthcare. See Figs. 1 and 2 (Table 2).

Table 1. Demographics (N = 115)

Age (mean) 19.57 yrs
Sex
Female 63 (55.3%)
Male 51 (44.7%)
Other 1 (0.9%)
Ethnicity
Caucasian 77 (66.9%)
Indigenous 12 (10.4%)
Black 6 (5.2%)
Asian 2 (1.7%)
Latin American 2 (1.7%)
Arab 1 (0.8%)
Other 5 (4.3%)
Missing 6 (5.2%)
Psychiatric diagnosis
Anxiety disorder 82 (71.9%)
Mood disorder 77 (67.5%)
Disorder of childhood/adolescence 42 (36.8%)
Personality disorder 17 (14.9%)
Psychotic disorder 14 (12.3%)
Substance-related disorder 13 (11.4%)
Developmental handicap 7 (6.1%)
Other 24 (21.0%)
Previous psychiatric hospitalization?
Yes 71 (62.3%)
No 43 (37.7%)
Missing 1 (0.9%)
Age at first psychiatric hospitalization (mean) (n = 71) 15
Estimated total number of psychiatric hospitalizations (mean) (n = 70) 5.9
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Initial Focus Groups
A staff focus group and 2 youth focus groups have been completed prior to 3 months of
implementation.

Youth described the advantages of both the app as well as having a phone. For the
application itself, youth identified increased communication with their care provider,
primarily through the messaging function. They also appreciated having the availability
of information on phone including safety plan, the ability to set up appointments and,
reminders related to wellness plan, as well as medication prompts. They enjoyed using

Table 2. Community Integration (N = 115)

Approximately how many times a month do you usually visit friends or
relatives?
Never 14 (12.3%)
1–4 times 50 (43.9%)
5 or more 50 (43.9%)
Missing 1 (0.9%)
When you participate in leisure activities do you usually do this alone or with
others?
Mostly alone 25 (21.9%)
Mostly with friends who have mental health challenges 22 (19.3%)
Mostly with family members 11 (9.6%)
Mostly with friends who do not have mental health challenges 18 (15.8%)
With a combination of family and friends 38 (33.3%)
Missing 1 (0.9%)
How often do you travel outside the home?
Almost every day 85 (74.6%)
Almost every week 25 (21.9%)
Seldom/never (less than once per week) 4 (3.5%)
Missing 1 (0.9%)
How often do you write to people for social contact using the Internet (e.g.,
Facebook)?
Every day/most days 83 (72.2%)
Almost every week 21 (18.3%)
Seldom/never 11 (9.6%)
How often do you make social contact with people by talking or text
messaging using your phone?
Every day/most days 80 (70.2%)
Almost every week 14 (12.3%)
Seldom/never 20 (17.5%)
Missing 1 (0.9%)
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a paperless format for things such as completing forms on-line that were sent by the
care provider. Examples of comments include:

I liked doing the little survey thing. Cause like when I’m bored and or like on a bus or
something and I think, need to stop focusing on people, like, probably not staring at me but
staring at me. I’ll go on it. It gives me something to do so, and like it’s helpful to so. I’ll do like
the surveys and questionnaires that pop-up …

Well I mean just yesterday, I was able talk to Dr.(Name), who scheduled an a, an appointment
for Friday, which I found really helpful because I wouldn’t know how to contact her otherwise

The youth also described areas for improvement. They described that they initially
had to take time to figure out the functions. There were several complaints about the
cumbersome log-in process. Although they identified that they understood the log-in
privacy concerns they thought it could still be streamlined. Some examples of quotes
include:

Counts/frequency: 1 - Terrible (3, 6.4%), 2 - Unhappy (1, 2.1%), 3 - Mostly 

Dissatisfied (1, 2.1%), 4 - Mixed (4, 8.5%), 5 - Mostly Satisfied (8, 17.0%), 6 - 

Pleased (15, 31.9%), 7 - Delighted (15, 31.9%)

Fig. 1. How do you feel about connecting with your care provider using your smartphone?
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At first it was confusing, but then figured it out. I don’t know, like I don’t know exactly how it’s
confusing but like, it was like, it, it was new, …
Yeah randomly it signed me out the other day like it was signed in for like a good few weeks
now and I was like thank you. And then it just randomly signed out and I was like damn.
I remember my stuff but it’s just annoying how you would put it in every single time but like I
know that’s for like confidentiality and like some people can’t go on it. But, kinda sucks
sometimes.

The other major theme related to the importance of having a phone. Many of the
youth in the study were experiencing poverty and twenty (17.5%) reported being
homeless. The phones themselves helped youth feel comfortable and connected to
other people. They reported the advantage of having a phone at all. Some examples of
quotes include:

When I didn’t have a phone like I just hate going places and not knowing where I’m going, or
like I don’t know, my anxiety’s really bad.
Then, the phones helped me to not only help myself, but to help others in like emergent
situations… which I had to do a couple weeks ago and had I not gone to the study, like I
wouldn’t have been able to help them so it’s helped in a lot of ways.

Staff identified similar issues using the app in particular the ability to securely
message their clients frequently. Specifically, staff identified the advantages were the
ability to send questionnaires and to set appointments using the app. They discussed
that sometimes youth felt more comfortable to first raise uncomfortable topics by
phone/messaging and this resulted in strengthening the relationship between the youth
and care provider and empowering the youth. Staff supporters also identified the
importance of their clients having a phone at all.

Counts/frequency: Yes (27, 55.1%), No (7, 14.3%), Don't know (13, 26.5%),

Other (2, 4.1%)

Fig. 2. Has the use of the Smartphone and CHR for personal health information improved your
healthcare?
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Some examples of quotes include:

Yeah I use messaging, especially one time um one of my youth didn’t have any minutes on their
phone so we actually were a couple times messaging through the site
I think a good one for me is the mood Qnaire and the medication one. Um, because a lot of my
youth, their mood fluctuates either in a single day – when I see them in the morning they could
be doing amazing and then by the afternoon they’re just doing horrible. So, I can send them one
of those and then kind of see like maybe what a trend is and figure out the trend and then that
way I can better support them as well
So that they do make it to their appointments on time, and at their like right day. I’m able to text
them ahead of time to remind them
So, they don’t want to like give away things in person like if its … going to cause them to cry. It
… allows them to be more vulnerable
If anything it’s increased the relationships and made them like stronger and better

For improvements they noted the app had a medical look to it that was not inviting
to youth:

It does, like I feel like if I’m a 23-year-old and I’m just looking and it’s this nice bright blue and
white, but…it’s just reminds me of a doctor’s office and a lot of our youth may be triggered by
doctor’s offices, or have had really bad experiences…

They also noted that they do not spend much time on their computer so they really
need a phone app themselves for the provider version.

4 Discussion

The demographic findings from the baseline interviews were characterized by a wide
age range (14–25 years) with a comorbidity of psychiatric illnesses. There were 62.3%
of participants who stated that they had been admitted to a hospital for psychiatric
reason. When asked the estimate total number of psychiatric admissions, the average
number of hospitalizations among youth who did report a hospitalization was 5.9 times.

With regards to community integration the sample appeared to be socially isolated
as only 43.9% visiting friends or relatives at least weekly. The majority of the sample
used social media on most days.

Based on the preliminary findings, we report that the use of smart technology was
successfully deployed to a range of youth with symptoms of depression or anxiety.
Both staff and youth identified strengths of both having the application as well as
having a phone. The ability to communicate more easily was noted as a particular
strength that has the potential to improve access to care and support the therapeutic
relationship. As previously noted in the literature, smartphones have been found to be
successful in assisting individuals with bipolar disorder [6], and social phobia [7]. It is
anticipated that the TELEPROM-Y project will be able to provide greater assistance to
individuals with mental illness through enhanced access to resources and supports, as
well as further opportunities for communication with care providers. Moreover, the use
of smartphones may represent a more convenient approach to mental healthcare as
opposed to in-person appointments or printed resources (i.e. brochures, information
sheets) that are easily lost or damaged. As described in the preliminary focus groups of
this study, some individuals may not wish to visit a healthcare provider’s office due to
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previous negative experiences. Some participants voiced that they like receiving care
from the comfort of their own environment using the CHR app. This can also negate
any potential missed appointments or concerns going unchecked, therefore providing
early intervention and prevention.

From the perspective of care providers, the CHR also allows for greater monitoring
of clients for early intervention and prevention. By using the app to complete the
questionnaires in real time the care providers can be alerted to any potential mental
healthcare crises that may have otherwise been unreported or unacknowledged. This
approach could allow mental healthcare providers to see and communicate with more
individuals in one day. By improving this connectivity with care providers, participants
in this study can overcome barriers to care such as lack of money or transportation to
attend appointments, and difficulty accessing much-needed services. In Canada alone,
64% of street-involved youth have reported difficulty accessing services [14].

A challenge for this project was encouraging hospital health care providers to adopt
this technological approach. Although a number of hospital care providers embraced
the technology and efficiency of the software available, others were skeptical. Due to
the personal nature of the data being collected, some were concerned about the par-
ticipants’ privacy. Through the CHR is fully compliant with jurisdictional standards of
practice, professional standards and guidelines, some care providers still did not want
to participate in the study, so our team recruited from community agencies.

Another unanticipated expense was the amount of smartphones and data plans
needed. In our proposal we anticipated purchasing 40 smartphones and 40 data plans
but since a lot of the youth participants are living in poverty and/or homeless, an
additional 55 had to be provided with a smartphone and 73 with a data plan to
participate.

This study was limited by not being controlled other than by the pre/post-
intervention design; future research could benefit from a comparison with a similar
cohort of participants who do not receive the intervention during the study period,
perhaps as part of a waiting list that could later receive the intervention.

5 Conclusion

The implications of this study could be far-reaching. This intervention may provide a
more efficient approach that enhances connectivity with care services. Further, this
intervention could represent a more efficient approach to mental healthcare by pro-
viding participants with greater opportunities to seek additional support and resources.
We further anticipate that these extra supports will result in greater community inte-
gration among participants, which in turn could improve quality of life.
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