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Chapter

Financial Reporting and Analysis of
Tesla Green Technology in the
United States Market
Nizar Mohammad Alsharari

Abstract

This study aims to discuss and analyze the financial position and performance of the
US Tesla green technology company in the United States. This study uses a case study
approach, financial data, and website methodologies to collect and analyze the research
data. The case study is Tesla, Inc., which is a US electric vehicle and clean energy
company based in Austin, Texas. Tesla is a green technology company that produces
and designs electric cars, battery energy storage from home to grid-scale, solar roof tiles
and solar panels, and related products and services. Tesla is growing fastly by introduc-
ing new green products, and it is now one of the world’s most valuable enterprises. It
has a high market capitalization of almost US$1 trillion to become the world’s most
valuable automaker. This study concludes that Tesla has changed their strategy to
become the most worldwide sales of purely battery electric vehicles, capturing 23% of
the market and 16% of the plug-in electric battery in the market for 2020. It has also
developed a significant installer of photovoltaic systems through its subsidiary Tesla
Energy in the United States. One of the largest global battery energy-storage systems
suppliers is Tesla Energy, with 3.99 gigawatt-hours installed in 2021.

Keywords: financial reporting, financial analysis, tesla, manufacturing company,
United States

1. Introduction

Global business has become more competitive than before. The technology and
dynamic life increase the opportunities and risks for several firms. Accordingly,
financial statements and financial analysis must be developed to assess the company’s
performance relative to its past performance or relative to its industrial competi-
tors [1–6]. The financial statements are annual reports containing essential informa-
tion about the firm, including income, cash flows, and current financial condition,
illustrating the assets, liabilities, and owners’ equity. However, if the financial infor-
mation is not analyzed well, it will not help the company’s success and management
decision-making. In addition, a firm should be prepared for the uncertainties and
opportunities in the future; therefore, the financial analysis can support oversight of
the future business [3, 7, 8].
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The financial analysis uses financial statements to evaluate the firm’s overall per-
formance, assess the equity securities, value opportunities, and risk, grow company
earnings, and increase the cash flow. This study discusses financial statements, the
difference and similarities between US GAAP and IFRS, financial data collection,
research methodology, and analysis. In addition, a case study of one of the recent
international companies, which is Tesla Motors, will be explained, and financial anal-
ysis and results will be applied to it [9, 10].

The used financial analysis method is financial ratios analysis. In this research, the
profitability ratio, liquidity ratio, leverage ratio, and activity ratio will be applied to
the financial statement of Tesla Motors. This study aims to evaluate the financial
position of Tesla Motors through ratios and formulas to analyze the efficiency and
business risk of the enterprise.

2. Literature review

2.1 Financial statements overview

A financial statement consists three main statements that provide essential
details and information about the company’s performance—income statements,
balance sheets, and cash flow statements. The statements are analyzed annually using
financial analysis techniques to continuously compare the firm effectiveness with
previous years and compare it with the competitors from the same industry [11–13].

2.1.1 Income statement

The income statement is defined as the profit and loss statements representing the
cost of sales, total operating expenses, net profit to the net sales over a certain period,
and earnings per share. The cost of sales contains the cost of merchandise, production,
materials purchase expenses, research and development costs, and total operating
expenses, including administrative and distribution expenses. To increase the net
profit of the firm, expenses must be decreased, and sales have to be increased. The
return of investment, financial flexibility, operating capabilities, and risk are essential
information gathered from the income statement. The firm’s overall performance is
measured by the return of investment, where the enterprise’s ability to adapt to
consequences and opportunities is defined as financial flexibility. Moreover, the abil-
ity to maintain operations at the desired level is considered the operating capability,
and risk is defined as the uncertainty related to the firm’s future. In summary, an
Income statement supports the stakeholders and managers in evaluating the past
performance, predicting future performance, and reducing the risk and uncertainty in
achieving future cash flows [14].

2.1.2 Balance sheet

The balance sheet statement is referred to as the statement of financial position.
The primary role of the balance sheet is to report the firm’s assets, “economic
resources,” liabilities, “economic obligations,” and equity over a particular period
where total assets should be equal to total liabilities and equity “residual claims of
owners.” The assets are shown concerning its cash liquidity, and the liabilities are
related to its maturity date. The balance sheet can be measured by several values based
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on the relevance and reliability of desired attributes—a one-time cost, present cost,
present market value, net realizable value, and the current value of future cash flows.
At a specific balance sheet date, the current or present cost is the cash required to
attain the asset, whereas the current market value is the amount of cash gained from
selling the asset. In addition, the net realizable value is represented as the cash
obtained from the sale of a future asset. The benefit of the balance sheet is to gather
information and data about obligations, resources, and net resources equity. As well as
it supports predicting the time, cost amounts, potential, and uncertainty of future
cash flows [14].

2.1.3 Statement of cash flow

The cash flow statement is a classification of cash payments and cash receipts
issued by financing, operating, and investing activities. Each firm prepares the cash
flow statement annually and compares the current year with previous years to
evaluate the overall performance and plan the organization’s expenditures. The
information and details provided by the cash flow statement report to stakeholders,
lenders, and investors are cash that comes from or is used in operating and financing
activities and the change of cash, whether increasing or decreasing in a particular
period. In addition, the statement of cash flow support making economic decisions
about the firm. The financing activities related to a firm are treasury stock, which
describes the reacquisition of earlier issued shares, stock issuance, dividends payment
to stakeholders, debt financing, and debt repayment. Investing activities contain
fixed assets, debt sale or purchase, and equity securities of entities. Additionally,
the operating activities are related to manufacturing companies and the sale of
goods [14].

The above three statements can be prepared in accordance with two types of
the conceptual framework, which are The International Financial Reporting
Standards (IFRS), which is used the worldwide, and the United States Generally
Accepted Accounting Principles (US GAAP), which was used in the US but
recently it has been used by some firms in the UK and India. Both representations
have similarities and differences in finance and account aspects. Some differences
and similarities in financial aspects are illustrated in the table below (Similarities
and Differences A comparison of IFRS, US GAAP, and UK GAAP*, 2005)
(see Table 1).

2.2 Financial analysis techniques

To evaluate firm performance, it is complimentary to analyze the presented
data and compare it with historical data or/and other competitors from the
same industry. Thus, the basis and elements of comparison must be clarified to
ensure an entity’s excellent performance and effectiveness. Analytical techniques
can assess the firm’s capabilities to generate and grow the cash flow and earnings.
Additionally, it supports identifying the cash flow and earnings risks for current and
future times.

For example, one of the main aspects of comparison is the firm profitability
compared with other companies. In most cases, there will be differences between the
companies in the firm size, presenting financial information or/and the currency of
financial data. Therefore, comparing the firms based on the net income will provide
the right and valuable results. An alternative methodology was created, a ratio analysis
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technique that expresses one value concerning another value that enables more
sufficient and accurate comparison and results. Furthermore, performing the
standard size of financial statements eliminate the size factor, which provides
improper results.

Regarding the issue of currency differences that appear from comparing interna-
tional companies, an alternative method rather than using ratio analysis is using global
exchange rates and unifying the currency in financial status at the end of a particular
period. In addition to that, the enterprise compares its performance over time. Using
the ratio analysis, which is horizontal financial statements that compare the current
year to a based year and implement the results as a graph, shows the significant
changes in the firm’s effectiveness and performance [14].

The primary objectives of using ratio analysis are as follows:

1.Assess the past performance, evaluate the current financial position, and predict
future opportunities and risks.

2.Support analysis to determine earnings and free cash flow.

3.Examine the firm’s financial flexibility and ability to provide the cash needed to
grow the firm and meet the obligations in normal or unexpected circumstances.

4. Improve management’s ability to make better decisions related to enterprise
growth (Henry, Robinson, and Van Greuning, n.d.).

Types of ratio Analysis:

1.Profitability ratio. It concentrates on the enterprise’s effectiveness in using
resources and operating processes to earn and increase income.

Financial

Statement

IFRS US GAAP

Income

statement

1.No standard format.

2.Present in one of two formats, either

function or nature.

3.Prohibits extraordinary items category.

1.Use single-step or multistep format.

2.Allow extraordinary items category.

Balance

sheet

1.No particular format.

2.Liquidity presentation of assets & liabilities.

3.Present current and non-current assets and

current and non-current liabilities.

1.Current assets, liabilities, and equity

and decreasing the order of liquidity.

2. Public companies should follow SEC

guidelines.

Cash flow

statements

1.Use direct or indirect methods.

2.Limit flexibility of content.

3.Overdrafts cash and cash equivalent with

short-term maturity.

4.No exemptions.

1.Use direct or indirect methods.

2.More guidance for each specific

category.

3.Cash includes equivalent but excludes

overdrafts.

4.Limited exemptions for specific

investment firms.

Sources: The Author.

Table 1.
IFRS and US GAAP conceptual frameworks: Similarities and differences in financial statements preparation.
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2.Liquidity ratio. It evaluates the organization’s ability to meet financial
obligations in the short term.

3.Leverage ratio. The leverage ratio provides the data on long-term solvency in an
enterprise.

4.Activity ratio. It implements to assess the firm of using its assets.

5.Market test ratio. It provides measurements of market strength.

6.Cash flow ratio. It measures the cash adequacy and cash flow return (Analysis
and Use of Financial Statements, 2004).

3. Case study: financial analysis of tesla motors

3.1 Automobile industry overview

The automobile industry is the producer of electric, hybrid, and gasoline-powered
vehicles and one of the largest industries that affect the economy and culture of the
world. Moreover, it opened a broader market area for many businesses and commerce
by using vehicles in transporting people and goods. Based on the worldwide statistics,
the leading countries for the production of passenger cars in 2018 are represented in
the figure below. The total global sales of passenger cars reached 62 million vehicles in
2018, and the United States produced around 2.8 million vehicles. Accordingly, the US
is considered one of the largest automobile markets in production and sales.

The most produced and selling brands of vehicles in the US automobile industry
are Ford, Volkswagen, Toyota, Hyundai, and Chevrolet. All mentioned models are
fuel-based vehicles where a new generation of alternative energy resources was
developed in the US to produce and sell hybrid and electric vehicles. One of the
leading global producers of electric cars is Tesla Motors. This research discusses an
overview of Tesla Motors, methodology, and analysis of Tesla’s financial statements
(see Figure 1) [16].

3.2 Company background: tesla motors

Tesla Motors is an international manufacturing automotive and energy company
founded in 2003 and based in California, US. The company is founded by Martin
Eberhard, Marc Tarpenning, Elon Musk, J. B. Straubel, and Ian Wright. The organi-
zation aims to establish a sustainable energy eco-system by creating affordable vehi-
cles and building unique energy solutions like solar roofs, power walls, and power
packs. Tesla’s automotive and energy solution enables the consumers to manage the
generation, consumption, and storage of renewable energy. Tesla Motors achieved a
financial turnover of around 21.5 billion US dollars in the fiscal year of 2018 and
45,000 employees in 30 worldwide branches.

Due to the massive competition in the automotive industry, the global economy
affecting the business, and the competitive prices, Tesla Motors added a unique value
to its customers by alternating fuel-based vehicles with electric vehicles. Although
Tesla avoids the risk of increasing the oil prices, technological and political environ-
ments significantly impact Tesla vehicle prices. Therefore, the financial and
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non-financial performance of Tesla should be analyzed carefully to support in making
critical decisions and to determine the future risk and potential of the company [17].

4. Research methodology

The historical financial information and data of Tesla Motors provide a better
understanding of its financial position and cash flow forecast. Moreover, by
comparing the annual financial reports, the created value of Tesla and performance
relative to peers can be examined. The financial information contains annual
reports of Tesla’s income statement, balance sheet, and cash flow. Those financial
details are authenticated and published by Tesla Motors company. In this research,
the financial data duration will be analyzed, including the years from 2015 to
2018. A copy of detailed Tesla financial statements is attached in appendix A.
Furthermore, the model used to evaluate Tesla’s financial performance is described
in (Figure 2).

The financial technique used in this research is the ratios analysis technique, which
provides financial measurements and results to indicate the performance of Tesla
Motors. The main four ratios for financial data analysis are liquidity ratios, assets
management ratios, profitability ratios, and debt management ratios (Appendix B).
Each ratio contains various formulas that describe an essential principle of finance and
account, represented in the table below (see Table 2).

Figure 1.
Leading countries for the production of cars in 2018 [15].
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5. Financial analysis and results

5.1 Liquidity ratios

The liquidity ratio indicates the strong ability to use its asset to cover its short-term
debts. The three liquidity ratios used in this research are current ratio, quick ratio, acid
test, and cash ratio.

5.1.1 Current ratio

The current ratio formula is performed by dividing the current assets by the
current liabilities for the same year. The current asset consists of cash and cash
equivalents, restricted cash, net accounts receivable, inventory, prepaid expenses, and
other current assets, where current liability includes Accounts payable, accrued lia-
bilities, deferred revenue, resale value guarantee, customer deposits, current portion
of long-term debt and capital leases (see Table 3 and Figure 3).

Analysis: As observed from the above table and graph, the current ratio exceeded
only in 2016, when the firm used its assets correctly and paid the creditor back. On the
other hand, for 2017 and 2018, the current ratio decreased, indicating that the firm
could not meet its short-term obligations. The liquidity position of General Motors has
been reducing negatively for the past two years. Accordingly, the firm can increase its
current liabilities compared to its current assets by increasing inventory sales,
resulting in increasing the cash. Moreover, the average current ratio of the automobile
industry is 1.01 for 2018, which means that General Motors is less than the average
current ratio of 17.69%.

Figure 2.
The research methodology.

Liquidity Ratios Asset Management

Ratios

Profitability Ratios Debt Management Ratios

1. Current Ratio 1. Accounts Receivable

Turnover

1. Net Profit Margin 1. Debt Ratio

2. Quick Ratio 2. Inventory Turnover

Ratio

2. Gross Profit Margin Ratio 2. Time Interest Earned

3. Cash Ratio 3. Accounts Payable

Turnover

3. Operating Profit Margin

Table 2.
Financial ratios analysis.
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5.1.2 Acid test ratio

The acid test or quick ratio is calculated by eliminating the inventories from
current assets and dividing them by current liabilities (see Table 4 and Figure 4).

Analysis: it is obtained that General Motors has poor liquidity since its liquid assets
are low and cannot pay off and cover its entire current liability.

Category/Year 2018 2017 2016 2015

Current Assets $ 8,306,308 $ 6,570,520 $ 6,259,796 $ 2,782,006

Current Liability $ 9,992,136 $ 7,674,670 $ 5,827,005 $ 2,811,035

Current Ratio 0.8313 0.8561 1.0743 0.9897

Table 3.
Current ratio analysis.

Figure 3.
Current ratio graph.

Category/Year 2018 2017 2016 2015

(Current Assets-Inventories) $ 5,192,862 $ 4,306,983 $ 4,192,342 $ 1,594,168

Current Liability $ 9,992,136 $ 7,674,670 $ 5,827,005 $ 2,811,035

Acid Test Ratio 0.5197 0.5612 0.7195 0.5671

Table 4.
Acid test ratio.

Figure 4.
Acid test ratio graph.
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5.1.3 Cash ratio

A cash ratio is a type of measurement, which evaluates the strong ability to cover
its current liability by only its cash and cash equivalent (see Table 5 and Figure 5).

Analysis: Although the cash and cash equivalent increased from the year 2015 to
2018 except between 2016 and 2017, there was a slight reduction, but the company
failed to cover its liabilities. Thus, it should increase its investments to increase its cash
and cover the current liabilities.

5.2 Asset management ratios

The most important financial ratios for the manufacturing company are asset
management because it effectively measures the enterprise usage and control of its
assets. It consists many ratios, but in this research, the accounts receivable turnover,
inventory turnover, accounts Payable turnover, and total asset turnover will be
implemented on General Motors’ financial statements.

5.2.1 Accounts receivable turnover ratio

The accounts receivable turnover measures the number of cash collection times
during a particular period, and it is calculated by dividing the sales by the average
account receivable (see Table 6 and Figure 6).

Category/Year 2018 2017 2016 2015

Cash and Cash Equivalent $ 3,685,618 $ 3,367,914 $ 3,393,216 $ 1,196,908

Current Liability $ 9,992,136 $ 7,674,670 $ 5,827,005 $ 2,811,035

Cash Ratio 0.3689 0.4388 0.5823 0.4258

Table 5.
Cash ratio.

Figure 5.
Cash ratio graph.

Category/Year 2018 2017 2016 2015

Sales $ 21,461,268 $ 11,758,751 $ 7,000,132 $ 4,046,025

Average Accounts Receivable $ 949,022 $ 515,381 $ 499,142 $ 168,965

Accounts Receivable Turnover Ratio 22.61 22.82 14.02 23.95

Table 6.
Accounts receivable turnover ratio.
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Analysis: Based on collected data, the accounts receivable turnover ratio decreased
at the end of 2016 and increased in 2017 and 2018. The graph indicates that Tesla
Motors is doing well in collecting its cash annually.

5.2.2 Inventory turnover ratio

This ratio is calculated several times inventories are sold and restocked yearly. All
manufacturers have Inventories to keep unsold stocks which cost them significant
value until the materials are sold out. It is measured by dividing the cost of goods sold
over the average inventories (see Table 7 and Figure 7).

Analysis: The inventory turnover ratio indicates that Tesla Motors has improved
over four years, wherein in 2018, the firm renewed its total inventory about 6.48
times a year.

Figure 6.
Accounts receivable turnover ratio graph.

Figure 7.
Inventory turnover ratio graph.

Category/Year 2018 2017 2016 2015

Cost of Goods Sold $ 17,419,247 $ 9,536,264 $ 5,400,875 $ 3,122,522

Average Inventories $ 2,688,491 $ 2,165,495 $ 1,672,646 $ 1,115,756

Inventory Turnover Ratio 6.48 4.40 3.23 2.80

Table 7.
Inventory turnover ratio.
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5.2.3 Accounts payable turnover ratio

Since raw materials are considered the main expenses of manufacturing firms, the
accounts payable turnover measures the speed of paying the purchasing of raw mate-
rials or inventories on the account. The account payable turnover is calculated by
dividing the purchases over average accounts payable. The below formula calculates
the value of the purchase (see Table 8 and Figure 8).

Purchases = Cost of goods sold + [(Ending inventory) – (Beginning inventory)].
Analysis: It has been observed that Tesla Motors can pay its purchases on time

5.366 times in 2018, which is improved compared to previous years.

5.3 Profitability ratios

The company’s overall efficiency and performance are evaluated by the profitabil-
ity ratio, where it concentrates on measuring the assets and controlling the expenses to
generate a reasonable rate of return. In addition, it analyses the firm current opera-
tional performance compared to previous years. The net profit margin, gross profit
margin ratio, and operating profit margin ratio will be performed on the financial
statements of Tesla Motors.

5.3.1 Net profit margin

The net profit margin is calculated by dividing the net profit after tax over the net
sales. For any automotive company, the higher the net profit margin, the better the
performance (see Table 9 and Figure 9).

Category/Year 2018 2017 2016 2015

Purchases $ 18,269,156 $ 9,732,347 $ 6,190,491 $ 3,446,685

Average Accounts Payable $ 3,404,451 $ 2,390,250 $ 1,860,341 $ 916,148

Accounts Payable Turnover Ratio 5.366 4.072 3.328 3.762

Table 8.
Accounts payable turnover ratio.

Figure 8.
Accounts payable turnover ratio graph.
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Analysis: As observed from previous data, the net profit margin significantly
decreased in 2018 compared to previous years, where the most profitable year is 2015
and the second most profitable year is 2017.

5.3.2 Gross profit margin ratio

A gross profit margin serves as the source of paying additional expenses and
savings for the future to assess financial health. The gross profit margin ratio is
calculated by dividing the gross profit over sales (see Table 10 and Figure 10).

Category/Year 2018 2017 2016 2015

Net Profit after Tax $ 1,062,582 $ 2,240,578 $ 773,046 $ 888,663

Sales $ 21,461,268 $ 11,758,751 $ 7,000,132 $ 4,046,025

Net Profit Margin (Percentage) 4.951% 19.055% 11.043% 21.964%

Table 9.
Net profit margin.

Figure 9.
Net profit margin graph.

Figure 10.
Gross profit margin ratio graph.

Category/Year 2018 2017 2016 2015

Gross Profit Margin $ 1,004,745 $ 2,209,032 $ 746,348 $ 875,624

Sales $ 21,461,268 $ 11,758,751 $ 7,000,132 $ 4,046,025

Gross Profit Margin Ratio (Percentage) 4.682% 18.786% 10.662% 21.642%

Table 10.
Gross profit margin ratio.
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Analysis: From 2015 to 2018, the gross profit margins are positive, which indicates
that the firm is profitable.

5.3.3 Operating profit margin ratio

This ratio is calculated by dividing the operating profits over sales (see Table 11
and Figure 11).

Analysis: The operating margin of Tesla Motors is dramatically decreased in 2018
compared to previous years, which indicates that the firm is earning less per dollar of
sales. The low operating profit margin is due to high fixed production costs or high
sales volume.

5.4 Debt management ratios

The degree of safety afforded to creditors is financial leverage or debt financing.
There are two methods to obtain the enterprise debt by determining the borrowed
funds used to finance assets on the balance sheet. The other is by obtaining the fixed
charges covered by the operating profits in the income statement.

5.4.1 Debt ratio

The debt ratio is calculated by dividing total debt over total assets,
where total debt contains current liabilities and long-term debt (see Table 12 and
Figure 12).

Analysis: The debt ratio is less than one, which indicates that a higher amount of
the firm’s assets is financed by its equity, not by its liability.

Figure 11.
Operating profit margin ratio figure.

Category/Year 2018 2017 2016 2015

Operating Profits $ 388,073 $ 1,632,086 $ 667,340 $ 716,629

Sales $ 21,461,268 $ 11,758,751 $ 7,000,132 $ 4,046,025

Operating Profit Margin Ratio 0.018 0.139 0.095 0.177

Table 11.
Operating profit margin ratio.
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5.4.2 Time interest earned ratio

The time interest earned is measured by dividing the earnings “EBIT” before
interest tax by the interest charged. The ratio indicates the enterprise’s ability to meet
the interest payment (see Table 13 and Figure 13).

Analysis: As observed, the company can pay for the interest. The higher the ratio
is, the better since it indicates that the firm covers the interest from its earnings.

Category/Year 2018 2017 2016 2015

Total Debt $ 13,433,874 $ 15,348,310 $ 10,923,162 $ 4,125,915

Total Assets $ 29,739,614 $ 28,655,372 $ 22,664,076 $ 8,067,939

Debt Ratio 0.452 0.536 0.482 0.511

Table 12.
Debt ratio.

Figure 12.
Debt ratio graph.

Category/Year 2018 2017 2016 2015

EBIT $ 4,340,986 $ 2,208,596 $ 1,600,685 $ 917,671

Interest Charges $ 663,071 $ 471,259 $ 198,810 $ 118,851

Time Interest Earned Ratio 6.547 4.687 8.051 7.721

Table 13.
Time interest earned ratio.

Figure 13.
Time interest earned graph.
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6. The conclusions

An overview of financial statements, financial presentation methods, and financial
analysis was discussed. A real-life case study on Tesla Motors was implemented to
perform the financial analysis and concluded the results of its financial statements and
analyses to evaluate its performance.

This study concludes that Tesla Motors continuously suffers from losses. Tesla
Motors has a high value of assets since they concentrate on adding value to the
customers and inventing unique electric vehicles. In addition, the automobile industry
is too competitive where vehicle manufacturers compete to drive the attention of
various stakeholders in the market. Furthermore, the new idea of shifting from fuel-
based vehicles to electric-based vehicles needs significant duration to convince stake-
holders to purchase the developed electric cars. However, this research proves that
Tesla Motors made low gross profits where it decreased from 21.642% in 2015 to
4.682% in 2018. The decrement is due to high maintenance costs, research and devel-
opment cost, selling expenses, and administrative expenses. Furthermore, the interest
percentage is too high where Tesla Motors is accumulating the losses, which leads to
increasing the interest expenses of the current year. The financial ratios support Tesla
Motors to highlight the current firm position and provide the potential threats and
opportunities in the future.

This study concludes that Tesla has changed their strategy to become the most
worldwide sales of purely battery electric vehicles, capturing 23% of the market and
16% of the plug-in electric battery in the market for 2020. It has also developed a
significant installer of photovoltaic systems through its subsidiary Tesla Energy in the
United States. One of the largest global battery energy-storage systems suppliers is
Tesla Energy, with 3.99 gigawatt-hours (GWh) installed in 2021.

This study also concludes that Tesla has changed its production strategy over time.
It started to produce its first car model, the Roadster sports car, in 2009, which was
followed by the Model S sedan in 2012, the Model X SUV in 2015, the Model 3 sedan in
2017, and the Model Y crossover in 2020. However, the Model 3 is the best-selling
plug-in electric car in the global market, and, in the mid of 2021, it became the first
electric car sale with 1 million units globally. The sale strategy thus has been devel-
oped. The global sales of Tesla increased to 936,222 cars in 2021, with an 87% increase
over the previous year, and cumulative sales for all years totaled 2.3 million cars at the
end of 2021. By the end of 2021, The market capitalization of Tesla reached $1 trillion
to hold the rank 6 in US market history.
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Appendix A

• The year 2017–2018
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• The year 2017–2016
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• The year 2016–2015
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Appendix B
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Abstract

This chapter aims to explain the implementation of accounting in Islamic banks 
industries. Moreover, the research question will include the following: (i) What are 
the principles of Islamic banking? (ii) How is the implementation of Islamic account-
ing in Islamic banks? (iii) What is meant by Islamic ethical principles? (iv) What is 
meant by Islamic financial transactions? (v) What is meant by Islamic financial state-
ments?. Furthermore, based on the formulation of the problem, this chapter aims to 
understand the implementation of understanding the accounting process for Islamic 
banking institutions according to Islamic Accounting Standards. In addition, the 
implication of this chapter is to provide a scientific repertoire in the field of Islamic 
accounting, especially related to the Islamic banking industry.

Keywords: Islamic bank, accounting, Islamic accounting, Islamic principles,  
Islamic financial transactions

1. Introduction

The historical background of establishing Islamic banks in various countries has 
differences in the year of establishment and the motivation for establishing Islamic 
banks in these countries. Moreover, the background and motivation for the establish-
ment of Islamic banks in several countries are as follows:

• In 1950, the first Islamic bank was established in Pakistan. The Muslim com-
munity of fund owners founded the Islamic bank. The bank implements interest-
free for savers and borrowers. This bank aims to provide loans to poor farmers to 
use for agricultural improvement on their land. However, banks still charge low 
administrative fees for borrowers to cover the bank’s administrative costs [1, 2].

• On July 25, 1963, the first Islamic bank in Egypt was established under Mith-
Ghamr Islamic Savings Bank. The bank was founded by El-Naggar, who is an 
academic. In addition, the establishment at Mith-Ghamr was an experimental 
bank that imitated the savings bank in Germany, which was then implemented 
in rural areas in Egypt. However, the purpose of this bank is different from the 
savings bank in Germany, where the purpose of the Mith-Ghamr Islamic Savings 
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Bank is to mobilize funds from the public in Egypt by applying Islamic principles 
to provide customers with a halal income. The objectives of establishing the 
Mith-Ghamr Islamic savings bank are as follows: (i) as an institution that mobi-
lizes funds in rural Egyptian communities so that people who have excess funds 
can be appropriately allocated to people who need capital; (ii) as an educational 
center to manage the finances of the Egyptian people so that people have the 
habit of saving and saving to improve their welfare; (iii) helping to mobilize idle 
funds in Egyptian rural communities so that idle funds in the community can 
be used as capital for productive activities. The development of this bank was 
quite successful and was accepted by the people in Egypt. However, after the 
Mith-Ghamr Islamic Savings Bank developed quite widely in the community for 
approximately 3 years, this bank was closed in 1967 by the government due to 
political reasons [3, 4].

• In the same year (1963), with the establishment of the Islamic Savings Bank, in 
Malaysia, a Hajj Savings Bank was also established. The objectives of establishing 
a Hajj Savings Bank by the Malaysian government are (i) to accommodate savings 
from the people who are going for Hajj so that they can carry out the pilgrim-
age and also have material provisions when carrying out Hajj; (ii) empowering 
Malaysian Muslim community funds to participate in financing development 
projects in Malaysia that are under Islamic principles; (iii) in addition, with the 
existence of this Hajj bank, pilgrims in Malaysia can carry out their Hajj journey 
more safely and comfortably due to the adequate facilities and services of this 
Malaysian Hajj Savings Bank [5, 6].

• Meanwhile, in 1982, the first Islamic Bank in Europe was established in 
Copenhagen, Denmark. The background to the widespread existence of Islamic 
banks in continental Europe was that there was a phenomenon that investors 
from countries from the Middle East would bring or transfer petrodollars funds 
from conventional banks in Europe to Islamic banks in the European country. 
Therefore, in anticipation of the repatriation of these funds, governments 
in European countries support the strategy of conventional banking to keep 
investors from the Middle East by providing incentives and convenience to open 
Islamic banking services to conventional banks in Europe (dual-banking) [2, 7].

• The year 1992 was a milestone in developing Islamic banking in Indonesia. This 
was marked by the establishment of Bank Muamalat Indonesia (BMI) on the idea 
of the Indonesian Ulema Council (MUI) and the Indonesian Muslim Intellectuals 
Association (ICMI). However, at that time, BMI had not given any color to the 
growth of Islamic banking in Indonesia because of its relatively small assets. The 
Islamic banking industry in Indonesia only developed after 1999 after issuing 
Law No. 10 of 1998 concerning banking, so in Indonesia, there are two forms of 
Islamic banking, namely Islamic Commercial Banks (BUS) and Islamic Business 
Units (UUS) [4, 8].

Referring to the statement from [9, 10], the economic and financial crises that 
occurred in the world were caused by greed from humans, so they took action that 
maximizes profits without paying attention to environmental sustainability, social 
problems, and the next generation. Furthermore, the country’s economic growth also 
depends on the financial sector, which functions to drive the real sector in the form 
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of business activities such as production, processing, manufacturing, and so on that 
contribute directly to the economy as the locomotive of the financial sector in the 
banking industry [11, 12]. Therefore, if the banking industry experiences a shock or 
disturbance, it will impact the economic crisis. For example, this happened in the 
period 2007–2008 where banks in America failed to distribute housing loan products, 
which resulted in the bankruptcy of several of these financial institutions [13, 14]. 
The impact of the shock on the financial sector impacts is increasing unemployment 
and increasing inflation, which leads to a crisis in the country [15, 16]. Therefore, 
according to better function of the financial sector, one of which is the banking 
industry as the locomotive of the financial sector, it will have implications for eco-
nomic growth, which will also get better [17, 18].

In addition, according to [19, 20], the development of the number of Islamic 
financial institutions in the Middle East and Indonesia is as follows:

Based on Table 1, it is known that the number of Islamic financial institutions 
in Middle Eastern countries is 248. However, the number of Islamic banks is 52, and 
Islamic window banking is 32. Therefore, there is a potential for 84 Islamic bank 
financial institutions that will use Islamic banking accounting in Middle Eastern 
countries. In addition, according to Table 2, there are also 34 Islamic banks and 
168 Islamic rural banks in Indonesia, so there is a potential for 202 Islamic banking 
financial institutions to use Islamic banking accounting. Thus the existence of Islamic 
accounting for banking institutions becomes a necessity.

Therefore, based on the phenomenon of the existence of Islamic banks and the 
urgency of the existence of Islamic banks to improve welfare for the community, it is 
necessary to apply an Islamic accounting system to record, acknowledge, and disclose 

Countries in 

the Middle 

East

Islamic 

bank

Financial and 

investment 

companies

Islamic 

banking 

windows

Takaful 

companies

Islamic 

insurance 

windows

Total Share 

(%)

Bahrain 27 5 10 10 0 52 20.97

Saudi Arabia 6 21 8 28 2 65 26.21

Kuwait 5 54 2 12 1 74 29.84

Qatar 6 5 5 4 2 22 8.87

United Arab 

Emirates

8 10 7 10 0 35 14.11

Total 52 95 32 64 5 248 100.00

Share (%) 20.97 38.31 12.90 25.81 2.02 100

Table 1. 
Islamic financial institution development in Middle East countries.

Country Islamic 

bank

Financial and 

investment 

companies

Takaful 

companies

Islamic 

rural bank

Islamic 

microfinance 

institution

Total

Indonesia 34 58 7 163 4500 4762

Share (%) 0.71 1.22 0.15 3.42 94.50 100.00

Table 2. 
Islamic financial institution development in Indonesia.
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transactions based on Islamic principles. Thus, the formulation of the problems that 
will be discussed in this chapter of this book includes the following:

• What is meant by Islamic accounting?

• What is meant by Islamic ethical principles?

• What is meant by Islamic financial transactions?

• What is meant by Islamic financial statements?

Furthermore, based on the formulation of the problem, this chapter aims to 
understand the accounting process for Islamic banking institutions under Islamic 
Accounting Standards. In addition, the implication of this chapter is to provide 
scientific references in the field of Islamic accounting, especially related to the Islamic 
banking industry.

2. Discussion

Furthermore, before we discuss what Islamic accounting means, we must 
understand the concept of Islamic finance. The theory presented by a () states 
that the company’s activities running its business must understand that it must be 
based on the Tawhid String Relationship (TSR). Where TSR is a theory that states 
that all human activities, including earning a living, must be based on the Qur’an 
and Hadith, and other Islamic laws; however, according to [19, 20], the application 
of Islamic laws must also be accompanied by knowledge, so that science in Islam 
has an important role, therefore, in maqasid sharia (sharia goals) reason must be 
maintained. Sharia maqasid, according to [21–23] includes the following: hifdz al-din 
(religion protection), hifdz al-nafs (protection of the soul), hifdz al-'aql (protection 
of the intellect), hifdz al-nasl (hereditary/family protection), and hifdz al-maal 
(property ownership protection). Furthermore, the sharia maqasid is implemented 
in daily human life in meeting basic needs (daruriyyat), secondary needs (hajiyyat), 
and tertiary needs (tahsiniyyat). Thus, Islamic banking as a bank that applies sharia 
principles should apply Islamic accounting in every transaction.

2.1 Islamic accounting

The Islamic banking industry in the world has such rapid growth that an account-
ing system following Islamic principles must support it. According to [24], the 
definition of Islamic accounting based on etymology (origin of the word) comes from 
the Arabic language, namely Muhasabah (mashdar hassaba-yuhasibu), which means to 
count, measure, or add up based on Islamic principles. In addition, according to [25], 
Muhasabah is closely related to Hisab where Hisab is one of the processes of calculat-
ing charity during human life in the world by Allah. Therefore, for every action and 
activity in muamalah (human social activity), such as trade transactions, then every 
Muslim must always be in a state of trust, honesty and have a high commitment to 
keep his promises. The development of the word Hisab in Arabic refers to the word 
Al-Hisbah. This public institution has existed in Islamic society since the beginning of 
the Islamic period until the period of Western occupation that conducts inspections 
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of trade activities. The person conducting the inspection is called the Muhtasib, whose 
function is to carry out the following tasks:

• Ensuring communities have the right to appropriate scales and correct 
measurements;

• Monitor and provide sanctions for business fraud, such as concealing damage 
and submitting incorrect information related to the goods being transacted;

• Conduct inspections on contracts that are not by Islamic principles that contain 
MAGHRIB activities (Maysir-gambling, Gharar-uncertainty activities, and Riba-
interest rate) as well as activities that Allah and the Messenger prohibit;

• Maintain the implementation of the free market society;

• Preventing hoarding of goods that are needed by the community.

Furthermore, referring to the definition of Islamic accounting, according to [26], 
the purpose of Islamic accounting is to provide benefits for humanity. This is because 
the legal basis for implementing Islamic accounting comes from the Qur’an and 
Hadith, as well as other sources of Islamic law such as Ijma, Qiyas, and Ijtihad. Some 
references to verses of the Qur’an that make the legal basis of Islamic accounting are 
as follows:

• Al Baqarah verse 282, which means:

O you who have believed, when you contract (i.e. when you have or contract a debt) 

a debt one upon another for a stated term, then write it down. And let a writer write 

it down between you with justice, and let not any writer refuse to write it down, as 

Allah has taught him. So let him write and let the one upon whom is the truthful 

duty of payment (i.e. the debtor) dictate, and let him be pious to Allah his Lord 

and not depreciate anything therein. So, in case the one upon whom is the truthful 

duty is foolish, or weak, or unable to dictate himself, then let his patron dictate with 

justice. And call in to witness two witnesses of your men; yet, in case the two are not 

two men, then one man and two women from among the witnesses you are satisfied 

with, so that (in case) one of the two women should err, then either of the two should 

remind the other, and let the witnesses not refuse whenever they are called (upon). 

And be not too loath to write it down, (whether) it is small or great, with (Literally: 

to is term) its term. That is more equitable in the Providence of Allah, and more 

upright for testimony, and likelier that you will not be suspicious. Except (when) it is 

commerce present that you transact among yourselves, then it shall be no fault in you 

if you do not write it down. And take witnesses when you sell one to another, and let 

not either writer or witness be harmed, and in case you perform (that), then that is 

evident immorality in you. And be pious to Allah, and Allah teaches you; and Allah 

is Ever-Knowing of everything.

Therefore, related to the verse above, Muslims have instructions to record or write 
related to debt and receivable transactions. Furthermore, if the parties making the 
debts and receivables cannot record, they can use a third party to be a witness to carry 
out the transaction reasonably. Thus, if interpreted from the perspective of Islamic 
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accounting, the implementation of Islamic accounting must be based on the prin-
ciples of justice.

2.2 Islamic ethical principles

According to [27–29], Muslim activities must refer to the concept of the Tawhid 
String Relationship (TSR), where all activities and activities in the lives of Muslims 
must follow and obey the sources of Islamic law, namely Al-Qur’an, hadith, and other 
legal sources that apply. Therefore, referring to the legal basis of Islamic accounting, 
namely QS, Al Baqarah verse 282, then there are important things that include:

1. In the implementation of every activity with good intentions, in any case, in-
cluding accounts payable, who must carry out documentation by writing it down 
or recording it. Thus, if there is a dispute in its implementation, there is evidence 
as a standard reference to resolve it fairly;

2. In addition, those who are appointed or assigned as witnesses who write or 
record transactions may not refuse. Allah SWT has essentially given him the 
knowledge and ability to write. Furthermore, the witness who writes or who re-
cords the transaction must record the transaction correctly and precisely follow-
ing what is in the transaction or who is informed according to the actual incident 
not reduced or exaggerated;

3. Furthermore, in muamalah, it is obligatory to have and present two witnesses 
who will be asked to testify at any time when needed. Furthermore, the two 
witnesses must be male with the conditions that they must be adults who are rea-
sonable and not a slave and have good morals. If a dispute occurs in the future, 
the testimonies of these witnesses can be additional evidence so that it is not only 
written documents that serve as guidelines in making decisions in the dispute. 
Therefore, with a witness mechanism, it is hoped to realize justice in muamalah;

4. In addition, if the debtor is a person who is weak in mind or weak in condition 
and does not have the ability because he is still tiny so he is unable to act on his 
own, as is the case with foreigners who do not understand the local language. 
Thus, the debtor can appoint a guardian or representative in this muamalah 
process. In addition, the guardian or representative appointed must have an 
honest and trustworthy attitude in carrying out his duties as a guardian in 
such activities;

5. Furthermore, if two males or male witnesses cannot be fulfilled, they can be re-
placed by one male and two females. This reflects that Islamic law is flexible and 
provides a solution that does not fulfill two male witnesses.

The implementation of Islamic accounting must be under the objectives and based 
on Islamic laws (shari’ah). Therefore, the application or implementation of Islamic 
accounting must meet the principles of Islamic ethics, which include:

1. Accountability, the essence of accountability, is related to trust, where trust is a 
responsibility in human transactions with Allah SWT. The purpose of humans 
being created on this earth is as a caliph where later they will be held account-
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able. Therefore, if implemented in accounting, it can be realized in accounting 
reporting;

2. Brotherhood (ukhuwah), the principle of brotherhood (ukhuwah), is essentially 
a universal value that regulates social interaction and harmonization of the par-
ties’ interests for the public benefit in the spirit of mutual help. Brotherhood in 
Islamic transactions based on the principles of knowing each other (ta’aruf), 
mutual understanding (tafahum), mutual assistance (ta’awun), mutual guaran-
tees (takaful), mutual synergy, and alliances (tahaluf);

3. Justice, the essence of the principle of justice, is to put something in its place and 
give something only to those who have the right and treat things according to their 
position. The implementation of justice in business activities is in the form of the 
principle of muamalah, which prohibits the existence of elements: usury (the ele-
ment of interest in all its forms and types, both usury nasiah and fadhl); tyranny 
(elements that harm oneself, others, and the environment); maisyir (gambling ele-
ments and speculative nature); gharar (element of obscurity); and haram (haram 
elements in both goods and services and related operational activities);

4. Truth, the principle of truth, has a relationship with justice. Therefore, the prin-
ciple of justice and truth become an inseparable unit. Furthermore, the accounting 
process is constantly faced with the issue of measurement, recognition, and re-
porting. These activities will produce good grades if they are based on truth values;

5. Benefit (maslahah), the principle of beneficence (maslahah), is essentially all 
forms of goodness and benefits worldly and hereafter dimensions, material and 
spiritual, as well as individual and collective. Shari’ah transactions that are con-
sidered beneficial must fulfill all the elements that are the objectives of shari’ah 
provisions (maqasid shari’ah), namely in the form of maintaining: aqidah, faith, 
and piety (deen); intellectual (aql); lineage (nasl); soul and salvation (nafs); and 
property (mall);

6. Balance (tawazun), the principle of balance (tawazun), essentially includes the 
balance of material and spiritual aspects, private and public aspects, financial 
sector and the real sector, business and social, and balance of utilization and 
preservation aspects. Islamic transactions do not emphasize the maximization of 
company profits solely for the benefit of the owners (shareholders). So that the 
benefits obtained do not only focus on shareholders but on all parties who can 
feel the existence of economic activity;

7. Universalism (syumuliyah), the principle of universalism (syumuliyah), can es-
sentially be carried out with and for all interested parties (stakeholders) without 
distinction of ethnicity, religion, race, and class, following the spirit of universal 
mercy (rahmatan lil alamin).

2.3 Islamic financial transactions

The transaction is an activity carried out by someone that causes changes to the 
assets or finances owned, whether it is increased or decreased—for example, selling 
property, buying goods, paying debts, and paying the various expenses to meet the 
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necessities of life [30, 31]. In the transaction, there is transaction administration. As 
for what is meant by the administration here, it is an activity to record changes in the 
finances of a person or organization, which is carried out carefully and using specific 
methods. Whereas in an economic system based on Islamic principles, transactions 
must always be based on the rules of Islamic law (shari’ah), because transactions are 
a manifestation of human charity that has the value of worship before Allah SWT, 
so that in Islamic accounting transactions can be grouped into two: (i) halal transac-
tions; (ii) illegal transactions (haram) [31].

Furthermore, the transaction involves a contract (akad). Akad is a written agree-
ment between the parties that contains the rights and obligations of each party, the 
agreed terms, and conditions under the provisions of shari’ah and applicable law. 
Furthermore, when viewed from a language perspective, the pronunciation of the 
contract comes from the Arabic pronunciation of al-acid, which means the engage-
ment, agreement, or consensus all-ittifaq. In fiqh terminology, the contract is defined 
as the ties of ijab (statement by making a bond) and qabul (statement of accepting a 
bond) by the will of the Shari’ah, which affects the object of the engagement. So, the 
contract is an engagement, an agreement marked by a statement of binding (ijab), 
and a statement of accepting a bond (qabul) following Islamic shari’ah, which affects 
the object that the engagement factor binds. From this understanding, in the contract, 
at least two parties will carry out the engagement, then the object of the engagement 
and accompanied by consent and qabul for the implementation of the engagement.

In the Islamic economic system, contracts are generally divided into the tabarru’ 
contract and the tijarah contract. Tabarru’s contract is an agreement/contract that 
does not seek material gain. So, it is pure virtue and only hopes for a reward from 
Allah SWT, while the tijarah contract is an agreement/contract whose purpose is to 
seek business profits. The following is an explanation of the two types of contracts. 
In essence, the tabarru’ contract is a contract of doing good that expects a reply from 
Allah SWT alone. That is why this contract is not intended to seek commercial gain. 
The logical consequence is that if the tabarru’ contract is carried out by taking com-
mercial profits, it is no longer a tabarru’ contract. Instead, it will be a tijarah contract. 
If he wants to remain a tabarru’ contract, he may not take advantage (commercial 
profits) from the tabarru’ contract. Of course, he is not obliged to bear the costs of 
implementing the tabarru’ contract. That is, he may ask for a replacement for the costs 
incurred in carrying out the tabarru’ contract. Furthermore, the difference between 
tabarru’ and tijarah contracts is shown in Table 3 below:

Tabarru‘ Tijarah

Not-Profit-Oriented Profit-Transaction-Oriented

The purpose of the transaction is to help. The purpose of the transaction is to seek commercial profits.

The party providing the kindness may ask for 

a fee to the beneficiary to cover operational 

costs. However, it is forbidden to take profit 

from tabarru transactions.

The tijarah transaction contract can be converted into a 

tabarru contract with the agreement of the owner of the 

funds or goods to release his rights to cancel the obligations 

of the party who has not fulfilled his obligations.

The tabarru’ contract cannot be converted 

into a tijarah contract unless followed by prior 

approval.

Tijarah contract can be divided into natural certainty return 

and natural uncertainty return.

Source: [32].

Table 3. 
Difference between Tabaru’ and Tijarah.
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Therefore, transactions in Islamic banks must be based on contracts that are 
tailored to the needs and objectives, as shown in Figure 1 as follows:

Referring to Figure 1 above, Islamic banks have different contracts tailored to 
each transaction’s purpose. Therefore, the products at Islamic banks are divided into 
3 (three), namely (i) funding, (ii) financing, and (iii) services. Funding contracts 
(giro, savings, and time deposits) are divided into:

• Mudharabah (cooperation agreement) for savings and time deposits;

• Wadiah (deposit contract) for current accounts and savings.

Financing products are divided into 2 (two) principles, namely buying and selling, 
which generate margin and cooperation based on the principle of profit sharing. The 
distribution of sale and purchase financing contracts at Islamic banks includes:

• Murabahah is a pure sale and purchase contract between the delivery of goods 
and payment;

• Salam is a sale and purchase contract where the delivery of goods purchased at 
a later date or commonly called a purchase with an order, but the payment has 
been received in advance by the seller;

• Istishna is a sale and purchase contract based on orders with specific payment 
terms with a payment system based on the progress of manufacture.

Meanwhile, the financing contract based on the principle of cooperation includes:

• Mudharabah is a cooperation agreement in which the bank owns capital. The 
customer is the owner of the skills or expertise, divided based on the agreed ratio.

Figure 1. 
The contracts on Islamic bank. Sumber: [11].
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• Musyarakah is a cooperation agreement in which the bank participates in part of 
the capital so that both parties, both the bank and the customer, contribute funds 
or capital.

Furthermore, other contracts at Islamic banks include:

• Rahn, rahn is a pawn agreement that is pledging its assets to get financing;

• Qardh, qardh contract is a bailout or financing that requires no reward.

2.4 Islamic bank financial statements

Furthermore, Islamic financial reports consist of financial statements for com-
mercial activities and financial reports for social activities consisting of:

• Activities financial report

a. Balance sheet (statement of financial position)

b. Income statement

c. Statement of changes in equity

d. Cash flow statement

• Social activities financial report

a. Report on the source and use of zakat funds;

b. Report on sources and uses of social funds.

In addition, financial reports have two functions, namely as a recording tool and as 
a tool for analyzing. Therefore, in principle, the financial statements are the same for 
small and giant businesses. The only difference is the nominal in it and the number of 
activities or activities covered by the entity. Users need financial reports at any time 
because financial statements can provide information regarding the following matters:

• Stakeholders must be aware of past, present, and projected financial conditions;

• Supervise company activities because financial performance can be manipulated 
through financial reports.

Islamic banks are financial institutions with an intermediary function in the com-
munity, collecting and distributing them back to the community following Islamic 
principles. Referring to Figure 1 above, the sources of funds from Islamic banks 
consist of:

• Wadiah Current Account;

• Wadiah Savings;
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• Mudharabah Savings;

• Mudharabah Deposits.

Furthermore, the sources of funds are channeled by Islamic banks with the follow-
ing financing contracts:

• Sale and Purchase (Murabahah, Istishna, & Salam);

• Profit Sharing (Mudharabah and Musyarakah);

• Rent (Ijarah);

• Other Disbursement of Funds (Rahn and Qardh).

The results of the distribution of financing to the community generate income, 
which includes:

• Margin Revenue;

• Revenue Sharing;

• Rental/Ujrah Income;

• Other Disbursement Income.

• In addition to running their operations, Islamic banks need operational costs 
such as labor, promotion, and general and administrative costs.

In addition, the financial statements of Islamic banks that are prepared and 
responsible for the management have a purpose for the users and stakeholders of 
Islamic banks. In more detail, the objectives of the Islamic bank financial statements 
include the following:

• Provide information for users of financial statements;

• Bank accountability report to investors;

• Improve bank compliance with Islamic principles;

• Provide information on bank compliance with Islamic principles;

• Bank accountability report in securing funds and investing at a reasonable rate of 
return;

• Provide information on the level of investment returns;

• Provide information for the fulfillment of social function obligations.
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Furthermore, the components of the financial statements of Islamic banks that 
differentiate them from conventional banks include:

• Statement of financial position

• Statements of income and other comprehensive income;

• Revenue and profit-sharing reconciliation reports;

• Reports on sources and uses of benevolent funds;

• Report on sources and distribution of zakat funds.

3. Conclusions

The development of Islamic banking financial institutions in the world is a neces-
sity. Therefore, there is great potential for using Islamic accounting in these institu-
tions. Furthermore, based on this, in the implementation of Islamic accounting in 
banking, several things need to be considered, which include::

• The application of Islamic accounting refers to the Al-Quran Surah Al-Baqarah 
verse 282;

• The application of Islamic Ethical principles of Islamic accounting must consider 
the principles of (i) Accountability; (ii) Brotherhood; (iii) Justice; (iv) Truth; 
(v) Benefits; (vi) Balance; (vii) Universalism.

• The implementation of Islamic bank financial statements generally consists of 
activities financial reports and social activities financial reports.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Chapter

Islamic Banking and Islamic 
Accounting in Indonesia: History 
and Recent Development
Mahfud Sholihin and Dian Andari

Abstract

Islamic banks (IBs) have distinctive characteristics compared with the 
conventional ones. IBs only perform permissible (halal) financial transactions 
viewed from Islamic perspective and avoid usury (riba) and overspeculation 
(gharar). Consequently, IBs require special accounting to accommodate their nature. 
In terms of accounting, Indonesia is unique, as it has two accounting (for business 
organizations) standard setters: Financial Accounting Standard Board (Dewan 
Standar Akuntansi Keuangan-DSAK) and Sharia Financial Accounting Standard Board 
(Dewan Standar Akuntansi Keuangan Syariah-DSAS). This chapter discusses the 
development of IBs in Indonesia, a country with majority of its citizens being Muslim. 
Further, it explains the development of Islamic Financial Accounting Standards 
(IFAS) including how the standards are developed (the due processes). Finally, 
this chapter describes whether Islamic financial accounting standards developed in 
Indonesia has sufficiently fulfilled the accounting standards needed by Islamic banks 
in Indonesia.

Keywords: Dewan Standar Akuntansi Syariah (DSAS),  
Institute of Indonesia Chartered Accountants (IAI), Indonesia, Islamic accounting, 
Islamic banking

1. Introduction

This chapter discusses Islamic banking and Islamic accounting development 
and implementation in Indonesia. The first part of this chapter elaborates on the 
emergence and development of Islamic banks (IBs) in Indonesia. Then, the next 
part discusses the history and role of Islamic accounting in Indonesia. The chapter 
intended to develop understanding related to Indonesia Islamic banking and 
accounting as a unique case of Islamic finance state of the art.

As the most Muslim populous country in the world, the development of Islamic 
banking in Indonesia is not without challenges. The emergence of Islamic banks in 
Indonesia was triggered by internal and external factors. The growth of demand in 
permissible (halal) financial services started in the Middle East encouraged Indonesia 
to join the opportunity to pave its way in the banking sector after the formation 
of Islamic financial institutions at the grassroot level [1–3]. PT. Bank Muamalat 
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Indonesia (BMI) was the first Islamic bank in Indonesia established in 1990 in Jakarta, 
Indonesia. The stagnant development in its first years led to the enactment of the 
Indonesian Law No. 21 of 2008 about Islamic banking (or Sharia Banking) that set the 
definition and legal foundation for Islamic banks to grow in Indonesia.

Upon the establishment, the development of Islamic banks became more steady 
and apparent over time. In 2020 itself, the growth of Islamic banking (yoy) had 
double-digit increment for 13.11 percent (yoy). Even though the Islamic banking 
industry growth is increasing, the inferior competitive advantage only contributes 
to less than 10 percent of national banking assets [4]. Hence, in 2021, the ministry of 
state-owned enterprise combined three state-owned Islamic banks (PT. Bank Syariah 
Mandiri, PT. Bank Negara Indonesia Syariah, and PT. Bank Rakyat Indonesia Syariah) 
into PT. Bank Syariah Indonesia (BSI) through merger. This merger resulted in the 
improvement of the competitive advantage of BSI to its conventional counterparts 
[4]. This momentum marked the commitment of the government and stakeholders to 
boost the development of Islamic banking in Indonesia.

Accountability is important to ensure the relevance and reliability of informa-
tion in Islamic banks. It can be said that the development of Islamic accounting 
in Indonesia is driven by the growth of Islamic banking and finance [5]. There is 
a demand to accommodate accounting standards for Islamic transactions; hence, 
reliable information can be used by users for making a sound decision. Dewan Standar 
Akuntansi Syariah Ikatan Akuntan Indonesia or Sharia Financial Accounting Standard 
Board of the Institute of Indonesia Chartered Accountants (DSAS IAI) was formed to 
review, to study, and to issue accounting standards for Islamic financial transactions. 
The standard must be embedded with Islamic values and norms; hence, the process 
also demands knowledge in Islamic law, accounting, and business.

Until today, the Islamic or Sharia accounting in Indonesia has developed to myriad 
activities and transactions performed by Islamic banks (i.e. mudarabah (investment), 
murabaha (cost-plus), and ijarah (leases),). Islamic-based transactions also 
encompass social or charitable activities that need guidance and standard to operate 
accountably. Accounting standards for Islamic social or charitable activities such 
as zakah (Islamic compulsory alms), sadaqah, and waqf (charity) were set to allow 
both nonprofit and profit organizations to perform a systematic financial reporting. 
Indeed, these activities are also committed by Islamic banks and other Islamic profit-
oriented organizations as manifestations of their Islamic ethical identity. Therefore, it 
is expected that Islamic accounting is able to fulfill its goal to assist Islamic Banks to be 
accountable to their stakeholders and God by being fair and transparent in business.

2. Islamic banks (IBs) in Indonesia

2.1 Islamic banking emergence in Indonesia

The history of Islamic banks in Indonesia cannot be detached from the Islamic 
banking as a global phenomenon. The early concept of Islamic financial institutions 
was established by the idea of a bank with a profit-sharing system [1, 2]. In the 1940s, 
a Pakistan bank specifically set up to manage Hajj (pilgrimage) funds was founded 
but failed to prevail. The establishment of Mit Ghamr Local Saving Bank in Egypt 
marked as a breakthrough of modern Islamic banking in 1963. By 1967, the National 
Bank of Egypt and the Central Bank of Egypt took over Mit Ghamr operation due to 
declining performance during political turmoil. With this acquisition, Mit Ghamr’s 
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interest-free principle has been abandoned, and banks are once again functioning on 
an interest basis. In 1971, the concept of interest-free was finally reinvented during 
the Sadat administration with the establishment of the Nacelle Social Bank. The 
purpose of the bank is to continue its business according to the concepts practiced by 
Mit Ghamr. The growth of economy also drove more Muslim countries to facilitate 
Islamic principle-based banks. Dubai Islamic Bank in 1971, the first bank initiated 
by private institutions, indicated growing interest in the Islamic financial facili-
ties. In 1975, Faysal Islamic Bank started to operate in Sudan and Egypt, and at the 
same time, the Kuwait government established Kuwait Finance House. Finally, the 
Islamic Development Bank (IsDB) was formed in October 1975, which consisted of 22 
founding Islamic countries. IsDB provides financial assistance for the development 
of its member countries, helping them to establish Islamic banks in their respective 
countries and playing an important role in research in Islamic economics, banking, 
and finance. Now, IsDB, based in Jeddah-Saudi Arabia, continues to operate with 
more than 56 member countries. Subsequently, the efforts to establish Islamic banks 
began to spread in many countries. Some countries such as Pakistan, Iran, and Sudan 
decided to change their financial system by adopting an interest-free system. In other 
Islamic and Muslim majority countries such as Malaysia and Indonesia, interest-free 
banks operate side by side with conventional banks.

Despite the grassroot Islamic microfinance in Indonesia already prevailing, the 
contemporary Islamic banking development was marked in the 1980s. Expecting 
efficiency and economic strengthening, the Indonesian government implemented 
deregulation allowing banks to set interest rates in 1983 [3, 4]. “Pakto 88,” a monetary 
policy package as part of deregulation, was promulgated to support liberalization of 
Indonesia banking system encouraging the emergence of banks. Along with, grass-
root developing Islamic financial institutions, named BMT Salman ITB in Bandung 
and Koperasi Ridho Gusti in Jakarta, paved a way to be a pilot model for Islamic banks 
in Indonesia. In 1990, the Indonesia Ulema Council (Majelis Ulama Indonesia a.k.a. 
MUI) formed a task force to establish the first Islamic bank in Indonesia, PT. Bank 
Muamalat Indonesia (BMI). Initially, the bank received less recognition from the 
public due to lack of legal foundation to operate. The legal basis for banking under 
the Sharia system was only in one of the paragraphs of “banks with a profit-sharing 
system” in Law no. 7 of 1992, without details on the basis of Sharia law and the types 
of businesses that are allowed. In 1998, Law No. 7/1992 became Law No. 10 of 1998, 
clearly stating that there are two banking systems (dual-banking system) in the 
country, the conventional banking system and the Islamic banking system. This law 
encouraged the establishment of several other Islamic banks or Islamic windows, 
namely Bank IFI, Bank Syariah Mandiri, Bank Niaga, Bank BTN, Bank Mega, Bank 
BRI, Bank Bukopin, BPD Jabar, and BPD Aceh.

2.2 Islamic banking in Indonesia: Theory and practice

The dual-banking system in Indonesia allows conventional banks and Islamic 
banks to operate. The operationalization of both banking in parallel is called the dual-
banking system. According to Indonesian Law No. 21 of 2008 about Islamic banking 
(or Sharia Banking) [5],

“Islamic Banks are banks that carry out business activities based on Islamic law (Sharia) 

principles, or Islamic legal principles regulated in the Islamic legal opinion (fatwa) of the 

Indonesian Ulema Council (Indonesian: Majelis Ulama Indonesia a.k.a. MUI) such as 
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the principles of justice and balance (‘adl wa tawazun), benefit (maslahah), universal-

ism (alamiyah), and does not involve excessive speculation (gharar), gambling  

(maysir), usury (riba), exploitation (zalim) and unlawful (haram)  

objects.” (translated)

In addition, the law also mandates Islamic banks to perform social functions by 
facilitating collection of Islamic alms and charities and distributing it through Islamic 
charitable institutions. There are three categories of Islamic bank entities operating 
in Indonesia: Islamic commercial banks, Islamic-windowed banks, and Islamic rural 
banks. Islamic commercial banks are full-fledged Islamic banks that offer only Islamic 
financial products and operate under Islamic principles. Islamic-windowed banks, 
however, are business units or divisions of a conventional commercial bank (CCB). 
This business unit offers Islamic financial products. Meanwhile, Islamic rural banks 
are banks that operate in certain regions and only offer a more limited type of product 
compared with Islamic commercial and Islamic-windowed banks. Usually, the size of 
Islamic rural banks is significantly smaller than Islamic commercial banks. All these 
banks must comply with Islamic banking regulation.

Substantially, Islamic banks must nurture their identity as value-based institutions. 
Islamic bank’s ethical identity explains how Islamic value is followed by the institu-
tion to stakeholders as a distinguishing characteristic from conventional banking 
practices [1–3]. There are five main traits of Islamic banks identity, namely: underlying 
philosophy and values; provision of interest-free products and services; restriction to 
Islamically acceptable deals; focus on developmental and social goals; and subjection 
to additional reviews by the Sharia Supervisory Board (SSB) [6]. The traits are broken 
down into several indices such as commitment to Sharia, existence of SSB, contribu-
tion to alms and charity (zakat and shadaqah), commitment to employees, and so 
on. While Belal et al. [7] conducted a longitudinal study to Islami Bank Bangladesh 
Limited (IBBL), a panel study of Islamic Identity Index measurement that was con-
ducted by Zaki et al. [8] compares communicated and ideal ethical identities similar to 
those in Haniffa and Hudaib [9] but targeted Islamic banks in Asia. The result shows 
that three out of seven banks show value above the average, while the remaining have 
wide disparity. It indicates that not all Islamic banks in Asia have shared identity as 
Islamic banks. From the research, it is interesting that Indonesia Islamic bank’s ethical 
identity index outperforms other Islamic banks in Asia even compared with Middle 
Eastern banks. It suggests that there is more consideration in the institutionalization of 
Islamic banks in Indonesia so that it can represent the Islamic norms and values in the 
banking industry.

The implementation of the regulatory and supervisory functions of Islamic 
banking from the aspect of implementing prudential principles and good gover-
nance is carried out by the Financial Services Authority (Indonesian: Otoritas Jasa 
Keuangan a.k.a. OJK) as is the case with conventional banking, but with a regulation 
and supervision system that is adjusted to the peculiarities of the Islamic banking 
operational system. The problem of fulfilling Sharia principles is unique for Islamic 
banks, because essentially Islamic banks are banks that offer products that comply 
with Islamic principles.

As prudential institutions, banks bear responsibility to manage its risk accordingly. 
As the distinction between conventional and Islamic banks, all stakeholders demand 
Islamic compliance as the foundational value of Islamic banks. The uniqueness of 
Islamic Banks (IB) entails consequence on risk exposing the bank [4]. Salem [5] argues 
that credit risk in IBs is higher than that in Conventional Banks (CBs) due to potential 
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moral hazard triggered by asymmetric information embedded in Profit-Loss Sharing 
(PLS) contracts. However, deliberate negligence or misconduct committed by the 
mudharib or musyarakah’s management partner is proven, IBs can switch the contract 
to debt-like financing and impose penalties to the violating party [6, 9, 10]. IBs are 
claimed to have higher liquidity risk compared with conventional counterparts. The 
lack of liquid Sharia-compliant instruments causes inflexibility in securitization and 
diversification [11–13]. Accessibility to the capital market is impeded as there is less 
or even none of the interbank market for IBs [7, 8, 14]. Moreover, unlike conventional 
banking, the “last resort for lender” function happened to be complicated due to the 
injunction of usury, which is naturally prohibited by Shari’ah [11]. Sharia compliance, 
legal and fiduciary risk. Sharia noncompliance risk arises when IB violates Sharia law 
principles [15]. Failure in complying to Sharia can disturb or even fail the completion 
of contract, contributing to fiduciary risk due to poor due diligence and misconduct 
by IB [16]. The Islamic values and norms must be manifested and hence followed in 
Islamic banks, contributing complexity in Islamic banks that is unique compared to 
conventional banking.

Systems to ensure sharia compliance are important in Islamic banking. 
Therefore, the existence of Sharia Supervisory Board (SSB) in Indonesia Islamic 
Banking is mandatory. According to Law No. 21 of 2008 about Sharia Banking, the 
National Sharia Board of Indonesian Ulema Council (Indonesian: Dewan Standar 
Nasional Majelis Ulama Indonesia a.k.a. DSN MUI) issues Islamic legal guidance 
(fatwa) on lawfulness of Islamic bank’s products and then SSBs guard its imple-
mentation in IBs. Additionally, OJK stipulates that all Islamic banking products 
may only be offered to the public after the bank has received a fatwa from the 
DSN-MUI and obtained permission from the OJK. At the operational level, each 
Islamic bank is also required to have a Sharia Supervisory Board (SSB), which has 
two functions, the first is the sharia supervisory function and the second is an 
advisory function when banks are faced with questions about whether an activity 
is sharia-compliant or not, as well as in the process of developing a product that 
will be submitted to DSN to obtain a fatwa. In addition to these functions, Sharia 
Banking is also directed to have an internal audit function that focuses on moni-
toring sharia compliance to assist DPS, and in carrying out external audits used by 
sharia banks are auditors who have qualifications and competencies in Islamic law 
subjects.

2.3 Recent development of Islamic banking in Indonesia

OJK categorizes institutions in Islamic financial industry into three subsectors, 
namely Islamic banks, Islamic non-banking financial institutions (Islamic NBFI), and 
Islamic capital market with a total capitalization of assets for IDR 1801.40 trillion or 
USD 127,71 billion (excluding Islamic stocks) in 2020 [17]. Islamic capital market con-
tributes the largest proportion for IDR 1076.22, then Islamic banking for IDR 608.90, 
and the least, Islamic financial non-banking institutions for IDR 116.28 trillion (USD 
1 = IDR 14,050). Since its establishment, the growth of Islamic financial industry 
in Indonesia has been growing. Regardless of its contribution to national market 
share that only counts for 9.95 percent in 2020, the growth of Islamic financial assets 
recorded 22.71 percent (yoy) consisting of the growth of Islamic capital market, 
Islamic banks, and Islamic NBFI for 30.58, 13.11, and 10.15, in sequence. From the 
banking industry, Sharia commercial banks dominate the growth proportion followed 
by Sharia business units and Sharia rural banks (Figures 1 and 2).
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The future of Islamic banking in Indonesia is promising if stakeholders, especially 
the government, commit to the development of the industry. The dual-banking 
system put Islamic banking in a competition with conventional banking. As a “new-
comer” in the financial industry, Islamic banking market capitalization is far below 
conventional banking. The size of Islamic banks is significantly low compared with 
its counterparts, leading to the low capacity of lending. Nationally, the market share 
of the banking industry in terms of assets shows the dominance of several banks in 
BUKU 41, while most banks still have a small business scale and market share, includ-
ing Islamic banks. Structurally, both conventional commercial banks (CCBs) and 
Sharia commercial banks (SCBs), the majority of banks are in BUKU 2 with 58 BUK 
(Bank Umum Konvensional, Conventional General Bank) and 7 BUS (Bank Umum 
Syariah, Sharia General Bank), respectively. In terms of BUK, there are already seven 
banks that are in BUKU 4, while there is not one BUS that is included in BUKU 4 and 
only a small part is included in BUKU 3 (Figures 3 and 4).

The Financial Services Authority (OJK) encourages banking consolidation policies 
and strengthens bank capital in Indonesia as stated in POJK No. 12/POJK.03/2020 
concerning Commercial Bank Consolidation. In 2021, the Ministry of State-Owned 

1 BUKU is categorization of banks in Indonesia. Bank BUKU 4 is the biggest bank in Indonesia with capital 

more than IDR30 billions.

Figure 2. 
Islamic banks’ main indicators and performance in 2020. Source: Financial service authority (OJK), 2021.

Figure 1. 
The growth of Islamic finance and banking assets in Indonesia from 2016 to 2020. Source: Financial service 
authority (OJK), 2021.
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Company of Indonesia finalized the merger of three state-owned Islamic banks. PT. 
Bank Syariah Mandiri, PT. Bank Negara Indonesia Syariah, and PT. Bank Rakyat 
Indonesia Syariah were merged into PT. Bank Syariah Indonesia. By the end of 2021, 
there are 12 operating Sharia commercial banks in Indonesia from [16] the prior of 
the merger (Table 1) [12]. This merger has brought three largest Sharia commercial 
banks, which were previously excluded from the top 10 of the biggest operating com-
mercial banks nationally, up the ranks to the seventh position with 2.7 percent of the 

Figure 3. 
Classification of commercial banks based on business activity in Indonesia in 2020. Source: Financial service 
authority (OJK), 2020.

Figure 4. 
Bank’s rank based on assets in Indonesian, 2020. Sources: Financial service authority (OJK), 2020.
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national market share of the banking industry. The Islamic bank merger is an impor-
tant consolidation momentum for Islamic banking to be able to present Islamic Banks 
that are strong in capital and able to compete in the national banking industry. In 
addition, the “new” bank, Bank Syariah Indonesia, has the opportunity to join BUKU 
4 by increasing the scale of the economy so that it can contribute significantly to the 
national economy. This merger manifested as the commitment of the Indonesian 
government to support Islamic bank’s development.

2.4 Indonesia Islamic banking way forward

The growth of Islamic banking in Indonesia is promising. During the 2020 
pandemic, Islamic banks still maintained their growth and robustness through the 
crisis. The bank should keep innovating to capture larger market share. If Indonesian 
Islamic banks fail to capture the potential benefit from Muslim demography, the 
industry might not develop [1]. Islamic banks must maintain their identity by balanc-
ing the social function and communicating its value to the users. Reputational risks 
remain the vital issue in Islamic banks. Muslim community is diverse, many interpret 
Islamic law differently according to schools or teachings. Sharia governance may offer 
solutions for a systematic Sharia compliance guarantor that bridge different opinions 
among Sharia scholars and build public trust to the permissibility (halal) value in 
Islamic banking. At the implementation level, the government must take the Sharia 
audit into account as there are loopholes in the process. It must be understood that 
Sharia audit differs from audit for Sharia/Islamic financial institutions. This leads to 
the human capital issue. It is understandable that due to the small size of institutions, 
the labor market for Islamic banking is not as strong as the conventional counterparts.

A recent opportunity to be captured by Islamic banks is the digitalization of 
banking services. Young adults in their productive age dominate Indonesia popula-
tions. This generation has high literature in digital technology, especially the internet. 
Financial technology has emerged as the institution offers digital-based financial 
services. The easy, timeless, and reliable platform has captured the young generation 
to use financial services from start-up companies. Albeit becoming a new competitor 
for conventional banking, this institution may not replace the role of conventional 
banking later in the future due to the fundamental role and robustness of banking 
institutions that are supported by other supporting prudential institutions. The 

Year Sharia commercial banks Sharia business units Sharia rural banks

2014 12 22 163

2015 12 22 163

2016 13 21 166

2017 13 21 167

2018 14 20 167

2019 14 20 164

2020 14 20 164

Oct-21 12 20 163

Sources: Financial service authority (OJK), 2020.

Table 1. 
The number of Islamic banks in Indonesia according to classification.
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Islamic banks must capture the momentum to invest in technology. First, branding is 
important to capture the new market by making Islamic financial transactions user-
friendly and easy to access. This branding also involves the strategy to increase aware-
ness and literacy on Islamic banking that has been lacking in the society. Second, the 
bank should maintain its security as the number of cyberattacks increases, ranging 
from identity theft, skimming, to phishing, and banks must mitigate this risk appro-
priately to protect the customers.

3. Islamic accounting in Indonesia

3.1 History

As previously mentioned, the development of Islamic accounting in Indonesia 
cannot be separated from the establishment of the first Islamic Bank in Indonesia, 
namely Bank Muamalat Indonesia (BMI) in 1991 and the existence of Law No. 7 
of 1992 concerning banking, which is further detailed in Government Regulation 
72 of 1992, Law no. 10 of 1998 and Law no. 23 of 1999. After BMI was established, 
there was a problem because BMI was an Islamic Bank but the financial statements 
made were not based on Sharia accounting. In addition, the existence of this Islamic 
bank also requires supervision and auditing of Islamic bank products. These factors 
encourage the importance of developing Islamic accounting.

In 2002, IAI through the Financial Accounting Standards Board (DSAK) ratified 
PSAK No. 59, Islamic Banking Accounting, which became effective in January 
2003. Another thing that contributed to the development of Islamic accounting 
was the emergence of the IAI Sharia Accounting Committee in 2005. In 2010, IAI 
decided to transform the institution by establishing a Sharia Financial Accounting 
Standards Board (DSAS), which is authorized to formulate Islamic Financial 
Accounting Standards (IFAS). Islamic accounting, in Indonesia is often called as 
Sharia accounting, is accounting based on an Islamic (teachings) paradigm. It is an 
instrument or subsystem to implement Islamic teachings, especially in business. 
Therefore, the objectives of Islamic accounting must be consistent with the objectives 
of Islamic teachings (maqaasid shari’ah), namely to achieve happiness of human 
beings, both materially and spiritually.

To achieve the above objectives, Islamic accounting relies on various principles: 
(1) brotherhood (ukhuwah), which upholds the value of togetherness in obtaining 
benefits (sharing economy); (2) justice (‘adalah), which does not tolerate usury, 
injustice, gambling and speculation (maysir), excessive uncertainty (gharar), and 
does not perform unacceptable (haram) goods or services; (3) beneficial (maslahah) 
in an effort to protect the objectives of sharia (protecting faith, reason, descent, life, 
and property); (4) balance (tawazun) of material and spiritual aspects, private and 
public, financial and real sectors, and utilization and conservation (for example, 
natural resources); and (5) universalism (syumuliyah), which considers various 
stakeholders to realize the welfare of the universe (rahmatan lil alamin). Thus, the 
benefits of Islamic accounting are not only for Muslims, but also for all mankind, even 
for the universe [18].

In general, the model or approach to develope Islamic accounting can look like 
Figure 5. From Figure 5, there are two approaches in developing Islamic accounting 
[19]. The first approach is often called the “ideal” approach. In this approach, the 
development of Islamic accounting begins with the search for sharia sources and then 
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is derived into Sharia accounting standards. The second approach is often referred 
to as the “pragmatic” approach. This approach starts from conventional accounting, 
then the purification process is carried out. Conventional accounting that is not in 
accordance with sharia is abandoned and which is not contrary to sharia remains. 
Islamic Financial Accounting Standard Board (Dewan Standar Akuntansi Syariah-
DSAS) of the Institute of Indonesia Chartered Accountants (IAI) uses the second 
approach. In this case, to assess the compliance with Sharia, DSAS IAI relies on the 
fatwas of the National Sharia Council of the Indonesian Ulema Council (DSN MUI). 
Even in the DSAS membership, there are representatives/ex-officio of DSN MUI.

In developing Islamic Financial Accounting Standards (IFAS), DSAS IAI is 
very careful and follows a very strict due process. The due process adopted in the 
preparation of Islamic financial accounting standards are: (1) identifying the issues 
(and consulting with the Consultative Board of IAI if necessary), (2) conducting 
research related to the issues that have been identified, (3) discussing the material, 
(4) ratifying and publishing the exposure draft, (5) conducting public hearings and 
if necessary conducting limited hearings, (6) discussing public input, and (7) ratify-
ing standards. In the discussion, the first thing to discuss is the aspect of transaction 
clarity from a sharia perspective. Even though during the discussion, there were 
already members of DSAS IAI from DSN MUI who became members, institution-
ally DSAS IAI again proposed the standards that had been ratified to DSN MUI to be 
checked/reviewed again for compliance with Sharia. So, Sharia accounting standards 
in Indonesia are developed by starting from the clarity of sharia aspects and ending 
with checking again the conformity of the standards with sharia. This procedure is 
intended to achieve the blessing of the ratified Islamic accounting standards and not 
to conflict with sharia.

3.2 Recent development

To date (December 2021), several Statements of Islamic Financial Accounting 
Standards (SIFAS) have been published by DSAS. In addition to PSAK 59 
(Islamic Banking Accounting), DSAS have published SIFAS 101 (Sharia 

Figure 5. 
Approaches in Islamic accounting development. Source: Sholihin [19].
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Financial Statement Presentation), SIFAS 102 (Accounting for Murabaha), 
SIFAS 103 (Accounting for Salam), SIFAS 104 (Accounting for Istishna’), SIFAS 
105 (Accounting for Mudharabah), SIFAS 106 (Accounting for Musyarakah), 
SIFAS 107 (Accounting for Ijarah), SIFAS 108 (Accounting for Sharia Insurance 
Transactions), SIFAS 109 (Accounting for Zakat and Infaq/Alms), SIFAS 110 
(Accounting for Sukuk), SIFAS 111 (Accounting for Wa’d), and the last is SIFAS 
112 (Accounting for Waqf). In addition, DSAS has also issued Interpretation of 
Financial Accounting Standards (ISAK) 101 concerning Recognition of Deferred 
Murabaha Revenues Without Significant Risk Related to Inventory Ownership and 
ISAK 102 about Impairment of Murabaha Receivables has also been issued.

Until now, DSAS continues to work to develop various accounting standards to 
support the development of Islamic economics and finance. DSAS IAI in developing 
standards uses a transaction-based approach, not an accounting approach for certain 
institutions, even though the first Islamic accounting standard that appears is Islamic 
Banking Accounting (PSAK 59).

From the SIFAS above, it can be seen that the DSAS IAI does not only focus on 
accounting standards for commercial activities. However, DSAS IAI also pays great 
attention to the aspects of social finance (Social Islamic Finance), namely the issu-
ance of SIFAS 109 and SIFAS 112. SIFAS 109 is currently being reviewed due to the 
development of various programs and social activities in the distribution of zakat, 
infaq, and alms for community empowerment.

The mapping of transactions used by Islamic banking and how the match between 
those transactions and the IFAS can be seen in Figure 6 [20].

4. Conslusion

This chapter discusses the development of IBs in Indonesia and explains the 
development of Islamic financial accounting standards including how the standards 

Figure 6. 
Mapping between transactions in Islamic Bank (in blue) and the accounting standard (in gray). Source: 
Hendarsyah [20].
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are developed (the due processes). This chapter also describes whether Islamic 
financial accounting standards developed in Indonesia have sufficiently fulfilled the 
accounting standards needed by Islamic banks in Indonesia.

Islamic banks (IBs) have distinctive characteristics compared to the conventional 
ones. IBs only perform permissible (halal) financial transactions viewed from Islamic 
perspective and avoid usury (riba) and overspeculation (gharar). The growth of 
demand in permissible (halal) financial services started in the Middle East encour-
aged Indonesia to join the opportunity to pave its way in the banking sector after the 
formation of Islamic financial institutions at the grassroot level. PT. Bank Muamalat 
Indonesia (BMI) was the first Islamic bank in Indonesia established in 1990 in Jakarta, 
Indonesia.

Upon the establishment, the development of Islamic banks became more steady 
and apparent over time. Hence, in 2021, the ministry of state-owned enterprise 
combined three state-owned Islamic banks (PT. Bank Syariah Mandiri, PT. Bank 
Negara Indonesia Syariah, and PT. Bank Rakyat Indonesia Syariah) into PT. Bank 
Syariah Indonesia (BSI) through merger. This merger resulted in the improvement of 
the competitive advantage of BSI to its conventional counterparts. This momentum 
marked the commitment of the government and stakeholders to boost the develop-
ment of Islamic banking in Indonesia.

Accountability is important to ensure the relevance and reliability of information in 
Islamic banks. Consequently, there is a demand to accommodate accounting standards 
for Islamic transactions to provide reliable information for users for making a sound 
decision. Dewan Standar Akuntansi Syariah Ikatan Akuntan Indonesia or Sharia Financial 
Accounting Standard Board of the Institute of Indonesia Chartered Accountants (DSAS 
IAI) was formed to review, to study, and to issue accounting standards for Islamic 
financial transactions. The standard must be embedded with Islamic values and norms; 
hence, the process also demands knowledge in Islamic law, accounting, and business, and 
it is called as Sharia Financial Accounting Standard.

Until December 2021, several Statements of Islamic Financial Accounting 
Standards (SIFAS) have been published by DSAS IAI. In addition to PSAK 59 (Islamic 
Banking Accounting), DSAS have published SIFAS 101 (Sharia Financial Statement 
Presentation), SIFAS 102 (Accounting for Murabaha), SIFAS 103 (Accounting 
for Salam), SIFAS 104 (Accounting for Istishna’), SIFAS 105 (Accounting for 
Mudharabah), SIFAS 106 (Accounting for Musyarakah), SIFAS 107 (Accounting 
for Ijarah), SIFAS 108 (Accounting for Sharia Insurance Transactions), SIFAS 109 
(Accounting for Zakat and Infaq/Alms), SIFAS 110 (Accounting for Sukuk), SIFAS 
111 (Accounting for Wa’d), and the last is SIFAS 112 (Accounting for Waqf). In addi-
tion, DSAS has also issued Interpretation of Financial Accounting Standards (ISAK) 
101 concerning Recognition of Deferred Murabaha Revenues Without Significant 
Risk Related to Inventory Ownership and ISAK 102 about Impairment of Murabaha 
Receivables has also been issued. It is expected that Islamic accounting is able to fulfill 
its goal to assist Islamic Banks to be accountable to their stakeholders and God by 
being fair and transparent in business.
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Chapter

Banking Regulation for ESG 
Principles and Climate Risk
Rosaria Cerrone

Abstract

Nowadays banking activity is greatly influenced by environmental and social 
conditions. For this reason, regulators have been committed to defining Environment, 
Social, and Governance (ESG) principles. In addition, climate change has shown the 
relevance of climate risks that have relevant implications in the new risk management 
process. The 2030 Agenda for Sustainable Development is based on the 17 SDGs that 
are, in the next future, the main challenge for the worldwide economy as they will be 
the basis for real sustainable activities. In this context, banks play a very relevant role 
as they have the power to lead this new challenge and are able to facilitate businesses 
to run toward a sustainable green economy. For this reason, banks’ activity is now 
oriented to increase and allocate credit and investment to more sustainable sectors. 
As climate risk is, at the same time, cause and effect for a socially responsible activity, 
regulators have been considering the role of banks for the green and ecological transi-
tion, which is necessary to face this new risk. The chapter is an overview of rules, 
regulations, and guidelines for banks referred to ESG principles and their adoption 
in a global perspective; it also refers to climate risk that, due to its components, may 
require further capital to preserve banks’ stability.

Keywords: climate risk, climate change, ESG, environmental sustainability, 
sustainability risk, sustainable finance

1. Introduction

The chapter describes the change of banking regulation toward governance and 
environmental sustainability challenges. It shows that it has not been fully understood 
how these new types of environmental and social risks affect differently banking activ-
ity. As risks are global and systemic, it is necessary regulatory coordination. The main 
international and European initiative to assess the relevance of environmental climate 
risks for banking regulation considers some banking policy recommendations for 
countries to coordinate their regulatory actions. This is due to the fact that banks play a 
crucial role in providing credit and financial resources that can be used to mitigate the 
negative effects of environmental risks enabling the economy to become more resilient.

Regulators are now aware that there are linkages between natural disasters and 
financial market instability. In fact, climate change could potentially threaten financial 
resilience in general and economic prosperity over the longer term.
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In recent times, the frequency and intensity of natural disasters have increased, 
causing much greater damage to economies. The negative effects are not only physical 
and material, but they can lead to high loan losses and provisioning for banks located 
in those areas with hard difficulties.

The main environmental risks create potentially negative externalities for the 
banking sector and for this reason banks are analyzing these risks and are putting 
them into their risk management models and governance frameworks.

By affording these challenges, banks also play an important role in supporting the 
economy’s adaptation to environmental changes and in creating financial resilience 
to environmental risks. For this reason, new loan policies are devoted to reallocating 
credit to more sustainable sectors of the economy; by doing so banks contribute to 
reducing environmental sustainability risks, mitigating their impact.

Banks are facing these risks by adopting different types of green banking practices. 
These practices are referred to as the option of the ESG guidelines with a particular 
focus on risk management in the area of project finance and the allocation of credit 
to renewable energy resources. Other practices are specifically positioned to mobilize 
capital to the green economy, including renewable and clean energy projects by mak-
ing loans and investments, and structuring specialized transactions [1].

Banks are facing new challenges. For this reason the European regulatory frame-
work for sustainable finance has greatly developed. European leadership in sustain-
able finance has given rise to several regulations. In particular, banks will consider 
the CRR Pillar 3 and EU taxonomy disclosures, also because EBA is also aligning its 
position to this view.

The structural shift toward the green transition and the climate crisis is exposing 
banks to physical and transition risks, which they need to be ready to manage. Banks 
will need to strengthen their risk management frameworks and reassess their busi-
ness strategies. A recent ECB assessment shows that banks have made some progress 
in adapting their practices to manage these risks, but none are close to meeting the 
supervisory expectations [2]. For this reason, supervisors have already planned a 
number of specific measures for next years and beyond, including a thematic review 
of banks’ environmental risk management practices and a stress test on climate-
related risks. Many of the proposed regulatory changes actually stem from research 
conducted by the European Banking Authority and the ECB and are focused on issues 
identified in the use of internal models by European banks. The chapter is structured 
with paragraph 2 that describes the relevance of ESG principles in the banking and 
financial sector and the source of ESG risks, with particular relevance for climate-
related risk; paragraph 3 focuses on the difficulties of regulators to define so new 
rules and guidelines to define new strategies to control these new risks; paragraph 4 
concludes the chapter pointing out the main policy implications of this new era for 
banks and financial institutions.

2. ESG principle in the financial sector

During the last years banking and financial sector has been involved in a great 
change, which has been characterized by the introduction of the new principles of 
Environmental Social and Governance (ESG). These principles are forcing banks 
toward an innovative vision of management both internal and external. It is known 
that there is a wide interpretation of the meaning of the ESG principles. In general, 
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banks are becoming more and more active in investment and asset allocation, and 
in new business models as well. The attention to the environment and its exploita-
tion, to the reduction of pollution or carbon emissions, are influencing their choices 
and strategies. New attention to social justice and social principles are very relevant 
so new governmental bodies are under control. The final goal is a more sustainable 
framework for financial activity with a selection of assets and sectors to finance.

The first step toward sustainable finance was the Action Plan of Financing 
Sustainable Growth, which was published in 2018 by the European Commission. The 
regulatory framework began to be defined to give banks and financial institutions a 
new scheme that granted the real development of innovative strategies about the intro-
duction of sustainability principles as the basis for new growth of the financial system.

Beyond EC’s Action Plan there was EBA’s Plan which gave other guidelines to banks 
and rules about the adoption of ESG principles. In particular, it became necessary for 
regulators to implement ESG principles in their rules for the financial sector.

The definition of a complete framework of ESG principles is very important but 
it is still long to be completed; anyway it is important to reach a full acceptance and a 
full change toward sustainable finance.

The ESG principles are tied with the 2030 United Nations Sustainable Development 
Goals (SDG) agenda that considers environmental challenges, including climate 
change, as a major concern to the stability of the global economy. The most important 
step toward the control of the climate risk was the Paris Agreement was adopted in 
2015 to strengthen the global response to the threat of climate change. Financial policy 
and regulation are increasingly recognized as important for managing the transition 
toward a more environmentally sustainable economy. The evolution to a more sustain-
able economy requires the adoption of new paradigms and the green guidelines in 
lending activity to reach a better selection of economic activities to finance [1]. At the 
same time, governmental or regulatory intervention is necessary to guide the banking 
sector in allocating more credit and investment to sustainable activity and in protect-
ing the economy against related financial risks. The role of financial regulation in sup-
porting the transition to a more sustainable economic path has been deemed critical 
by international organizations. The definition of ESG factors is not simple or easy also 
because there are a number of guidelines and rules formulated by various institutions. 
Table 1 presents the existing frameworks currently used by international institutions.

In Table 1, if one considers the frameworks addressing ESG factors, it can be 
noticed that the idea to have a wider vision of the factors different from the economic 
and financial ones, begins in 2003 with the Equator Principles that induce banks to 
consider and measure environmental and social risks in lending activity. The most 
recent Principles of UNEP FI are specifically devoted to the adoption of SDGs and the 
Paris Agreement in banking activity.

Guidelines, frameworks, and principles try to offer a multi-layer dimension of 
ESG factors. This effort is due to regulators’ position to recognize the relevance of 
these aspects for banks and to induce their choices and managerial strategies.

As concerns the environmental factors international institutions and authorities 
are working in recent times. It consists of guidelines and best practices proposed 
as suggestions to banks and financial institutions. These guidelines are important 
because they are the first step to having a uniform discipline about sustainable 
finance and green financial assets. On the basis of these initial definitions, banks and 
financial institutions must face new risks deriving from these factors that should be 
considered in financial management and the financial markets.
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Framework Year Content

Frameworks addressing ESG factors

Equator Principles 2003 Guidelines used to identify, assess and 

manage environmental and social risks when 

financing projects

Principles for Responsible Investment 

(PRI)

2006 Referred asset owners/institutional investors, 

investment managers, and service providers 

to incorporate ESG factors into their 

investment and ownership decision

International Integrated Reporting 

Council (IIRC)

2010 Framework for integrated reporting along the 

lines of six capitals (financial, manufactured, 

intellectual, human, social and relationship 

and natural)

International Finance Corporation 

Environmental and Social Performance 

Standards (IFC Performance Standards)

2012 Definition of IFC clients’ responsibilities for 

managing environmental and social risks.

United Nations Sustainable Development 

Goals (SDGs)

2015 Collection of 17 interlinked global goals 

designed to be a blueprint to achieve a better 

and more sustainable future intended to be 

achieved by 2030

Global Sustainability Standards Board 

Global Reporting Initiative (GRI)

2016 Principles used by organizations to better 

understand, manage and communicate their 

impacts on sustainability-related issues

OECD Due Diligence Guidance for 

Responsible Business Conduct

2018 Guidelines covering non-binding principles 

and standards for responsible business 

conduct in a global context consistent 

with applicable laws and internationally 

recognized standards

Committee of Sponsoring Organizations 

of the Treadway Commission (COSO) 

and the World Business Council for 

Sustainable Development (WBCSD) 

Guidance for Applying Enterprise Risk 

Management to ESG-related risks

2018 Guidelines to overcome ESG-related risk 

challenges across the ERM process and 

provides methods for managing both upside 

and downside ESG-related risks.

United Nations Environment Programme 

Finance Initiative (UNEP FI)

2019 Principles aiming at aligning banks’ business 

strategies with the objectives of the SDGs and 

the Paris Agreement

Sustainability Accounting Standards 

Board (SASB) Standards

2019 Standards that help companies disclose 

financially-material sustainability 

information to investors

World Economic Forum (WEF) report 

on ‘Measuring Stakeholder Capitalism’

2020 Common metrics and disclosures on non-

financial factors can be used by companies 

to align their mainstream reporting on 

performance against ESG indicators and 

track their contributions to the SDGs

Frameworks specifically addressing environmental factors

Recommendations of the Financial 

Stability Board Taskforce on Climate-

related Financial Disclosures (TCFD)

2017 Framework to disclose climate-related risks 

and opportunities through their existing 

reporting processes.

International Capital Market Association 

Green Bond Principles

2017 1ST ed. 

updated 2021

Principles for the qualification of green bonds
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2.1 ESG risks: relevance and assessment

ESG factors are characterizing the definition of new strategies for banks and 
financial institutions. This paragraph starts from EBA’s definition of ESG risks and 
shows some considerations about their evaluation and management.

According to EBA [3] “ESG factors are environmental, social or governance matters 
that may have a positive or negative impact on the financial performance or solvency of an 
entity, sovereign or individual.”

These risks may have different and typical features, due to their main causes and 
effects. ESG risks influence banking activity both in lending and in asset class alloca-
tion. For this reason, banks must classify ESG risks. By doing they must consider 
separately the three factors, Environmental, Social, and Governance. As concerns 
environmental risks, which are caused by a number of factors, banks must face both 
their physical impact and the effects of transition, as it is specifically happening 
in the so-called “green transition.” Social risks are caused by the diffusion of social 
inequality, health troubles, or the exploitation of human labor. The governance risks 
are important as well; and for example they are caused by corruption or similar in the 
board of directors of the company.

This complex articulation of such risks imposes banks to become more selective 
in their activity. Moreover, these risks are also more difficult to be measured as they 
are mainly focused on subjective elements and all quantitative indicators are still to 
be defined. For this reason, ESG risks are considered systemic and can impact the 
financial system as a whole. Institutions need to build their resilience to ESG risks 
across different time horizons, by taking a comprehensive and forward-looking view, 
as well as early and proactive actions, under supervisory control.

According to EBA, it is necessary to include ESG risks into the banking regulatory 
and supervisory framework, giving a particular emphasis on climate and environ-
mental risks although social and governance risks are already important and neces-
sitate attention. The main attention to these risks is due to the fact that they seem to 

Framework Year Content

Natural Capital Protocol + Supplement 

(Finance)

2018 Framework for organizations to identify, 

measure, and value their impacts and 

dependencies on natural capital.

Climate Bond Initiative Climate Bonds 

Standard

2018 Sector-specific eligibility criteria for assets 

and projects that can be labeled as green 

investments

Climate Disclosure Project (CDP), 

UN Global Compact (UNGC), World 

Resources Institute (WRI), and World 

Wildlife Fund (WWF) Science-Based 

Targets initiative (SBTi)

2018 Targets and guidelines referred to the Paris 

Agreement

Partnership for Carbon Accounting 

Financials Global GHG Accounting and 

Reporting Standard for the Financial 

Industry

2019 Guidelines for the specific asset class

Elaboration from EBA 2021.

Table 1. 
International frameworks and standards defining ESG factors.
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be the most relevant because of climate change and the governments’ requirements to 
move toward “green economy” by converting the “brown business.”

To manage these risks, their transmission channels must be considered and 
incorporated into disclosures, risk management, and supervision. ESG disclosure is 
very relevant for stakeholders interested in assessing banks’ risks and their sustain-
able finance strategy [3]. This is why the Basel Third Pillar must be integrated and the 
non-financial reporting is linked to this need.

The analysis of ESG risks is very important because it is considered by supervisors 
as the new frontier to reach a resilient business model and risk management system to 
ensure banks’ preparedness for ESG-related challenges. ESG risks-related consider-
ations must be fully taken into account in the definition of strategies and objectives, 
as the same must be done integrating ESG risks in governance structures, and manag-
ing these risks as drivers of financial risks. The actual regulatory framework is based 
on these actions expected by banks and the new supervisory and evaluation process 
(SREP) will be performed including these risks [2].

The materialization of ESG factors has consequences on banks’ performance 
because it is linked to all financial risks, such as credit, market, operational, liquid-
ity, and funding risks. In general, we can maintain that ESG risks can be defined as 
the negative materialization of ESG factors through their counterparties or invested 
assets [3]. For example, if a bank grants a loan to a company that is suffering under 
the transition risk and costs of a green economy, its difficulties will influence the 
bank’s credit position and credit risk. This happens because this company will have 
problems in loan repayment and reimbursement due to the high expenses caused by 
the transition itself.

It is evident that ESG risks must be considered under a double perspective, 
proposed by EBA as an outside-in and inside-out perspective. According to the first 
dimension, banks can be impacted by ESG risks through their counterparties and 
invested assets, but at the same time, they may be impacted by or have an impact on 
(inside-out perspective) ESG factors. Even if both perspectives are important, the 
inside-out becomes much more relevant. The relationship between the inside-out and 
outside-in perspective is explained by the double materiality, which is divided into 
financial materiality and environmental and social materiality.

The double materiality implies that banks must measure and evaluate both the 
internal choices and the influence of the external behavior of companies and clients 
referring to ESG factors. The financial materiality can be explained by considering 
the effects on the company’s economic and financial activities. The environmental 
and social materiality refers to the influence of the above-mentioned company’s 
economic and financial activities on ESG factors themselves. With a circular process, 
this influence may cause, at the same time, financial materiality.

The assessment of ESG risks is done using three different methods—portfolio 
alignment method, risk framework method, and exposure method.

At the core of the portfolio alignment method, there is the meaning of alignment. 
According to this method banks, investors and supervisors will consider how far port-
folios are aligned with globally agreed targets. This method could mainly be used for 
strategic purposes rather than risk management purposes because it does not explain 
the link between the global targets and the risk indicators of the bank.

The risk framework method includes the climate-stress test. This method is 
particularly relevant for climate risk, which is a forward-looking risk and stress 
testing over a future time horizon is, therefore, a useful tool for modeling climate risk 
impacts. On the contrary, the other ESG risks are in general more backward-looking. 
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The risk framework method focuses on the sensitivity of portfolios and the impact 
that climate change has on the real risk of the exposures. The actions to face the risk 
are derived from the level of measured sensitivity or direct risk of losses considering 
the current level of environmental factors (or climate factors, more specifically) and 
the possible developments under the selected scenario. The application of this method 
brings to a risk-based adjusted portfolio in the medium-long term and makes it pos-
sible to consider also internal components of banking and trading book.

An exposure method is a tool that banks can apply directly to the assessment of 
individual counterparties and individual exposures, even in isolation. This method 
is based on a direct evaluation of the performance of exposure in terms of its ESG 
attributes. This method can be used to complement the standard assessment of 
financial risk categories. Thanks to this approach, there is a calibration at the specific 
company level. It is possible to put in evidence the specific sensitivities to ESG factors 
of different segments and sub-segments of economic activity. This method suits well 
to all three aspects of ESG.

This method is considered the most suitable if compared with the others. Even if 
it is not based on complex scenario analysis, it considers backward-looking metrics 
and makes banks able to classify their ESG risks’ exposures. This method gives banks 
the possibility to take adequate decisions to face ESG risks. The exposure method has 
developed some methodologies that can bring to ESG risks measurement. Regulators 
classify them in the following four methodologies—a. ESG ratings provided by 
specialized rating agencies; b. ESG evaluations provided by credit rating agencies; c. 
ESG evaluation models developed by banks in-house for their own assessment; and d. 
ESG scoring models developed by asset managers and data providers.

With the first methodology ESG ratings are provided by specialized rating 
agencies. They are stand-alone ratings on ESG factors, and consider the risk expo-
sure to ESG factors. Rating agencies consider also the ability of the management to 
afford risks and to catch opportunities. These methodologies are generally built on a 
quantitative analysis of key issues identified for each company, but they also consider 
qualitative information collected by analysts from public information and engage-
ment with companies.

In the case of ESG evaluations provided by credit rating agencies (e.g., S&P 
ESG), these evaluations integrate ESG factors into the standard credit analysis. They 
measure how ESG factors affect both certain scorecard components such as cash 
flows and leverage, and elements outside of the scorecard. They contribute to giving 
additional input to the existing financial risk assessment. Anyway, some difficulties 
in comparing ESG ratings by different providers are present as they include the differ-
ent weights applied to the individual elements of ESG factors.

The internal methodologies have been developed by larger banks that were 
organizing their information systems on the basis of internal data deriving from wide 
data sets concerning their customers. These are internal and need the validation of 
regulatory authorities to be compliant with the existing rules. Finally, the ESG scoring 
models developed by asset managers and data providers, are publicly available.

Even if there are a number of methodologies, they are still improving both by 
banks and by regulators and they can be still considered at the early stages of develop-
ment. These methods are very different both for the factors that are considered and 
for the results. They also differ for time horizons and for these reasons banks are 
experimenting with them all on different basis and portfolios. Anyway, the exposure 
origination is very important because it shows the future composition of a bank’s 
portfolio and signals to counterparties, investors, and wider market participants that 
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investments are no longer sustainable and supported by the financial sector. This is 
true and relevant because the EBA Guidelines on Loan Origination and Monitoring 
are oriented to consider ESG factors as taken into account in banks’ credit risk appe-
tite, policies and procedures.

The analysis of ESG risks requires a real ESG disclosure; this means that banks 
must map all business units and divisions on the basis of ESG risks’ framework and 
above all on the basis of the inside-out and outside-in perspective.

This mapping is finalized to manage the risk of conflicting or inconsistent infor-
mation being disclosed; to ensure consistency and/or alignment of the disclosure; 
and to identify the overlaps in the reporting pillars where common reporting metrics 
can be considered. This kind of risk disclosure is important as it is the expression of 
internal analysis and mapping of ESG risks, which must be constantly monitored in 
the next future. This mapping can be considered as an absolute improvement of Basel 
Third Pillar.

2.2 Climate-related risks

The environmental aspect is really important as it is considered as the core for 
climate risk. Climate risk has a double dimension; in fact, banks and financial institu-
tions are both impacted by and contribute to climate risks. For this reason, regulators 
are prioritizing appropriate climate risk disclosures as part of ensuring the broader 
transition of the financial industry to more sustainable, and positively impactful 
business models. According to the Financial Stability Board [4], climate risk must be 
considered by banks as physical risk and transition risk.

Physical risk is the possibility that the economic costs of the increasing severity and 
frequency of climate-change-related extreme weather events, as well as more gradual 
changes in climate, might erode the value of financial assets, and/or increase liabilities [4]. 
It is evident from the definition that physical risk is based on the effects of extreme 
weather events that have physical consequences leading to damage to the value of 
financial assets or collateral held by banks. This may also imply an increase in credit 
risk because companies have their assets and properties destroyed becoming unable to 
pay or banks have investments in financial assets of the same companies.

Transition risk relates to the process of adjustment toward a low-carbon economy. 
Whilst such an adjustment may be a necessary part of the global economy’s response to cli-
mate change, shifts in policies designed to mitigate and adapt to climate change could affect 
the value of financial assets and liabilities [4]. This risk puts in evidence the broader 
economic adjustment toward a low-carbon economy with the presence of a range of 
other factors, such as the emergence of disruptive technology.

Many stakeholders are interested in these two dimensions of climate risk and want 
to understand banks’ strategies in financing the transition to a zero-carbon economy. 
Under EBA’s requirement banks are required to disclose information on climate risks, 
mitigation action, and green asset ratio [5].

The disclosure about climate risks is due to the fact that according to EBA it is 
important to put in evidence how climate change may reinforce and worsen other 
risks in banks’ balance sheets. Concerning mitigating actions banks must inform 
about what they have in place to address those risks including financing activities that 
reduce carbon emissions.

With the Green Asset Ratio, it is possible to understand how institutions are 
financing activities that will meet the publicly agreed Paris agreement objectives 
of climate change mitigation and adaptation based on the EU taxonomy of green 
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activities. The Green Asset Ratio is based on the EU taxonomy. It is a measure of the 
financial support that banks are willing to give to sustainable activities. Through this 
ratio, it is possible to put in evidence the assets that can be considered environmen-
tally sustainable as they are referred to grant finance to activities of climate change 
mitigation on climate change adaptation. It is important in setting strategies, and 
even a bank with a low Green Asset Ratio can identify how it wants to change its 
financing activities over time to meet the Paris agreement objectives and measures. It 
gives information about a strategy that must be monitored. It is expected by EBA to 
receive from counterparties subject to NFRD disclosure obligations reliable data for 
the Green Asset Ratio from December 2022, developing a framework that identifies 
the required disclosure standards and their materiality triggers. The most commonly 
referenced framework in the case of climate disclosures is the TCFD framework, 
which is recognized by regulators in the EU and is considered as guidance on climate-
related disclosures.

Banks and financial institutions are exposed to climate-related risks through both 
their own operational impacts and the activities of their borrowers, customers, or coun-
terparties. According to the outside-in and inside-out approaches, banks that provide 
loans or trade the securities of companies with direct exposure to climate-related risks 
suffer and accumulate climate-related risks via their credit and equity operations. In 
addition, as the markets for lower-carbon and energy-efficient alternatives grow, firms 
may assume material exposures in their lending and investment businesses.

The ECB Guide [5] represents a shared document that shows how relevant are a 
disclosed analysis of such risks to grant that banks are managed in a sound and safe 
way. The relevance of climate-related risks is really great and the ECB has declared that 
banks conducted a self-assessment in light of the supervisory expectations outlined in 
the guide and to draw up action plans on that basis. The self-assessment plans will be 
considered by ECB as the first step toward more accurate monitoring of climate risk 
among all typical financial risks. This importance is also evident in the declaration of 
the climate-related risks stress test that will be run by ECB during this year.

2.2.1 Physical risks

As it has been described above, physical risks are specifically referred to as natural 
catastrophes and the economic losses caused by them; and this situation has increased 
in the last decades. The number of some types of extreme weather events has globally 
increased. Such events have become more likely or more severe due to the effects of 
climate change, and it is known that further warming will intensify them and conse-
quently the negative effects at the basis of the increase of climate risk.

Physical risks include losses stemming from changes in physical capital because 
natural disasters destroy infrastructure and divert resources toward reconstruc-
tion and replacement. These risks affect also human capital, through deterioration 
in health and living conditions. The hard conditions due to the physical risks may 
have consequences on future expectations with a reduction of investment, given the 
prevailing uncertainty about future demand and growth prospects.

If there is no action to reduce the effects of climate change, physical risks will continue 
to increase in the future. The frequency and severity of extreme weather events might 
increase non-linearly and become increasingly correlated with each other over time. The 
consequences of physical risks can affect mainly market and credit risks.

The climate risk consequences may influence the value of financial assets causing 
losses for banks, investors, and financial institutions. The losses are the expression 
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of market risk, but they are not directly caused by negative movement of financial 
variables (i.e., interest rates or assets prices), instead, their origin is connected with 
the losses due to the material destruction due to physical risk. As concerns credit risk 
it is almost easier to be understood as it is the consequence of the impossibility to 
repay and/or to reimburse loans, because of the physical destruction of assets, things, 
or the death of human beings. It is evident that banks are in presence of a large and 
composite number of risks and aspects of the same risk [4].

The impact of physical risk is not easy to be estimated with the effect on a bank’s 
assets. Estimates are based on a number of assumptions and subject to numerous 
sources of uncertainty concerning the global emissions with the potential increases 
in global temperatures and the severity of extreme weather events. So, the macroeco-
nomic scenario and the variation in financial assets value are highly uncertain. Finally, 
there are the uncertainties associated with the future path of climate change and its 
impact on asset prices. Heating temperatures are increasing climate risk and physi-
cal risk in particular. They seem to be unavoidable, and this will cause an increase of 
negative effects on the financial system and assets prices [6, 7]. As physical risks are 
different in the sector and geographical areas, market and credit risks may be affected 
by these differences. This condition reinforces the situation in which other differences 
and in particular significant losses derive also from the disruption at the national level, 
and concentrated in certain countries with and exposure to operational risks that could 
disrupt firms’ operations, and affect other firms (financial and non-financial) pro-
vided by banks’ financial services amplifying risks for financial stability.

2.2.2 Transition risks

It is known the necessity of bringing the temperature to be below 2° C above 
pre-industrial level. Transition risks stem from the possible process of adjustment to 
a low carbon economy, and its possible effects are expected on the value of finan-
cial assets and liabilities. Such a transition to a low carbon economy would imply 
significant structural changes to the economy, including a major reallocation of 
investment. This could have a significant impact on firms involved in the produc-
tion of fossil fuels, as well as other sectors whose business models rely on using 
such fossil fuels or that are energy intensive. The effect changes in asset prices with 
consequences on banks’ portfolios. These prospective effects might have also the 
consequence of reallocating financial resources from highly risky sectors or busi-
nesses tied, for example, in fossil fuels to new and less pollutant activities, by doing 
so supporting a real transition to a green economy. We can affirm that there will be 
a transformation of banks’ strategies and the support of market segments devoted 
to new and more sustainable sectors. We can say that the transition risks represent 
the lever to accelerate banks’ contribution to a renewal of economy and financial 
flows besides the real beginning of sustainable finance. On the contrary, a disorderly 
transition to a low-carbon economy, unanticipated by market participants, could 
have a destabilizing effect on the financial system. The most relevant effect will be 
an increase in credit risk due to the instability of such companies operating in brown 
sectors and receiving loans from banks. A transition to a low-carbon economy might 
reduce some borrowers’ capacity to generate sufficient income to service and repay 
their debts [8]. From this situation, banks are forced to face a higher credit risk, 
which is the result of a double scenario. The former is connected to the well-known 
difficulties in payments, and the latter is the increasing risks connected with the 
reduction of collateral value [7]. Transition scenarios are not able to catch all policy, 
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technology and/or consumer preferences they change very rapidly. Moreover firms’ 
vulnerability to transition risks isn’t easy to be evaluated; in fact it is not only due to 
the firms’ operations, but also to their suppliers and customers.

3. Banking regulation

Since time regulators are exploring this kind of risk and its widespread and are 
also analyzing possible ways to reduce them. However, the control of climate and ESG 
risks is at an early stage [9–11]. In the Appendices at the end of the chapter, there are 
the main initiatives that show the timeline and the complexity of the regulators’ activ-
ity with regard to ESG disclosure, climate risk analysis, and reporting for banks.

In this context, financial regulators are defining the principles about which climate 
risks are managed by banks. This interest derives from the necessity to reduce their 
impact both for banks themselves and for the financial system as a whole. Supervisory 
expectations aim at covering some institutional risk management elements (i.e., 
governance, strategy, scenario analysis, and/or risk management) and some financial 
standard-setting bodies are also starting to work on supervisory guidance related to 
climate risk. In fact, till now climate risks are considered as the worst for financial 
stability.

For example, scenario analysis can be used to quantify the totality of exposures of 
banks to climate-related risks within their framework and this is also called “climate 
stress test” [5]. There is also a significant approach to consider macro-prudential 
policies to mitigate climate risks to save the stability of the financial system, by giving 
banks a major resilience.

A large number of guidelines, best practices, and notices are the evidence that 
banking regulation shows a kind of difficulties to make a unitary proposal. As it has 
been said climate risk has a “liquid” structure that makes it really complex for banks 
to define their ambits and strategies.

3.1 Banking supervision and ESG factors

The further evolution is the complete introduction of the ESG factors and ESG risks 
in the supervisory process and all control systems. These risks are not yet explicitly 
included in the CRD, the IFD, or in the SREP guidelines; at the same time, the consid-
eration of these factors by supervisory authorities should be made with respect to the 
principle of proportionality, that links the conditions of each bank and its exposure to 
risks specifically referred to their dimension, context, and background [3].

Any way the integration of ESG risks into the supervisory review will be implemented 
gradually, considering the development of the related methodologies for the qualitative 
and quantitative assessment of ESG risks. The first step is the integration of these factors 
in the strategies and policies adopted by banks, with an improvement of the corporate 
and risk culture, and of the risk management frameworks. Only after the initial period 
when ESG risks will be completely introduced in banking management and there will 
be structured data, the supervisory assessment might cover all risks with the analysis of 
capital and liquidity.

The mechanism of the supervisory review is based on the consideration of the risk 
profile, but also the business model and the strategies adopted by the bank. Moreover, 
another check should be compliant with the IFD and IFR and with the financial risks 
afforded by the bank. The supervisory review is defined on the basis of the SREP 
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elements; and so there is the business model analysis, the evaluation of the internal 
governance, of the internal controls, the analysis of the risks to capital and to liquidity 
and funding.

ESG factors are ESG matters that may have different impacts on banks’ financial 
performance because they can turn into ESG risks as financial risks as they are in 
the analysis of the supervisory process and in particular of the assessment of the 
viability and sustainability of banks’ business model. For this reason, supervisors are 
interested in the forward-looking analyses implemented by the banks themselves, in 
non-financial reporting that contains a number of information useful to discover the 
level of attention to a sustainable economy and in the bank’s ESG ratings. The super-
visory process is changing in line with these new risks; banks are compelled to show 
their capacity and ability to afford and manage adequately their impact. New business 
models and a new and more effective supervisory function should be a forward-
looking assessment of the future business environment.

3.2 Analysis of the business model and the ESG risk perspective

In the previous paragraphs, the relevance of ESG factors and their possible 
characteristic of being a source of risks have been described. In addition, climate risk 
is considered one of the most important and actual risks in banks’ regulation. These 
two assumptions are influencing also banks’ business models.

Banks are organizing their activities to control their CO2 impact. At the same time, 
it is entering new selective methods in granting funds to green projects, avoiding the 
greenwashing trap that could increase ESG risks.

The business model is analyzed both under a quantitative dimension and from 
a qualitative point of view. The new business model being influenced by new risks 
requires also different capital adequacy. This adequacy is measured with respect to the 
capacity of absorbing ESG risks, while the qualitative analysis aims at the evaluation 
of the bank’s performance considering its risk appetite, but also the presence of other 
drivers.

According to EBA and Basel Committee [3, 6], to understand the impact of ESG 
factors on the current business model, the quantitative analysis should be based on 
the consideration of the portion of the bank’s profitability that derives from assets 
that are more exposed to ESG risks. The differences in the profitability of conven-
tional loans and loans that include ESG risk-related objectives must be compared as 
the concentration of assets, highly exposed to ESG risks. The geographical concentra-
tion of lending or deposit-taking from households in a region where the economy 
heavily depends on carbon-intensive industries or that is prone to disasters is an 
example of the possible effects of ESG risks. The consequence is the search of assets 
and liabilities with more complex variables. For this reason, regulators are presenting 
new guidelines and banks are looking for new schemes for the development of more 
effective strategies.

3.3 ESG risks and capital adequacy

From the previous discussion, it is evident that ESG risks impact the existing 
financial risks (e.g., credit risk, market risk, and operational risk). If it is so, it 
is evident that regulators and supervisors need to consider the impact on capital 
requirement [11]. According to the function of capital requirement, its entity is tied 
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to the classification of risks to be faced. The risk-weighted assets are expressed on the 
basis of quantitative inputs classified by each bank starting from authorities’ rules 
and regulations. The definition of capital requirement for ESG risks is influenced by 
their measurement and it is not yet well complied. In fact, as concerns climate-related 
risks and environmental risks a number of quantitative indicators are developing; 
on the contrary social and governance risks are mainly managed through qualitative 
methods. The supervisory position is focused on the way used to manage these risks, 
or better to analyze how banks are becoming aware of these risks. Right now the 
relationship under monitoring is the effects on credit risk profile.

As concerns ESG climate risk and environmental risks in determining capital 
adequacy is relevant the consideration that they are long term risk; in fact, the physi-
cal impact of environmental change and/or because previously insufficient political 
action forces a sudden and comprehensive transition.

Consequently, the supervisory process will be adapted to review whether and 
how the banks ensure that their banking book is sustainable in the medium to long 
term. To simulate the condition of risk, banks can adopt scenario analysis that gives a 
measure of the bank’s resilience.

Supervisory activity tests capital adequacy by considering both qualitative and 
quantitative information. Anyway, the most important aspect is referred to the quanti-
tative methodologies in which supervisory authorities assess bank’s risk measurement 
tools. Starting from this approach to measure the relationship between credit risk and 
ESG risk, the standard credit risk assessment is used to take into account the impact of 
ESG risks. As credit risk is assessed in the short to medium term, the use of forward-
looking metrics is relevant to measure the impact of ESG factor on bank’s own exposure 
to credit risk. This evaluation is important to measure the sustainability of long-term 
loans in the bank’s banking book. In determining the capital requirement, the maturity 
of the loan portfolio is more and more important to absorb the impact of ESG risks. The 
starting point is connected to the evaluation of the awareness of how ESG risks drive 
credit risk for each portfolio and the connection with the risk appetite framework of the 
bank. For this reason, supervisors might check that institutions have properly embed-
ded the material ESG factors into their rating assignment and review process.

The above-mentioned geographical variable is relevant also for determining 
capital adequacy; in fact, as said, the location has an influence on physical risk, so the 
higher is the risk of natural disaster, the higher should be the capital requirement to 
cover unexpected risks.

Even if there is the incorporation of ESG risks into the review of the credit quality 
of the portfolio, this causes a number of questions, one of which is the availability 
of reliable data and information. Supervisors will consequently check that the credit 
strategy is fully aligned and properly reflects the underlying ESG risk appetite. 
Performing these assessments also implies controlling how the responsibilities for 
implementing and monitoring the ESG-related targets are set.

The control of credit and loans implies the analysis of loans originating. At the end 
of this step, it means that it is necessary to identify projects, activities, and criteria 
used to select environmentally sustainable lending. This analysis is a guide to avoid 
greenwashing activities that might require a higher capital level, with a higher risk 
level [10]. This check on loan activity to quantify the capital requirement is necessary 
to cover the bank from the reputational risk, it might incur in.

While the link between ESG risks and liquidity and funding is seen by institutions 
as more indirect, it is deemed important to not overlook these links when evaluating 
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the risks to liquidity and funding; ESG factors could also result in funding issues 
for institutions or make some assets less liquid. The evaluation of liquidity needs in 
the short and medium term, in particular, whether ESG risks could cause net cash 
outflows that negatively impact the institution’s liquidity position.

The analysis of ESG risks is still at an early stage, also because it is not yet simple in 
banking activity but it is relevant also for supervisory authority to assess the adequacy 
of internal capital to face these risks.

4. Conclusion

Environmental conditions and climate changes are influencing banking activity 
and regulators’ duties. For a few years, ESG factors are impacting financial context 
and are inducing managers to adopt new approaches in running their business. 
Banks are changing their methods to consider the principles of sustainable finance 
both as concerns the banking book and consequently the loans activity, but also 
the new green investments. On the other side, climate changes and climate-related 
risks have demonstrated that the brown economy must leave the place to a green 
economy.

This new approach has induced banks to consider new risks deriving from the 
ESG factor and from climate change itself. Banking managers are reshaping their risk 
management scheme introducing also ESG and climate-related risks.

The framework is aggravated by the fast evolution of the social and governance 
models that must be structured in a new way.

Regulators and supervisors are running in giving guidelines and new frameworks 
to induce banks to pay more and more attention to these risks.

The whole supervisory process is reshaping by introducing the measurement 
of ESG risks and climate-related risks but the greatest problem is due to the huge 
relevance of these risks and the overlapping of rules, regulations, and guidelines that 
are still at an early stage but are renewing the banking activity whose main role to 
bring the economy to put in practice a real new green deal.

Appendices and nomenclature

CRD  Directive 2013/36/EU – Capital Requirement Directive
CRR  Regulation (EU) 2019/876 – Capital Requirement Regulation
FMP  Financial market participant
IFD  Directive (EU) 2019/2034 – The Investment Firms Directive
IFR  Regulation (EU) 2019/2033
LCBMR   Regulation (EU) 2019/2089 – The Low Carbon Benchmark 

Regulation
NFDR  Directive 2014/95/EU – The Non-Financial Reporting Directive
RTS  Regulatory Technical Standards
SFDR   Regulation (EU) 2019/2088 – The Sustainable Finance Disclosure 

Directive
SREP  Supervisory Review and Evaluation Process
Taxonomy Regulation (EU) 2020/852
TCFD  Task Force on Climate-related Financial Disclosures
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A.Appendix 1 – ESG risks timeline implementation

B.Appendix 2 – Climate regulation timeline implementation

Year/Date

2018

Banks must consider NFDR

2020

February EBA launches consultation about the revision of NFDR

April LCBMR in force

September EBA opens a survey on Pillar 3 disclosure on ESG risks

November Opening of EBA’s consultation on management and supervision of ESG risks for credit 

institutions and investment firms

December LCMBR level II in force

Closing of IFRS consultation on Sustainable Reporting

2021

February Closing of EBA’s consultation on management and supervision of ESG risks for credit 

institutions and investment firms

SFDR final draft RTS on indicators for the adverse impact of environment delivered to EC

March Opening of EBA consultation on draft ITS on Pillar 3 disclosure

SFDR principal website disclosure obligations apply to sustainability risk management; PAis; 

and remuneration policy

June Proposal regarding the review of NFRD

Closing of EBA consultation on draft ITS on Pillar 3 disclosure

EBA report on management and supervision of ESG risks

November EBA on sustainable securitization

December SFDR final draft RTS on indicators for social and human matters

EBA’s submission of the final draft of ITS on Pillar 3 disclosure

2021–2022

EBA guidelines and Standards on ESG integration in risk management and supervision

2022–2024

Publication of EBA discussion paper with a consultation on the classification and prudential 

treatment of assets from a sustainability perspective

2025

EBA final report on the classification and prudential treatment of assets from a sustainability 

perspective

Year/Date

2017

TCFD Guidelines available

2020
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Year/Date

June EU publishes guidelines on reporting of climate-related information

July EU Taxonomy Regulation enters in force

2021

EBA delivers advice to EC on KPIs and methodology for disclosure under NFRD

June EC adoption of a delegated act on the additional transparency requirement for financial and 

non-financial undertakings under the EU Taxonomy Regulation

2022

January EU Taxonomy Regulation delegated acts on climate change mitigation and adaptation to apply

2023

Application of all EU Taxonomy Regulation delegated acts other than on climate change 

mitigation and adaptation
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Chapter

Determinants of Banking
Profitability in Portugal and Spain:
Evidence with Panel Data
Maria Elisabete Duarte Neves, Joana Monteiro

and Carmem Leal

Abstract

This article aims to study the determinants of banking performance in the
countries of the Iberian Peninsula, Portugal and Spain. To achieve the proposed
objective, the methodology of panel data was used, specifically the estimation method
Generalized Method of Moments (GMM-system). An unbalanced panel of 267 banks
was used, of which 122 belong to the Portuguese banking sector and 145 to the Spanish
banking sector. Two variables were used as performance measures, the average return
on total assets (ROAA) and the average return on equity (ROAE). The results show
that bank profitability is generally influenced by internal variables, and not so much
by sector-specific or macroeconomic variables. Therefore, the results suggest that
management decisions are the ones that most influence performance. We conclude
that bordering countries, despite having different economies, have very similar influ-
ences on bank profitability.

Keywords: determinants of Bank profitability, Portugal, Spain, Iberian Peninsula,
GMM system

1. Introduction

Financial institutions and in particular banks capture savings from economic
agents that have higher levels of liquidity to lend to those that lack liquidity [1]. When
these transactions are efficient, the economy and the financial sector of the countries
tend to become more solid and stable [2].

According to the financial literature ([2, 3] among others), banking performance is
affected both by internal determinants and by factors external to the bank. Thus, it is
consensual that the internal factors result from policies applied by their managers.
Meanwhile, the external determinants that, as they are exogenous to the institution,
are not within the reach of the bank’s direction and management. However, they can
be predicted. And if the external factors are anticipated by the banks, they will be
able, on time, to face the less favorable situations.

External factors can also, according to the literature ([2, 3], among others), be
divided into two categories, industry-specific factors, and macroeconomic factors.
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These variables are determined by characteristics inherent to the types of institutions,
as well as the economic and legal environment of the country in question [4].

Thus, through the estimation technique used by Arellano and Bond [5], Arellano
and Bover [6], and Blundell and Bond [7], the Generalized Method of Moments
(GMM), models that will allow obtaining more efficient results will be estimated. to
possible endogeneity problems.

Thus, this study aims to determine the profitability of banks operating in Portugal
and Spain in the period between 2011 and 2016. The sample consists of 267 banks in
the Iberian Peninsula, of which 122 are Portuguese and 145 are Spanish. Overall, the
results show that internal factors are the ones that most affect bank profitability in the
three samples. The variables capital, operational efficiency, and the annual growth of
deposits are the factors that best explain the profitability of the banking sector, both
when considering individual countries and in the joint sample. The rest of the work is
organized as follows: The second section presents the most relevant studies on the
subject and hypotheses accordingly. Next, the research design is presented, which
includes the sample data, the variables, and the estimation method. In Section 4 the
main results are discussed and finally, in Section 5 the conclusions, limitations, and
lines of future research are presented.

2. Literature review

Several authors [4, 8–13] showed that the determinants of bank profitability can be
internal and external, and it is also possible that external factors can be subdivided
into specific industry factors and macroeconomic factors.

Internal factors are specific to banks and are normally controlled by management
[8, 14]. While exogenous factors derive from the country’s economic and legal envi-
ronment, they do not depend on the manager [3, 4, 14]. According to these authors,
internal determinants can include asset structure, asset quality, capital, operational
efficiency, revenue diversification, annual deposit growth, and size.

Likewise, among the external factors we can highlight ownership, whether the
banks are listed or not, the inflation, and economic growth. All these variables were
used in the aforementioned studies.

2.1 Bank specific determinants

2.1.1 Asset structure

Banks tend to diversify their loan portfolio and increase liquidity to reduce risks,
particularly in times of crisis [14]. Much of the literature [9, 10] agrees that this
action, to other safer assets, should cause profitability to increase more quickly. These
operations tend to increase operational maintenance costs, however, García-Herrero
et al. [15] argue that profit should also increase.

It should be noted that the increase in the level of credit can cause a high liquidity risk,
if the manager does not effectively reduce its liabilities or if it does not know how to
properly finance the increase in assets [10, 11]. If these operations are carried outwell, the
increase in loans will increase the bank’s revenues, therefore it will also increase profit-
ability [16]. Therefore, Saona [12] and Trujillo-Ponce [10] found a positive relationship
between the relative percentage of loans in a bank’s assets and its profitability. Also, Tan
et al. [16] confirmed that liquidity risk exerts a positive influence when considering
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ROAA as a measure of bank profitability in Chinese banks, however, there is a negative
relationship when considering ROAE. On the other hand, Trabelsi and Trad [17] empiri-
cally showed that asset structure negatively influences ROAA and positively influences
ROAE. Guru et al. [8] and Rumler andWaschiczek [9] emphasize that the asset structure
negatively influences bank profitability.

Thus, it can be seen that there is no consensus regarding the sign and significance
of this variable with profitability. On the one hand, more loan amounts mean higher
turnover and, in principle, more results. However, more loans also translate into more
processing costs, higher chances of credit losses, and the cost of maintaining required
capital reserves.

Thus, according to the literature, we expose hypothesis one, with no pre-defined
sign.

Hypothesis 1—There is a significant relationship between the composition of
banks’ assets and their profitability (with no defined sign).

2.1.2 Asset quality

According to Trabelsi and Trad [17], this variable indicates the economic and
financial situation of banks, as it warns us of financial vulnerability, assessing their
resilience to financial shocks.

In fact, in unfavorable times, there may be an increase in bad debt assets, causing
banks to distribute a portion of their gross margin for provisions, to cover any loan
losses [10]. These operations are associated with a credit risk that affects bank profit-
ability [3]. Thus, with an increase in impairment losses on loans and accounts receiv-
able, the quality of the assets of banking institutions may be negatively affected [10].
Mester [13] also showed that the increase in loan quality is associated with an increase
in bank operating costs, which may have an opposite effect to that expected.

Empirical analyzes by Alshatti [18], Athanasoglou et al. [2], Trabelsi and Trad [17],
and Trujillo-Ponce [10] found a negative association between the quality of bank
assets and their profit. Similarly, Dietrich and Wanzenried [3] showed a negative
influence of asset quality on bank profitability during the time of crisis (2007–2009).
Garcia and Guerreiro [19], on the other hand, were faced with a negative relationship
when this variable was associated with ROAA, but when they use ROAE, this rela-
tionship is positive.

In contrast, Saona [12] showed a positive relationship between asset quality and
profitability of Latin American banks. The author argues that this sign is observed
because Latin American banks charge their customers with paying higher prices for
services provided to combat the costs associated with credit risk. He also claims that
these transactions are possible because the interest of investors is not protected in
those countries. Following this literature, we propose the following hypothesis:

Hypothesis2—There is a significant relationship between the quality of assets and
their profitability (with no defined sign).

2.1.3 Capital

Capital refers to the amount of own funds available to support banking activity,
exerting a safety net in case of hostile developments [14]. Banks with a high net worth
on assets are seen as safer and less risky banks compared to institutions with lower
capital, that is, well-capitalized banks are able to cope with times of crisis [3, 8]. In
fact, according to Iannotta, Nocera, and Sironi [20], a better capitalization of banks
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may reflect a higher quality of management. This association can help banks finance
their assets with lower interest rates, as the risk of bankruptcy is reduced [3, 15], thus
making increase your profitability.

However, Djalilov and Piesse [14] suggest that the increase in financing costs due
to the high level of capital could negatively affect bank profitability. Thus, the authors
found a positive relationship between capital and profitability in the countries that
made the initial transaction, however, the countries of the former USSR did not show
any relationship between capital and the profitability of their banks. Dietrich and
Wanzenried [3] also showed that in the pre-crisis period, capital did not influence the
profitability of the Swiss banking sector, but between 2007 and 2009 they had a
significantly negative ROAA. On the other hand, Knezevic and Dobromirov [11] show
that the profits of Serbian national banks are not influenced by capital, on the other
hand, foreign banks are negatively influenced.

Trujillo-Ponce [10] showed that Spanish banks are positively influenced by capital
when profitability is calculated using ROAA, however, when it is related to ROAE, they
present a negative relationship. In contrast, the Portuguese banks analyzed by Garcia and
Guerreiro [19] showed a negative association with ROAA, but insignificant with ROAE.

Other studies, such as Alshatti [18], Athanasoglou et al. [2], Rumler and
Waschiczek [9], Saona [12] and Trabelsi and Trad [17] show a positive relationship
between return and equity on assets. While the studies by Guru et al. [8] and Shehzad,
De Haan and Scholtens [21] have a negative sign.

According to the exposed literature, the following hypothesis is proposed:
Hypothesis 3—There is a significant relationship between the capital ratio of banks

and their profitability (with no defined sign).

2.1.4 Operational efficiency

Beccalli et al. [22] argue that efficiency represents the minimization of inputs (that
is, consuming fewer inputs for the same level of results) or the maximization of
outputs (producing more outputs for the same amount of inputs). To this, authors
such as Beccalli et al. [22] and García-Herrero et al. [15], call it X-efficiency (best
practice indicator). According to some studies [2, 4], operational efficiency is one of
the indicators that most influence bank profitability. Thus, for profitability to be high,
the degree of efficiency of the financial institution’s management must also be high
[2, 3], that is, the reduction of operating costs (administrative expenses, employees’
salaries, property expenses, among others) and, simultaneously, the increase in
income, lead to a high level of bank profitability [11].

Traditionally, the operational efficiency of the banking sector is calculated using
the cost-to-income (CIR) ratio, that is, expenses to income, with a high value
reflecting more inefficiency. Therefore, it is expected that expenses will be lower than
revenues so that efficiency will positively influence banks’ profitability.

Thus, some showed a negative association between bank efficiency and profit
[3, 8, 10, 11, 19, 21].

For example, Ding et al. [4] concluded that the Chinese banking sector is more
efficient than US banking institutions in times of crisis, however, after the crisis, the
US overlaps China. Tan et al. [16] found that efficiency in Chinese banks negatively
influences ROAA and positively ROAE.

According to the literature cited, the fourth hypothesis is presented:
Hypothesis 4—There is a positive relationship between operational efficiency and

your bank profitability.
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2.1.5 Revenue diversification

Banking activities can be divided into traditional activities and non-traditional
activities, both of which are important for bank profitability. According to Trujillo-
Ponce [10], non-traditional activities arise for diversification, trying, in this way, to
generate new sources of income complementing traditional activities. In this sense,
Stiroh and Rumble [23] follow in stating that financial institutions have to make more
profitable sources that are generated by non-traditional activities so that they increase
profitability levels and manage to survive the competition.

However, DeYoung and Rice [24] argue that one cannot put all the emphasis on
non-traditional activities, due to the consequent increase in profitability, since, if they
are not associated with traditional activities, they become an unsound strategy, thus
putting, concerned the possible profit.

Even so, studies have concluded that revenue diversification has a positive impact
on profitability above the spread [25]. While Saona [12] presented a negative sign for
this relationship. Tan et al. [16] showed a positive relationship between non-
traditional activities and ROAA, but a negative one with ROAE. However, Elsas,
Hackethal and Holzhäuser [26], Stiroh and Rumble [23], and Trujillo-Ponce [10] did
not find significant differences to be able to state that diversity affects profitability.

As per the provisions, it appears that there is a relationship between the diversity
of revenues and the profitability of the banking sector. Accordingly, the following
hypothesis arises:

Hypothesis 5—There is a significant relationship between revenue diversity and
bank profitability (with no defined sign).

2.1.6 Deposit growth

In general, deposits represent stable and cheaper resources than other types of
financing, and, to this extent, they contribute to increasing bank profitability [15]. But
the global financial crisis led banks to adopt aggressive policies, mortgaging their
margins at the expense of paying higher rates, which contributed to the decrease in
profitability [10].

Dietrich and Wanzenried [3] state that an increase in deposits also implies attend-
ing to numerous factors, such as operational efficiency, as banks must be able to
convert deposit liabilities into revenue-generating assets, taking into account good
credit quality. However, high deposit growth rates also attract additional competitors,
affecting the profitability of banking institutions.

Thus, Trujillo-Ponce [10] did not find any relationship between the growth rate of
bank deposits and Spanish bank profitability. However, Garcia and Guerreiro [19]
found that the growth of deposits intervenes positively in ROAA, but that it has no
statistical significance in ROAE. In contrast, Dietrich and Wanzenried [3] are faced
with a negative influence on ROAA and a positive influence on ROAE.

In harmony with the exposed literature, the following hypothesis is put forward:
Hypothesis 6—There is a significant relationship between the growth rate of

deposits and bank profitability (no defined sign).

2.1.7 Bank size

The size of banks is one of the characteristics that have traditionally been used to
determine their levels of profitability because, in principle, the bigger the bank, the
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greater the use of synergies and economies of scale, leading to a reduction in expenses
and, consequently, an increase in results and profitability [14, 20]. Saona [12] claims
that a large bank will incur in large operations, therefore, it will be associated with a
higher risk, which, consequently, will cause the institution to charge higher margins,
positively influencing profit.

However, a bank that is too large may incur diseconomies of scale as it will have an
increase in variable costs, such as operating, bureaucratic and marketing expenses,
negatively affecting bank profitability [2, 3]. According to García-Herrero et al. [15],
the increase in size can make bank management difficult due to the occurrence of
aggressive competitive strategies.

Therefore, empirical investigations [12, 16, 17] have found a positive and signifi-
cant relationship between profitability and size.

Dietrich and Wanzenried [3] showed that in Switzerland the largest banks are the
least profitable, following Berger and Mester [27] who had concluded the same.

In another sense, Ding et al. [4] showed that the large US banks after the crisis
were the ones that were able to restructure the fastest and obtain higher levels of
profitability. Once the authors had obtained a negative relationship during the crisis.
Also, Elsas et al. [26] and Knezevic & Dobromirov [11] found a negative and signifi-
cant relationship between size and profitability. Other empirical research does not
find any significant relationship between profitability and bank size [2, 9, 10, 18, 28].

Following the exposed literature, we proposed hypothesis 7:
Hypothesis 7—There is a significant relationship between the bank’s size and its

profitability (with no defined sign).

2.2 Industry-specific determinants

2.2.1 Ownership

Banks can be private or public institutions, the private ones belong, essentially, to
private entities (more than 50% of these institutions) and the public ones, mainly, to the
State. Berger and Mester [27] argue that the more external investors there are, the
greater the control, the greater the efficiency, consequently the greater the profitability.

However, there is much empirical evidence that this variable does not influence
the institution’s profit [2, 18, 28].

DeYoung and Rice [24] and Knezevic and Dobromirov [11] found a negative
relationship between ROAE and ROAA, respectively. Dietrich and Wanzenried [3]
also concluded that ROAA is negatively influenced by the type of property, however,
this is not statistically significant when the performance index is the ROAE.

In contrast, Rumler and Waschiczek [9] show that banks with public capital posi-
tively influence ROAE. Under these points of view the following hypothesis is placed:

Hypothesis 8—There is a significant relationship between the nature of bank
ownership and its profitability (with no defined sign).

2.2.2 Stock exchange quotation

According to Beccalli et al. [22], information on the earnings of institutions can be
incorporated into stock prices, however, changes in stock prices do not properly
reflect the extent of changes in earnings. Dietrich and Wanzenried [3] argue that the
fact that listed banks negatively affect institutions’ profits makes them subject to
greater requirements, such as additional reporting and greater market scrutiny. This
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fact may affect the profitability of banks with the additional costs that they entail.
However, financial institutions listed on the stock exchange that has a positive
influence on performance will suffer greater pressure from the financial market
(shareholders, financial analysts, etc.… ).

Iannotta et al. [20] showed that the stock market positively affects bank profitability.
On the other hand, Dietrich and Wanzenried [3] faced a negative influence when

using ROAA. García-Herrero et al. [15] showed that banks present on the stock
exchange are not more profitable than those that are not.

By the way, the hypothesis to be tested will be:
Hypothesis 9—Banks listed on the stock exchange have greater profitability than

unlisted ones.

2.3 Macroeconomic determinants

2.3.1 Inflation

Inflation can influence profitability depending on how it interferes with operating
income and costs. Thus, if management manages to forecast the inflation rate, it can
regulate interest rates appropriately, to increase revenues faster than costs [11].
Otherwise, banking costs will be higher than revenues and will negatively affect the
profitability of banking institutions.

Athanasoglou et al. [2], García-Herrero et al. [15], Guru et al. [8], Rumler and
Waschiczek [9], Saona [12], and Tan et al. [16] confirmed that the relationship
between inflation and bank profitability is positive. However, Djalilov and Piesse [14]
and Shehzad et al. [21] did not find a significant relationship between profitability and
this variable. Trabelsi and Trad [17] and Trujillo-Ponce [10], in turn, showed that
ROAA is positively influenced by the inflation rate while ROAE is negatively affected.

Following the literature, we propose the following hypothesis:
Hypothesis 10—There is a direct relationship between inflation and bank

profitability (with no defined sign).

2.3.2 Economic growth

Economic growth varies over the years as the economy goes through several
economic cycles. On the one hand, if the country’s economic conditions are unfavor-
able, this could mean an increase in banks’ provisions due to the loss of credit and the
poor quality of assets mortgaged to profitability. On the other hand, if the country’s
economic conditions are favorable, the demand for credit from households and
companies will increase and, consequently, so will profitability [10, 14].

However, Saona [12] concluded that in periods of strong economic growth, banks
may tend to adjust their margins, leading to lower results and profitability. That said,
Athanasoglou et al. [2], Dietrich and Wanzenried [3], Lee and Kim [28], Rumler and
Waschiczek [9], Trabelsi and Trad [17], and Trujillo-Ponce [10] show a positive
relationship between economic growth and economic profitability. While other
investigations [11, 14, 15] have not found any relationship between economic growth
and bank profitability. However, Saona [12] and Shehzad et al. [21] showed a negative
association between Gross Domestic Product (GDP) and bank profitability. Finally,
Garcia and Guerreiro [19] concluded that GDP negatively affects the banking sector if
it is analyzed with the ROAE profit indicator, however, if it is related to ROAA, the
sign becomes insignificant.

7

Determinants of Banking Profitability in Portugal and Spain: Evidence with Panel Data
DOI: http://dx.doi.org/10.5772/intechopen.103142



In line with the provisions, we propose the following hypothesis to be tested:
Hypothesis 11—The country’s GDP influences bank profitability.

3. Research design

3.1 Sample data

The sample, for the period between 2011 and 2016, is composed of 267 Iberian
banks, of which 122 are Portuguese and 145 are Spanish. All databases without com-
plete data for at least four consecutive years were excluded, a necessary condition for
second-order correlation estimation [5]. As the second-order correlation is a GMM
assumption, and this will be the estimation method used, this correlation must be
tested [29]. Data to calculate bank- and industry-specific variables are sourced from
Orbis Bank Focus, Bureau van Dijk database. While the macroeconomic variables
come from The World Bank1.

3.2 Sample variables

3.2.1 Dependent

ROAA and ROAE have traditionally been used as measures of banking perfor-
mance and to that extent are also the variables that we will use as dependent variables.

The average return on total assets (ROAA) is the ratio between Ebit and total assets
[2, 30]. Garcia and Guerreiro [19] state that ROAA portrays management efficiency
and is, therefore, an imminently economic indicator. Return on average equity
(ROAE) is the ratio of net income to equity [2]. Rumler and Waschiczek [9] suggest
that ROAE is a more popular performance measure among financial analysts.

This indicator translates into shareholder returns and, as such, there may be pressure
from shareholders to distribute results, threatening the capitalization of banks. we know
that the asset may be valued at acquisition cost, which can lead to the undervaluation or
overvaluation of the elements that comprise it, thus influencing the ROAA ratio.

3.2.2 Independent variables

Table 1 presents the explanatory variables to be used in the regression models,
highlighting their internal origin, intrinsic to management, or external, without direct
influence from the manager.

3.3 Methodology

Considering ROAE and ROAA as the dependent variables and the independent
variables as defined previously, we obtain the following models:

ROAEit ¼ β0 þ β1ASit þ β2AQ it þ β3EQ it þ β4CIRit þ β5RDit þ β6ADGit

þβ7SIZEit þ β8Ownerþ β9Quotedþ β10INFit þ β11GDPit þþμit
(1)

1 https://data.worldbank.org/.
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ROAAit ¼ β0 þ β1ASit þ β2AQ it þ β3EQ it þ β4CIRit þ β5RDit þ β6ADGit

þβ7SIZEit þ β8Ownerþ β9Quotedþ β10INFit þ β11GDPit þþμit
(2)

To estimate these models, the GMM dynamic model was used, initially proposed
by Arellano and Bond [5] and improved by Arrellano and Bover [6] and Blundell and
Bond [7]. By using the GMM method, we solve two fundamental problems such as
endogeneity and unobserved heterogeneity [14, 15, 29].

4. Results

4.1 Descriptive statistics

This chapter describes descriptive statistics (mean, minimum, maximum, and
standard deviation) for the variables used in the sample. From what can be seen in
Table 2, the study shows a positive mean of the dependent variables for all the years

Variables Designation Proxy Theoretical foundation

Asset

Structure

AS Total Loans /Total Assets Alshatti [18], García-Herrero et al. [15],

Sharma et al. [1] and Trujillo-Ponce [10]

Asset Quality AQ Provisions for Loan Losses/

Total Loans

Athanasoglou et al. [2], Dietrich e

Wanzenried [8], Saona [12]

Equity EQ Equity/Total Assets Alshatti [18], Garcia and Guerreiro [19],

Knezevic and Dobromirov [11] and

Trabelsi and Trad [17]

Cost to

Income ratio

CIR Total Expense/Total Revenue Dietrich and Wanzenried [3], Knezevic

and Dobromirov [11] and Saona [12]

Revenue

Diversification

RD Non-interest income/gross

income

Tan et al. [16]

Annual

Deposit

Growth

ADG (Total Depositst—Total

Depositst-1)/Total Depositst-1)

Dietrich and Wanzenried [3], Garcia and

Guerreiro [19] and Trujillo-Ponce [10]

Size Size Ln (total Assets) Alshatti [18], Djalilov and Piesse [14],

Knezevic and Dobromirov [11], Tan et al.

[16]; Trujillo-Ponce [10]; Neves, Proença

and Dias [31]

Owner Owner Dummy variable—takes

value 1 if it has Public

ownership and 0 if Private

Quoted Quoted Dummy variable—1 if quoted

0 otherwise

Inflation INF Annual Inflation Rate at

Constant Prices

Knezevic and Dobromirov [11]; Trujillo-

Ponce [10]

GDP GDP Real Gross Domestic Product

Growth

Athanasoglou et al. [2], Dietrich e

Wanzenried [3], Garcia e Guerreiro [19]

Rumler e Waschiczek [9]

Table 1.
Specific characteristics of banks, industry-specific characteristics, and macroeconomic factors.
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under observation. It is also observed, in the three samples, that the means of the
independent variables are mostly positive, except GDP in the samples from the Ibe-
rian Peninsula and Portugal. Regarding the standard deviation, it can be seen that the
annual growth of deposits is the variable that presents the highest value for the
samples from the Iberian Peninsula and Spain. While Portugal presents the asset
quality variable with the greatest discrepancy to the average.

4.2 Discussion results

Table 3 presents the results for the banks of Portugal and Spain as the Iberian
Peninsula, and Table 4 an individual analysis of the determinants that affect the
profitability of these two border countries. Thus, economic growth exhibits a statisti-
cally significant and positive sign for the joint analysis (Table 3). Such evidence may
be due to the increase in credit on the part of families and companies after the
financial crisis. As well as, a decrease in bad debt assets, during some favorable
economic growth of the countries. Since in favorable growth situations, borrowers can
meet their debts. By the provisions, hypothesis 11 is corroborated, following the
results found by Lee and Kim [28], Rumler and Waschiczek [9], and Trabelsi and
Trad [17]. Regarding inflation, this influences positively and significantly both the
Iberian banking sector and the Portuguese banking sector (Table 4). However, bank-
ing in Portugal is only influenced by the operating performance index, which is the
ROAA. In this way, hypothesis 10 is supported by the studies by Rumler and
Waschiczek [9], Tan et al. [16], and Trujillo-Ponce [10]. This reveals that the man-
agers of the banks under analysis can predict the rate of inflation, properly regulating
interest rates so that revenues increase faster than expenses. On the other hand, an
increase in inflation can also translate into an increase in the purchasing power of the
population in general, so this increase can mean more deposits, more credit compli-
ance, safer, therefore more profitability. The asset structure presents a negative and
statistically significant result concerning the ROAE of the sample of Iberian and
Portuguese banks. In fact, the asset structure of Spanish banks (Table 4) also shows
the same sign for both dependent variables. By the provisions, it is clear that it is
possible to corroborate hypothesis 1. This evidence is supported by the results of
Rumler and Waschiczek [9] and Tan et al. [16]. This means that the banking sector is
not able to efficiently manage and increase the loan portfolio in the period under
review. A period that is characterized by strong competition and banking competi-
tiveness, as banks were under great pressure to attract customers. However, an
increase in the loan portfolio implies increases in operating costs, so if interest rates
are not well adjusted, they will become incapable of supporting operating expenses,
harming banks’ profitability. As well, the increase in the loan portfolio can also lead to
a high risk of credit defaults. It appears that the sign of the variable capital is positive
in both Tables. That said, hypothesis 3 is corroborated. This evidence shows that
Portuguese and Spanish banks are well-capitalized.

Regarding Table 3, Banks that present better levels of capital denote a lower risk of
bankruptcy, they are considered.

with lower financing costs, therefore they can obtain higher gross margins, which
leads to higher levels of profitability. These results are in line with the investigations
of Garcia and Guerreiro [19], Trujillo-Ponce [10], and Saona [12]. Consistent with
hypothesis 2, the results in Table 4 show that asset quality negatively and significantly
affects the ROAA of Portuguese banks and both performance indicators relative to
Spain. This is due to the increase in impairment losses on loans, which negatively

10

Banking and Accounting Issues



Iberian

Peninsula

Portugal Spain

Variables Mean Minimum Maximum Standard

Deviation

Mean Minimum Maximum Standard

Deviation

Mean Minimum Maximum Standard

Deviation

ROAE 2.815 �596.314 516.159 37.512 2.196 �131.397 516.159 36.318 3.173 �596.314 348.454 34.985

ROAA 0.415 �17.502 19.236 2.394 0.136 �17.502 17.239 2.519 0.576 �14.037 19.236 2.299

AS 51.070 0.000 99.967 23.947 47.727 0.143 98.125 22.333 53.066 0 99.967 25.958

AQ 14.442 0.000 1884.362 137.350 33.507 0.002 1884.362 220.676 2.650 0 140.937 19.738

EQ 13.987 �7.831 99.987 18.277 13.827 �5.607 93.253 13.128 14.078 �7.831 99.987 20.56033

CIR 67.954 0.200 872.730 49.619 10.582 1.22 620.690 43.900 66.363 0.200 872.730 51.072

RD 44.500 0.000 550.000 34.369 44.428 0 179.604 24.204 44.570 0 550.000 42.111

ADG 393.336 �98.914 184025.500 8323.199 6.649 �77.243 172.352 22.625 577.918 �98.914 184025.5 8970.098

SIZE 6.119 4.113 9.127 1.146 5.807 4.360 8.139 0.991 6.299 4.113 9.127 1.159

OWNER 0.023 0.000 1 0.151 0.030 0 1 0.171 0.018 0 1 0.142

Quoted 0.038 0.000 1 0.191 0.030 0 1 0.171 0.044 0 1 0.199

INF 1.289 �0.500 3.653 1.478 1.426 �0.278 3.653 1.524 1.182 �0.500 3.196 1.342

GDP �0.319 �4.028 3.432 2.304 �0.877 �4.023 1.822 2.054 0.117 �2.928 3.432 2.26

Table 2.
Descriptives statistics.
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ROAE ROAA

Coefficient St. Deviation Z P-value Coefficient St. Deviation Z P-value

Constant �16.763 (77.231) �0.22 0.828 �7.288 (7.646) �0.95 0.341

AS �0.222 (0.103) �2.15 0.032 ** �0.011 (0.008) �1.36 0.174

AQ �0.176 (0.149) �1.18 0.239 �0.001 (0.019) �0.06 0.995

EQ 1.173 (0.570) 2.06 0.040 ** 0.191 (0.059) 3.24 0.001 ***

CIR �0.352 (0.042) �8.38 0.000 *** �0.021 (0.004) �5.11 0.000 ***

RD �0.019 (0.025) �0.78 0.434 0.001 (0.003) 0.19 0.847

ADG 0.018 (0.007) 2.48 0.013 ** 0.003 (0.001) 4.10 0.000 ***

SIZE 6.515 (10.884) 0.60 0.549 1.255 (1.129) 1.11 0.266

OWNER 99.912 (95.047) 1.05 0.293 1.815 (4.439) 0.41 0.683

Quoted �35.332 (30.531) �1.16 0.247 �6.798 (5.114) �1.33 0.184

INF 2.452 (1.002) 2.45 0.014 ** 0.255 (0.091) 2.79 0.005 ***

GDP 1.218 (0.290) 4.20 0.000 *** 0.064 (0.029) 2.16 0.031 **

Sargan 16.01318 (11) 0.1406 10.57061 (11) 0.4799

Wald 215.79 (12) 0.0000 69.20 (12) 0.0000

AR (1) 0.43101 0.6665 �1.9816 0.0475

AR (2) �1.5599 0.1188 �0.13714 0.8905

In the table above, all the variables are those included in the literature review. In order to understand the reading of the results, we still need to know that: (i) the values in parentheses represent the
asymptotic standard errors compatible with heteroscedasticity problems; (ii) **,*** represent the statistically significant coefficients at the level of 10%, 5% and 1%, respectively; (iii) The Sargan test
has a p value greater than 5%, which means that the instruments are valid and the values between relatives represent degrees of freedom; (iv) The Wald test has a p-value less than 5% indicating
that the set of coefficients is asymptotically distributed as χ2 under the null hypothesis without significance, the degrees of freedom are represented in parentheses; (v) The Arellano-Bond test is
asymptotically distributed as N (0,1) under the null hypothesis of no serial correlation. The AR(2) test indicates that there is no second-order serial correlation.

Table 3.
Estimation results of models 1 and 2 for the Iberian Peninsula.
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Portugal Spain

ROAE ROAA ROAE ROAA

Coefficient St.

Deviation

Z P-

value

Coefficient St.

Deviation

Z P-

value

Coefficient St.

Deviation

Z P-

value

Coeficiente Erro

padrão

Z P-

value

Constant 173.441 (166.815) 1.04 0.298 1.824 (7.023) 0.26 0.795 87.620 (24.922) 3.52 0.000 *** 10.126 (4.790) 2.11 0.035 **

AS �0.512 (0.214) �2.39 0.017 ** �0.009 (0.008) �1.11 0.266 �0.454 (0.084) �5.42 0.000 *** �0.034 (0.009) �3.83 0.000 ***

AQ �0.366 (0.479) �0.76 0.455 �0.081 (0.036) �2.23 0.026 ** �4.471 (0.387) �11.55 0.000 *** �0.448 (0.049) �9.19 0.000 ***

EQ 1.934 (0.405) 4.78 0.000 *** 0.133 (0.033) 3.98 0.000 *** 0.775 (0.251) 3.09 0.002 *** 0.092 (0.043) 2.14 0.032 **

CIR �0.543 (0.103) �5.24 0.000 *** �0.032 (0.003) �10.07 0.000 *** �0.370 (0.027) �13.62 0.000 *** �0.031 (0.003) �11.89 0.000 ***

RD �0.051 (0.026) �1.91 0.056 * �0.004 (0.001) �2.51 0.012 ** �0.031 (0.025) �1.23 0.217 �0.004 (0.003) �1.16 0.247

ADG 0.248 (0.064) 3.90 0.000 *** 0.018 (0.003) 5.85 0.000 *** 0.044 (0.025) 1.73 0.084 * 0.003 (0.001) 2.25 0.025 **

SIZE �22.012 (24.628) �0.89 0.371 �0.050 (0.934) �0.05 0.957 �5.009 (3.175) �1.58 0.115 �0.796 0.586 �1.36 0.174

OWNER �27.070 (73.281) �0.37 0.712 0.772 (6.379) 0.12 0.904 �700.091 (920.457) �0.76 0.447 �119.784 (211.781) �0.57 0.572

Quoted �80.435 (67.069) �1.20 0.230 12.742 (13.500) 0.94 0.345 3.412 (3.327) 1.03 0.305 �0.279 (0.296) �0.94 0.347

INF 2.128 (1.514) 1.41 0.160 0.214 (0.052) 4.12 0.000 *** �1.592 (1.143) �1.13 0.260 0.005 (0.099) 0.05 0.960

GDP 0.571 (0.575) 0.99 0.321 �0.013 (0.042) �0.30 0.762 0.106 (0.477) 0.22 0.824 0.044 (0.044) 0.99 0.323

Sargan 7.240062

(11)

0.7793 7.007189

(11)

0.7985 7.754619

(9)

0.5591 12.96967

(9)

0.1640

Wald 1720.97

(12)

0.0000 12162.61

(12)

0.0000 5941.12

(13)

0.0000 784.38

(13)

0.0000

AR (1) 0.5725 0.5670 �2.1586 0.0309 �1.1767 0.2393 �1.6326 0.1025

AR (2) �0.80537 0.4206 �0.4231 0.6722 �0.78984 0.4296 0.00352 0.9972

In the table above, all the variables are those included in the literature review. To understand the reading of the results, we still need to know that: (i) the values in parentheses represent the asymptotic standard errors compatible
with heteroscedasticity problems; (ii) *,**,*** represent the statistically significant coefficients at the level of 10%, 5% and 1%, respectively; (iii) The Sargan test has a p-value greater than 5%, which means that the instruments
are valid and the values between relatives represent degrees of freedom; (iv) The Wald test has a p-value less than 5% indicating that the set of coefficients is asymptotically distributed as χ2 under the null hypothesis without
significance, the degrees of freedom are represented in parentheses; (v) The Arellano-Bond test is asymptotically distributed as N (0,1) under the null hypothesis of no serial correlation. The AR(2) test indicates that there is no
second-order serial correlation.

Table 4.
Estimation results for Portugal and Spain.
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affects the performance of banking institutions. Naturally, in dire economic cycles,
which is the case in the sample period, households tend to default on credit. There-
fore, the period from 2011 to 2016 is marked by losses of millions of euros in loans to
customers, which was noted in the financial statements of institutions. And once
banks have a significant increase in bad debt assets, they tend to distribute their gross
margin to cover expected losses [10]. This result is in line with the results obtained by
Alshatti [18], Athanasoglou et al. [2], Trabelsi and Trad [17] and Trujillo-Ponce [10].

Regarding the operational efficiency variable, it manifests itself with a negative
and significant sign in both Tables. The negative and significant coefficient of the
cost-to-income ratio shows that poor expenditure management is one of the main
contributors to poor profitability performance. In other words, to obtain a higher
performance it is necessary to have a decrease in expenses and/or an increase in
income [11]. The result obtained is under the empirical analysis by Dietrich and
Wanzenried [3] and Shehzad et al. [21], that is, the higher the CIR, the lower the
efficiency and therefore the profitability.

The annual growth rate of deposits is showing a statistically significant and posi-
tive sign. Indeed, hypothesis 6 is corroborated, following the result obtained in the
investigation by Dietrich and Wanzenried [3] and Garcia and Guerreiro [19]. The
increased demand for deposits increases bank profitability both in the Iberian Penin-
sula and in Portugal and Spain. Banks may be benefiting from the increased purchas-
ing power of depositors following the effects of the financial crisis. To that extent,
there will be no need to incur aggressive policies (which can negatively affect perfor-
mance through lower margins) to attract a greater number of depositors. Finally, as
happened with the authors Saona [12] and Tan et al. [16], and corroborating hypoth-
esis 5, the results of Portuguese banking show a negative and significant sign for the
variable revenue diversification, for both profitability indicators. This result suggests
that non-traditional activities, by themselves, do not boost Portuguese banking prof-
itability.

Also, DeYoung and Rice [24], had already warned that if banks did not associate
these activities with traditional activities, they could incur losses. Despite this, this
result may be due to charges, for example, with securities. As a means of recapitaliza-
tion, to comply with the rules established by the Basel III agreement, banks were
subject to CoCos (Contingent Convertible Bonds) bonds, however, the financial
charges with the high-interest rates of these bonds may have harmed the banks’
performance. Portuguese.

It should be noted that the significant variables in the three samples always show
the same sign, which somehow gives credibility to the results found. In the sample of
Spanish banks, it is possible to verify that the explanatory variables are exactly the
same using the ROAA or the ROAE as dependent variables, which similarly suggests
that the explanatory variables were well selected. In general, when operating profit-
ability is used as a performance measure, the variables that remain significant in all
samples are bank capitalization, operating efficiency measured by the CIR and the
growth of deposits.

Likewise, when using ROAE as a performance measure, the signs and significance
of these variables remain unchanged and the composition of assets is added as a
determinant of return on equity. These results suggest that the role of managers is
fundamental in defining and monitoring capital and deposit growth ratios to improve
performance. Furthermore, it is necessary to improve operational efficiency as well as
maximize the asset structure, which in a highly competitive environment has not been
able to increase bank profitability levels.
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5. Conclusion

The economic and financial stability of banking institutions is important for the
economic stability of the country where the sector is located. Therefore, satisfactory
levels of profitability can translate into the stable financial health of countries.

This study aimed to analyze the factors that influence the profitability of
Portuguese and Spanish banks, during a period between 2011 and 2016.

The empirical study was carried out considering three sub-samples to observe the
Iberian Peninsula as a whole, and each country individually in order to understand the
differences in the determinants of profitability in these two border countries. How-
ever, our results show that the profitability of Portuguese and Spanish banks is mostly
influenced by the same internal variables, which shows that, probably, the fact that
they are neighboring countries can lead to similar behavior of managers. These man-
agement decisions are those that exert the greatest influence on bank profitability.

In particular, it can be seen that the performance of banks, both in the Iberian
Peninsula as a whole and in Portugal or Spain, is positively influenced by demand
from depositors. Likewise, it is possible to verify that the more capital the financial
institutions of both countries hold, the better their capacity to face adverse situations.

Finally, it is concluded that if Iberian banks do not efficiently manage their
expenses and costs, they incur a poorly applied operational policy, negatively
influencing the profitability of these institutions.

Therefore, despite different economic systems, Portugal and Spain have similar
internal banking policies. This may be due to the strong presence of Spain in the
Portuguese financial sector, establishing management methods that are very similar to
each other.

Since in this work, only Iberian banks were used and to that extent, the sample is
small, which may constitute a limitation in the extrapolation of these results, we
propose to analyze in future work a broader set of countries with different legal and
institutional environments, using an example to an additional efficiency model such as
the DEA.
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Chapter

Pandemics and Financial Assets
Pattarake Sarajoti, Pattanaporn Chatjuthamard  

and Suwongrat Papangkorn

Abstract

There have been several pandemics in the history of mankind. One of the major 
pandemics was the Spanish flu that took place in 1918, in which millions of lives were 
lost globally. Despite significant advances in science and medicine since then, the 
COVID-19 pandemic has still caused major impacts around the world. As evidenced, 
pandemics not only cause social and public health implications, but also cause effects 
on the economy as well. This chapter addresses the ill effects of pandemics on the 
economy and presents how the financial markets and financial institutions were 
influenced and how they responded to the pandemics. More specifically, this chapter 
identifies the effects of the pandemics on various assets (e.g., crude oil, gold, curren-
cies, equity, bonds, and cryptocurrencies) around the world. In addition, the chapter 
also presents evidence of corporates’ characteristics relative to their responses to the 
ill effects of the pandemics.

Keywords: pandemics, COVID19, capital markets, financial markets, financial assets, 
corporate governance

1. Introduction

It is now almost evident that our world seems to have entered into an infinite loop 
of new outbreaks of variants of the coronavirus that led to the COVID 19 pandemic. 
Beginning in early 2020, the coronavirus spread throughout the world and caused 
concern, as reflected in the world stock indexes. Even in the third year of this ongo-
ing pandemic, it is clear that, despite vaccination and awareness, the new variant 
Omicron is causing investors to panic [1, 2]. Due to the extreme impacts of these 
epidemics, it is critical to investigate pandemics and their pessimistically veiled 
aspects to develop effective strategies. In this chapter, we will explore how this health 
outbreak impacted the economy and financial markets and how market participants 
responded to the pandemic.

The rest of the chapter is organized as follows. In the following sections, we review 
the literature on how the pandemic impacts the equity market and provide a brief 
discussion on how COVID-19 differs from other crises. Section 3 presents a discussion 
of how the pandemics impact other financial assets, including communities, foreign 
exchange, and cryptocurrencies. The fourth section analyzes corporate characteristics 
relative to their responses to the ill effects of the pandemic. Lastly, we end with the 
concluding remarks.
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2. Pandemic and financial market

2.1 Prior pandemic

Throughout human history, there have been numerous health outbreaks, such 
as foot and mouth disease, severe acute respiratory syndrome (SARS), bird flu 
(H5N1), and swine flu (H1N1). During the SARS outbreak in 2003, a total of 8098 
people worldwide became sick, and 774 people died. Even though SARS is contagious 
and spread by close person-to-person contact, it is short-lived, with only 8 months 
separating the first reported case and the end of the crisis. While Ebola was first seen 
in West Africa, unlike other outbreaks, Ebola killed 86 people on the first day of the 
disease. It has shown fatality rates ranging from 25–90% in past outbreaks. These 
outbreaks have significant social and economic impacts, such as increasing social 
tension and people’s health as well as the economy.

Barro et al. [3] calculated that the death rate of the 1918–1920 Spanish influenza 
pandemic would imply a 6- to 8-percentage-point drop in GDP and consumption 
in a typical country. Other researchers, on the other hand, have shown that a health 
outbreak can have a significant impact on the stock market and real economic activity. 
During the SARS outbreak, for example, the growth rate of household income fell by 
more than 3% [4], while the average price of Hong Kong real estate fell by 1.6% [5]. 
In the same way, Ichev & Marinč [6] found that the 2014–2016 Ebola outbreak events 
were followed by bad financial market returns.

The epidemic had the most serious impact on the tourism industry: hotels, res-
taurants, theme parks, and airlines. Chen et al. [7] found that within a month of the 
SARS outbreak, Taiwanese hotel stocks experienced steep declines in earnings and 
stock prices (approximately 29%), while the manufacturing, retail trade, and banking 
industries were less affected. Meanwhile, some industries benefited from concerns 
about health outbreaks. During the SARS outbreak, the biotechnology sector emerged 
stronger [7]. Similarly, the study by Donadelli et al. [8] documented that disease-
related news has a positive impact on pharmaceutical stocks. As a result, investors 
shifted their assets from the financial market to the relatively low-risk real sector [9].

The impact of the health outbreak does not only affect the economy and investors’ 
behavior; it also influences corporations’ operations and strategies. Health outbreaks 
have led to great uncertainty about future cash flow, and investors may reduce invest-
ment due to uncertain demand and limited budgets. Besides the uncertainty of the 
epidemic, which increases default rates on credit cards and mortgages [10], the cost of 
bank loans, restrains the volume of bank lending [11]. While the approval of vaccines 
significantly mitigates the adverse impact of the outbreak [11].

Media coverage of major disasters, such as the Ebola outbreak, can heighten 
anxiety, depression, and terror, leading to risk aversion and pessimism among 
investors. Del Giudice and Paltrinieri [12] investigated observed monthly flows of 
geographically specialized equity mutual funds in African countries during the Ebola 
outbreak. They discovered that the disease outbreak had a statistically significant 
negative impact on monthly net flows. The effect was especially strong when linked 
to the event’s media coverage. In a similar vein, Ichev and Marinč [6] proposed that 
outbreak events are more relevant for companies that are geographically closer to both 
the outbreak’s birthplace and the financial markets.

In short, the external and unexpected shocks from health outbreaks can affect 
economic trends and suddenly change investors’ sentiment. The magnitude of the 
adverse impact also depends on the industry, media coverage, and geographic area.
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2.2 Why is the COVID-19 crisis different from other crises?

In 2008, the global financial crisis triggered a massive liquidity crisis as authorities 
hurried to implement emergency assistance packages to save financial institutions and 
enterprises. It saw the demise of well-known financial institutions such as Lehman 
Brothers, Freddie Mac, and Fannie Mae, as well as Northern Rock. It’s important to 
recognize that the pandemic issue is very different from the global financial crisis 
of 2008. The COVID-19 pandemic is a health-related disaster that has far-reaching 
consequences not just for global economies but also for our everyday lives.

While no two epidemics are comparable, the current pandemic is fundamentally 
different from previous outbreaks. COVID-19 is much more dangerous than previ-
ous outbreaks [13–15]. Compared to other health outbreaks, the number of deaths 
COVID-19 has caused (more than 5.64 million people as of January 28, 2021) is 
actually more comparable with previous flu pandemics. More stringent public health 
measures that disrupt economic activity were implemented in response to the pan-
demic. As a result, the COVID-19 pandemic disaster has paralyzed the world more 
than any other crisis. Empirical evidence also suggests that the impact of European 
and US markets during the era of COVID-19 is high as compared to the GFC time 
[16]. Additionally, the implied volatility index (VIX), also known as the “fear gauge,” 
has moved and has risen to its highest level since the GFC, while the US 10-year 
treasury yield index has fallen to a new low [17]. In addition, unlike other disease 
outbreaks, only WHO’s public health risk announcements related to COVID-19 had a 
significant negative effect on stock markets, at least for 30 days [18].

Overall, no pandemic is likely to have had such a devastating economic impact as 
COVID-19, which caused a near-total shutdown of social and economic activity.

2.3 Equity market and COVID-19

In December 2019, the COVID-19 outbreak was triggered in the city of Wuhan, 
which is in the Hubei province of China. More than 2 years have passed, and the 
virus is still spreading over the planet. Although China was initially the epicenter 
of the outbreak, instances are now being reported in a variety of other nations. The 
impact of the outbreak was not only the slowing down of the Chinese economy with 
interruptions to production, the functioning of global supply chains has also been 
disrupted. The outbreak triggered fears and uncertainty in the financial markets, 
resulting in lower market returns and increased stock market volatility [18–22]. As a 
result, investors suffered significant losses in a short period of time due to a very high 
level of risks [23]. This, in turn, has led to more financial market turmoil and made 
the economic shock even worse. Compared to previous pandemics, there was more 
borrowing and more debt among businesses and households during this time. This 
makes the short-term shocks more powerful than in the past.

During periods of high economic policy uncertainty, especially during COVID-19, 
economic policy uncertainty has a significant impact on the financial stock market 
and affects investment returns. Various studies have examined the impact of investor 
sentiment on the stock market during the pandemic. Some researchers use the VIX 
as a proxy for investors’ general attitude or tone toward future cash flows and invest-
ment risk of a particular security or financial market (e.g., [15, 24, 25]). An increase 
in VIX indicates a greater need for risk protection and higher market volatility. In par-
ticular, the VIX is used to quantify investors’ fear. One of the early studies by Baker 
et al. [14] examined the US stock market volatility based on the daily news headlines 
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and found that the pandemic had an unprecedented effect on VIX, especially after 
February 24, 2020. In addition, they argued that no prior infectious disease outbreak 
has resulted in daily stock market swings as dramatic as the response to COVID-19 
developments in 2020. One of the possible explanations for this result would be the 
government’s limits on commercial activity and deliberate social separation, which 
have powerful consequences in a service-oriented economy.

Other researchers focused on the implied volatility derived from stochastic volatil-
ity models (e.g., [26–28]). For instance, Mirza et al. [28] evaluated the price reaction, 
performance, and volatility timing of European investment funds during the out-
break. They found that social entrepreneurship funds outperformed their counter-
parts during the epidemic. These results reflect the reality that as the world becomes 
increasingly uncertain, investors are putting more emphasis on social aspects. Stock 
volatility, however, is not directly observed in practice, but rather inherently latent. 
Thus, some researchers recommend using so-called realized volatilities, which are 
calculated by adding the squared intraday interval return, as a proxy for volatility. 
Chatjuthamard et al. [29] separated the realized volatility into continuous and discon-
tinuous jump components to investigate the impact of COVID-19 on the global stock 
market. They found that an increasing the growth rate of COVID-19 confirmed cases 
would lead to increased volatility and jumps while reducing the return. Besides, they 
also found that the risk from COVID-19 overshadows economic, financial, and politi-
cal risks. Overall, these studies highlight the fact that COVID-19 caused pronounced 
market movements, extreme volatility, and unprecedented disruption to the economy.

Though the pandemic has been found to disrupt the financial market, some 
industries have been more affected than others. In the wake of the pandemic, some 
industries (such as transportation, hotels, and restaurants) have ceased operations, 
while others continue to operate to provide basic requirements (e.g., communication, 
healthcare, and pharmaceuticals). As a result, investment and consumption patterns 
have shifted dramatically. Some of the losses are attributable to investors’ realistic 
estimate that profits may drop as a result of the pandemic’s effects. For instance, 
Mazur et al. [30] found that during March 2020, natural gas, food, healthcare, and 
software sectors performed abnormally well, generating high returns, whereas petro-
leum, real estate, entertainment, and hospitality stocks plummeted considerably, 
losing more than 70% of their market capitalizations.

In light of the growing disruptions caused by the COVID-19 pandemic, the 
information flow related to the pandemic is critical. The higher media coverage in 
the pandemic period led to negative sentiments which caused markets to decline and 
volatility to rise. This view is supported by Haroon and Rizvi [31], who found panic 
by news outlets has been linked to increased stock volatility and the association is 
stronger for industries severely affected by the pandemic’s occurrences. Researchers 
show the number of confirmed COVID-19 cases and deaths could be predictive fac-
tors of financial assets, such as stock volatility [19, 32], oil prices [33], and cryptocur-
rencies [34]. Similarly, Baker et al. [14] documented that news related to COVID-19, 
both positive and negative, is the dominant driver of large daily U.S. stock market 
moves. With technological advancement, a growing body of literature seems to agree 
that investors’ attention and trends measured by internet activities, such as Google 
Trends, Twitter tweets, and other social media trends, could possess predictive 
power for trading volume and volatility of financial assets. This view is supported 
by Chatterjee and French [35], who documented that equity market volatility and 
liquidity are more sensitive to the uncertainty contained in tweets, as measured by 
the Twitter market uncertainty index (TMU), during the outbreak. Interestingly, 
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previous research has established that fake news and media coverage during the 
outbreak has had an adverse effect on some countries’ stock market returns [36].

The timeframe could be considered another determinant of the impact of the 
coronavirus on the global market. The global market’s uncertainty increased when 
the coronavirus moved from epidemic to pandemic stage (11th March 2020 onwards) 
[37]. The equity market dramatically fell during the pandemic stage, evident from the 
higher negative return.

Another factor that could impact the relationship between the COVID-19 
situation and the stock market is government interventions. The government has 
played a critical role in addressing the crisis caused by this disease outbreak. During 
the recent pandemic, governments implemented a variety of policies to mitigate 
the pandemic’s impact. Globally, travel bans (i.e., closing international borders), 
lockdowns (i.e., restricting people’s movement), and fiscal stimulus and relief pack-
ages (e.g., monetary policy, interest rates, quantitative easing, and corporate bond 
liquidity stabilization fund) were implemented. Stock markets responded positively 
to these policies because they could slow the spread of the disease and potentially 
calm panic. This view is supported by Narayan et al. [38], who investigated the 
effects of the G7 countries’ government responses to the pandemic. They discovered 
that stock markets reacted favorably to government policies, particularly lockdowns. 
Baker et al. [14] agreed, finding that lockdowns and voluntary social distancing 
were the primary reasons why the US stock market reacted much more negatively to 
COVID-19 than to previous pandemics.

Government interventions signal changes in future economic conditions, which 
may affect company cash-flow expectations and, as a result, stock prices. As a result, 
investors may revise their portfolios, resulting in increased volatility within and 
across asset classes. In line with this notion, Zaremba et al. [39] investigate the rela-
tionship between COVID-19 pandemic policy responses and stock market volatility 
in 67 countries. Surprisingly, their findings suggested that stringent policy responses 
increase return volatility and that the effect is unrelated to the increase in confirmed 
COVID-19 cases and deaths. One implication of these findings is that, while govern-
ment interventions may slow the spread of the pandemic, they may also increase 
volatility in financial markets, resulting in widespread sales of risky assets.

Though in previous health crises, the geographical location of the outbreak deter-
mined the relationship between the event and the financial market, globalization has 
brought economies closer together and strengthened the interdependence of financial 
markets around the world. The number of COVID-19 deaths in one country influ-
ences not only the performance of the local stock market but also the stock markets 
of other countries and commodities. Akhtaruzzaman et al. [40], for instance, found 
that listed firms across China and G7 countries experience a significant increase in 
conditional correlations between their stock returns as the pandemic’s trajectory 
develops. China and Japan appeared to be net spillover transmitters, implying that 
financial contagion follows a pattern similar to virus infection. He et al. [41] suggested 
that the impact of COVID-19 on the European and US stock markets has a spillover 
effect on the Asian stock markets, particularly China. In addition, they also reported 
no evidence to suggest that the outbreak has had a negative impact on these countries’ 
stock markets greater than the global average, as measured by the S&P Global 1200 
index.

Conversely, some authors claim that the pandemic has accelerated the trend of  
de-globalization and de-dollarization [42]. Okorie and Lin [43] observe that the frac-
tal contagion effect occurs only in the short run and that it disappears in the middle 
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and long run for both stock market return and volatility. Similarly, Ali et al. [37] split 
the timeframe into three phases, beginning with casualties in China (which shows 
China as the epicenter of the epidemic), moving to the start of casualties in Europe 
(which shows Europe as the epicenter of the epidemic), and finally, when casualties 
began in the United States (the new epicenter). Unlike in previous pandemics, the 
levels of volatility in the Chinese market did not change significantly during all three 
phrases, indicating a lower level of global integration and early efforts by the authori-
ties to stop the virus’s spread.

When faced with the unknown upheaval of the coronavirus crisis, investors fear 
and avoid taking any risks, leading them to engage in irrational behavior. After the 
GFC, investors are more sensitive to asset losses. As a result, they are more likely to 
imitate the behavior and actions of other investors based on private information or 
public knowledge about their behavior. This irrational behavior can lead to significant 
mispricing and might create additional risks in financial markets. In finance, this 
kind of action is also known as herding behavior. Prior literature suggested that, 
under extreme market conditions induced by COVID-19, herding behavior is more 
pronounced for upside market movement, lower market trading volume, and lower 
market volatility [44]. Similar results are also found in the cryptocurrency market 
[45] and crude oil market [46].

Everyone has an incomplete view of the world. But we form a complete narra-
tive and fill in the gaps. Our past experiences shape who we are today, as well as our 
decision-making process. Likewise, it has been suggested that prior exposure to 
similar events can influence risk aversion and investment decisions [47]. This notion 
is also true during the recent pandemic. Researchers found supporting evidence for 
the imprint theory in the behavioral bias of investors. Investors who have previously 
experienced such crises are more likely to react promptly than those without such 
experience or imprints. In addition, the timely attention and proactive responses to 
coronavirus situations of both individuals and governments are more prominent in 
nations with previous health outbreak experiences [48]. It was found that during 
the COVID-19, countries that had SARS 2003 saw less return and volatility spillover 
between stock markets [49]. This could imply that companies with past pandemic 
experience were found to make better decisions in the coronavirus outbreak. 
However, researchers also found that the experience of the current pandemic also 
impacted investors’ decisions. Brands with names resembling aspects of the “corona-
virus” began to experience abnormal losses and sustained periods of trading volatility 
[50]. Likewise, Yue et al. [51]‘s findings showed that households that know someone 
infected with COVID-19 lose confidence in the economy and are more likely to change 
their risk behavior and become risk-averse.

In view of all that has been mentioned so far, it seems that the recent pandemic 
COVID-19 has exacerbated financial market volatility and the economic shock. 
Nevertheless, the impacts of COVID-19 are heterogenous across industries, time 
frames, governments, and the flow of information.

3. Alternative investment and COVID-19

As investors worry about the pandemic’s economic consequences, the volatility 
has spiked, in some cases to levels last seen during the global financial crisis. Market 
liquidity has deteriorated significantly and investors embraced alternative invest-
ments in their portfolio for higher returns and shifting away from low-yield debt 
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securities. As part of this trend, precious metals [52–55], bitcoin [52, 53], commodi-
ties [56, 57], and foreign exchange currencies [54, 58, 59] are all considered safe-
haven assets in periods of financial crisis.

Precious metals, such as gold, silver, platinum, and palladium, are considered 
effective diversifiers against stock market returns in several developed and emerg-
ing economies. They can help investors build a portfolio that mitigates the downside 
market risk. Ji et al. [56] evaluated the safe-haven role of assets from December 
2019 to March 2020. By observing the downside risk (i.e., the left-tail of the return 
distribution), they argued that gold has an irreplaceable role in preserving the 
value of investment during the recent crisis. Besides, many countries have adopted 
unconventional macroeconomic measures in response to the COVID-19’s impact on 
the exchange rate and to prevent disruption in the long-term downward trend in 
exchange rate volatility. And gold serves as a safe-haven asset to protect against the 
risk of exchange rate depreciation [60].

Yet, with the unique characteristics of COVID-19, gold could not always act as a 
safe haven. This view is supported by Akhtaruzzaman et al. [52], who found that gold 
served as a safe-haven asset for stock markets only from December 31, 2019 to March 
2020. However, from March 17 to April 24, 2020, gold failed to protect investor wealth 
and became a hedge instead. This interesting result confirms the findings reported by 
Cepoi [36], who observed the gold return has a nonlinear positive correlation with the 
stock markets, which intensifies during extreme bearish and bullish periods, indicat-
ing that gold does not behave as a safe-haven asset. Likewise, Cheema et al. [54] sug-
gested that during the pandemic, investors might have lost trust in gold and preferred 
liquid and stable assets rather than gold. Taken together, it is unclear whether gold 
acts as a safe haven during the COVID-19 turmoil.

Some claim that cryptocurrency or digital currency is distinct from financial 
assets and that it might be viewed as a new form of virtual gold. It is frequently 
portrayed as a panacea capable of replacing financial institutions and protecting the 
global financial system from sovereign risk and vulnerability [61]. Furthermore, the 
cryptocurrency appears to be unrelated to stock market returns [61, 62] and exchange 
rate [63]. Therefore, they are an ideal asset to reduce financial risks during periods of 
crisis. During the COVID-19, some researchers suggested that cryptocurrencies, such 
as Bitcoin, could play an important role as a safe haven (for example see [64–66]). 
Goodell and Goutte [65] applied wavelet methods to daily data of COVID-19 deaths 
and Bitcoin prices from December 31, 2019 to April 29, 2020, demonstrating that the 
intensity of the COVID-19 crisis caused a rise in Bitcoin prices. Similarly, Caferra and 
Vidal-Tomás [66] suggested that, unlike traditional stock markets, cryptocurrencies 
only experienced a brief moment of financial panic during COVID-19 because of the 
lack of a link between digital currency and the actual economy. Bouri et al. [53] also 
found that bitcoin is the least reliant and has a competitive advantage over gold and 
other commodities.

Nonetheless, some researchers argue that cryptocurrencies, such as bitcoin and 
ethereum, only exhibit short-term safe-haven properties as well as high volatility 
[67]. Cryptocurrencies appeared as speculative assets and presented more systematic 
risk than investments in the stock markets during COVID-19 [50, 54]. Conlon and 
McGee’s [68] finding suggested that, rather than acting as a safe haven, Bitcoin may 
instead increase portfolio downside risk relative to holding the S&P 500 alone. Yet, 
not all cryptocurrencies behave in the same manner. Goodell and Goutte [69] exam-
ine the role of COVID-19 in the paired co-movements of four cryptocurrencies and 
seven equity indices. They found that the co-movements between cryptocurrencies 
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and equity indices gradually increased as the pandemic escalated. However, they 
also found that tether behaved differently from other cryptocurrencies. It moved 
negatively with equity markets both before and during the COVID-19 outbreak. One 
explanation for this result would be that the stablecoin tether has particular utility as 
a vehicle for liquidity, and one tether is supposed to be backed by one dollar. Hence, 
the properties of the tether are similar to those of fiat currency rather than digital 
currency. This finding is also consistent with Hasan et al. [70], who found Tether has 
emerged as a strong new safe haven during the pandemic.

In addition to gold and cryptocurrency, currencies and commodities can also 
potentially offer a safe-haven role in financial markets. Alali [58], or example, says 
that the Swiss franc is a good investment during a time when there is a lot of dis-
eases. Similarly, Cheema et al. [54] also found the Swiss franc served as a strong safe 
haven during both the Global Financial Crisis of 2008 and the COVID-19 pandemic. 
Nevertheless, some studies suggest that cross-currency hedge strategies are likely 
to fail during this period. Umar and Gubareva [59] detected a positive relationship 
between the panic level, as measured by the Pavenpack Coronavirus Panic Index, 
and the dynamics of leading fiat currencies, such as the Euro, British pound, and 
Renminbi currencies.

The coronavirus has been labeled a pandemic; thus, its effects are expected to 
be seen throughout multiple countries, regions, and continents. To put it another 
way, it is likely to have an impact on worldwide demand and supply of products and 
services, particularly commodity prices. Ji et al. [56] show that soybean commodity 
futures remain robust as safe-haven assets during the current pandemic. There is also 
evidence of a positive relationship between commodity price returns and the global 
fear index (GFI), confirming that commodity returns increase as COVID-19 related 
fear rises [57]. In addition, Salisu et al. [57] also suggested that the commodity market 
offers better safe-haven properties than the stock market. Just like other financial 
assets, the properties of commodities are heterogeneous. Oil prices seem to have 
dropped a lot since the pandemic started, but food commodity futures like soybeans 
made money on average during the COVID-19 pandemic [56].

Considering all of this evidence, it seems that which asset is considered as a safe-
haven asset during the COVID-19 turmoil. These inconsistent results are common 
findings in financial literature, suggesting that the relationship between financial 
assets is dynamic. Safe-haven assets can change over time [52, 70]. For example, gold 
may have been perceived as a safe haven during the early stages of the COVID-19, but 
as the pandemic progressed, gold has become a hedging asset instead.

4. Corporate in the midst of the pandemic

While some researchers have focused on how the financial markets react to the 
pandemic situation, other researchers have focused on firm actions and character-
istics during the outbreak. As mentioned earlier, the pandemic would impact the 
corporate operation. Governments are shutting down huge sectors of their econo-
mies, ostensibly to stop the spread of infectious diseases but potentially putting 
the vast majority of businesses in danger of running out of cash. While the effect is 
temporary for some firms, many firms will experience it in the long term, leading to 
financial distress. Under these circumstances, corporate funding is becoming increas-
ingly important to prevent liquidity issues from becoming solvency issues (e.g., 
[71–73]). There is evidence suggesting that during the early phase of the pandemic, 
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firms were able to raise substantial amounts of external financing by drawing down 
lines of credit from banks and by accessing the public market [74]. Besides, the rating 
risk induced by the COVID-19 shock could impact the firms’ decisions on the source 
of funding. Firms on the cusp of being downgraded to non-investment status (i.e., 
firms with a BBB rating) are likely to behave most aggressively to increase their cash-
holding through their credit lines with banks, while AAA- to A-rated firms manage 
to maintain access to liquidity through the public capital market, that is, by issuing 
bonds and equity. In contrast to existing evidence on bond maturities in previous 
crises, firms chose to issue bonds with maturities that exceeded those of bonds issued 
before by the same firms, as well as the average maturities during normal times [75]. 
Considering all of this evidence, it seems that during the early part of the crisis, firms 
were able to raise funds quickly when the lockdowns began and cash flow shortfalls 
emerged. This suggests that lessons from previous crises have helped inform the 
policy response to the current pandemic.

A large number of published studies suggest that corporate governance could 
mitigate the negative effects of the health crisis (e.g., [76, 77]). Corporate governance 
practices are being tested and questioned in the aftermath of the COVID-19 outbreak. 
When it comes to meeting stakeholder expectations, businesses must make difficult 
decisions. In this situation, stakeholders would expect management to be quick to 
adapt and change the firm’s policies and processes. The pandemic, with its heavy 
toll on both social and financial aspects, has highlighted the importance of societal 
responsibility. According to Albuquerque et al. [76], firms with high environmental 
and social (ES) scores experienced lower stock price declines than other firms. This 
finding highlights how ES policies can help build resilience in the face of the COVID-
19 pandemic. Similarly, Broadstock et al. [77] discovered that firms with high ESG 
(environmental, social, and governance) performance have lower downside risk and 
are more resilient during turbulent times, particularly during the COVID-19-caused 
financial crisis. According to the evidence reviewed here, corporate governance may 
strengthen corporate immunity to the COVID-19 pandemic.

Despite the fact that the COVID-19 shock was global, not all firms were impacted 
in the same way, and they did not respond in the same way. Firms with a high level of 
financial flexibility can more easily fund a cash flow shortfall caused by the COVID-19 
shock. Furthermore, the uncertainty caused by the COVID-19 pandemic increases 
stakeholders’ demand for societal responsibility.

5. Conclusion

Pandemics are large-scale infectious disease outbreaks that can significantly 
increase morbidity and mortality over a wide geographic area. Furthermore, the 
recent COVID-19 virus outbreak demonstrates how infectious diseases spread quickly 
in open economies and can jeopardize a country’s economic stability. The impact of 
the COVID-19 pandemic will be devastating to the global economy, as it has been 
in previous crises. In comparison to previous crises, COVID-19 differs from other 
economic shocks in many ways, including the causes and the public policy response. 
As the pandemic spread, governments around the world halted economic activity, 
and panic caused by the economic consequences and uncertainty resulted in a stock 
market crash. Because of technological advancements, news travels faster than ever 
before, causing more panic and fear of more bad news. The volatility caused by the 
crisis influenced many investors’ perceptions and behaviors. For higher returns and 
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portfolio diversification, investors turned to alternative investments such as com-
modities, cryptocurrencies, and foreign exchange. Nonetheless, as the pandemic 
spread, those alternative investments did not always result in lower downside risk and 
higher yield.

The pandemic has had an impact on businesses all over the world, but the damage 
has not been distributed evenly. Certain industries have suffered more than others, 
and many face an uncertain future. Firms would need to increase liquidity in their 
businesses as well as maintain good corporate governance in response to the crisis in 
order to create resilience during the pandemic outbreak.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Abstract

This chapter focuses on the analysis of the determinants of financial performance
(FP) of Portuguese wine firms. Unbalanced panel data were analyzed using fixed-
effects regression. The sample consisted of 386 Portuguese wine firms, for the period
2014–2017. FP is the dependent variable of this study, having been measured through
return on assets (ROA) using as explanatory variables debt-to-equity, net working
capital, current ratio, days payable out-standing (DPO), and days receivables outstand-
ing (DRO). The results show: (1) DRO, debt-to-equity and net working capital are the
variables that best explain the FP measured by ROA; (2) Debt-to-equity and DRO have
a negative relationship with ROA, whereas current ratio, working capital, and DPO
have a positive relationship with profitability measured by ROA. The findings suggest
that there are other qualitative elements in the wine sector, beyond numbers, that
support the explanation of its performance. The way this industry is heavily controlled
affects its success. Furthermore, factors such as the style of corporate governance and
the lengthy production cycle can have a significant impact on its FP. it is strongly
advised that qualitative approaches be employed in conjunction with quantitative
research in future studies to obtain the most comprehensive and accurate results.

Keywords: financial performance, wine firms, liquidity, profitability, panel data,
R software

1. Introduction

Winemaking is one of the most representative economic activities in a number of
countries, owing to the wide range of fine products available and the convergence of
producers’ know-how, craftsmanship, and traditions.

The wine industry has been studied from a variety of perspectives. In recent years,
the culture of quality wine has been bolstered by significant investments made by
both large corporations and medium-and-small-sized businesses. This study focuses
on the factors that influence winemakers’ economic and financial performance.
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The evolution of the wine firm’s level of exports in Portugal can be used to assess
its importance. As shown in Figure 1, the value of exports in thousands of euros nearly
doubled from 2009 to 2020.

In 2019, the overall value of exported food commodities will be around 7.4 million
euros, with wine exports accounting for roughly 15% of the total [1]. These figures
alone can indicate the importance of this industry for Portugal, in addition to the
quality of the products and their international renown. As a result, it appeared appro-
priate to investigate this sector’s financial performance.

Over the last four decades, little attention has been paid to the area of short-term
finance, specifically working capital management (WCM). This can happen for a num-
ber of reasons, the first of which is that decisions about working capital are made on a
daily basis. As a result, their individual impact is negligible. Second, unlike capital
investment decisions, these routine decisions are reversible over time. However, many
research studies, such as see Refs. [1, 2], have shown that WCM has a significant impact
on a firm’s profitability. Talha et al. [3] observed that aggressive liquidity management
improves operating performance and is typically associated with higher corporate values.

The economic recovery has increased managers’ awareness of short-term financial
management and associated flows. Firms were forced to manage their short-term
financing policies more efficiently during a recession and with a decrease in invest-
ment strength on the part of the banking sector.

As a result, issues concerning working capital management have become as
important as capital structure, financial autonomy, and liabilities. This paradigm shift
was accelerated by the economic downturn, during which efficient working capital
management contributes exponentially to increased business performance [1].

Not only in the context of crisis but also on a daily basis, the possibility of acquiring
a level of debt that might compromise shareholders’ wealth is a very real problem.
Thus, it is up to managers to align the financial structure with the organization’s
resources to ensure corporate sustainability, always safeguarding the obligations of
the commitments assumed.

Financial management and short-term decision-making must, therefore, be under-
stood as important tools for medium and long-term business objectives that can guaran-
tee them a successive improvement of processes and, consequently, an efficient business.

Figure 1.
Evolution of Portuguese wine exports from 2009 to 2020. Source: Instituto do Vinho e da Vinha, in https://www.
ivv.gov.pt/np4/9865.html.
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The efficient allocation of resources allows the increase of business gains, but
only when there is continuous fulfillment of obligations toward the others. Thus, to
ensure this financial balance, the proper management of short-term resources using
the analysis of ratios is one of the main factors for maintaining the organization’s
health [2].

One of the main objectives of short-term management is to ensure the existence of
liquidity in firms since this is one of the most important assumptions for organizational
success. Without efficient liquidity management, the guarantee of compliance with
business obligations can be compromised due to a lack of cash, which can enhance
decision-making that entails an increased risk for the company’s sustainability.

Short-term management is critical for the wine sector and allows the guarantee of
business continuity in a sector where the competition is fierce.

The wine sector is vulnerable to the costs of raw materials and external supplies
and services that predominate in frequency during a production cycle, given the
activities that will attract income. In this way, it is necessary to understand how short-
term management can contribute to the maintenance of good yields, such as those
related to a firm’s assets.

The main objective of this investigation is to understand the impact of liquidity
measures on the financial performance of wine firms. Thus, the relationship between
ROA, days payable outstanding (DPO), days receivables outstanding (DRO), net
working capital (NWC), debt-to-equity ratio, and current ratio (CR) will be analyzed.
The goals of this research are to determine whether the DRO and debt-to-equity ratio
have a negative relationship with the ROA and whether this has a significant relation-
ship with the indicators of DPO, working capital, and current ratio. The current study
will be conducted for a sample of 303 wine firms over a four-year period. The
remainder of this study is organized as follows. Section 2 reviews the related literature
and develops our hypotheses. Section 3 explains how we measure our key variables
and specifies the empirical model used for hypothesis testing. Section 4 describes our
data and summary statistics. Section 5 discusses our main empirical findings and
reports the results of our robustness checks, Section 6 concludes and sets out some
final reflections.

2. Literature review and hypothesis development

2.1 Liquidity and working capital

Liquidity represents the ability of an asset to convert to cash, and it is regarded as a
precondition to ensure that firms are able to meet their short-term obligations [3, 4].

The current ratio is used as a liquidity criterion and measures the capacity of firms
to meet their current obligations, typically due in 1 year. Excessive liquidity indicates
accumulated idle funds, and inadequate liquidity not only adversely affects the cred-
itworthiness of the firm but also interrupts the production process and hampers its
earning capacity to a great extent. Keeping this indicator at an optimum level implies
ensuring an adequate level of current assets, which must be above that of short-term
liabilities [5].

Following this reasoning, we can anticipate that an increase in the current liquidity
will lead to an increase in profitability as some literature has proved [6–9]. However, a
high level of this indicator can be a sign of over liquidity, with possible adverse effects
on the profitability as is indicated by research findings of [10–13].
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In a study conducted in the Republic of Serbia, the authors analyzed the impact of
traditional liquidity indicators on the profitability in the meat processing industry
using data from official financial reports of the firms for the period from 2016 to 2019
and concluded that liquidity has no effects on profitability of those firms [14]. Similar
results were obtained by Pervan and Višić in the Croatian manufacturing industry for
the period from 2002 to 2010 [15].

As evidence, there is no consensus on the existence and quality of the relationship
between liquidity and profitability. Thus, the first hypothesis of this study can be
stated as follows:

Hypothesis 1: There is a possible impact of liquidity on the profitability of Portu-
guese wine firms.

Working capital (WC) is an approach to improving a company’s liquidity, profit-
ability, and value [4, 16]. Working capital management provides enough cash to meet
the short-term obligations and operating costs of a firm [17, 18], and its main purpose
is to free up capital that has been locked up in day-to-day operations to boost liquidity.
Even for companies with promising long-term prospects, working capital integrates
short-term financial management with strategic decisions, impacting profitability,
risk, and so value [19]. Academicians, managers, and policymakers have recognized
the importance of effective WCM in a firm’s survival in the aftermath of the global
financial crisis [20].

“WC can be viewed as a statically, as a ‘stock’ value, or dynamically as a ‘flow’

value” [4]. In the first case, WC is defined as a company’s current assets minus its
current liabilities and is referred to as net working capital in this scenario. In the latter
case, working capital requirements are inextricably linked to the process of earning
and spending money, and they are a part of the cycle of activities that this process
entails.

The most common measure of working capital management is the cash conversion
cycle (CCC) [21, 22]. CCC is defined as the time lag between the collection of revenue
from the sales of finished goods or services and the payment to the suppliers for the
purchase of raw materials. The cash conversion cycle comprises of days receivables
outstanding (DRO), days inventory outstanding (DIO), and days payable outstanding
(DPO). A shorter CCC could be driven by a shorter DRO, a shorter DIO, or a longer
DPO [23, 24]. The aim is to reduce the length of the CCC to a reasonable minimum,
the shorter the CCC, the lower the capital requirements, improving the firm’s profit-
ability [16, 25].

The relationship between firm profitability and WCM has become exceedingly
popular among academics [26, 27].

Despite major variances in working capital practices throughout businesses and
even within industries over time, there is widespread agreement on the negative
association between shorter DRO and DIO, and hence shorter CCC, and greater
profitability [7, 13, 25, 28, 29]. The role of DPO in WCM is unclear and unexplored. In
empirical studies, DPO is often negatively correlated to profitability [10]. Since the
negative effect was also sometimes found to be insignificant, this relation remains
unclear. In this regard, we formally state our second and third hypotheses as follows:

Hypothesis 2.1: The DRO is negatively related to the profitability of Portuguese wine
firms.

Hypothesis 2.2: The DPO is related to the profitability of Portuguese wine firms.
Net working capital (NWC) is a measure of a firm’s liquidity that is intended to be

positive since it is defined as the difference between a firm’s current assets and current
liabilities [10, 30]. NWC is predicted to have a favorable impact on a company’s
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profitability; nevertheless, the importance of NWC in a specific company is decided by
macroeconomic conditions, which have a substantial impact on the company’s invest-
ments and financing. Managing NWC effectively means maximizing shareholder profit
while minimizing the risk of a firm’s failure [13]. There is an enormous amount of
studies about the possible relationship between NWC and profitability, but there is no
consensus. A significant number of studies suggest the existence of a negative impact of
working capital management on a company’s profitability [7, 8, 10, 13, 25, 28, 31],
supporting the premise that an aggressive strategy of WCM positively influences a
company’s profitability. Nonetheless, the results of some studies show otherwise
[11, 32–34]. These authors point out the positive impact of WCM on companies’ prof-
itability and success, thus supporting a conservative strategy (e.g., positive impact of
NWC). These discrepancies could be attributed to the inconsistency and volatility of
economic (and other) conditions in the various countries and environments where the
studies were conducted, the analysis of various industries, differences in the distribu-
tion of company types within samples, different methods and approaches used in the
analysis, and so on [11]. This leads to the following hypothesis:

Hypothesis 3: There is a possible impact of NWC on the profitability of Portuguese
wine firms.

2.2 Leverage and profitability

Many empirical researches have been conducted on the relationship between
leverage and profitability; nevertheless, the results of these investigations are incon-
clusive. This indicates that the impact of leverage on performance is greatly depen-
dent on the circumstances, and theories such as pecking order, capital structure, and
agency theory can help explain the discrepancies [35].

Various studies in developed countries such as the United States, France, Belgium,
the United Kingdom, Italy, and Germany demonstrate a positive association between
debt and profitability [36–38]. Others, on the other hand, show that a company’s
leverage is inversely associated with its profitability, suggesting that a larger debt ratio
leads to lower profitability [39–41]. There are also authors who argue that there is no
connection between the two concepts [42].

In general, more evidence in developing countries supports the concept that lever-
age and profitability are negatively linked than the other way around [43–45]. Other
research shows mixed or nonlinear outcomes when it comes to the impact of financial
leverage on performance [46, 47]. Following existing literature, we present the fourth
hypothesis:

Hypothesis 4: There is a possible impact of leverage on the profitability of
Portuguese wine firms.

3. Research methodology

3.1 Data and sample selection

The sample of the study is composed of 412 wine firms operating in Portugal from
2014 to 2017. After eliminating the firms with missing values, insufficient and
extreme data, an unbalanced panel 9,264 firms firm-year observations on 386 firms is
finally obtained.
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Because of its benefits, the panel data approach is used. First, the panel data
technique may account for unobservable heterogeneity. Second, it removes or mini-
mizes estimation bias and data multicollinearity concerns [48].

R software was used to collect and analyze panel data. The ideal starting point for
the analysis was to generate summary descriptive statistics to provide an overview of
the panel data set under investigation. The sample minimum, sample maximum,
mean, and standard deviation were thus the basic summary statistics. The intensity
and direction of the relationship between the study variables were determined using
correlation analysis. Univariate plotting was done before estimating panel data
models. Because panel or time series stochastic features might be trending, random
walk (drift), or both trend and drift, this aided in displaying data and summarizing its
distribution [49]. Finally, diagnostic tests were performed, and the hypotheses were
tested using a panel regression analysis approach.

3.2 Study variables

In this study accounting metrics were given primacy over market measures, follow-
ing previous literature, while evaluating the wine business, which has extremely distinc-
tive characteristics [50, 51]. Inspired from these arguments, as dependent variables in
this study, return on assets (ROA) was used as a proxy for firm profitability in line with
some of the prior studies [14, 39, 50, 51]. Please see Table 1 for the variable definition.

3.3 Data analyses

The main justification for using a fixed-effects panel model is to eliminate the
influence of serially correlated errors [52]. The main difference between the fixed-
effects and the random-effects models is that the variation between entities is believed
to be random and uncorrelated with the independent variables [53]. The advantage of
fixed- and random-effects models over the OLS method is that they allow researchers
to adjust for all stable characteristics of each company included in the sample over the
study period.

After obtaining the results of the OLS, fixed-effects, and random-effects, the F-test
is used to select between the fixed-effects and the OLS. Furthermore, the Lagrange
Multiplier (LM) test of Breusch and Pagan [54] is used in the selection of the random-
effects and the OLS. Because the F test is significant in all of the models, it reveals that
the Fixed-effects method outperforms the OLS method. The Hausman (1978) test is

Formula

DSO (days) Accounts Receivable
Total Credit Sales x365

DPO (days) Accounts payable
Cost of Goods sold x365

Current ratio Current Assets
Current Liabilities

Debt to equity ratio (%) Total Liabilities
Total Shareholders0Equity

Net working capital (€) Total Current Assets � Total Current Liabilities

Return on assets (€) Net income
Total Assets

Table 1.
Variables definition.
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then used to determine whether the fixed-effects or random-effects method is supe-
rior. Because the Hausman test is significant, the results favor the fixed-effects
method [55].

The model tested was:

ROAt,i ¼ αt þ β1DROi,t þ β2DPOi,t þ β3DTEi,t þ β4CRi,t þ β5NWCi,t þ ηi (1)

4. Empirical results

Table 2 reports summary statistics (mean) for the main variables used in this
study. The mean for ROA is 3% in 2014 and 4.75% in 2017. The mean days receivable
outstanding is 163 in 2014 going down to 158 days in 2017. The mean days payable
outstanding is 231 in 2014 going up to 246 days in 2017. The mean of debt-to-equity
and current ratio are approximately 0.98 and 7, respectively, going down in 2017 to
0.81 and 5,39, respectively. Finally, the net working capital presents in 2014 the mean
value of 1,448,068 €, going up to 1,802,862 € in 2017.

N 2014 2015 2016 2017

ROA % 386 3.07 3.84 3.83 4.75

DRO (days) 386 163 156 166 158

DPO (days) 386 231 393 293 246

Debt-to-equity 386 0.98 0.92 0.90 0.81

Current ratio 386 7.05 4.72 5.90 5.39

Net working capital 386 1,448,068 € 1,641,146 € 1,759,999 € 1,802,862 €

Return on Assets (€) 386 0,04 € 0,05 € 0,04 € 0,05 €

Table 2.
Wine firms – descriptive statistics (mean).

ROAt,i = αt + β1DSOi,t + β2DPOi,t + β3DTEi,t + β4CRi,t + β5NWCi,t + ηi

Independent variables β Std. Error p-value

DRO �7.7958e�05*** 1.8959e�05 ˂0.01

DPO 3.9019e�06 8.6471e�06 0.65

Debt to equity (DTE) �1.1657e�04*** 4.6579e�05 0.01

Current ratio (CR) 1.9768e�04 1.9845e�04 0.32

Net working capital (NWC) 2.4266e�09** 1.3339e�09 0.04

F test for individual effects

F = 5,2814 df1 = 301 df2 = 878 p-value ˂ 2.2e-16

alternative hypothesis: significant effects

R2 = 0.0935.
**Represents significance at 5% level.
***Represents significance at 1% level.

Table 3.
Model estimation – (fixed effects-dependent variable – ROA).
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All these values evolve in a positive direction, as well as expected according to theory.
Table 3 presents the results obtained. The regression coefficients show that DRO

(�7.7958e-05) and DTE (�1.1657e-04) have a negative influence on ROA and are
significant at the 1% level. As can be seen in Table 2, both DPO (3.9019e-06) and CR
(1.9768e-04) have a positive influence on ROA. However, the positive influence of
DPO and CR on ROA is not statistically significant. Finally, NWC (2.4266e-09) has a
statistically significant positive influence on ROA and is significant at the 5% level.
Apart from these results, the F value in fixed-effects is highly significant, meaning
that the model has appropriate fit measures (Table 2).

The computed R2 was approximately 10% showing that there are some other
variables that can explain the profitability of Portuguese wine firms. The liquidity
measures can explain 10% of their ROA during the period of 2014 to 2017.

5. Discussion

The higher the ROA, the more efficient the firm’s performance in relation to
its assets. The amount of efficiency in a firm’s performance might be an
alternative in encouraging stockholders to invest in a firm. According to the results
presented the Portuguese wine firms show an upward in terms of ROA for the period
analyzed.

When it comes to the independent variables, it is clear that DRO has a negative and
considerable impact on ROA. This suggests that the firms with the longest wait time
for payment from their customers are the least profitable. To properly manage their
CCC, they should work to close this gap. The outcome is comparable to the findings of
[7, 13, 25] which, consequently, leads to the acceptance of hypothesis 2.1. Following
the findings reported by [39, 56], the coefficient for accounts payable management,
measured with DPO, is positive but not significant, giving evidence to reject hypoth-
esis 2.2. The work of Yazdanfar and Öhman [38] that looked at the evolution of
working capital management and its impact on profitability and shareholder value of
115 German companies, discovered that DPO has a positive but not significant associ-
ation with ROA and they have discussed the importance of DPO has a positive sign
[56], on the purpose of CCC theory, and not negative as some others authors defend
[7, 13, 25, 28, 31]. Moodley et al. [56] proposed another dependent variable in place of
ROA to capture the true effects of CCC and follow the theory.

The results also show that the Portuguese wine firms have high levels of debt (but
in a downward trend) and the relationship of debt-to-equity on ROA is significantly
negative, implying that a higher debt ratio results in lower profitability, as previously
found by Čavlin et al.; Dawar; and Balakrishnan and Fox [14, 43, 45], leading to the
acceptance of hypothesis 4. The result obtained contradicts the works of Wald;
Margaritis and Psillaki; Yazdanfar and Öhman [36–38] that stated that developed
countries tend to find a positive relationship between debt and profitability. Despite
its status as a developed country, Portugal’s industry is more comparable to that of
developing countries, where managers use debt to pay the previous debt (even having
idle funds) relying heavily on short-term debt, demonstrating no strategy for correct
debt use, financing, for example, long-term investments recurring to short-term debt.

The liquidity, measured by the current ratio, was found positively linked to prof-
itability, but the influence was not significant. The estimated sign is consistent with
past research, but the model revealed that liquidity had no impact on the profitability
of Portuguese wine firms, as Čavlin et al. [14] presented in their study about meat
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processing activity in the Republic of Serbia. In this sense, it is not possible to accept
the first hypothesis of this study.

In terms of NTW’s potential impact on ROA, the calculated model revealed a
positive and significant effect, verifying our third hypothesis. This result follows
[11, 31–33] showing a conservative approach to working capital management by
Portuguese wine firms. They appear to prefer longer CCC cycles to pursue an aggressive
strategy.

6. Conclusion, implications, and limitations

Winemaking is one of the most representative economic activities in several coun-
tries as a result of the variety of fine products and the convergence of know-how,
craftsmanship, and traditions of producers and Portugal is a respected country of
producers with excellent and well-known products.

The wine sector has been studied from various aspects. In recent years, the culture
of quality wine has been enhanced also through sizeable investments by both large
corporations and medium- and small-sized companies.

However, the most relevant research databases (Web of Science, Scopus, Google
Scholars, and EBSCO) indicate a scarcity of research on the economic and financial
performance of these types of businesses.

Taking this into account, it is feasible to conclude that this study contributes to the
literature on financial analysis of the wine business by addressing a gap in the litera-
ture on financial indicators of liquidity and performance.

In this sense, the purpose of this research is to demonstrate the importance of
short-term financial indicators on the profitability of Portuguese wine firms.

The profit position of a firm is influenced by numerous factors and in this study,
the authors wanted to additionally explore the impact of some liquidity indicators in
the Portuguese wine firms in the period 2014–2017.

It was found that an increase in the level of net working capital increases profitabil-
ity of the company and leverage was negatively related to ROA. Firms policies promot-
ing the decrease of DRO result in increased profitability. In this sense, the guarantee of
low levels of general indebtedness helps wine firms increase their profitability.

The above speaks in favor of a conservative strategy of working capital manage-
ment of Portuguese wine firms and this position is in line with the type of firms.
Mostly of Portuguese wine firms are family firms and their management strategy
tends to be more conservative than non-family firms [51].

The estimation model emphasized that the profitability of Portuguese wine firms,
measured by ROA, is less explained by liquidity variables than by other qualitative
variables, such as management style (whereas the family is on the Board, or not) and
financing policies.

The poor adjustment might be also associated with the specificities of the wine
sector, the fact that it is a regulated market, which is largely geared toward exports
(variable not included in the estimation model), usually with more traditional or less
professional management and which have a specific production cycle (with long
periods of the operating cycle).

In terms of practical implications, we were able to show that, on average, the
Portuguese wine sector manages its cash cycle conservatively, likely because it is a
family-run business with few naturally aggressive managers or risk-takers, and that,
based on the findings, they are not properly concerned with liquidity measures in
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their daily management. It is critical to enlarge and update this sample to more firmly
establish these conclusions.

To better explain the performance of these organizations, and overcome some
limitations, future developments must include:

• An updated sample, divided into family firms and non-family firms, with
internationalization level included;

• Inclusion of other dependent variables, such as EBITDA or ROE, as well as
independent variables, such as firm size;

• A comparative analysis of firms from other wine-producing countries and.

• Inclusion of qualitative variables such as governance and/or reward systems.
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Chapter

Impact of Short-Term Management
on Portuguese and Spanish Firms’
Performance
Carmem Leal, Diogo Rocha and Elisabete Neves

Abstract

An effective and efficient working capital management ensures companies a
greater ability to survive in an increasingly competitive and challenging business
world and therefore plays a key role in the manager’s operational and financial deci-
sions. Thus, the main objective of this chapter is to show empirically the extent to
which working capital management influences the measures of business performance
evaluation. To achieve the proposed objective, the ROA, ROE, and Tobin’s Q were
used as measures of performance. For this study, data from Portuguese and Spanish
companies were used, which are listed on Euronext Lisbon and the Madrid Stock
Exchange, respectively, resulting in a final sample of 106 companies. The methodol-
ogy used to test the hypotheses formulated was dynamic panel data methodology
(with GMM system) for a period between 2010 and 2016. The results obtained in this
research show, in a general way, that there are significant differences in the determi-
nants of performance depending on the samples used, whether they are the Spanish
Sample or the Portuguese Sample.

Keywords: working capital management, business performance measures, financial
analysis, dynamic panel data, Iberian companies

1. Introduction

The literature on the corporate finance area has been directed toward long-term
management, more specifically to investment issues [1], capital structure [2],
dividends [3], and business evaluation [4].

Although medium- and long-term management (LTM) is extremely important for
the creation of a company’s value, it is necessary that short-term management is
carefully treated, since individual LTM decisions cannot create value for the company
alone.

More recently, companies have been placing greater emphasis on the impact that
short-term management has on corporate performance because a large part of the
account balances presented in the accounts relates to short-term investments and
resources [5].
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It should be noted that managers must perceive a balance between each compo-
nent of short-term management to maximize the company’s value and ensure a higher
organizational performance as well as a better competitive advantage [6].

In the last years, and as a result of the increase in competitiveness among compa-
nies, the management of current assets as an aid in the search for greater profitability
has been the target of the Academy’s interest [5, 7, 8].

A wide range of authors [8–10] considers that the Cash Conversion Cycle (CCC) is
one of the most important short-term management measures and, therefore, the most
used to study this subject, since in these author’s studies they measure the impact that
this variable has on corporate performance.

Thus, the Cash Conversion Cycle assumes a relevant role in the present study,
since it is considered that this variable encompasses a set of preponderant factors for
the short-term management and the firms’ survival. These factors can be translated
into three concepts: Average Collection Period (ACP), Average Stocking Period
(ASP), and Average Payments Period (APP). This being said, in this chapter, six
models will be investigated and each of the dependent variables (ROA, ROE, and
Tobin’s Q) will have two models. The existence of two models for each of the depen-
dent variables is due to the fact that in the first instance each of the components of the
CCC (ACP, ASP, and APP) is tested individually, and only then the CCC is tested in a
single variable. Each of the six previously referenced models will be tested on two
samples, namely the Spain Sample and the Portugal Sample.

In this sense, the present work aims to analyze the impact of short-term manage-
ment on the performance of Iberian companies. For this, some hypotheses will be
raised according to the existing literature, that is intended to be corroborated, to
understand which are the determining variables in the explanation of corporate per-
formance. Specifically, there will be used as explanatory variables, the Cash Conver-
sion Cycle, ACP, ASP and APP, and current ratio. On the other hand, leverage, firm
size, and tangible fixed assets will be used as control variables.

Additionally, it is intended to increase the literature related to the topic addressed
throughout this chapter, since this subject is still little debated and discussed. After the
crisis of 2008, short-term management assumed a greater preponderance, and conse-
quently, the number of published studies on short-term management [11] increased.

This study will be directed to large companies in Portugal and Spain, listed on the
corresponding stock exchanges, for the period between 2010 and 2016. The final
sample resulted in 106 companies, which resulted in a total of 660 observations.

In short, this article is organized as follows—in Section 2 the literature review
and respective hypotheses will be presented. Section 3 presents the methodology for
the study. Sections 4 and 5 will present the main results and the conclusion,
respectively.

2. Literature review and hypothesis definition

In the financial literature, there are several measures of corporate performance
evaluation. Some of these measures have been more consensual and are the so-called
traditional measures [12].

Therefore, the fact that there is no specific performance measure that guarantees
greater efficiency and effectiveness than the other measures lead to the use of three
measures of performance evaluation, more specifically Return on Assets (ROA),
Return on Equity (ROE), and Tobin’s Q.
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2.1 Average collection period (ACP)

The Average Collection Period is one of the components of the Cash Conversion
Cycle and is characterized as the time (calculated in days or months) that, on average,
companies take time to charge their customers what they sell to them.

According to García‐Teruel, Deloof, Pais and Mathuva et al. [5, 9, 10, 13], when it
comes to the relationship between ACP and performance, we find that the larger the
firm’s ACP, the smaller the business performance will be. In the specific case of
García‐Teruel et al. [5], a negative relationship between ACP and ROA arises because
the companies increase the average time of receipt of their clients so that they can
increase purchases. However, although with these companies increase sales, the
consequent increase in the ACP implies a decrease in ROA. Thus, according to the
authors, a more restrictive credit policy by reducing the payment time of the clients,
contributes to better performance.

The negative relationship between accounts receivable and profitability found by
the authors mentioned above suggests that less profitable companies will try to reduce
the ACP promptly to close and reduce the differences in the Cash Conversion Cycle.

Regarding Tobin’s Q as a performance measure, a positive relationship was
observed between ACP and Tobin’s Q in Ref. [14].

Regarding these studies, it is possible to define the following hypothesis:
H1: there is a significant relationship between the Average Collection Period and

the corporate performance measures (with no predicted sign).

2.2 Average stocking period (ASP)

The Average Stocking Period shows how long a product on average is in stock, so,
it is expected that the lower the ASP, the greater the turnover of the product.

García‐Teruel, Deloof and Pais et al. [5, 9, 10] in their studies concluded that the
ASP and performance are negatively related. In contrast, Mathuva et al. [13] deter-
mined a positive relationship between ASP and performance. For this author, the
higher the company’s level of stocks, the lower the likelihood of stock-outs of the
company. However, Kim et al. [15] suggest that there are counterparts to the fact that
there are large volumes of stocks of raw materials and commodities, and they argue
that a large volume of stocks may increase the likelihood of goods not being sold or
exceeding the validity date, thus contributing to the increase of losses, which implies
the minimization of corporate profits.

According to the literature, and there being no consensus among the several
studies, the hypothesis to be formulated will be the following:

H2: there is a significant relationship between the Average Stocking Period and the
corporate performance measures (with no predicted sign).

2.3 Average payments period (APP)

The last component of the Cash Conversion Cycle to be presented will be the
Average Payment Period. This ratio indicates the time (calculated in days or months)
that, on average, companies take to pay their suppliers.

García‐Teruel and Deloof et al. [5, 9] concluded that there is a negative relationship
between APP and profitability. According to Deloof et al. [9], this happens because
companies that have a bigger difficulty in settling their accounts with suppliers have
lower profitability levels. In the same line of thinking, a study by Pais et al. [10] for
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Portuguese SMEs, concluded that there is a negative relationship between APP and
ROA.

However Mathuva et al. [13] argued that the larger the APP, the longer the period
that the suppliers finance the company’s activities. In this sense, the author identified
a positive and significant relationship between APP and profitability.

Nurein et al. [14] using Tobin’s Q as a performance measure, came to the conclu-
sion that the APP is positively related to Tobin’s Q, thus sharing Mathuva et al. [13]
conclusion.

Considering the previous conclusions, it is possible to formulate the following
hypothesis:

H3: there is a significant relationship between the Average Payments Period and
the corporate performance measures (with no predicted sign).

2.4 Cash conversion cycle

The Cash Conversion Cycle was developed by Richards et al. [16] and
characterizes as being the time interval since the company has expenses in the acqui-
sition of raw materials from its suppliers until the moment it sells its products to its
clients [17].

Uyar et al. [18] argues that companies with shorter CCC are more profitable
because they are less dependent on external financing and therefore, they will have to
bear lower costs than a company with a longer CCC, which consequently will make
them more cost-effective.

Regarding Tobin’s Q as an evaluation measure of performance, it is found that for
Vural et al. [19] there is a positive and significant relationship between the Cash
Conversion Cycle and Tobin’s Q, so an increase in CCC will lead to an increase in
Tobin’s Q.

Despite this, Mohamad et al. [20] and Nurein et al. [14], when conducting two
studies in Malaysia, concluded that CCC negatively affects Tobin’s Q, arguing that a
lower CCC means higher performance when measured according to Tobin’s Q.

Although there is no unanimity in the empirical literature, the vast majority
defends the existence of a negative relationship between CCC and corporate
performance. Thus, the following hypothesis will be defined:

H4: there is a significant relationship between the CCC and the corporate
performance measures (with no predicted sign).

2.5 Current ratio

Following Husna et al. [21] current ratio consists of the ease with which assets held
by companies can be converted into means of payment, that is, the ability of compa-
nies to meet their obligations as they mature. According to Uyar et al. [18], the way
companies manage their liquidity is fundamental regardless of their size.

Raheman and Eljelly et al. [22, 23] found a negative relationship between the
current ratio and corporate performance. According to Eljelly et al. [23], the negative
relationship results from the companies’ need to constantly present high levels of
liquidity, and this causes companies to arise unnecessary costs that will lead to loss of
profitability.

Jose et al. [7] point out that there is a negative relationship between current ratio
and performance, which results from the lack of efficient liquidity management,
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obliging companies to use external financing to meet the short-term obligations,
which will entail costs for organizations, and therefore, the company’s profitability
will decrease.

However, Goddard, Fagiolo and Safdar et al. [24–26] show the existence of a
positive relationship between the variables in question. According to Goddard et al.
[24], the companies with the highest levels of liquidity, besides being the companies
with the best profitability, are also the ones with the greatest ability and flexibility to
adapt more quickly to the changes to which they are subject.

Following this reasoning Fagiolo et al. [25] argue that firms with higher levels of
liquidity are able to overcome certain obstacles that may arise when companies resort
to external financing.

Du et al. [27] conducting a study in Chinese companies, have concluded that there
is a positive relationship between current ratio and Tobin’s Q, which they justify with
Holmström et al. [28] arguments since for these authors, companies that manage to
maintain adequate levels of liquidity are able to avoid potential risks to the company,
contributing to increase the company’s value.

Considering the divergence in the previous results, the hypothesis to be formulated
will be the following:

H5: there is a significant relationship between the current ratio and corporate
performance measures (with no predicted sign).

2.6 Leverage

Leverage is a very important variable for companies because, in addition to the
explicit costs that arise with leverage, a bad decision can increase the company’s
financial risk and, consequently, affect its profitability. The use of external financing
would only leverage the ROE due to the effect of the fiscal economy of interest and on
the assumption that ROA exceeds the average cost of borrowing.

Pais, Vural, Goddard and Muritala et al. [10, 19, 24, 29] argue that between debt
and corporate performance (when measured through ROA, ROE, and Tobin’s Q)
there is a negative relationship.

Goddard et al. [24] argues that the negative relationship between variables arises
because, during the period when companies are paying off the debt, they are losing
investment opportunities in projects that could generate returns for the company.

Although many studies advocate the existence of a negative relationship between
leverage and corporate performance, some authors stand up for the existence of a
positive relationship between these variables.

Olokoyo et al. [30] conducting a study on 101 listed companies in Nigeria, con-
cluded that debt positively influences Tobin’s Q. However, when using ROA as an
evaluation measure of performance, the author observes that leverage negatively
influences ROA.

Also Berger and Adams et al. [31, 32] have concluded that there is not always a
negative relationship between leverage and performance, that is, the fact that a com-
pany uses external financing does not mean less performance. Even more debt can
imply more and better investments and this can leverage the company’s profitability.

Regarding the divergence of opinions presented by the various studies, the
hypothesis will be the following:

H6: there is a significant relationship between the leverage and the corporate
performance measures (with no predicted sign).
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2.7 Firm size

The firm size is a preponderant factor in investment decisions, in access to external
financing, in access to capital markets, among others [33].

According to Jose, Banos-Caballero, Serrasqueiro and Lee et al. [7, 8, 34, 35], what
makes large-scale enterprises more profitable is their ability to increase production
while at the same time reducing the average cost of production and thus taking
advantage of economies of scale.

Although the existing literature finds a positive relationship between firm size and
performance, there are studies that prove the existence of a negative relationship
between these variables. In this sense, Goddard et al. [24] show a negative relationship
between firm size and profitability (ROA). For these authors, the reason behind this
relationship is the less interference and control of the owners in the manager’s activ-
ities, due to the increase of the size of the companies. In this way, the manager’s
investment options can increase their personal benefits, however, it contributes to the
decrease of the company’s performance.

In addition, Yoon et al. [36] shares the idea that increasing the size of the company
beyond the ideal level can reduce the firm’s performance.

So, in this sense, the following hypothesis is presented:
H7: there is a significant relationship between the firm size and the corporate

performance measures (with no predicted sign).

2.8 Tangible fixed assets

Several studies [34, 37–39] show that tangible fixed assets can be a variable that has
an impact on the performance of the firms, and as such will be used in this study as a
control variable.

Asset tangibility refers to the composition of the asset of an organization. A com-
pany that has sufficient assets can use them as collateral in the event of liquidation,
allowing the company easier access to external sources of financing, as Singh et al. [11]
refer.

Serrasqueiro et al. [34] concluded that tangible fixed assets negatively influence
corporate performance. The Portuguese authors followed the arguments of
Serrasqueiro and Nucci et al. [34, 39] to support the result obtained in their study. The
argument used by them advocates that companies that are more inclined to innovate
and invest in R & D activities are those that present greater opportunities for long-
term investment and, consequently, higher performance. In this way, companies that
invest more in intangible assets will be more profitable than those that make their
investments in tangible assets.

Maina et al. [38] concluded that there is a negative and significant relationship
between tangible fixed assets and ROE. The authors add that companies that invest
heavily in tangible assets will experience a decrease in ROE. This result goes against
the one found by Muritala et al. [29]. This author found a negative and significant
relationship between the two variables. As for the relationship found between
tangible fixed assets and Tobin’s Q, the results reveal a negative and significant
relationship.

Considering all the studies presented for the tangible fixed assets the hypothesis to
be formulated is the following:

H8: There is a significant relationship between tangible fixed assets and corporate
performance measures (with no predicted sign).
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3. Data, variables, and methodology

3.1 Sample

To carry out this research, a quantitative approach was used, based on the
Amadeus database. Therefore, the sample of this article covers the period from 2010
to 2016, thus giving rise to an unbalanced panel with 106 non-financial companies,
corresponding to a total of 660 observations.

This study’s sample was limited to non-financial firms, since the companies from
the financial sector have distinct characteristics from non-financial companies, and as
such, they must be studied in an independent way [40, 41]. In addition to the financial
companies, the companies of the sports sector were also eliminated from the sample,
since they use a different accounting system in the preparation of their financial
statements. Considering the sample’s definition, companies that had little information
for the desired indicators (e.g., did not have information for 4 consecutive years) were
excluded [42].

3.2 Selection and description of variables

Considering the literature review, Table 1 shows the form of calculation of each of
the variables used in this article.

3.2.1 Estimation method

To test the proposed hypotheses, the dynamic panel data methodology was used.
This methodology allows the only one-time model to aggregate time-series and
cross-section data.

Dependent variables Method of calculation

Return on assets (ROA) ROA ¼ EBIT
total assets

Return on equity (ROE) ROE ¼
net profit
equity

Tobin’s Q Tobin0s Q ¼ market value
total assets

Independent variables Method of calculation

Average collection period (ACP) ACP ¼ receivables
turnover � 365

Average stocking period (ASP) ASP ¼ stocks
cost of goods sold � 365

Average payments period (APP) APP ¼ payables
cost of goods sold � 365

Cash conversion cycle (CCC) CCC = ACP + ASP – APP

Current ratio (CR) CR ¼ current assets
current liabilities

Leverage (Lev) Lev ¼ debt
total assets

Firm size (Size) Size ¼ log total assetsð Þ

Tangible fixed assets (Tang) Tang ¼ tangible fixed assets
total assets

Table 1.
Selection and description of variables.
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According to Neves et al. [43], some of the advantages associated with the use of
this methodology are—the control of individual heterogeneity, correction of
endogeneity, the existence of less collinearity between variables, the possibility of
handling high amounts of information, and greater efficiency in estimation.

Thus, unlike the cross-section analysis, panel data allows the control of individual
heterogeneity. This point is fundamental for the accomplishment of the present work,
since the performance of each company is directly related to the individual specific-
ities of each one of the companies, and without the control of heterogeneity, the
obtained results could be biased. Moreover, this methodology allows solving another
fundamental point, namely endogeneity (which arises from the causal relationship
that the various dependent variables (ROE, ROA, and Tobin’s Q) may have with the
explanatory variables of the study).

Consequently, endogeneity can be a problem in the model of the present work, and
therefore, it is necessary to keep it controlled.

Specifically, we use all the variables on the right side of the model with t-1 mis-
matches for the level equations, as Blundell et al. [44] suggested, by deriving the
system estimator used in this article.

The models to be tested throughout this article are presented below:
Model 1: ROAit ¼ β0 þ β1 ACPð Þit þ β2 ASPð Þit þ β3 APPð Þit þ β4 CRð Þit þ β5 Levð Þit þ

β6 Sizeð Þit þ β7 Tangð Þit þ μit
Model 2: ROAit ¼ β0 þ β1 CCCð Þit þ β2 CRð Þit þ β3 Levð Þit þ β4 Sizeð Þit þ β5 Tangð Þit þ μit
Model 3: ROEit ¼ β0 þ β1 ACPð Þit þ β2 ASPð Þit þ β3 APPð Þit þ β4 CRð Þit þ β5 Levð Þit þ

β6 Sizeð Þit þ β7 Tangð Þit þ μit
Model 4: ROEit ¼ β0 þ β1 CCCð Þit þ β2 CRð Þit þ β3 Levð Þit þ β4 Sizeð Þit þ β5 Tangð Þit þ μit
Model 5: Tobin0sQ it ¼ β0 þ β1 ACPð Þit þ β2 ASPð Þit þ β3 APPð Þit þ β4 CRð Þit þ

β5 Levð Þit þ β6 Sizeð Þit þ β7 Tangð Þit þ μit
Model 6: Tobin0sQ it ¼ β0 þ β1 CCCð Þit þ β2 CRð Þit þ β3 Levð Þit þ β4 Sizeð Þit þ

β5 Tangð Þit þ μit

4. Results and discussion

In this chapter, the main results of this article will be presented and discussed.
Firstly, the Descriptive Statistics of each of the three samples will be presented and
then the main results.

4.1 Descriptive statistics

Table 2 provides summary statistics (mean, standard deviation, minimum and
maximum) of the variables used in the construction of the dependent and explanatory
variables.

Table 3 presents summary statistics (mean, standard deviation, minimum and
maximum) of the variables used in the construction of the dependent and explanatory
variables.

4.2 Model 1: estimation

Based on Table 4, the fact that ACP negatively influences ROAmeans that Spanish
companies will have to reduce their client’s ACP so that they can increase the
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Variables Mean Standard deviation Minimum Maximum

ROA 3.767568 9.055842 �34.73 53.01

ROE 2.907545 33.57112 �182.3 144.93

Tobin’s Q 0.8021636 1.13628 0 7.42

ACP 92.63409 60.09211 0 279

ASP 21.59545 40.98847 0 298

APP 65.34773 45.43186 0 267

CCC 48.88182 71.83697 �190 387

CR 1.420523 0.8410572 0.09 9.67

Lev 0.6380227 0.2234283 0.1 2.52

Size 13.86105 2.264694 6.39 18.68

Tang 0.2906364 0.2153083 0 0.92

Table 2.
Descriptive statistics of Spain.

Variables Mean Standard deviation Minimum Maximum

ROA 2.483682 5.35625 �14.99 22.47

ROE 2.517182 24.36511 �164.57 66.28

Tobin’s Q 0.3380296 0.3407419 0.01 1.82

ACP 94.32727 61.42473 0 294

ASP 32.35909 50.10339 1 279

APP 70.86364 41.08649 0 187

CCC 55.82273 76.83732 �131 399

CR 1.200591 0.8291296 0.13 7.54

Lev 0.6591364 0.1738621 0.07 1.09

Size 13.01314 1.990146 8.06 17.6

Tang 0.3101818 0.1919498 0 0.69

Table 3.
Descriptive statistics of Portugal.

Coefficient STD error Z P value

Const �4.786997 5.971701 �0.80 0.423

ACP �0.0448544 0.0134737 �3.33 0.001***

ASP 0.0024074 0.0154443 0.16 0.876

APP 0.0215348 0.0134551 1.60 0.109

CR 1.217,916 0.6472035 1.88 0.060**

Lev �19.4286 2.739318 �7.09 0.000***

Size 1.371543 0.4403209 3.11 0.002***

Tang 7.386,296 5.573,588 1.33 0.185
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performance of their companies. Thus, if companies manage to reduce their ACP,
they will be able to reduce the CCC as well. Therefore, the results follow the reasoning
of García‐Teruel et al. [5] carried out in Spain as well the studies published by. The
results are still in harmony with the studies of Pais and Yazdanfar et al. [10, 45],
allowing to corroborate hypothesis 1 previously proposed.

The positive relationship between the current ratio and ROA validates hypothesis
5, as well as the studies carried out by Goddard and Safdar et al. [24, 26]. Goddard
et al. [24] argues that the greater the level of liquidity of a company, the greater the
company’s ability to face changes of a competitive nature in the markets in which they
operate.

Hypothesis 7 contemplates the possibility that the firm size is positively related to
performance evaluation measures, and this hypothesis is corroborated by the
results found in Table 4. According to Jose and Banos-Caballero et al. [7, 8] what
makes the larger companies more profitable is the capacity to increase their produc-
tion, reducing the average cost of production and taking advantage of economies of
scale.

Finally, Table 4 demonstrates a negative relation between leverage and ROA. This
relationship supports hypothesis 6 and confirms the studies [10, 30]. According to
Goddard et al. [24], the more leveraged firms are, less profitable will be, because while
they are paying the debt they are, simultaneously, losing investment opportunities in
projects that could generate a return to the company.

Table 5 shows a considerable number of significant variables when the evaluation
measure of performance used is ROA, considering the estimated model for Portuguese
companies.

The negative relation between APP and ROA found in this study follows the
conclusions obtained by Pais et al. [10] for a study of large Portuguese firms. Banos-
Caballero and Deloof et al. [8, 9] also reached this relationship, arguing that an
increase in APP will lead to a decrease in profitability. The evidence found thus
corroborates hypothesis 3.

As can be seen in Table 5, the more leveraged the company’s capital structure, the
greater ROA will be, so the results obtained validate hypothesis 6 and the results of
Berger and Adams et al. [31, 32] who show that when a company uses external
financing does not mean that there will be a decrease in corporate performance. For
these authors, managers only need to be able to efficiently manage their resources,

Coefficient STD error Z P value

Sargan 23.91367(19) 0.1995

Wald 242.88(8) 0.0000

AR (1) �36.218 0.0003

AR (2) �0.09622 0.9233

Note: the regression is performed using an unbalanced data panel consisting of 68 companies and 440 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) he Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 4.
Results of the model (1) for Spain.
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since there is a reduction in cash flows, derived from the regular payment of the debt.
In addition, companies sometimes take advantage of the financial leverage effect of
increasing debt to increase their profitability levels.

One of the common relationships between Portugal’s sample and Spain’s sample is
the existing positive relationship between firm size and ROA, thus confirming
hypothesis 7, as well as the studies of [34, 45].

In the Spanish case, we observed a positive relationship between the current ratio
and ROA. However, when estimating model 1 for Portuguese companies we verified
that the current ratio is not significantly related to ROA.

Another difference between the two samples is due to the existence of a negative
relationship between tangible fixed assets and ROA for Portuguese companies, thus
being in conformity with hypothesis 8 previously placed.

4.3 Model 2: estimation

The estimation of model 2 for the large Spanish companies, in Table 6, makes it
possible to verify that although the CCC is used to the detriment of the ACP, ASP, and
APP, the significant relationships are the same in both models.

Also, based on Table 6, it can be seen that CCC has a negative relationship with
ROA, which is in accordance with the studies of Uyar and Goddard et al. [18, 24] as
well with the hypothesis 4 previously formulated.

Based on the results of Table 7, and comparing to Table 5, we observe that when
CCC is used to the detriment of ACP, ASP, and APP, for the sample of large Portu-
guese companies, some differences arise in both models.

Coefficient STD error Z P value

Const �12.2367 2.629679 �4.65 0.000

ACP 0.006264 0.0079111 0.79 0.428

ASP �0.0052733 0.0081643 �0.65 0.518

APP �0.0319109 0.0072112 �4.43 0.000***

CR 0.2455387 0.3797602 0.65 0.518

Lev 5.954678 3.010078 1.98 0.048**

Size 0.9599293 0.1504516 6.38 0.000***

Tang �4.681794 1.395103 �3.36 0.001***

Sargan 24.80384(19) 0.1671

Wald 3078.66(8) 0.0000

AR (1) �1.5355 0.1246

AR (2) 1.0026 0.3160

The regression is performed using an unbalanced data panel consisting of 37 companies and 220 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 5.
Results of the model (1) for Portugal.
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Thus, when estimating model 2, we highlight the negative relationship between
the current ratio and ROA, with a significance level of 1%. This relationship was not
observed when model 1 was estimated. However, in the estimation of model 1, one of
the variables that was positively related to ROA was leverage. Regarding model 2
leverage ceases to be one of the significant variables.

Coefficient STD error Z P value

Const �7.099776 7.344084 �0.97 0.334

CCC �0.0259253 0.0133265 �1.95 0.052*

CR 1.080459 0.6132817 1.76 0.078*

Lev �19.94105 2.433001 �8.20 0.000***

Size 1.425786 0.5076238 2.81 0.005***

Tang 9.064535 5.727313 1.58 0.113

Sargan 24.78524(19) 0.1677

Wald 286.37(6) 0.0000

AR (1) �3.7405 0.0002

AR (2) 0.1766 0.8598

The regression is performed using an unbalanced data panel consisting of 68 companies and 440 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (ii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 6.
Results of the model (2) for Spain.

Coefficient STD error Z P value

Const �12.67382 1.805622 �7.02 0.000

CCC 0.0117469 0.005131 2.29 0.022**

CR �0.4680455 0.2460254 �1.90 0.057**

Lev 1.82428 2.700528 0.68 0.499

Size 1.045946 0.1348222 7.76 0.000***

Tang �4.035826 2.027262 �1.99 0.047**

Sargan 24.01575(19) 0.1955

Wald 538.09(6) 538.09

AR (1) �1.6114 0.1071

AR (2) 0.9166 0.3594

The regression is performed using an unbalanced data panel consisting of 37 companies and 220 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 7.
Results of the model (2) for Portugal.
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Table 7 demonstrates a positive relationship between CCC and ROA, differing
from the relationship between these same variables for the sample of large Spanish
companies.

4.4 Model 3: estimation

When the evaluation measure of performance used is ROE, only leverage presents
significance with the dependent variable used (see Table 8).

Thus, one can accept hypothesis 6, and corroborate the results of Muritala et al.
[29]. The more leveraged companies present higher financial costs, which will con-
tribute to the decrease of ROE [46].

Considering the results presented in Table 9, it is possible to verify that when the
sample of the Portuguese companies is used with the ROE as a measure of perfor-
mance, the number of significant variables increases considerably.

Consistent with hypothesis 1, there is a significant relationship between ACP and
ROE, which also corroborates the results of García‐Teruel et al. [5], emphasizing the
fact that companies increase their ACP to increase their volume of sales, but in their
study, the authors concluded that this would not lead to an increase in profitability.

Our results show that a decrease in ASP will lead to an increase in ROE. This
inverse relationship between the two variables corroborates hypothesis 2, following
Deloof and Pais et al. [9, 10].

According to Sensini et al. [47], when a company experiences a sudden drop in
sales aligned with poor stock management, this will increase its losses, and it will
decrease its profitability.

Coefficient STD.Error Z P value

Const 202.2626 135.8283 1.49 0.136

ACP 0.0019397 0.0480458 0.04 0.968

ASP 0.065436 0.0948203 0.69 0.490

APP �0.0787663 0.0574182 �1.37 0.170

CR �2.471852 2.949592 �0.84 0.402

Lev �103.8548 21.68979 �4.79 0.000***

Size �8.859585 9.892428 �0.90 0.370

Tang �3.245457 44.93885 �0.07 0.942

Sargan 15.86487(19) 0.6663

Wald 344.60(8) 0.0000

AR (1) �23.773 0.0174

AR (2) 0.42828 0.6684

The regression is performed using an unbalanced data panel consisting of 68 companies and 440 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 8.
Results of the model (3) for Spain.
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It should also be pointed out that leverage is negatively related to ROE, following
Muritala and Pouraghajan et al. [29, 46] conclusions and validating our hypothesis 6.

Regarding the tangible fixed assets, it is possible to verify the existence of an inverse
relation with ROE, thus agreeing withMaina et al. [38] and confirming our hypothesis 8.

4.5 Model 4: estimation

Model 4 for the Spain sample demonstrates that leverage is the only variable that
has significance with ROE. The same happens in model 3 estimation, so when ACP,
ASP, and APP are compiled in a single variable, the CCC, the significant variables do
not change as it is possible to see through Table 10.

In the specific case of the Portuguese companies’ sample, there are a substantial
number of significant variables when estimating model 3, however, when the ACP,
ASP, and APP are combined into a single variable, the CCC, we see a reduction in the
number of significant variables. The differences between the estimation of model 3
and model 4 are due to the loss of significance of ACP and APP, which were excluded
from the model to detriment of the CCC, keeping only the leverage and tangible fixed
assets as significant variables (Table 11).

4.6 Model 5: estimation

When the Spanish companies were tested, considering Tobin’s Q as an
evaluation measure of performance, it is possible to verify that ASP shows a positive
relationship with Tobin’s Q. This result supports hypothesis 2 and corroborates

Coefficient STD.Error Z P value

Const 21.00624 11.56728 1.82 0.069

ACP 0.0287025 0.0125454 2.29 0.022**

ASP �0.0574698 0.026982 �2.13 0.033**

APP �0.0026771 0.0144353 �0.19 0.853

CR 0.2714,366 1.361008 0.20 0.842

Lev �17.87054 9.814491 �1.82 0.069*

Size �0.1942952 0.6833794 �0.28 0.776

Tang �11.12407 3.209237 �3.47 0.001***

Sargan 15.74634(19) 0.6741

Wald 5048.52(8) 0.0000

AR (1) �1.594 0.1109

AR (2) �0.1939 0.8463

The regression is performed using an unbalanced data panel consisting of 37 companies and 220 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 9.
Results of the model (3) for Portugal.
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Nurein et al. [14] remarks. Kim et al. [13] argues that high levels of stocks lead to a
reduction in the cost of possible disruptions to the productive process of companies
and also means that companies do not run the risk of losing customers due to lack of
products.

Coefficient STD error Z P value

Const 171.305 127.4064 1.34 0.179

CCC 0.0455601 0.0484981 0.94 0.348

CR �3.187983 2.992249 �1.07 0.287

Lev �101.9112 19.84812 �5.13 0.000***

Size �6.852814 9.211602 �0.74 0.457

Tang �14.43055 43.51256 �0.33 0.740

Sargan 13.15944(19) 0.8303

Wald 316.58(6) 0.0000

AR (1) �2.4392 0.0147

AR (2) 0.51475 0.6067

The regression is performed using an unbalanced data panel consisting of 68 companies and 440 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 10.
Results of the model (4) for Spain.

Coefficient STD error Z P value

Const 25.46671 9.392254 2.71 0.007

CCC �0.0117968 0.0074828 �1.58 0.115

CR �0.2680787 1.27324 �0.21 0.833

Lev �18.51862 8.295154 �2.23 0.026**

Size �0.4120154 0.5681481 �0.73 0.468

Tang �11.43038 2.21616 �5.16 0.000***

Sargan 15.15382(19) 0.7128

Wald 584.67(6) 0.000

AR (1) �1.7892 0.0736

AR (2) 0.06376 0.9492

The regression is performed using an unbalanced data panel consisting of 37 companies and 220 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 11.
Results of the model (4) for Portugal.
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Based on Table 12, we verify a negative relationship between APP and Tobin’s Q,
which can be explained by the fact that the companies with the lowest profitability in
certain cases are not able to settle the accounts payable [9]. The present relationship
thus corroborates hypothesis 3.

In line with hypothesis 6, we are faced with a positive relationship between lever-
age and Tobin’s Q, supported by Olokoyo et al. [30], who argues that high levels of
debt are associated with higher performance.

As it is possible to verify in the Spanish companies’ sample, there is a negative
relationship between firm size and Tobin’s Q. Therefore, the results support hypothe-
sis 7 and are still compatible with the previous studies of Goddard, Yoon and Rogers
et al. [24, 36, 48].

Consistent with hypothesis 1, if companies increase the ACP this will lead to a
decrease in performance, especially for less profitable companies, since these compa-
nies are more reliant on receiving money from their customers to pay their short-term
obligations. This evidence is in accordance with the Deloof, Pais and Mathuva et al.
[9, 10, 13] studies, which also indicate that an increase in the ACP will lead to a
decrease in performance. From the point of view of García‐Teruel et al. [5] firms tend
to increase their ACP, since they intend to increase their sales volume, but according
to the authors, even if this happens the companies end up suffering a decrease in
performance, resulting from the increase in the ACP.

Based on Table 13, it is possible to verify a positive relationship between ASP and
Tobin’s Q. These results corroborate hypothesis 2 previously formulated, and
according to Nurein et al. [14], a possible justification for the fact that the variables
relate positively depends on the inventory presented by the companies, that is, the

Coefficient STD error Z P value

Const 2.205,876 0.5459458 4.04 0.000

ACP �0.0008001 0.0005406 �1.48 0.139

ASP 0.0042012 0.0006628 6.34 0.000***

APP �0.0016697 0.0007991 �2.09 0.037**

CR 0.018317 0.0243078 0.75 0.451

Lev 0.5877777 0.2383076 2.47 0.014**

Size �0.15792 0.0398748 �3.96 0.000***

Tang �0.3054478 0.3264499 �0.94 0.349

Sargan 22.02086(19) 0.2832

Wald 7054.32(8) 0.0000

AR (1) �1.6874 0.0915

AR (2) 0.19382 0.8463

The regression is performed using an unbalanced data panel consisting of 68 companies and 379 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 12.
Results of the model (5) for Spain.
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larger the inventory of a company the greater the possibility of growth and valuation,
since it presents a greater capacity for increase your sales.

The positive relationship between the current ratio and Tobin’s Q is a relevant
result found. What drives companies with higher levels of liquidity to increase their
corporate performance comes from the ability of these companies in reducing
potential risks [28]. The evidence found thus supports hypothesis 5, in addition to
corroborating the study of Du et al. [27].

4.7 Model 6: estimation

Based on the observation of Tables 12 and 14, we observed that the number of
significant variables was maintained both in the estimation of model 5 and in the
estimation of model 6, although some of the significant variables were not the same in
the two estimates.

Based on Table 14, it can be verified that CCC and leverage variables show a
positive relationship with Tobin’s Q. On the other hand, the variables firm size and
asset tangibility show a negative relationship with the performance measure Tobin’s
Q. In this way, it can be concluded that the difference between the two estimates is
that the CCC and asset tangibility become significant variables with Tobin’s Q. In
contrast, the ASP and APP are no longer significant variables.

There are some perceptible differences between models 5 and 6 regarding the
significant variables. The highlight in model 6’s estimation was the loss of significance
of the tangible fixed assets variable, which was positively related to Tobin’s Q for a
significance level of 1%. The ACP and the ASP also cease to be significant when they
are replaced by a single variable, namely the CCC.

Coefficient STD.Error Z P value

Const 1.188477 0.2428485 4.89 0.000

ACP �0.0014553 0.0002968 �4.90 0.000***

ASP 0.0010618 0.0000975 10.89 0.000***

APP �0.0002919 0.000472 �0.62 0.536

CR 0.0769384 0.0088425 8.70 0.000***

Lev 0.0764171 0.0564738 1.35 0.176

Size �0.0887998 0.0182623 �4.86 0.000***

Tang 0.1715389 0.0518692 3.31 0.001***

Sargan 17.97856(19) 0.5239

Wald 12.35619(8) 0.0000

AR (1) �2.7775 0.0055

AR (2) �0.96287 0.3356

The regression is performed using an unbalanced data panel consisting of 37 companies and 203 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 13.
Results of the model (5) for Portugal.
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As already seen in both samples, the results found between leverage and Tobin’s Q
reveal a positive relation. Although in many cases the use of external financing is
associated with a decrease in corporate performance, this is not always so linear, as it
can be seen in (Table 15) [30–32].

Coefficient STD error Z P value

Const 1.689084 0.4446862 3.80 0.000

CCC 0.0005962 0.0002504 2.38 0.017**

CR 0.0310001 0.0216701 1.43 0.153

Lev 0.7807595 0.2457192 3.18 0.001***

Size �0.1406512 0.0340643 �4.13 0.000***

Tang �0.4621222 0.2600277 �1.78 0.076*

Sargan 23.6413(19) 0.2103

Wald 3994.30(6) 0.0000

AR (1) �1.6663 0.0957

AR (2) 0.33507 0.7376

The regression is performed using an unbalanced data panel consisting of 68 companies and 379 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 14.
Results of the model (6) for Spain.

Coefficient STD error Z P value

Const 1.30377 0.1241634 10.50 0.000

CCC �0.000054 0.0000774 �0.70 0.486

CR 0.0806346 0.0069785 11.55 0.000***

Lev 0.0955987 0.0568119 1.68 0.092*

Size �0.1054368 0.0081945 �12.87 0.000***

Tang 0.0778192 0.1008745 0.77 0.440

Sargan 21.10506(19) 0.3310

Wald 22582.62(6) 0.0000

AR (1) �2.4825 0.0130

AR (2) �0.60043 0.5482

The regression is performed using an unbalanced data panel consisting of 37 companies and 203 observations. The
variables are duly defined in the data, variables, and methodology section. It should also be noted that: (i) *, **, and ***
indicates significance levels at 10%, 5%, and 1% respectively; (ii) the Sargan test with a p value greater than 5% shows
that the instruments are valid, and the values in parentheses of the test represent degrees of freedom; (iii) the Wald test has
a p value less than 5% which means that the joint significance and the coefficients are significant distributed
asymptotically as χ2 under a null hypothesis without significance, with degrees of freedom in parentheses.

Table 15.
Results of the model (6) for Portugal.
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The results presented throughout this study show that short-term management
variables that have an impact on corporate performance vary according to the depen-
dent variable used to measure corporate performance and also vary across countries.

Between the two samples analyzed, some differences were evident, which may be
justified by the way companies are managed. Thus, our results suggest that Portuguese
companies are still in a phase of large external financing needs, and therefore probably
more exposed to the market and to “external” variables.

On the other hand, Spanish companies already express some preference for the
internal management and attitude of the manager, who probably has incentives to act
in accordance with the interests of shareholders. Although our results do not test
macroeconomic variables and institutional factors, they suggest that Portuguese
companies may be facing more agency problems than Spanish ones.

Considering the results obtained, it should be pointed out that the ROE did not
present many significant variables, highlighting only leverage, since it is the only
significant variable with ROE, for the sample from Spain. This can be justified by the
fact that ROE encompasses a wide range of decisions, such as operational, financial,
and tax decisions. In spite of all this, it is still worth noting the increase of the
significant variables with ROE for the Portuguese sample, this can be justified by the
fact that the Portuguese companies need investors. That said, this will be a great
measure of evaluation for a future investor.

Finally, when the valuation measure is Tobin’s Q, it is possible to verify that almost
all independent variables are significant, especially for the sample of Portuguese
firms. In this way, it is possible to affirm that Tobin’s Q is one of the best dependent
variables to evaluate corporate performance. This is a variable that shows interest for
all internal and external elements of the company.

5. Conclusions

Although short-term management is not the focus of corporate finance, it proves
to be an extremely useful and important tool for the efficient functioning of compa-
nies, since it facilitates the decision-making of their managers.

The present study aimed to contribute to the increase of the literature since it is a
subject that has only taken on a leading role in recent years [11]. It was intended to
observe the short-term management’s impact on the Iberian Peninsula’s corporate
performance, for which three performance evaluation measures were used, namely
ROA, ROE, and Tobin’s Q. As such, a panel of 106 large Iberian companies was used
for the period from 2010 to 2016.

Using the panel data methodology, the relevance of some results is emphasized. It
is worth noting that companies need to reduce the ACP to increase corporate
performance.

It is also highlighted the negative relationship between leverage and ROE, which
by the way is the only significant relation for this measure when considering the
Spanish sample.

Concerning the interest in using alternative performance variables, this study reveals
that the ROA and Tobin’s Q are the variables that best reflect the corporate performance
when studying determinants based on short-termmanagement. This result is evenmore
interesting insofar as the ROA is considered a company/accounting variable and Tobin’s
Q is a market variable and therefore considers the investor’s perception. Additionally,
ROE proves to be the worst measure of performance evaluation.
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The main limitations encountered were related to the fact that not all the compa-
nies presented in the sample offered all the necessary information for the period under
analysis. Moreover, the number of scientific publications on this subject is still scarce,
in particular regarding European countries, for example. For this reason, it is intended
that this study contributes in a positive way to the increase of existing studies not only
in Portugal and Spain but also for studies on this subject in Europe.

In future research, it would be interesting to add more European countries to the
sample to conduct a comparative study, but also to introduce countries with different
tax systems, common law vs. civil law, to see if the determinants of performance
would change. In addition, it would be useful to see whether the determinants vary
according to the different economic cycles, bull vs. bear markets, introducing sectoral,
macroeconomic, and investor sentiment variables.
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Accounting Perspectives
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Abstract

In the past few decades, there has been a global trend of international  
harmonization of accounting standards. The intended goal is to remove the barriers 
that hinder investors when comparing the accounting information of companies 
from different nations, while simultaneously reducing the transaction costs for 
firms. However, research has shown that countries adopt IFRS unequally, ranging 
from resistance, partial adoption to full adoption. If the IFRS are not adopted to the 
same extent around the world, the central purpose of international standards can be 
compromised. This chapter aims to explain some key terms essential in understanding 
current development in international accounting and lay out the development and 
progress of IFRS diffusion.

Keywords: IFRS, national adoption, convergence, divergence

1. Introduction

National accounting standards have historically been developed by each nation or by 
a cluster of nations for the entities that reside within their accounting judiciaries [1, 2]. 
These standards are typically designed to meet specific national needs [3]. However, in the 
past few decades, there has been a global trend of international harmonization of account-
ing standards, with many countries having either partially or completely replaced their 
national accounting standards with the International Financial Reporting Standards (IFRS) 
[4, 5]. As profiled by the International Accounting Standards Board (IASB) in 2019, over 
140 jurisdictions in all major regions in the world (Figure 1) have either required or permit-
ted IFRS usage for their domestic publicly accountable entities [6]. Such a massive adoption 
of a single set of accounting standards worldwide may represent the most significant 
accounting regulatory change in recent years [7].

The IFRS can be defined as a single set of accounting standards that are intended to 
be consistently and globally applied—that is, to be used by developed, transitional, and 
emerging economies alike [8]. The IFRS are intended to provide investors and other 
users of financial statements with the ability to compare the financial performance 
of publicly listed companies on a like-for-like basis with the companies’ international 
peers. Conceptually speaking, adopting a single set of global accounting standards is 
undeniably appealing. In theory, global standards would remove the barriers that hinder 
investors when comparing the accounting information of companies from different 
nations, while simultaneously reducing the transaction costs for firms [9–11]. Empirical 
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studies have confirmed that IFRS adoption has (to a certain degree) increased the 
compatibility of financial statements across national borders, and that the IFRS have 
achieved many of the goals they were intended to reach [1, 7, 12, 13].

However, despite the economic benefits of the IFRS and their apparent support 
by the great majority of countries, research has shown that national IFRS adop-
tions are difficult and problematic [14–16]. One major issue is that countries do not 
adopt IFRS to the same extent. Nobes and Zeff [17] show that some countries adopt 
the IFRS as issued by the IASB, while others claim that their own national GAAP 
are “based on” or “similar to” the IFRS—when, in fact, large differences remain. 
According to an extensive report compiled by Deloitte [18], it is also common for 
countries to claim that they have “adopted” the IFRS while choosing to deviate or not 
to include certain provisions from the IFRS as issued by the IASB. In addition, despite 
the great number of countries that have adopted IFRS, the three largest economies 
in the world—the United States, China, and Japan—have not yet fully accepted the 
IFRS into their national reporting standards, even for listed companies [6].

Thus, it is debatable whether international accounting harmonization is indeed 
as successful as it seems to be [19]; in fact, it may be just a veneer over continued 
national differences [15, 20]. Users of financial information should be aware that 
IFRS do not necessarily carry the same implications throughout the world [16], 
despite the IASB’s intentions. Some scholars warn that, if the IFRS are not adopted 
to the same extent around the world, the central purpose of international standards 
will be compromised, as foreign investors will be unable to be confident when reading 
financial statements [15, 17]. Uneven IFRS adoption could even be harmful to inves-
tors who believe that accounting standards have been converged worldwide—when, 
in fact, financial reporting differences continue to exist across national borders while 
being covered under the façade of the IFRS.

1.1 The IFRS adoption process

IFRS adoption is a complex and multi-level governance process (Figure 2) [2, 21]. 
After being promulgated by the IASB, IFRS adoption occurs at both the de jure level 

Figure 1. 
IFRS adoption by region. Source: IFRS Foundation 2019.
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(e.g., recognizing the IFRS as part of a nation’s law) and the de facto level (e.g., annual 
and quarterly reporting by the nation’s entities). That is, a country may choose to 
adopt the IFRS as issued by the IASB, include it as part of its mandatory regulations 
[22], and require some or all of the entities within its jurisdiction to comply with the 
IFRS. On the other hand, when allowed by national regulation, firms may also choose 
to adopt IFRS before the country’s official IFRS adoption [10]. These two level of 
adoption are interrelated, although differences must be acknowledged [23]. National 
accounting standard-setters are likely to take domestic firms’ needs into consideration 
when deciding whether or not to adopt IFRS. By the same token, firms need to comply 
with the national requirements to either mandatorily adopt or voluntarily adopt IFRS. 
Figure 2 depicts the multi-level diffusion and adoption of IFRS.

It is important to recognize that firm-level IFRS adoption is conditional on coun-
tries’ decisions to allow or mandate IFRS in an adoption process [23]. Many coun-
tries first voluntarily adopt IFRS at the national level, and then write the standards 
into the local GAAP, which then become mandatory at the firm level. It has been 
shown that countries have adopted IFRS unevenly [18], so differences in countries’ 
IFRS adoptions already exist at the national level before trickling down to the firm 
level [5, 24, 25]. As most domestically listed firms must comply with the national 
GAAP or regulations, instead of directly complying with IFRS, they may have no 
choice but to deviate from the IFRS, as issued by the IASB [7, 26–28].

1.2 Some key terms

Financial accounting research is often loaded with special concepts, both technical 
and theoretical, that bear specific meanings that either clarify for or further confuse 
readers. This issue is manifested in international accounting due to the scope of 
diversity in accounting traditions. Some of the important concepts in this field have 
been unclearly used or defined. Many employ these concepts, but few define them. In 

Figure 2. 
Multi-tier IFRS adoption.
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addition, certain concepts are often treated as interchangeable, even though they do 
not represent precisely the same thing. This is perhaps inevitable for a subject as com-
plex as IFRS. Nevertheless, to better understand international accounting harmoniza-
tion, it is necessary to clarify these embedded meanings, since different usages may 
tilt discussions in somewhat different directions. It is also important to note that there 
is no strict “right” or “wrong” definitions of these terms, as important and evolving 
concepts can hardly be expected to have clear-cut definitions. Rather, the purpose of 
the effort is to note blurred or unclear definitions and introduce some clarity to the 
extent that has been identified in IFRS literature.

1.2.1 International accounting system

A dichotomy exists in the accounting literature in regard to what is meant by 
the term “international accounting system” and how it should be approached. One 
approach defines “accounting system” at the national level. For example, Gray [29] 
states that a country’s accounting system constitutes various national characteristics, 
such as the structure and development of capital markets, legal requirements, profes-
sional accounting standards, and tax law. Similarly, Doupnik and Salter [30] believe 
that the international accounting system resides in national legislature. By contrast, 
other authors regard an accounting system as a firm-level practice. For instance, 
Nobes [31] defines an accounting system as “a set of practices used in a published 
annual report.” Commenting on the difference in the two approaches, Nobes [31] 
argues that, although there is a formal set of rules or systems at the legislature level, 
companies sometimes choose to depart from these rules. According to Nobes, the 
advantage of using the firm-level definition, although it is admittedly narrow, is that 
this definition can actually have wider empirical implications.

1.2.2 De jure harmonization versus de facto harmonization

An important conceptual distinction must be understood between the de jure and 
de facto harmonization. De jure harmonization of international accounting standards 
involves the formal harmonization of regulations at the country level, while de 
facto harmonization refers to the material harmonization of the financial reporting 
practices performed at the firm level [22]. In the accounting literature, both Tay and 
Parker [32] and Canibano and Mora [33] refer to de jure harmonization as the har-
monization of accounting regulations and to de facto harmonization as the increase 
in comparability that arises from greater conformity in practice. Qu and Zhang [22] 
argue that de jure harmonization is the basis for achieving de facto harmonization. In 
fact, de jure harmonization can but does not necessarily lead to de facto harmoniza-
tion, if the standards allow for more options for companies [33]. Nevertheless, de facto 
accounting harmonization cannot be achieved without first achieving de jure account-
ing harmonization [33]. The decision to adopt IFRS can be made both at the de jure 
level (if the IFRS are mandated to be followed as nation-wide reporting standards) 
and at the de facto level (if the IFRS are one of the reporting standards firms are 
allowed to choose from) [34].

1.2.3 Convergence versus adoption

The terms “convergence” and “adoption” have recently come into use as nations 
attempt to narrow the gap between their national accounting standards and the 
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IFRS. It is important to note that convergence is not equivalent to adoption [5, 15]. 
The differences between these two concepts have set off a great deal of debate within 
the field of international accounting research. Nobes [35] argues that, in order to be 
called adoption, relevant entities must state that their financial statements are in full 
compliance with the IFRS as issued by the IASB. Thus, at the country level, “adop-
tion” should mean that the national set of accounting standards is directly replaced 
by the IFRS as issued by the IASB. This position is taken by the Member States of the 
EU, which have fully applied the IFRS since 2005. By comparison, “convergence” is 
the gradual mechanism of changing local accounting standards into IFRS. Although 
it does not mean full adoption, convergence can indicate only a minimal difference 
between a nation’s standards and the IFRS [36]. According to the IASB’s position, 
convergence will not, by definition, lead to a common set of global standards. 
Nevertheless, convergence has been and will likely remain a useful process to facilitate 
adoption by narrowing differences. Thus, convergence should be a means of making 
the transition to the full adoption of IFRS standards, and not an end in itself [37]. By 
the same token, Zeff and Nobes [38] emphasize that convergence is a dynamic process 
of consistency with IFRS in accounting principles and substance, which is neither a 
direct adoption of IFRS nor a word-for-word translation of IFRS. Rather, convergence 
is the act of moving towards uniformity. Zeff and Nobes use China and Venezuela 
as examples of countries that use the IFRS as a starting point for drafting national 
standards, but then diverge significantly from the IFRS as issued by the IASB. Some 
countries that have “converged” with the IFRS are nonetheless counted by the IFRS 
Foundation and by others as adopters of the IFRS, which—according to Zeff and 
Nobes [38]—is misleading.

In the same vein, Ball [15] notes that convergence is “the process of narrowing the 
differences between IFRS and the accounting standards of countries that retain their 
own standards.” Convergence is a modified version of adoption in which multiple sets 
of rules or practices are the same [5]. Therefore, the relation between convergence 
and adoption is not dichotomous. These two concepts represent the subtleties of the 
development and diffusion of IFRS at various stages. Following this logic, Nobes [35] 
states that the word “convergence” is more correct when applied to the joint program 
of the IASB and the United States’ Financial Accounting Standards Board (FASB), 
because both have changed particular standards to match each other’s, and the IASB 
and FASB have run many joint projects. In the case of other countries, however, 
convergence with the IFRS is a euphemism for the piecemeal adoption of IFRS [35].

1.2.4 Standardization versus harmonization

Standardization and harmonization are often used interchangeably in IFRS 
studies. However, the difference between them should not be ignored [39]. 
Standardization implies a movement towards uniformity, whereas harmonization is a 
movement away from total diversity [32]. In the context of International Accounting 
Standards (IAS), McLeay et al. [39] suggest that “whilst international standardization 
implies a movement towards global uniformity, harmonization implies a movement 
towards similarity in the choice between alternative accounting treatments.” They 
define international standardization as a process that constrains choice, ultimately 
resulting in the adoption of the same accounting method by all firms and all coun-
tries. International accounting harmonization, on the other hand, is a process that 
results in a systematic choice between accounting methods across national borders 
[39]. Such choices are dependent upon the nature of the nation or firm and its 
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operating environment, but are otherwise independent of the location in which the 
nation or firm happens to be registered [39]. Similarly, Canibano and Mora [33] argue 
that harmonization is a more realistic and conciliatory approach than standardiza-
tion, and is also more attainable and less rigid. However, other scholars disagree. For 
instance, Arnold [40] believes that harmonization is equivalent to standardization. 
That is, according to Arnold, accounting harmonization equates to the standardiza-
tion of financial reporting standards, auditing standards, and/or other accounting-
related rules and regulations such as licensing and qualification requirements or 
ethics rules.

2. The history and legitimacy of IFRS

It has been argued that the international harmonization of accounting standards 
is a result of the economic integration and increasing trading between national 
borders [41]. In addition, corporate economic scandals have shaken investors’ trust in 
financial reporting. To regain both inventors’ trust and economic order, it has become 
necessary to strengthen the comparability and transparency of financial reporting 
across national borders [8].

2.1  Background of IFRS diffusion: economic integration and global financial 
crisis

Economic globalization and integration form an important context in which 
national IFRS adoption has become not only necessary, but also urgent [9, 42]. 
Economic globalization has created a new common ground for businesses to engage in 
trade and transactions across national borders [41]. In this new “game,” certain com-
mon rules must be understood and followed by all participants to ensure a functional 
trading place. As the vice chairman of IASB, Ian Mackintosh comments:

It is increasingly difficult to see different and often incompatible national 
accounting standards as anything other than a legacy of a bygone era. They add cost, 
complexity and translation risk to companies and investors operating in today’s global 
marketplace [43].

According to the IASB, about one third of all financial investments in the world 
are international transactions. It is essential for differences in national accounting 
standards to be eliminated, or at least understood by all players. Thus, it is necessary 
for national accounting standard-setters to change their existing national account-
ing systems in order to facilitate international economic changes, assuming that a 
growing economy is part of the national plan. Global standards are achievable and an 
inevitable consequence of continued economic globalization. As stated on the IASB 
website:

This [globalization] evidence indicates that global standards are both desir-
able, achievable and inevitable. As economic globalization continues apace, so too 
will the force of the arguments in favor of IFRS adoption within those remaining 
jurisdictions [44].

In addition to global economic integration, the accounting scandals in the early 
2000s that brought down large multinational corporations (MNCs) such as Enron 
and Arthur Anderson have increased investors’ awareness of the importance of 
trustworthy accounting standards. Furthermore, in the summer of 2007, accumu-
lating losses on U.S. subprime mortgages triggered widespread disruption to the 
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global financial system. In less than a year, the situation developed into an inter-
national financial crisis and eventually resulted in a global economic downturn 
that further shook investors’ confidence in the stock market. As stated on the IASB 
website:

Post-crisis, policymakers are all too aware of how every national capital market 
in the world, even the largest, functions as little more than a satellite of the global 
financial system [43, 44].

To reestablish confidence in the soundness of markets and financial institutions, 
as well as to prevent further crises, the G201 summit in Washington on November 
15, 2008, produced a thorough analysis and summary of the root causes of these 
crises and put forward action plans that included improving the IASB’s governance 
and supporting the IFRS as the single set of high-quality global accounting stan-
dards. Both national and international organizations developed recommendations 
and resources aimed at promoting the IFRS. The G20 called on the IASB and the 
Financial Accounting Standards Board (FASB) in the US to improve standards on 
valuation and provisioning and to achieve a single set of accounting standards. The 
G20 summit in London in April 2009 further required proactive collaboration from 
member countries on convergence with the IFRS in order to prevent similar financial 
crises. In the same year, the G20 formed the special Financial Crisis Advisory Group 
(FCAG). The FCAG supports the IASB in promoting the IFRS to be the single set of 
global accounting standards in order to reestablish investors’ confidence in account-
ing information.

However, the G20 has never required countries to fully adopt the IFRS. Instead, 
it encourages its members to converge with the IFRS. The IASB does not agree with 
this position and has expressed on multiple occasions that only full adoption of 
IFRS, not convergence with IFRS, can ensure global financial stability and prevent 
similar financial crises. According to the IASB, the G20 and its various committees, 
while pushing the diffusion of IFRS, have frequently focused on national interests, 
which can create barriers and impediments to economic growth and jeopardize global 
financial stability. As the chairman of the IASB remarked:

This inability to deliver compatible outcomes with the FASB clearly demonstrates 
the inherent instability of convergence as a means to achieve a single set of global 
accounting standards. For this reason, our Trustees wisely concluded that conver-
gence can never be a substitute for adoption of IFRS. Thankfully, throughout the 
financial crisis, the momentum towards adoption has continued unabated in many 
countries [44].

Despite this disagreement from the IASB, the G20—which promoted the IFRS in 
the past due to the financial crisis—has recently been less enthusiastic. Support for 
the work of the IASB has been decreasing. For example, in the past, the communiqués 
had always included a paragraph such as this:

We underline the importance of continuing work on accounting standards 
convergence in order to enhance the resilience of the financial system. We urge 
the International Accounting Standards Board and the US Financial Accounting 
Standards Board to complete by the end of 2013 their work on key outstanding 
projects for achieving a single set of high-quality accounting standards [45].

However, the newest communiqués issued after the meeting of the G20 in 2014 
and thereafter no longer contain a call for converged accounting standards.

1 The G20 consists of the finance ministers and central banks from 19 countries and the EU.
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2.2 The history and development of the IASB

The formal history of the IASB began with the International Accounting 
Standards Committee (IASC). In 1973, the IASC was jointly established by profes-
sional accounting bodies in Australia, Canada, France, Germany, Japan, Mexico, the 
Netherlands, the United Kingdom, Ireland, and the United States. Between 1973 and 
2001, the IASC issued IAS. The IASC was essentially a structure, rather than a com-
mittee in the traditional sense of a group of people. The IASC originally had a goal 
of “harmonization” by reducing differences between accounting standards in major 
capital markets. By the 1990s, however, the IASC reshaped its goal into “convergence,” 
which, according to the organization, is a step above harmonization. The convergence 
concept is to develop a “single set of high-quality, international accounting standards 
that would be used in at least all major capital markets.” In 1995, The IASC and the 
International Organization of Securities Commissions (IOSCO) agreed on what 
constituted a comprehensive set of core standards. The IASC undertook a project to 
complete those core standards by 1999. The IOSCO agreed that, if it found these core 
standards acceptable, it would recommend the endorsement of IASC standards for 
cross-border capital and listing purposes in all capital markets [46]. In May 2000, the 
IOSCO completed its assessment and accepted the IASC’s core standards. Members 
of the IOSCO were encouraged to use the IASC standards to prepare their financial 
reporting for international offerings and listings, supplemented where necessary to 
address outstanding substantive issues at a national or regional level, or to use waivers 
of particular aspects of the IASC standards without requiring further reconciliation 
under exceptional circumstances [47].

In 1997, after nearly 25 years of existence, the IASC concluded that, in order to 
continue to bring about convergence between national accounting standards and 
practices and high-quality global accounting standards, it had to find a better way 
to perform its role effectively. To do so, the IASC saw a need to change its structure. 
The standard-setting body was thus renamed as the IASB. Formally, the IASB is a 
private standard-setting organization based in London. It operates under the IASC 
Foundation, which is more widely known as the IFRS Foundation. The IASB is 
primarily funded by fundraising activities, which are the responsibility of the IFRS 
Foundation. The governance, oversight, and standard-setting processes of the IASB 
are similar to those of the FASB in the United States. The IASB has 14 board members 
(including a chair and a vice chair) with a variety of functional backgrounds and 
from different continents. The currently sitting IASB Chair is Andreas Barckow. The 
primary purpose of the IASB is to promulgate IFRS. It is committed to the mission 
of developing a single set of high-quality, understandable, and enforceable global 
accounting standards and working with national standard-setters to achieve account-
ing standards convergence. The IASB has inherited 25 standards issued by the IASC, 
covering various issues. Because the IAS standards were essentially distillations of 
existing accounting practices used around the world, they often allowed alternative 
treatments for the same transactions. The IASB decided to undertake a comparability 
and improvement project to reduce the number of allowable alternatives and make 
the IFRS standards more prescriptive than descriptive [48].

2.3 The development and adoption of IFRS around the world

Although IFRS have now been accepted by the majority of countries around the 
world, their initial acceptance by national accounting standard-setters and firms was 
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not as smooth as many might think. The process began in the 1970s, and it took a long 
time for the IFRS to gain worldwide recognition.

2.3.1 Initial hesitations and uncertainties regarding adoption

Prior to the first major wave of IFRS adoption among the European countries in 
2005, there was a great deal of debate about the relevance and feasibility of imple-
menting a single set of accounting standards worldwide. During this time, national 
and international standard-setters tried to understand how the globalization of the 
economy had influenced countries’ acceptance of IFRS; they also tried to identify 
key factors or obstacles that could affect a nation’s capacity for adoption and willing-
ness to adopt. In this process, there were concerns that, even if countries or firms 
chose or were required to adopt IFRS, they might not be ready and might apply IFRS 
differently, creating a bigger problem than before. The KPMG issued a survey of 149 
accounting professionals showing that there was general concern that uncertainty 
over the applicability of IFRS among EU companies had delayed the voluntary IFRS 
adoption of many [49]. Similarly, the Institute of Chartered Accountants in England 
and Wales (ICAEW) raised concerns regarding the lack of preparation for the intro-
duction of IFRS. The ICAEW conducted a survey among its members asking whether 
they would, if given the choice, move to IAS. Only over a third of the businesses said 
that they would be likely to move to IAS. The ICAEW concluded that tardy prepara-
tion for IFRS adoption by some firms could cause them to receive qualified audit 
opinions upon IFRS adoption [50].

Another concern was the feasibility of implementing an Anglo-Saxon account-
ing model into other social contexts. Some observers have regarded international 
accounting harmonization as predominantly implying compliance with an Anglo-
Saxon accounting model [51], and contend that the international accounting stan-
dards agenda of the IASB is a means of imposing an Anglo-American hegemony. 
Such a contention was somewhat evident in the 1990s, when the staffing complement 
of the IASB was dominated by Anglo-Americans. For example, even though the 
ASEAN Federation of Accountants (AFA) had sought a greater level of representation 
and participation by Asian nations in the deliberations of the IASC, prior to 1995, 
only Malaysia and Singapore out of the ASEAN AFA member countries had been 
represented on working committees. Setting aside the achievability of global stan-
dardization, Dye and Sunder [52] also question whether having a single global set of 
accounting standards is even desirable. They argue that there were several benefits in 
allowing firms to follow either IFRS or the U.S. GAAP, and contend that competitions 
among standard-setters can help to meet the needs of globalization and increase the 
efficiency of accounting standards.

2.3.2 Major waves of IFRS adoption around the world

Despite the skepticism in the early stage of IFRS harmonization, during the 
push for the internationalization of accounting standards, the accounting differ-
ences between IFRS and other major national accounting standards, such as the 
U.S. GAAP, were narrowing [53]. In the late 1990s, some countries began to allow 
voluntary adoption of IFRS. For example, in 1998, the law §292a HGB was passed in 
Germany, permitting German listed companies to prepare consolidated accounts in 
accordance with the IFRS. In the meantime, many major stock exchanges around the 
world, including the London, Frankfurt, Zurich, Luxembourg, Bangkok, Hong Kong, 
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Amsterdam, Rome, and Kuala Lumpur stock exchanges, began to accept financial 
statements from foreign listed companies prepared under the IFRS without reconcili-
ation. In the United States, the SEC also began to allow disclosures based on IFRS. As 
stated by the SEC, the reasons for accepting such standards in the U.S stock changes 
were as follows:

Our decision to adopt the International Disclosure Standards was based on our 
conclusion that the standards were of high quality and that their adoption would 
provide information comparable to the amount and quality of information that U.S. 
investors receive today [54].

The FASB decided that the need for international standards was strong enough 
to warrant more focused activity on its part. The then FASB Chairman, Dennis 
Beresford, expressed his support for “superior international standards” that would 
gradually replace national standards, and identified new initiatives to get the FASB 
more directly involved in the drive to improve international standards [55]. The FASB 
and the IASC began to undertake concurrent projects to improve their earnings per 
share standards with the specific objective of eliminating the differences between 
them.

The large listed European companies that chose early voluntary adoption of IFRS 
did so because they believed that the use of international standards would enable 
better communication with information users, especially international investors. For 
example, KPMG [49] reported in a survey that the reasons for European companies to 
switch from national standards to international standards included (1) the possibility 
of increasing the availability of capital and lowering its cost; (2) the perceived high 
quality of the IFRS; and (3) the preferences of institutional investors and analysts.

Then, in the early 2000s, efforts to internationally harmonize accounting stan-
dards finally evolved into a broad worldwide convergence effort at the national level. 
In 2002, the EU adopted legislation requiring all listed companies to prepare their 
consolidated financial statements using IFRS starting in 2005, which represented the 
first major capital market to require IFRS. The regulation states that IFRS adoption 
is intended to achieve “a high degree of transparency and comparability of financial 
statements and hence an efficient functioning of the (EU) Community capital market 
and of the Internal Market.” In the same year, the FASB and the IASB embarked on 
a partnership to improve and converge the U.S. GAAP and international accounting 
standards. That partnership is described in the Norwalk Agreement, which was issued 
after the joint meeting. The Norwalk Agreement set out the shared goal of developing 
compatible, high-quality accounting standards that could be used for both domestic 
and cross-border financial reporting [56]. Beginning in November 15, 2007, the U.S. 
SEC allowed the listing of foreign companies using the IFRS on the NYSE without 
having to first reconcile their financial statements with the U.S. GAAP. In the mean-
time, several other jurisdictions such as Hong Kong and Australia also chose to adopt 
IFRS. Japan and China also formed convergence plans with the IASB. In 2007, China 
achieved major convergence between the Chinese GAAP and the IFRS.

In addition, there was a continuation of the worldwide planning efforts at the 
international level. For example, in response to the international financial crisis, the 
G20 summit in Washington on November 15, 2008 produced a profound analysis and 
summary of the root causes of the crisis and put forward action plans that included 
improving the IASB’s governance and establishing a single set of high-quality global 
accounting standards [57]. The G20 summit in London in April 2009 required 
proactive collaboration from member countries in converging accounting standards 
[58]. The IMF routinely provided foreign aid to developing countries or countries in 



11

National Adoptions of IFRS: Accounting Perspectives
DOI: http://dx.doi.org/10.5772/intechopen.103679

financial trouble with the demand that reform be enacted in the public and private 
sectors. Such demands were often tied to the demand that IFRS accounting standards 
be adopted. After the few rounds of major waves of IFRS adoption around the world, 
the success of IFRS convergence is now apparent. According to the recent IASB 
report, more than 140 jurisdictions have adopted IFRS with very few modifications, 
and the few jurisdictions that have made modifications are generally regarded as tak-
ing temporary steps in their plans to adopt IFRS.

2.3.3 Recent slowdown and increased skepticism

In more recent years, despite the momentum of IFRS adoption by nations, 
there have been renewed concerns over the success and legitimacy of IFRS. 
Notwithstanding the claims by the IASB that modifications to the IFRS are rare, some 
academic research has shown continued major differences among national financial 
reporting [15, 59–61]. Of course, as Nobes and Zeff [17] point out, the most obvious 
limitation to the scope of the mandatory use of IFRS is that the phrase “all the major 
countries” does not include the world’s three largest economies: the United States, 
China, and Japan. They argue that, with the great increase in adoptions of IFRS, 
warnings about the vague claims are even more relevant, because the population of 
adopters is now much larger yet still shows considerable variety.

In addition, the speed of IFRS adoption has begun to slow down as the initial 
enthusiasm fades away. The Chinese GAAP, for example, have remained in a conver-
gence but non-adoption status since 2006. The Chinese Ministry of Finance (MOF) 
originally set 2011 as the target year for the continuing and full convergence program 
of the ASBE, making 2010–2011 a critical period for China’s convergence. The MOF 
planned to initiate the overhaul of its ASBE system in 2010 and finish by 2011. All 
large and medium-sized enterprises would be required to use the revised standards 
as of 2012 [62]. This goal, as of 2019, remains in the planning stage without further 
movement. In the United States, in January 2008, participants in an FASB roundtable 
predicted that it would take about 5 years to complete the full adoption of IFRS by the 
United States. More than 12 years have passed since then, yet the United States has not 
only not adopted the IFRS, but also started to actively resist them.

Even if IFRS could achieve global convergence in the short term, observers have 
questioned whether these benefits are sustainable. By adopting IFRS, a country 
essentially allows a foreign entity with no local accountability to dictate its reporting 
laws and thereby control the economic incentives and activities of its people and 
businesses [63]. The former chairman of the SEC, Cox, points to this concern as a 
reason why a full-scale adoption of IFRS is unlikely to occur in the United States. He 
expressed his frustration and the downgrading of his trust in the IFRS in a keynote 
speech addressing the SEC:

…when I was SEC Chairman, I worked to ensure that the United States was doing 
everything necessary to make financial information from companies in different 
countries both comparable and reliable. But that was several years ago. And a great 
deal has changed since then. Today, I come to bury IFRS, not to praise them [63].

Cox further argued that the full adoption of IFRS by the United States might once 
have been possible, but is no longer so [63]. Some of the IFRS-adopting economies 
have also been requiring a national standard-setter to review and, if needed, modify 
the IFRS before they become the law of the land. This cherry-picking approach may 
lead each national regulator to adopt certain standards while rejecting others, thereby 
causing countries to diverge again in their accounting standards in the long run. On 
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the other side, the IASB, which is facing increasing resistance, has emphasized that 
it remains committed to the long-term goal of the global adoption of IFRS as devel-
oped by the IASB, in their entirety and without modification. The IASB believes that 
convergence may be an appropriate short-term solution for a particular jurisdiction 
and may facilitate adoption over a transitional period. Convergence, however, should 
not be a substitute for adoption. Adoption mechanisms may differ among nations 
and may require a period of time to implement, but they should enable and require 
relevant entities to state that their financial statements are in full compliance with 
IFRS as issued by the IASB [64]. As stated on the IASB’s website:

There is a natural temptation for countries (and stakeholders within those coun-
tries) to argue against full adoption of IFRSs, to call for convergence of national 
standards and IFRSs rather than adoption, or to introduce national exceptions to IFRS 
rules. The temptation to pursue convergence rather than adoption should be resisted. 
Full adoption of IFRSs must be the end goal…Having once achieved convergence, 
standards could well diverge again [64].

To summarize, the most important reasons for the speedy and wide diffusion of 
IFRS are the growing integration of the world’s economy and a series of financial 
crises. This combination has increased the demand from international investors for 
better quality and comparability of financial reporting. As a result, the mission of the 
IASB has evolved over time. After initial hesitation on the part of nations, followed 
by fast adoption in many parts of the world, IFRS harmonization has begun to slow 
down in recent years.

3. Chapter summary

This chapter has provided clarifications of some seemingly exchangeable but 
different terminologies when examining the complex topic of IFRS. The development 
and diffusion of IFRS have led a winding road characterized by initial doubts, fast 
adoption and recent slowdown. This chapter brought forward important insights 
regarding current development on international accounting harmonization by 
pointing out the trend of massive adoption of IFRS by country and the simultaneous 
variations that continue to hinder the efforts by the IASB. After 20 years of diffusion 
around the world, the IFRS have been widely recognized as high-quality accounting 
standards that can make it possible for financial information to be compared across 
national borders [8]. However, this success can only be sustained if the IFRS are 
adopted and applied properly in practice [20, 60].
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Monitoring of the Entrenchment 
of Managers through Board 
Characteristics: Insights from 
Gender Diversity, Background  
and Independence Director’s
Nadia Ben Farhat-Toumi, Nouha Ben Arfa and Rim Khemiri

Abstract

The purpose of this study is to investigate the relationship between the 
entrenchment managerial and board characteristics in publicly traded French 
firms. These two concepts are at the intersection of corporate finance and accounting, 
as managerial entrenchment and board characteristics may affect earnings man-
agement, which would make investors reluctant to invest in a firm. Using data on 
listed firms belonging to the SBF120, over the period 2011–2018, we mainly find 
that: the entrenchment managerial is impacted by (1) gender diversity, (2) educa-
tional background (3) and independence directors.

Keywords: managerial entrenchment, board diversity, educational background,  
board independence

1. Introduction

The literature on both opportunistic and autocratic behavior of executives has 
bent the debates on the composition and functioning of the board of directors 
(BOD) to better protect the interests of shareholders, as well as the stakeholders of 
the company [1–3]. Recently, the resurgence of scandals of financial malpractice by 
CEOs, such as Bernard Maddof for the Ponzi pyramid in 2009, Jeffrey Skilling for 
the Enron affair in 2006 and recently Carlos Ghosn for the Renault-Nissan alliance in 
2018, have furthermore oriented studies towards the analysis of the impact of certain 
characteristics of the BoD on the managerial latitude of executives. In France, the law 
of May 15, 2001 on the New Economic Regulations (NER) concerning the powers and 
functioning of governing bodies, has highlighted the dissociation of the functions of 
chairman and chief executive officer as well as the limitation on the accumulation of 
mandates.

A board of directors is effective when management and control functions are 
exercised by two different people [4–7], to establish checks and balances and to avoid 
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any personal misappropriation that is harmful to the company and its shareholders. 
In practice, this rule remains uncommon, even though it allows for real separation 
of decision-making and control functions, thus distributing responsibilities while 
guaranteeing a clarified separation of powers. The accumulation of functions thus 
allows the manager to adopt an autocratic management style to appropriate power in 
his or her interest and, moreover, to extend the duration of his or her mandate. This 
is the phenomenon of entrenchment as defined by Shleifer & Vishny [8]. According 
to entrenchment theory, this behavior allows the executive to entrench himself and 
anesthetize the boards [9]. This phenomenon has been the subject of several questions, 
especially about the effectiveness of the board. The board, which must monitor and 
advise the executive, is composed of directors with different demographic, individual 
and social characteristics. Several research studies emphasize the importance of the 
diversity of profiles within a board. Wirtz [3] and Maati & Maati-Sauvez [2], empha-
size that a diverse board reduces the opportunism of managers. In this work, we are 
interested in certain characteristics of the board of directors, namely the independence 
of board members, gender diversity and the education of directors. The choice of these 
variables is explained on the one hand by the importance given to the feminization of 
boards in France through the Copé/Zimmerman law of 2011. On the other hand, the 
social ties between directors and executives from the Grandes Écoles such as École 
Nationale d’Administration (ENA) and Polytechnique, is favorable to the entrench-
ment of executives [2, 10, 11].

Moreover, the results of studies examining the relationship between the board and 
executive entrenchment appear to be controversial. In particular, studies of the rela-
tionship between the social ties between executives and directors are controversial, 
as these relationships can both hinder and contribute to the effectiveness of boards. 
Another debate on the issue of the entrenchment of managers is that of the presence 
of women on boards. Can this presence call into question the autocratic behavior of 
the CEO? Is this presence a reason for legitimacy in the face of the quota imposed by 
the law or can the woman face an entrenched CEO?

Thus, these questions and the lack of consensus on the link between the 
composition of boards of directors and the entrenchment strategies of managers 
call into question past studies. In this article, we propose to analyze the impact of 
women directors, education of directors, and board independence on executive 
entrenchment strategies.

Our research makes both theoretical and managerial contributions. First, for the 
relationship between the presence of women and the presence of a rooted CEO, few 
studies have examined this relationship in the French context. Thus, our article con-
tributes to the governance literature by explaining the relationship between gender 
diversity and executive behavior. We provide some support for the hypothesis that the 
presence of women can change the strategies implemented by CEOs.

Then, we apprehend the means of entrenchment of the CEO by integrating the 
three strategies from the literature namely the age of the CEO, the duration of his 
mandate and the accumulation of functions. Indeed, studies have mainly focused on 
the entrenchment of CEOs through his network or his mandate [2, 11].

We quantify our work using a sample of 83 listed companies comprising the SBF 
120 index and observed over a period from 2011 to 2018. In this framework, we show 
that women can both control and be impartial to the autocratic behavior of executives 
and this is a function of the rooting strategy. We also identify a negative and signifi-
cant impact between directors from the Grandes Écoles (ENA/Polytechnique) and 
executive tenure, whereas the literature has only highlighted a positive link between 
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these directors and executive tenure. Finally, we show that an independent board can 
limit the discretionary power of managers. Our results may have a managerial effect 
if we focus on the dissociation of the executive’s functions. The presence of a woman 
as well as directors who are enarques or polytechnicians seems to be useful when the 
manager combines the two functions of chairman and director.

The remainder of the paper is organized as follows. Section 2 reviews the literature 
and develops our hypotheses. Section 3 describes the methodological aspects. Empirical 
results are presented and discussed in Section 4. Finally, in Section 5, we conclude with 
implications for further research and practice.

2. Board diversity

In this section, we present the review of the literature on the relationship between 
gender diversity, education of directors, board independence, and management 
entrenchment, while developing our research hypotheses.

2.1 Gender diversity

Since the constitution and implementation of the policy on quotas for women’s 
representation on boards, several European countries such as Spain, Norway, Belgium 
and Italy have adopted legislative measures for the implementation of this policy in 
companies. Since 2011, France has introduced a law requiring listed companies to 
increase the number of women on their boards. This law sets a mandatory quota of 
40% of the underrepresented gender on boards of directors by January 1, 2017 in 
listed companies. It also requires companies that do not have any women on their 
Boards at the time of its enactment to appoint women within the following 6 months.

The activism that has focused on the gender balance in corporate governance 
bodies bears witness to the pitfalls of the feminization of boards. Beyond the regula-
tory and institutional framework, several researchers have stressed the importance 
of increasing the appointment of women to boards of directors. The arguments put 
forward for increasing the number of women on boards of directors are numerous 
[12, 13]. Two perspectives can be mobilized.

First, consistent with Fama & Jensen’s agency theory [14], board members should 
monitor managers to minimize agency costs and maximize firm value for shareholders. 
Researchers have investigated the relationship between board feminization and firm 
financial performance [15–19]. Other empirical studies highlight the importance of 
the latter in strengthening governance practices, including the board of directors. 
Harford et al. [20] and Wang et al. [21], specify that firms with an effective board 
reduce managerial opportunism and authority. In addition, Adams and Ferreira [15], 
show that board feminization impacts CEO departure rates at the head of the lowest-
performing firms.

Second, the other stream of literature on gender diversity, which focuses on women’s 
human capital, has shown a positive relationship between the feminization of boards 
and the quality of governance. Huse & Solberg [22] as well as Spell & Bezrukova [23] 
find a positive and significant relationship between the human factor of women (skills, 
attitudes, behavior...) and managerial manipulation (financial fraud).

In the same spirit, another group of researchers highlights the importance 
of appointing women to boards [24, 25]. They argue that a board with one or 
more women is less prone to manipulation by managers. However, the Maati and 
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Maati-Sauvez [2] study find that executives are more influential in the presence of 
increased board feminization.

Given the conflicting results on the relationship between women’s presence and 
CEOship manipulation, we propose the following hypothesis:

Hypothesis 1: CEO is less entrenched when the percentage of women present on the 
board is high.

2.2 Education of directors

As suggested by some authors such as Hambrick & Mason [26] and Barro & Lee 
[27], human capital is the body of knowledge and skills that each individual has been 
able to acquire through education and training. The human capital theory assumes 
that individuals’ knowledge and skills enable them to be productive in their assign-
ments [28]. A highly educated board will be better able to advise and monitor the 
CEO [21]. Several research studies highlight the importance of the level of director 
education on the effectiveness of the board and strategic choices. Rosenkopf & 
Nerkar [29], highlight a significant and positive relationship between the quality of 
director education and organizational decision making.

Gales & Kesner [30] as well as other researchers point out that a board with 
scientific directors allows for more innovative strategies, and can advise and monitor 
a research project [21]. Other work has examined the relationship between board 
member education and firm performance. The results reveal that the level of educa-
tion of directors is positively associated with financial performance and enhances the 
monitoring role of the board [31, 32]. Thus, an educated board improves corporate 
governance. These ideas could therefore lead us to assume that good corporate gover-
nance requires an effective board composition.

The education of its members is a decisive criterion in the composition of the latter, 
thus reducing the opportunism of the CEOs. Hence the following hypothesis:

Hypothesis 2: The nature of the education of directors reduces the entrenchment of 
CEO.

Several empirical studies define the quality of education by the prestige of the 
schools attended [33, 34]. Despite the importance of educational background in the 
recruitment of directors, the prestige of the institution they attend, as well as the net-
works developed within that school, have a very important impact on the selection of 
board members. The social capital built up within these prestigious institutions con-
tributes not only to the development of human capital but also to the company’s social 
network [35, 36]. Work on the sociology of education and the elite has highlighted the 
importance of schools in the construction of elite identity [37]. Most empirical studies 
emphasize that administrators from elite schools possess a social network that allows 
them easy access to even government resources [38] and possesses greater control to 
monitor CEOs [39].

In France, the Grandes Écoles (GÉ), notably ENA and Polytechnique play a similar 
role as Ivy Leagues in the US or Cambridge and Oxford in the UK [40]. Several 
research studies argue that this elite network, which allows easier access to the board 
of directors, weakens the latter’s monitoring role [41, 42].

However, the existence of these social relationships can also be a key factor in 
the governance structure. For Kramarz & Thesmar [41], CEOs may use their social 
networks to make advice and monitoring more effective. Examining these results does 
not provide a general framework, which leads us to test the following hypothesis:
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Hypothesis 3: A predominantly elitist board of directors impacts executive 
entrenchment.

2.3 Board independence

For the proponents of the agency theory, the presence of independent directors 
on the board of directors makes it possible to restrict the opportunistic behavior of 
the managers. Fama & Jensen [14] emphasize that these independent members must 
work in the interest of the shareholders.

Several empirical studies have tested the relationship between board independence 
and management entrenchment. The results obtained are not conclusive and do not 
show a consensus concerning this relationship. Indeed, Chen & Jaggi [43] and Ben Ali 
[44], show that boards dominated by independent members are likely to better monitor 
the executive and protect shareholders’ interests. In this sense, Jensen [6] and Patelli 
& Prencipe [45] emphasize that independent directors must fulfill their oversight role 
to build their reputation. The results of Chen [46], show that an independent board 
reduces agency conflicts. According to the same authors, investment opportunities 
are higher in firms with a more independent board. Thus, managerial incentives are 
better controlled in the presence of independent members [47–49]. The results of Ma 
& Khanna [48] show that reputation strongly motivates independent directors, who 
for their own interest must disapprove of executive strategies and decisions that may 
lead to a bad decision. However, Parrat [50] does not confirm the monitoring role of 
independent directors. Indeed, the author explains that the latter are chosen by the 
manager according to personal criteria. Therefore, they cannot oppose the decisions 
of the latter [51].

The analysis of this research does not allow for a consensus due to the diversity of 
the results, which leads us to formulate the following hypothesis:

Hypothesis 4: Board independence impacts CEO entrenchment.

3. Research methodology

3.1 Sample and data

The initial sample is composed of French companies belonging to the SBF120 
index over the 2011–2018 period1. The choice of this period for our empirical study is 
justified by the entry of the Copé-Zimmerman law adopted in 2011.

The data was collected from several sources. Data on the education of directors 
was collected manually from the companies’ annual reports. When not available, we 
used the Who’s Who database2. We used Bloomberg for data on corporate governance 
and executives and Datastream for accounting and financial data.

To create our sample, we first excluded firms belonging to the finance sector. 
Then, we selected́ firms for which annual reports and data on directors and officers 

1 Our starting sample is composed of all companies belonging to the SBF120 index as of December 31, 
2018. We have removed companies that have disappeared from the SBF120 index (for example, Dexia and 

Areva were removed from the index in 2012).
2 Directors are also officers of other companies. Who’s is a database that provides information on directors.
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are available. After applying these selection criteria, the final sample was reduced to 
82 companies.

3.2 Measures

Dependent variables: these are the three following variables.

• AGEDIR: is measured by a binary variable equal to 1 if the age of the manager is 
close to retirement, 0 otherwise.

• ANCDIR: since the average seniority of managers is 4 years, we have retained 4 as 
the binarization threshold.

• CUMDIR: is measured by a binary variable equal to 1 if the manager has been at 
the head of the company for 8 years or more, 0 otherwise.

Explanatory variables: to test our models, we retain the following explanatory 
variables that constitute governance variables.

• INDEP: is measured by the proportion of independent directors on the Board.

• WEF: measured by the proportion of women on the Board.

• STRP: is measured by directors with a management background.

• ING: is measured by directors with an engineering background (all schools 
combined).

• JUR: measured by directors with a legal background.

• GE: measured by directors coming from ENA or Polytechnique.

Control variables: our models include control variables that may influence execu-
tive entrenchment. As a result, we included variables controlling for the effects of 
industrý (ICB) [52], firm size (CA), firm performance (ROA). Listing seniority 
(ANCOT) is likely to influence managerial entrenchment [8, 53]. We also used owner-
ship concentration (CONCAC), which is measured by the percentage of voting rights 
of the largest shareholder.

3.3 Descriptive statistics

Descriptive statistics for the period 2011–2018 are presented in Table 1. It can be 
seen that, on average, 21% of the French managers in our sample are over the legal 
retirement age (60 years). We observe that 27% of firms have an executive with more 
than 8 years of service. About 53% of firms have an executive who combines the two 
functions of executive and chairman of the board. A separation is implemented by 
46% of listed companies3. This observation can be explained by the opening of the 

3 In 2017, 32.7% of SBF120 companies opted for a board with separation of functions. https://hcge.fr/wp-

content/uploads/2018/10/Rapport_HCGE_octobre2018.pdf.
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market to foreign investors, who are in favor of the separation of functions. About 
93.75% of the companies in our sample belong to the industrial sector and 6.25% 
to the technological sector. We find that 85% of the companies have a concentrated 
shareholding structure4.

Table 2 also shows that on average 19%5 of women hold a position on the board 
of directors, an average that has risen slightly according to the study by Hollandts 
et al. [54]. This tiny increase can be explained by the quota requirement introduced 

4 Shareholder concentration: measured by the percentage of voting rights of the main shareholder. If this 

percentage reaches 50% the variable equals 1, 0 otherwise.
5 A figure that does not reach the quota set by Copé-Zimmerman, i.e., 40%.

Variables Measures Frequencies

AGLEGDIR 0 79.02

1 20.98

ANCDIR 0 72.84

1 27.16

CUMDIR 0 46.70

1 53.30

ICB 1 86.25

2 5.00

3 2.50

6 6.25

CONCAC 0 14.94

1 85.06

Table 1. 
Descriptive statistics of the dichotomous explanatory variables.

Variables Means

FEM 0.194

GEST 0.347

JURI 0.359

ING 0.234

GE 0.361

INDEP 0.521

ANCOT 3.394

CA 8.548

ROA 5.071

Table 2. 
Descriptive statistics for continuous explanatory variables.
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Variables (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

(1) AGDIR 1.000

(2) ANCDIR 0.122 1.000

(3) CUMDIR 0.142 0.581 1.000

(4) FEM 0.119 0.007 −0.032 1.000

(5) GEST 0.046 0.000 −0.007 0.225 1.000

(6) JURI −0.061 −0.017 −0.035 −0.240 −0.479 1.000

(7) ING −0.011 −0.002 0.067 0.077 −0.265 −0.376 1.000

(8) GE −0.085 −0.049 −0.145 0.063 0.197 −0.100 0.176 1.000

(9) INDEP −0.075 0.011 0.016 0.098 0.050 −0.123 0.055 0.051 1.000

(10) 
MANADM

0.074 −0.043 0.019 −0.072 −0.155 0.130 0.196 0.093 −0.098 1.000

(11) ANCOT 0.108 0.086 0.118 0.063 0.240 −0.040 −0.088 0.043 0.211 −0.174 1.000

(12) ICB −0.048 −0.056 0.058 −0.003 −0.325 0.122 0.036 −0.236 −0.087 −0.033 −0.134 1.000

(13) CA −0.031 0.223 0.138 0.131 0.231 −0.285 0.262 0.359 0.171 −0.043 0.304 −0.334 1.000

(14) ROA 0.003 −0.037 −0.078 0.021 −0.085 0.083 −0.117 −0.042 −0.037 0.030 −0.081 −0.059 −0.196 1.000

(15) 
CONCAC

−0.071 0.163 −0.034 0.019 0.149 −0.097 0.037 0.216 0.029 −0.018 0.062 −0.306 0.342 0.094 1.000

Table 3. 
Pearson correlation matrix.



9

Monitoring of the Entrenchment of Managers through Board Characteristics…
DOI: http://dx.doi.org/10.5772/intechopen.103071

by Copé Zimmerman in 20116. On average, 52% of directors are independent, which 
refers to the recommendation made by the AFEP-MDEF code. Directors with a back-
ground in higher education occupy an average of 36.06% of board positions, followed 
closely by legal experts with an average of 35.9%, then managers with an average of 
34.6%7 and finally, engineers who occupy 23% of board positions.

Before starting the logistic regression in panel data, it is necessary to check for the 
possible presence of multicollinearity between the variables retained in our model. 
Multicollinearity can distort the accuracy of the estimation of the regression coefficients 
by making it sensitive to small fluctuations in the data. Therefore, we use the Pearson 
correlation matrix presented in Table 3. The study of the Pearson correlation matrix 
reveals the non-existence of multicollinearity problems between the selected variables.

3.4 Models

In line with the work cited in the second section, we use the following models to 
test our hypotheses and analyze the effect of the composition of the board of directors 
on executive entrenchment:

 
it 0 1 it 2 it 3 it 4 it 5 it 6 it

1 it 2 it 3 it 4 it 5 it it

AGEDIR FEM INDEP GEST JURI ING GE

ANCOT ICB CA ROA CONCAC

β β β β β β β
α α α α α ε

= + + + + + +
+ + + + + +      (1)

The first equation of our study links the age of the executive (AGEDIR) and the 
characteristics of boards of directors, namely gender diversity (FEM), the percentage of 
independent directors (INDEP), the education of directors: (GEST) for managers, (JURI) 
for legal experts, (ING) for engineers, as well as the attendance of top schools (GE)8.

Indeed, several empirical studies emphasize that the age of the CEO and the 
proximity of retirement are factors that favor his or her entrenchment [56, 57]. The age 
of the CEO reflects his or her experience in leading the company and his or her ability 
to become entrenched. CEOs close to retirement have a strong legitimacy that allows 
them to take root [58–60]. In the same vein, Krause [61], Hollandts et al. [54] as well as 
Raheja [62] show that the entrenchment strategies of CEOs are related to their reten-
tion until retirement. In our study, the legal retirement age is set at 60 years [54, 61].

 
it 0 1 it 2 it 3 it 4 it 5 it 6 it

1 it 2 it 3 it 4 it 5 it it

ANCDIR FEM INDEP GEST JURI ING GE

ANCOT ICB CA ROA CONCAC

β β β β β β β
α α α α α ε

= + + + + + +
+ + + + + +      (2)

The second equation of our study links the seniority of the executive (ANCDIR) 
and the characteristics of the boards of directors, namely gender diversity (FEM), the 
percentage of independent directors (INDEP), the education of directors: (GEST) 
for managers, (JURI) for legal experts, (ING) for engineers, as well as the attendance 
of top schools (GE). Previous studies argue that the CEO’s rootedness is related to his 
seniority in the company [63, 64]. The seniority of the CEO allows him to strengthen 
his bargaining power against shareholders and therefore to become entrenched [60].

6 The percentage of women on boards according to the study by Hollandts et al. [54] is 13% with a study 

period from 2002 to 2014. Our period is from 2011 to 2018.
7 Managers outside ENA/Polytechnique.
8 In our study, we define the Grandes Écoles by the institutions: ENA and Polytechnique, institutions that 

reflect the ties of friendship between the CEOs and an elite [55].
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it 0 1 it 2 it 3 it 4 it 5 it 6 it

1 it 2 it 3 it 4 it 5 it it

CUMDIR FEM INDEP GEST JURI ING GE

ANCOT ICB CA ROA CONCAC

β β β β β β β
α α α α α ε

= + + + + + +
+ + + + + +      (3)

The third model of our study links the duality of the CEO (CUMDIR) and the 
characteristics of boards of directors, namely gender diversity (FEM), the percentage 
of independent directors (INDEP), the education of directors: (GEST) for managers, 
(JURI) for legal experts, (ING) for engineers, as well as the attendance of top schools 
(GE). Proponents of agency theory emphasize the importance of separating the roles 
of CEO and chairman of the board [65]. Indeed, this duality encourages the entrench-
ment of the CEO [66–68].

We performed the Hausman test, which is the standard test for specifying individual 
effects in a panel. It is used to discriminate between fixed and random effects, otherwise 
to control for individual and time-specific effects. We find that in almost all equations, 
the p-value of the Hausman test is below the 5% threshold. Thus, the fixed effects 
models are the most appropriate. The fixed-effects model assumes that the influence of 
the independent variables on the dependent variable is identical over any period for all 
individuals.

4. Results and discussion

The results of the different estimates are presented in Table 4. The associa-
tion between gender diversity and the rootedness of managers is represented by a 
double effect, which may be related to the observation period, which includes the 

Model 1

AGDIR Coef. St. err. t-value p-value 95% conf Interval Sig

FEM 4.765 1.620 2.94 0.003 1.591 7.940 ***

GEST 2.174 2.573 0.84 0.398 −2.870 7.217

JURI −3.698 2.548 −1.45 0.147 −8.693 1.296

ING −6.656 2.857 −2.33 0.020 −12.255 −1.056 **

GE −0.800 1.677 −0.48 0.633 −4.088 2.488

INDEP −4.854 1.576 −3.08 0.002 −7.943 −1.765 ***

ANCOT 0.701 0.718 0.98 0.329 −0.706 2.109

ICB −0.112 0.462 −0.24 0.808 −1.017 0.793

CA 0.568 0.389 1.46 0.145 −0.195 1.331

ROA 0.012 0.050 0.24 0.812 −0.086 0.110

CONCAC −2.408 1.465 −1.64 0.100 −5.280 0.463

Constant −4.711 4.139 −1.14 0.255 −12.823 3.402

Constant 2.630 0.372 .b .b 1.901 3.359

Mean dependent var 0.202 SD dependent var. 0.402

Number of obs 639.000 Chi-square 29.934

Prob > chi2 0.002 Akaike crit. (AIC) 478.126
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Model 2

ANCDIR Coef. St. err. t-value p-value 95% conf Interval Sig

FEM 2.821 2.068 1.36 0.172 −1.232 6.874

GEST −1.168 4.590 −0.25 0.799 −10.165 7.829

JURI 5.916 4.207 1.41 0.160 −2.330 14.163

ING −8.018 5.628 −1.43 0.154 −19.048 3.012

GE −7.050 4.415 −1.60 0.110 −15.702 1.603

INDEP 1.201 2.057 0.58 0.559 −2.831 5.233

ANCOT −0.877 2.243 −0.39 0.696 −5.274 3.519

ICB 0.439 0.661 0.66 0.507 −0.857 1.734

CA 3.762 0.938 4.01 0.000 1.924 5.600 ***

ROA 0.020 0.055 0.35 0.723 −0.089 0.128

CONCAC 3.381 2.579 1.31 0.190 −1.673 8.434

Constant −38.452 10.828 −3.55 0.000 −59.674 −17.229 ***

Constant 4.510 0.515 .b .b 3.501 5.519

Mean dependent var 0.272 SD dependent var. 0.445

Number of obs 639.000 Chi-square 34.160

Prob > chi2 0.000 Akaike crit. (AIC) 357.068

Model 3

CUMDIR Coef. St. err. t-value p-value 95% conf Interval Sig

FEM −4.483 1.764 −2.54 0.011 −7.940 −1.026 **

GEST −0.653 3.147 −0.21 0.835 −6.821 5.514

JURI 4.419 3.365 1.31 0.189 −2.178 11.015

ING 0.098 3.480 0.03 0.977 −6.722 6.919

GE −10.697 3.025 −3.54 0.000 −16.626 −4.768 ***

INDEP −1.348 0.902 −1.49 0.135 −3.117 0.420

ANCOT 1.384 1.688 0.82 0.412 −1.924 4.691

ICB 0.470 0.724 0.65 0.516 −0.949 1.889

CA 2.668 0.841 3.17 0.002 1.020 4.316 ***

ROA −0.033 0.038 −0.87 0.386 −0.108 0.042

CONCAC −1.945 2.596 −0.75 0.454 −7.033 3.144

Constant −21.192 6.589 −3.22 0.001 −34.107 −8.277 ***

Constant 4.021 0.371 .b .b 3.295 4.747

Mean dependent var 0.526 SD dependent var. 0.500

Number of obs 639.000 Chi-square 36.741

Prob > chi2 0.000 Akaike crit. (AIC) 466.219

*** p < 0.01, ** p < 0.05, * p < 0.1.

Table 4. 
Regression results.
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introduction and application of the Copé-Zimmerman Act. The first Model 1 pre-
sented below shows the positive and significant effect of the gender diversity variable 
on the age variable (AGEDIR), at the 1% threshold, which partially refutes hypothesis 
1. Model 3 reveals a negative and significant effect of the gender diversity variable on 
multiple job titles (CUMDIR), at the 5% threshold, which partially confirms hypoth-
esis 1. This overall effect may be linked to the increase in the number of women on 
boards following the Copé-Zimmerman Act (2011, 2014). The presence of women 
thus reinforces the retention of the executive until the legal retirement age. However, 
this presence also allows dissociation of the manager’s functions.

The first result could be explained by the pressure on women directors to conform 
to the choices of an entrenched CEO and therefore with some discretionary power. 
Our results are in line with the findings of Eagly and Carli [69] who point out that 
women face discriminatory barriers mainly in male-dominated environments. These 
include her exclusion from the executive’s networks and moreover from the board of 
directors [70]. Our finding also corroborates the conclusions of Pigé [60] who consid-
ers that an executive with a high level of seniority, especially those beyond retirement 
age, benefits from an external legitimacy that gives him significant weight in front of 
the different members of the board.

This limits women’s access to information and board decisions and negatively 
biases judgments about their performance as directors. However, this discrimina-
tory disadvantage may give the appearance of a female competence advantage [71], 
and these barriers encourage women to be more competent and overcome prejudice. 
According to Eagly et al. [72], Yoder [73] and Fortier [74], this effect plays an impor-
tant role in women’s access and development within high responsibility positions. 
This may explain the result of Model 3 concerning the accumulation of the manager’s 
functions. Indeed, our tests show the influence of women in the entrenchment of the 
CEO especially in the separation between the functions of chairman and CEO. This 
result is consistent with the agency theory. The presence of women thus constitutes a 
disciplinary lever in the control of entrenched CEOs [15].

Regarding the independence of the board of directors, our results show a negative 
and significant relationship between the presence of independent directors and the age 
of the managers, which confirms hypothesis 4. This result is consistent with agency 
theory, which assumes that the board of directors must be sufficiently independent 
to best supervise the manager [14]. Our results corroborate those of Hermalin and 
Weisbach [47] who point out that the effectiveness of control increases with the level 
of independence of the board. On the one hand, companies apply to the letter the new 
recommendations concerning the independence and control of the board. The aca-
demic literature has often criticized the proximity between managers and directors. By 
avoiding appointing directors who are close to management, companies gain a certain 
legitimacy with investors. Our results thus contradict these previous studies [42]. On 
the other hand, independent directors become opportunistic by seeking to enhance 
and improve their reputation [50]. They put aside their feelings towards the executive 
and carry out their monitoring mission objectively, thus avoiding a bad image of their 
status in the director market. This can explain our results and confirms the agency 
theory [14].

Concerning the social network of directors, a negative and significant influence 
of a curriculum at ENA/Polytechnique on the rooting of executives is highlighted (H3 
validated). Contrary to the studies of Nguyen [42] and Kramarz and Thesmar [41], 
the network of Grandes Écoles does not favor the rooting of executives. A possible 
explanation for this result is possible concealment of the proximity between managers 
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and directors. Indeed, to avoid any suspicion of elitism between the CEO, the director, 
the latter may control the decision-making and management functions of the BOD to 
take over the function itself. In the literature, the CEO can be replaced by a successor 
but cannot be ousted [75]. Indeed, Table 4 shows that the variable (GE) negatively 
and significantly influences Model 3 (Cumulative tenure), but does not influence the 
age of the CEO (Model 1). This effect can be explained by the possibility of a succes-
sion of the same polytechnician or enarque. Elite directors do not oppose executives 
who are close to retirement and intervene when they hold multiple directorships to 
obtain a potential succession.

Our results also show that directors with an engineering background have a significant 
and negative impact on the age of managers. This result is consistent with the results of 
Johnson et al. [76] who suggest that directors with technical qualities and higher-level 
are likely to control the strategic decisions of a board. Their level and cognitive experi-
ence give them certain personal importance within the board [77, 78]. This gives them 
the power to reduce the CEO’s entrenchment strategies, particularly by preventing him 
or her from maintaining the position until retirement. For our control variables, our 
results show a positive and significant relationship between firm size and managerial 
tenure and multiple job titles. A possible interpretation of this result is that the manager’s 
anchoring is associated with turnover. Specifically, the executive has an interest in making 
profits to legitimize his position and maintain his tenure. This finding is consistent with 
the entrenchment theory. Indeed, by improving the performance of the company, the 
CEO acquires a capital of reputation that allows him to be irreplaceable and to acquire an 
important latitude within the company [79].

5. Conclusion

The purpose of this article is to examine the impact of women directors, director 
training, and board independence on the entrenchment of managers. First, the pres-
ence of women is significantly and negatively related to the age of the director. Women 
seem to favor the retention of the executive until retirement. But secondly, their 
presence reduces the number of functions they hold. Thus, women are more assiduous 
in applying the law concerning the dissociation of functions, but when it comes to 
their seniority through their legal retirement age, they do not have an impact, probably 
because of the age limit set by the law for managers, which remains flexible.

Our results also demonstrate the positive and significant impact of independent 
members as well as directors coming from top schools such as ENA and Polytechnique 
on executive entrenchment. From a theoretical point of view, our results corroborate 
those of previous research arguing that a diversified board contributes to the control 
of executive strategies. From a managerial point of view, our results should encour-
age companies to take more into account the recommendations of the AFEP-MEDEF 
regarding the diversity of the organization of management and control powers and 
the diversity of boards to guarantee certain objectivity in decision-making.

Our findings also highlight that the diversity of boards is an important governance 
mechanism that can limit the manipulation of managers. Moreover, this study is in 
line with the recommendations of the High Council for Equality between Women and 
Men on the need to have more diversity on boards of directors.

In particular, it might be interesting to include other characteristics, such as the 
education of women directors and the presence of foreign directors, in future studies 
to explain executive entrenchment.
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