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Chapter

Developing Entrepreneurship in 
Digital Economy: The Ecosystem 
Strategy for Startups Growth
Antonio Thomas, Renato Passaro and Ivana Quinto

Abstract

The transition of the economies toward the digital era is determining the arising 
of a type of entrepreneurship based on factors and features quite different from 
established game rules. These changes disclose a series of opportunities for those 
firms which will be able to adapt at the new parameters and functionalities related 
to digital technologies diffusion. This contribution underlines some dynamics that 
should be considered from policy makers who aspire, on the one hand, to promote 
the emergence of a significant number of startups operating in the digital field and, 
on the other hand, to nurture the growth process of startups into scale ups. Due to 
social and economic troubles of many western areas, this latter aspect is even more 
important. According to a flourishing research stream on entrepreneurship, an 
interpretative approach for achieving the dual objective is to implement a specific 
strategy to create an appropriate regional ecosystem. The ecosystem represents a 
clear challenge within the traditional entrepreneurial policies frame, whose results 
have so far often been unsatisfactory. Despite its initially selective approach, from 
an ecosystem, many potential benefits can descend. However, creating an ecosys-
tem for digital startup is a complex and burdensome task, which requires a safe and 
competent guidance, as well as the active involvement of many local actors.

Keywords: entrepreneurship, digital technology, ecosystem,  
high-growth firm, startup

1. Introduction

Since 1980s, in many western countries, the focus of industrial choices has 
changed substantially as consequence of the transition from SMEs policies to entre-
preneurship policies. More recently, to react to the deep economic and financial cri-
sis of 2008 and to sustain the diffusion of ICT, industrial policy measures have been 
fundamentally finalized at providing instruments increasing starting-up and the 
emergence of the self-employment in general, by spreading entrepreneurial culture 
and stimulating the direct participation of citizens in entrepreneurial process.

New ventures have been believed as a pathway for increase employment, 
especially for youth suffering from a disproportionate lack of job opportunities 
[1–3], while the startups, considered as innovation-based new ventures, have 
been spurred by the ambition of accelerating the adoption and diffusion of border 
line technologies, in doing so counteracting the competition of Eastern countries 
benefiting of lower production costs [4, 5].
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These purposes have been sustained by measures improving the business 
environments, trying to make them economically conducive for firm emergence. 
Among these new measures, there are R&D grants and tax benefits, business 
accelerators and incubators, incentives and facilities for university-based spin-offs, 
financing of risk initiatives, and so on.

Nevertheless, this strategy has often led to unsatisfactory results, notably as 
regard to the contribution to territorial economic growth, innovations spreading, 
and dissemination of skills and competencies. Even in local contexts where high 
ventures birth rates were registered, there have been no relevant increases of key 
economic indicators, such as gross income, firms’ survival, or profit level (e.g., 
[6–8]). A managerial and business research stream [9–11] argues that the weak 
impact of the mentioned measures on local economy development could be linked 
to three main aspects.

Firstly, a nebula idea of the entrepreneurship concept exists. A wide range of 
economic activities is used to be included in this term, even if the scientific literature 
has been clarifying its real meaning since many decades [12, 13], as detailed later.

Secondly, usually new firms are considered in a similar manner and often 
equated at startups. But not all new firms necessarily are startup, as well as startups 
are dissimilar in terms of value generation or job creation [14, 15]. A basilar matter is 
that too few startups are able to become high growth firms, which are able to assure 
a tangible contribution to the territorial context in terms of employment, income, 
investment, knowledge, and competencies [16, 17]. Indeed, startups are unsteady 
activities, with high probability of failure or destined to remain small business, when 
not simple micro-firms or self-employment activities. In the last circumstances, the 
contribution to regional growth is rather limited, if it exists [18, 19].

Thirdly, an excessive emphasis on technological innovation exists. Technological 
innovation in itself is not a panacea as it is risky and normally takes a long time 
to deploy its effects and to be fully appreciated. These peculiarities contrast with 
the typical weaknesses of new ventures, when they are not able to evolve in more 
established societal or legal forms [20–22]. The overwhelming focus on technolo-
gies innovation might acquire an ambiguous meaning when related to startups 
[23]. Firms operating into the so-called traditional sectors (automotive, domestic 
appliances, furnishings, etc.) of Western countries often exhibit higher growth 
rates than firms placed at the technological border. The capacity to propose, over 
the time, more and more effective business models could, therefore, overcome the 
prominence of technological factor [24]. Hence, all high growth firms are neither 
necessarily high-tech startups nor a new business in general.

With this in mind, the incoming of digital technologies in the realm of entre-
preneurship represents a new challenge for entrepreneurs and policy makers 
[25]. When applied to manufacturing, digital technologies (such as social media, 
mobile computing, data analytics, 3d printing, cloud, and cyber solutions) lead to 
a remodeling of productive patterns originating new market opportunities, higher 
revenue streams, faster time-to-market, enhanced service provision, and increased 
productivity [25, 26]. Moreover, digital technologies also deeply modify the bound-
aries of products and processes, in doing so transforming the nature of uncertainty 
inherent entrepreneurial processes and outcomes, as well as the ways of dealing 
with such uncertainty [27]. All these changings are shifting the traditional way of 
creating and doing business, determining the emergence of a new specific type of 
entrepreneurship, the digital entrepreneurship (Nambisan, 2017).

Broadly defined as creating new ventures and transforming existing businesses 
by developing novel digital technologies and/or novel usage of such technologies 
[27], digital entrepreneurship needs to be properly fueled and enabled in many 
directions. Among these, European Commission [25] suggests the creation of 
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specific digital knowledge base and ICT markets, the creation of digital business 
environments, an easier access to finance facilitations, the diffusion of digital skills, 
the creation of e-leadership, and the creation of entrepreneurial culture. These 
complex aims assume a heuristic and wide-ranging approach that, presumably, 
requests a reconsideration of the logic that leads to the emergence and development 
of startups operating in the digital setting.

This chapter aims primarily to discuss how the current focus on startups could 
be addressed, so that the digital era becomes a source of opportunities more than 
risks. Specifically, the paper is consistent with an up-warding audience of scholars 
[28–31] according to the best answer for collecting the business opportunities and 
channeling the benefits for local areas appears the creation of ecosystems able to 
support scale ups; that is, startups with high potentiality to grow-up [32].

The debate on the importance of these companies for local development and 
growth is really dated. The novelty is that, instead of an undifferentiated starting-
up, a selective approach centered on startups with the better potentialities is now 
explored by creating specific business environments aligned to the purpose of 
systematizing, promoting, and sustaining their growth [3, 33, 34].

The chapter is organized as follows. After this introduction, Section 2 specifies 
the concept of entrepreneurship oriented for the purpose of the regional economic 
development. Afterward, the notions of startup and scale ups are clarified in 
Section 3. Section 4 deepens the dynamic meaning of an entrepreneurial ecosystem 
functional to scale ups development. Section 5 identifies the link existing among 
the challenges linked to digital technologies and the advantages provided by ecosys-
tems. Some conclusive remarks are showed in the last section.

2. Entrepreneurship and entrepreneurialism

An aspect systematically ignored by policies concerns the concept of entrepre-
neurship, often considered as an undifferentiated phenomenon whose only evaluable 
output is the birth of new ventures. This is because, on one side, a shared definition 
of entrepreneurship is missing, as well as a precise knowledge of its boundaries and 
factors from which it originates. On the other side, it descends from the fact that, by 
logic, this concept can only derive from that of entrepreneur [13]. In turn, the figure 
of entrepreneur is ambiguous, confused with other economic roles such as the owner 
or the capitalist, not always easy to identify inside the firm, and whose assignments 
and tasks are not easily framed. Not by chance, the Huffalump metaphor, the imagi-
nary animal impossible to capture [35], was introduced.

However, more recently, entrepreneurship literature has shed much light on 
these aspects. But these advances do not seem fully absorbed in determining policy 
measures. So that, even if a propulsive thrust of economy is expected from the 
entrance in the digital economy ([27], Nambisan, 2017), there is a real possibility 
that not all contexts will be able to benefit from the emerging opportunities.

In this view, this chapter emphasizes the thesis for which standardized policy 
actions addressed to support an undifferentiated starting-up risk to obtain limited, 
when not counterproductive effects. Investigations on firms’ turnover have showed 
that an increasing birth rate is often accompanied by an almost similar increase of 
death rate. This faster turnover has not a positive impact on the social and economic 
context if the surviving ventures remain micro or individual firms [1, 2, 36]. In 
other words, just favoring a high entrepreneurial activity—the percentage of adults 
involved in the process of the creation or management of an enterprise—does not 
necessarily ensure the emergence of a sufficient share of companies that are able to 
succeed in the medium or long term with a positive impact on local context.
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This assumption is coherent with the supposed U-shaped relationship between 
the entrepreneurial activity of a country and its per-capita Gross National Product 
(GNP). Leading scholars belonging to the Global Entrepreneurship Monitoring  
[4, 37] explain that the entrepreneurship activity is higher for countries with either 
a low or a high GNP per capita.

In countries with low GNP per capita, entrepreneurship activity is higher owing 
to the lack of professional alternatives and other revenue sources—‘necessity’ 
driven entrepreneurship rather than ‘opportunity’ [38]. When GNP per capita 
grows, countries with middle-income, activity gradually decrease up to a certain 
minimum point. That is because the emergence of scale-intensive firms operating 
in mid-technology sectors offers stable employment perspectives, which reduce 
the motivation toward starting up. After this point, activity newly increases. In 
areas with a higher GNP per capita, the presence of advanced technology and scale 
economies allows larger and established companies to meet the growing demand 
of expanding markets, exerting a positive attraction to would-be entrepreneurs. 
In these circumstances, high startups rates are predictable. They could begin an 
economic virtuous circle.

This theory, therefore, supports the existence of an equilibrium rate of entre-
preneurial activity, which varies consistently in line with the degree of national 
development. This rate is considered “an ‘optimal’ industry structure, operational-
ized either in terms of the number of business owners or in terms of the small-firm 
share in value-of shipments” ([1], p. 3). Deviations from the equilibrium rate 
caused by cultural forces, institutional changes, and economic trends risk to cause 
negative consequences for national growth, since “economies can have both too few 
and too many businesses and both situations can imply a growth penalty” ([36], 
p. 285). A too low equilibrium rate may imply few stimuli toward innovation and 
change. A too high rate could determinate the failure to exploit scale and scope 
economies, a reduction in R&D expenditure, or an excess of price-based competi-
tion, forcing firms to reduce output/input quality or resorting to shadow economy. 
Consequently, regions deviating from the level of entrepreneurial activity compat-
ible with their GNP, risk to obtain lower rates of overall economic growth.

The optimal equilibrium rate is dependent on both the weight of sectors, —
dynamism in services business is statistically much greater than in manufacturing 
industry—and the type of entrepreneurship created. Hence, generic starting up 
policies could not be a panacea for local economic and social troubles, neither pres-
ent nor future. This statement is supported by many evidences.

One of the most quoted scholar of entrepreneurship states that new firms do 
not always have an innovation propensity higher than incumbent firms, “even for 
a developed country such as the United States, only a very small fraction of new 
startups is really innovative” ([39], p. 8). Without innovative capacity, in a contest-
able market, these firms have limited chance to growth.

Likewise, usually the large majority of incumbents firms are destined to remain 
a small firm or even a self-employment venture. This possibility is more likely when 
the entrepreneurs’ teams that manage such firms do not possess an adequate level 
of entrepreneurship, but only business entrepreneurialism, that is, a generic spirit or 
state of acting in an entrepreneurial manner in the broader sense [38]. A pioneer 
in the field of entrepreneurship research and education [40] explains that there is a 
“continuum” along which each entrepreneur or aspiring entrepreneur has a differ-
ent increasing subjective level of entrepreneurial capabilities. In addition, the more 
the business is small, the more the relationship among entrepreneur’s potentialities 
and firm’s performance tends to be stronger.

Generally, policies do not care or are not able to select aspiring entrepreneurs 
with the better potentialities. Hence, it is surprising to discover neither high failure 
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rates nor large share of micro-firms from policies directed to favor undifferentiated 
startups. While firms which are unable to grow and develop rarely can disseminate 
knowledge or innovations, high failure rates are associated with a possible disper-
sion of public funds and sunk costs.

These contingencies introduce the specific problem regarding the quality of 
the arising entrepreneurship: “business ownership and entrepreneurship are not 
synonymous … entrepreneurs are a small fraction of the business owners” ([36], 
p. 275). It is worth to underline that a seminal article on the nature and quality of 
entrepreneurship goes back to Carland et al. [12].

Authors distinguish entrepreneurs with the highest level of entrepreneurship 
and capabilities, identified as true entrepreneurs in the Schumpeterian sense, from 
other typologies of entrepreneurs with a lower level of entrepreneurship. Among 
the latter, there is the small business owner (“an individual who establishes for the 
principal purpose of furthering personal goals … the owner perceives the busi-
ness as an extension of his/her personality, intricately bound with family needs 
and desire”) ([12], p. 358) and the self-employer, a personal response to the lack 
of professional alternatives, implying a low entrepreneurial level [38]. Businesses 
undertaken by small business owners and self-employers who “are not dominant in 
their field, and don’t engage in any new marketing or innovative practices” ([12], 
p. 358) usually exhibit a low propensity for expansion, change, and knowledge 
adoption, while we have a high probability of failure. Often these entrepreneurs 
“have incomes below the poverty line” (Stam, 2015, p. 123).

On the contrary, a true entrepreneur is an individual who creates an entrepre-
neurial venture in Schumpeterian sense. That is a venture “characterized by innova-
tive strategic practices … employ strategic management practices in the business” 
([12], p. 358). An entrepreneurial venture does not necessarily mean a large firm, 
but a business able to develop and to reach profitability and success, thereby having 
a relevant and stable impact on local growth. The ability to found and manage an 
entrepreneurial venture mirrors entrepreneurs’ subjective predispositions, personal 
traits, experiences, knowledge and competences, innate or acquired, that shape 
their capabilities in a business’s management, as well as in lifestyle [41].

The logic of this brief exposition concerns the opportunity, in some circum-
stances, to abandon policies that aim to support generic entrepreneurial activity 
by proposing top-down measures, such as granting subsidies or facilitations. The 
simple improving of the environmental framework risks to favor an undifferenti-
ated creation of new businesses and/or startups, as well as the survival of incum-
bents no more competitive.

As researchers agree to sustain that the entrepreneurial process is the result of 
a complex interaction between individuals, cultural, social, and environmental 
factors, the alternative that is intended to endorse is to concentrate efforts on entre-
preneurs/aspiring entrepreneurs who show the best business plans, the preeminent 
entrepreneurial features, and the ability to withstand market difficulties [3, 28, 34, 42].  
These entrepreneurs have the higher probability of founding and managing entre-
preneurial ventures.

3. The transition from startups to scale up

3.1 The concept of startup

A focus of entrepreneurship policies has been, as explained, increasing the 
number of startups and spreading the entrepreneurial culture by providing tangible 
(grants, real services, and facilitations) and intangible tools (training, incubators, 
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consultancies). The corner stone of this policy sinks its roots in the belief that the 
startups are a powerful tool for spreading innovations and knowledge locally [21].

It is therefore essential to clarify what the startups are. Alike other social and 
economic phenomena based on individual or collective behaviors, different inter-
pretations of startup exist. Each one offers a viewing angle for reading, analyzing, 
and evaluating the startup process.

This chapter follows and deepens one of the best known definitions of startup: 
“a temporary organization searching for a repeatable and scalable business model 
[32].” Although extremely concise, this definition is very widespread and effective.

A startup is an “organization” that is a systematic complex of human, material, 
and financial resources, tangible and intangible assets, coordinated by someone 
with a rough business idea for reaching a unitary scope. Often, it is a venture 
which is trying to become something to evolve in a steady enterprise. There is no 
certainty about a happy end of this process. This organization is designed to create 
a new product or service works under conditions of extreme uncertainty; hence, 
it is “searching.” Statistically, it is more likely that the founders decide to abandon 
the project or to sell the idea they were working on. Then, a startup can and must 
evolve into an enterprise, or fail, or dissolve. This is why it is “temporary.” Behind 
the possibility of becoming a company, however, there must be the perspective of 
transforming a business idea into a business model. Of course, this contingency 
does not imply that a startup will become a big company. It can remain a small firm 
with few employees or even an individual firm.

Consistent with the pillar of Schumpeterian theories, the focus of a startup is 
expected to be on innovation. Innovation understood as a positive change compared 
to a pre-existing situation, therefore not only technological but also managerial, 
organizational, productive, or technical, who allows and sustains a company in 
the proposition of a profitable business model. The latter has to be “repeatable.” It 
means that the way in which company creates, delivers, and captures value has to be 
sustainable with recurring profit. Startup also has to be “scalable.” It implies that the 
company must be able to serve profitably an increasing number of customers. Some 
business models can be repeatable but not scalable or scalable but not repeatable; 
but only when they are in the meantime both repeatable and scalable, they can catch 
the interest of venture capitalists [32]. The role of venture capitalists is essential for 
the startup dynamic because, often, traditional banks have neither the instruments 
to finance the starting-up processes nor competencies to judge business model 
potentialities.

As reminded by Blank [32], a scalable startup created from the very beginning 
by founders who believe that their proposal could change the world is different 
from a startup created by people just aspiring to become self-employed or to satisfy 
family need through a small business which is not designed to scale. In short, 
scalability is the basilar feature which distinguishes a startup with potentiali-
ties from other types of enterprises generically defined newborn ventures. This 
potentiality to profitably expand their boundaries is a crucial aspect which allows 
to clarify some doubt about the overall startups policies efficacy for the territorial 
development.

Some researchers [9, 14, 23] are quite skeptical about the advantages of the 
starting-up in general, describing a blanket policy focus on startups as “bad public 
policy.” It occurs when startups born, thank to public facilitations and supports, and 
limit themselves at crowding-out existing companies that have not benefited from 
support or when they replicate existing business model taking advantage of greater 
operational and management slenderness by virtue of learning by others mistakes 
(“copycat”) or if they absorb all the resources allocated for policy measures. 
Moreover, high startups death rate could determinate relevant sunk costs for society 
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and aspiring entrepreneurs. In these circumstances, “evidence suggests the contri-
bution of entrepreneurial startups to the economy is limited and in some cases can 
be potentially damaging” ([15], p. 136).

Moreover, some types of startups normally offer a lower contribution to local 
economy development. Among them, there are [32] buyable startups, namely 
startups born to be bought; large company startups, for answering to changes in 
customer preferences, new technologies, legislation issues, competitors pressure; 
or social startups, whose mission is to make the world a better place for a welfare 
purpose. Hence, to consider startups in a similar and undifferentiated way is a limit 
of industrial policy.

3.2 The concept of scale up

If entrepreneurship literature is rather skeptical about the effectiveness of start-
ups, it agrees to sustain that the so-called high growth firms (henceforth HGFs) 
have significant spill-over effects: “small businesses that become middle-sized and 
ultimately large businesses, over a comparatively short period of time, are central 
to economic prosperity” ([14], p. 208). That is because HGFs are the preferential 
channel in the net jobs creation [6] and are beneficial to the development of other 
enterprises placed in the same context [43], as well as in industrial clusters [44], 
as they provide meaningful stimulus within economies by increasing competition, 
promoting innovation, and improving the efficient allocation of resources [23]. Not 
by chance, HGFs tend to exhibit high levels of productivity, innovation, export-
orientation, internationalization, and investments in human capital [29, 43, 45]. 
Consequently, “the ability of a country to nurture the growth of such businesses is 
probably the most important element in enterprise development” ([14], p. 208).

HGFs are neither exclusively young businesses [18] nor predominantly in high 
tech sectors [6], and just few are venture capital backed [8]. Moreover, only episodi-
cally exhibit a linear growth, while they can expand organically or with external 
acquisition [23]. In line with these assumptions, a thriving stream of research 
stresses the necessity to favor the emerging of scale ups [22, 28, 29].

A univocal definition of scale up company still does not exist since the metrics, 
that is, the characteristics that distinguish it from the startup, vary according to the 
size of the reference context, the type of sector in which they operate, and the busi-
ness model (usually b2c or b2b) [46]. Consistent with Blank [32], a scale ups can be 
framed as fast growing startups that have already overcome some phases on which 
the activity of the startup is focused. In particular, the scale up is a company that 
has developed its product or service, has defined its business model (scalable and 
repeatable), and can therefore focus on its growth on the market to take it forward 
in a controlled and sustainable manner. Hence, terminologically and consistent with 
the previous startup definition, only startups can become scale ups, while incum-
bent ventures can become HGFs; often just for a limited period of time [16].

A scale up stands out for some parameters attesting its success like market 
traction, 1–10 million € turnover annually, at least 1 million users (in the b2c), 20% 
growth in revenues or headcount for 3 years running after at least 10 people and $ 
1 million in revenues, and 20% of the turnover from the foreign market [47]. Their 
highest ambition is to become a “centaurus”—valued more than 100 million dol-
lars—or an “unicorns”—valued over 1 billion dollars.

3.3 Favoring scale ups diffusion

As other entrepreneurial ventures, the possibility that scale ups come to light is 
strictly linked to their intrinsic capacity to discover, to exploit, and to successfully 
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manage economic opportunities. The incoming of digital era certainly is a source 
of uncountable opportunities. A new wave of economic openings linked to the 
Industry 4.0, where digital platforms will be coupled and connected with sophis-
ticated infrastructures of sensors, cyber-physical systems, and robots, is expected 
[48]. Furthermore, digital innovations are bringing substantial new challenges on 
how to handle with technology, management, government policies, stakeholders’ 
engagement, and so on [49]. Hence, the digital economy represents for ventures 
both a challenge and a requirement for conformity. It is a challenge, if they wish to 
set out a developmental pathway; it is a duty, if ventures are forced to adapt their 
organizational and productive pattern in order to remain competitive.

To look for strategies that are able to increase the presence of scale ups engaged 
into digital economy should be a primary aim for researchers and policy makers of 
many western countries. In this perspective, literature (Brown and Mason, 2012 
) [19, 34] specifies that this possibility is linked to the capacity to create a specific 
business environment consistent with scale ups needs. Only when effectively 
planned, this framework provides consistent outcomes. In Italy, for instance, the 
low number of scale ups created is not believed to depend on the lack of quality 
startups but mainly on their need to move abroad to find sufficient risk capital 
investments for tackling scaling, as well as for the shortage of connections with 
external actors [47].

Hence, new policy measures are requested, as the environments in which scale 
ups prosper are distinct from those which have high rates of startups [17, 21] (Brown 
and Mason, 2013). Scale ups also need to access to specialized resources that differ 
significantly from those supporting new firms [28, 32]  
(Brown and Mason, 2012).

To this purpose, the necessity to create a distinctive type of supportive economic 
and social framework emerges. It should be planned to captivate entrepreneurs 
with wide economic potential [16, 19, 42]; to establish steady and productive 
relationships among all the local stakeholders; to provide relational forms of 
support (such as network building, institutional alignment of priorities, strategic 
guidance, leadership development, and mentoring) ([20], p. 2016), instead of 
money-based facilities (from grants to tax incentives or subsidies) that have showed 
limited impact [10]; to attract different businesses funding resource (such as debt 
finance, crowd-funding, and peer to peer) targeted to the specific requirements 
of the businesses [43]; to nurture the developing of the innovation system joining 
local customers end users, suppliers, universities, and so on [50]; to guarantee the 
recognition of unprotected and open sources innovations, respect on technological 
innovations and the protection of intellectual property rights [46]; and to limit its 
action at regional or local level [33].

The specific environments and the specialized resources scale ups and HGFs 
need are usually defined ecosystems (Napier and Hansen, 2011) [24].

4. An ecosystem for the emerging of scale ups

4.1 The basilar features

In the last decade, the entrepreneurship ecosystem approach has emerged as 
response for the propagation of scale ups and HGFs in general (e.g. [11, 28]). An 
ecosystem encloses the “set of interconnected entrepreneurial actors (both poten-
tial and existing), entrepreneurial organizations (e.g. firms, venture capitalists, 
business angels, banks), institutions (universities, public sector agencies, financial 
bodies) and entrepreneurial processes (e.g. the business birth rate, numbers of high 
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growth firms, levels of ‘blockbuster entrepreneurship’, number of serial entre-
preneurs, degree of sell-out mentality within firms and levels of entrepreneurial 
ambition) which formally and informally coalesce to connect, mediate and govern 
the performance within the local entrepreneurial environment” ([8], p. 5).

There are more models of entrepreneurial ecosystems, but each one is unique, that 
emerge under an inimitable set of conditions and circumstance and only where it finds 
fertile soil [31]. However, ecosystems usually share some common crucial features.

Firstly, an ecosystem cannot come to light in a vacuum [24] but generally arises 
where there are place-based assets, such as a previous strategic location of other 
industrial activities, even if of traditional type, or cluster [8]. This is not a surpris-
ing assumption, as researches indicate that firms that are located in “clusters” 
exhibit higher growth than those in other locations [44], and that in clusters usually 
have high number of graduates in technical disciplines who support the adoption 
of innovations [50]. However, the entrepreneurial ecosystem approach offers a dis-
tinctive perspective on the clustering of economic activities respect to the original 
concept of Porter [51].

Notably, the core of a thriving ecosystem is the presence of one or more large 
successful established businesses, preferably knowledge based. Their primary 
role is to deliberately cultivate the ecosystem itself [31]. Large companies provide 
outcomes of their R&D, are magnets of skilled workers, provide a market for local 
subcontractors, and shape specialized personnel who can decide to leave the firm to 
assume other roles (entrepreneur, mentor, angel investor, etc.) in the same context. 
These companies also invest in the local territory financing universities, research 
centers, and social initiatives and attract specialized suppliers that fertilize the 
context spreading knowledge [8, 11].

About the cross-fertilization process, it is crucial to underline the so-called 
entrepreneurial recycling process. It is fostered by entrepreneurs whose successful 
business idea/startup (blockbusters) was taken over from another firms or who, 
having already reached entrepreneurial significant goals, decide to remain in the 
cluster reinvesting their profit, time, wealth, experience, and expertise in sup-
porting new entrepreneurial activities as serial entrepreneurs, venture investors, 
advisors, or manager of other firms [52]. The spillover effect of these entrepreneurs 
is particularly significant in the developmental process of the ecosystem, and these 
businesses in turn are the source of further waves of spinoff activity (Mason, 2009) 
[29]. Hence, potential entrepreneurs are themselves important players in creating 
the ecosystem and keeping it healthy [53].

Another key role is played by deal-makers, “individuals with valuable social capi-
tal, who have deep fiduciary ties within regional economies and act in the role of 
mediating relationships, making connections and facilitating new firm formation” 
([54], p. 24). They can be entrepreneurs, investors, or service providers who are 
well-connected, qualified, and experienced who informally or with a fidelity role 
offer support to young firms and startups, helping them to develop their potential 
[29]. Deal-makers also support information sharing process. This is consistent with 
a relevant feature of the ecosystem, that is, an information-rich environment in 
which knowledge is both accessible and shared according to the principle of open 
innovation and cooperation for tacit dissemination. For successful entrepreneur-
ship, the presence of dealmakers is more important than the measures supporting 
local entrepreneurship or investors networks, and it is a valid predictor of the health 
state of the regional entrepreneurial economy [54].

For the effectiveness of an entrepreneurship ecosystem, a prominent role is also 
due to the presence of universities and other research centers. The most significant 
lapel is not as much the research output transfers as the predictable presence of 
innovative spinoffs and startups that spread knowledge in the ecosystem itself. 
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Evidence shows that ecosystems have typically emerged in places that already have 
an established and highly regarded knowledge base which employs significant 
numbers of scientists and engineers. Universities and research and corporate R&D 
laboratories are a primary source of skilled personnel who can found innovative 
startups [55]. Anyway, sometimes the substantive disconnection between universi-
ties and their surrounding local entrepreneurial and innovation ecosystem belittles 
entrepreneurial spillovers from universities [50].

Another propulsive role is played by services providers that perform no-core 
activities which are outsourced. Three types of services facilitating the process of 
business startup and growth by enabling new firms to focus on their area of exper-
tise can be highlighted: (1) specialist business services (law, marketing, account-
ability, management, consultants familiar with the unique needs of technology 
startups, technology marketing and assessment consultants, and PR firms),  
(2) technical services offering precision machining, prototyping, testing, and so on, 
(3) finance providers, such as venture capital firms or investment banks.

From financial perspective, the most important aspect concerns the availability 
of a critical mass of seeds and connections with local and foreign investors and 
venture capital funds [10], while the importance attributed to venture capitalists 
tends to be minor, as most firms are initially funded through a combination of 
self-financing, loans from family and friends, and bootstrapping. Despite a cluster 
is likely to stagnate or decline without these actors [44], in ecosystems venture 
capital seems lags, rather than stimulate, the emergence of entrepreneurial activ-
ity (Mason, Brown, 2014). This type of financing is more suitable for high growth 
technology-based firms [10].

4.2 The entrepreneurial enablers

An ecosystem has to be planned and managed. Often traditional decision makers 
of political origin have not suitable and enough technical and economic compe-
tencies to follow the implementation of the ecosystem: “however challenging the 
encouragement of entrepreneurship may seem, it is truly too important to be left 
to policy specialists” ([10], p. 264). In this regard, Isenberg [28] argues it would be 
better to establish new organizations with a ‘sell-by date’ composed of experts with 
specific entrepreneurial competencies—entrepreneurial enablers.

The tasks of these temporary organizations are to assure a holistic approach that 
considers especially bottom-up measures, as the major needs for the firms belong-
ing to the entrepreneurial ecosystem do not concern the offering of grant and subsi-
dies. The latter could have self-defeating effects respect on a Darwinist natural and 
spontaneous selection of the best firms and business models [5, 28]. As explained, 
ecosystem is chiefly founded on the active input coming from the entrepreneurial 
community. Hence, the involved firms require relational rather than transactional 
assistance during the different stages they run across, with the provision of inten-
sive support and mentoring, as well as facilitations for startups through business 
incubators. The latter provides business advice, networking with mentors, business 
angels, banks, and service providers. The purpose is to build “bridges” between 
different actors through the creation of communities of best practices or entrepre-
neurial networks [8, 21]. Therefore, it is important primarily to establish steady and 
effective connections among all the involved actors and networking linkages.

These tools answer to the essential presence of startups which aspire to expand 
and develop. Sometimes, in the early stages of establishing an ecosystem, to stress on 
supporting the starting up processes helping these ventures with organizational and 
human capital development, internationalization support and access to growth capital 
could be necessary. But a mature ecosystem needs to focus its efforts on companies 
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with the greatest potential. Entrepreneurial enablers should possess the ability to 
understand the right moment to shift the focus of their intervention. In addition, as 
the creation of an ecosystem occurs by phases which evolve over time, the organiza-
tion’s experts have to be able to determinate metric to evaluate strength, weakness, 
and bottlenecks of the ecosystem through a continue monitoring, identifying whether 
and how to intervene, and verifying over time the effectiveness of such interventions. 
Consistent with the described selective approach, they should also have the political 
strength to concentrate resources (public and/or private) primarily on a small number 
of high-potential early stage firms to accelerate their development [6, 46]. As success 
breeds, resources have to be granted in a selective way and not equally distributed [28].

Among the enablers duties, another vital aspect concerns the creation and 
diffusion of a specific culture. There is the necessity to plan initiatives acting on 
the cultural pattern of the territory, stimulating universities and school to focus 
on entrepreneurial education and promoting events which celebrate local entre-
preneurship and innovation. The purpose is to valorize the entrepreneurial choice 
among citizens favoring a mentality changing and stimulating imitation. In this 
perspective, it would be significant to already have in the ecosystem HGFs or other 
successful examples to imitate. In parallel, as basic informal rule, an ecosystem 
should be characterized by the acceptance of failure as a normal outcome of 
entrepreneurial activity. The consequence is that there is no diffidence to employ 
workers coming from other companies, even if they have failed [11]. Being based on 
largely trustworthy relationships, the ecosystem has also to be pervaded by the typi-
cal optimistic and positive business climate which feeds of self-confidence among 
entrepreneurs [41].

Last but not least, a prosperous ecosystem also depends on innovations diffusion 
and industry conditions. For instance, even if riskier, technological advances of 
disruptive nature, which create “discontinuities,” are believed to produce the largest 
opportunities [27, 50]. Consequently, often the emergence of an entrepreneurial 
ecosystem depends on the development of markets for newer technologies [8, 55]. 
Digital technologies are a remarkable example of this type, with a lot of opportunity 
that could be disclosed for new would-be entrepreneurs and the local context [48]. 
From this last perspective, entrepreneurial enablers have a great responsibility in 
connecting the ecosystem to the technological and innovation dynamics. To collect 
all these changes and challenges, the business environment has to show a high social 
capital [54], while firms show a high level of intellectual capital, in form of the 
three interrelated human, relational, and organizational components [56].

The overture described is in line with the increasingly widespread theses accord-
ing to which economic behavior can be better understood within its historical, 
temporal, institutional, spatial, and social contexts. Contexts provide individuals 
with opportunities and set boundaries for their actions and influence entrepre-
neurial choices, helping to understand who, when, how, and why someone becomes 
involved. But also entrepreneurship impacts on context, modifying its features [3]. 
Consistent with some influential experts [57], the next shift in policies will lead 
from “regional entrepreneurship policy” to “policy for an entrepreneurial regional 
economy,” that is the ecosystem approach.

5. Perspectives for digital startups birth and scale ups diffusion

5.1 The digital technologies

Observing the transformations taking place in the industrial system, it is clearer 
how, on the one hand, technology becomes much more pervasive by entering more 
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and more directly and intensely in production processes, products, and services. 
From the other hand, the technology-based competition is intensified, with new 
comer countries that force Western countries to continuously renew the bases of 
their technological and competitive advantage. This dynamic makes R&S activity 
and the related ability to propose innovations increasingly necessary [49].

With specific regard to digital technologies, “the biggest transformation in busi-
ness the world has seen in over a century” ([48], p. 5), they are radically changing 
the way people live, work, communicate, and play. Their pervasive diffusion is 
also causing significant repercussions on the dynamics of companies in European 
countries: 2.6 new digital job for each job destroyed is expected, manufacturing 
can achieve growth from 15 to 20% by 2030 if digitalized, revenue coming from 
digital technologies will growth of 2% for year, big data technology and services 
are expected to grow worldwide to USD 16.9 billion in 2015 at a compound annual 
growth rate of 40%, while companies using that data become 5–6% more pro-
ductive [48]. Also, the way of carrying out many of the traditional production 
processes is modifying considerably, as well as consolidated theoretical approaches 
regarding the methods of supplying resources, the product management, and 
service offered are questioned. Indeed, the possibility of constantly introducing 
new functionalities for a product or service, even in remotely, would seem to alter 
the validity of theories on the product life cycle, on the genesis of the innovation, or 
on the product development process [25, 26].

Consequently, by proceeding with digital technologies adoption and implemen-
tation, an almost infinite number of economic opportunities for existing or new 
ventures is emerging, waiting to be grasped. Even more by considering that the 
boundaries of digital technologies in the three interrelated components of digital 
artifacts, platforms, and infrastructures are still unexplored, and every innovation 
such as cloud computing, data analytics, online communities, social media, 3D 
printing, and digital makerspaces contains indefinite applications.

The magnitude of this change is so significant and visible that a specialized 
literature has arisen—the digital entrepreneurship. It analyzes the effects of digi-
talization on the traditional methods of conducting a business to success. For 
instance, about the digital artifacts (the digital components, applications or media 
content that are part of a new product/service and offers a specific functionality 
or value to the end-user), the decoupling of information from its related physical 
form or device has led to the gradual infusion of such digital artifacts into a wide 
range of products and services and discloses a plethora of business occasions for 
different industrial sectors [58]. Digital artifacts are continually embedded in wider 
and constantly shifting ecosystems, such that they become increasingly editable, 
interactive, reprogrammable, and distributable [59]. Similarly, digital technology 
that offers communication, collaboration, and/or computing capabilities to sup-
port innovation digital infrastructures requires new personnel with different roles 
(customers, investors, partners, etc.) in all stages of entrepreneurial process, from 
opportunity exploration to venture launch [59].

Furthermore, “digital infrastructures (digital technology tools and systems that 
offer communication, collaboration, and/or computing capabilities to support inno-
vation and entrepreneurship) infuse a level of fluidity or variability into entrepre-
neurial processes, allowing them to unfold in a nonlinear fashion across time and 
space” (Nambisan, 2017, p. 6), making less stable boundaries in both entrepreneur-
ial outcomes and processes. This, in turn, leads to changes in behaviors and actions 
among digital entrepreneurs. Indeed, digital firm’s success tends to step away from 
the exploiting of a certain opportunity, or the execution of a detailed value proposi-
tion, as it needs to follow a continuously evolving value proposition, namely actions 
that leverage the potential of a continuous re-scoping of business model [27].
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The continuous changes associated with the implementation of digital tech-
nologies also support a transformation in the figure of the entrepreneur and his 
orientation to primarily seek economic performance. On one side, in fact, the most 
important aspect of the firm, especially if in the initial stages of life, becomes the 
validity of the business idea that it intends to develop and the consistency with the 
skills already possessed. The goal is to ensure the future competitiveness of venture 
or its attractiveness toward larger companies that might decide to buy it. On the other 
side, the focus of the decision-making process could depend on the pool of employ-
ees, probably coetaneous of the entrepreneur but with more digital skills, who are 
able to identify and collect market opportunities and transforming in business [26].

In the meantime, less importance of funding sources is expected in favor of the 
role of connections. In fact, unreleased opportunities to resort to financing with 
methods such as crowdfunding or crowdsourcing or obtaining support from cus-
tomers and suppliers are arising. In this way, the traditional funding gaps for new 
businesses, particularly in technology sectors, normally looking for small amounts 
of finance, can also be easily filled [43].

On closer inspection, these changes are intrinsic conditions and functionalities 
belonging to the entrepreneurship ecosystem approach. In ecosystems, the goal of 
profit is fundamentally subordinated to the desire for self-realization or experimen-
tation with innovative ideas of aspiring entrepreneurs (the pleasure of discovery), 
while the presence of networks of stakeholders along the productive process and 
the supply chain is believed crucial. Likewise, a continuous rotation of employees 
who pushed by personal objectives of income, job satisfaction, or self-efficacy tends 
to offer their competencies to other neighboring companies or to create their own 
startup, is judged spontaneous.

These behaviors improve not only the processes of dissemination of knowledge 
and innovative ideas within the ecosystem but also their propagation speed. This 
high fluidity of people and resources within the ecosystem is considered a strategic 
lever for its success [28]. But fluidity is also a key feature of digital technologies 
which often have low access barriers and are cheap to adopt and exploit.

In addition, re-programmability and re-combinability of digital artifacts and 
platforms, on their own and in conjunction with other factors, enable the introduc-
tion of new functionalities in different market contexts, thereby refashioning exist-
ing pathways or opening new chances to create value, i.e., rendering existing market 
offerings less bounded from already existing opportunities. Digital firms could 
not feasibly operate without the Internet-enabled digital platforms (shared, com-
mon set of services and architecture that serves to host complementary offerings, 
including digital artifacts), which meet producers and consumers and facilitate the 
exchange of goods, services, or social currency, also enabling value creation for all 
through the digital landscape [25]. The difficulty to establish boundaries for digital 
platforms is therefore confirmed. In addition, the interaction of digital artifact 
properties with other contextual features resulting from the challenges linked to 
digital technologies (e.g., new legislative regulations, new pricing mechanisms, etc) 
also can radically change the definition of value in a market, proposing new further 
functionalities or business opportunities [59].

5.2 The role of ecosystem

On these premises, ecosystems could assure a fundamental contribution 
facilitating the developmental pathway for digital startups. Indeed, an ecosystem 
guarantees the passage of the traditional business environment to one no longer 
linked to individual or company factors but to a network of specialized partners 
with a wide availability of knowledge and open innovations.
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Due to the presence of research centers disseminating knowledge, universities 
forming graduates in technical disciplines, and consultants, it is highly prob-
able that these specific environments are linked to regional or urban areas. Not 
by chance, some authors (e.g., [33, 60]) put cities as the key organizing unit for 
innovation, entrepreneurship, and economic growth and argue about how digital 
startups and scale ups may take in place in cities and, sometime, require them as 
preferential ecosystem that help lever their development [58, 60].

Even the ecosystem tendency to the concentration of activities is coherent with 
the nature of digital companies. Their location choices do not depend on factors 
such as proximity to the market or availability of tangible inputs or from the avail-
ability of large physical space difficult to find in an urban area. As digital companies 
include online retailers but exclude retailers which have a physical presence on the 
‘high street’ and are linked to the generation and diffusion of knowledge, as well as 
to the presence of specific support services or specialized human capital and ven-
ture capital, they should give priority to the agglomerations of competencies typical 
of urban context with the presence of universities and research centers [8, 61].

Belonging to an ecosystem presents another advantage for digital companies. 
In the ecosystem, the innovative and creative processes are no longer centered on 
the individuals or on the ventures, but looks at the entire regional context meant as 
fertile environment from which economic opportunities can arise. Therefore, the 
innovative and entrepreneurial critical processes become linked to the entire exter-
nal environment, considered as a place of aggregation of individuals, companies, 
individual talents, institutions and support services [28]. This feature is consistent 
with the needs of digital entrepreneurship, where the most important productive 
factors are the availability of specialized personnel, of venture capitalists, and 
knowledge generation sources. To be placed in an ecosystem also could help all the 
memberships companies to obtain legislative rules that ensure, for example, the 
ownership of the innovations introduced and the cyber security of client compa-
nies, in doing so encouraging the adoption of the same technologies [62].

Anyway, to grow, digital startups must incorporate quickly new management 
functions, from operations to marketing, evolving from an unstructured chaotic day-
to-day to an evolving structure, mature, and dynamic organization. Consequently, 
they have to bring out the need of new competencies, especially of digital nature. 
They have to be able to possess, manage, dominate, and develop digital technologies 
and the inherent knowledge. These competencies enclose hard skills (from the ability 
to use computer programs and packages to the use of specific machines and tools for 
production such as social, mobile, analytics, cloud, artificial intelligence, robotics, 
Internet of Things, and cybersecurity) and soft skills (linked to relationships and 
behaviors of people enabling the effective use of new digital tools such as problem 
solving, knowledge networking, the new media literacy, etc.) [63]. Consistent with the 
ecosystem features reminded in the previous sections, even from this last perspective, 
the ecosystem approach seems the more suitable for digital startups and their growth.

6. Conclusive remarks

The diffusion of digital technologies with their still undefined boundaries 
announces a new era in entrepreneurship, where traditional ways and forms of 
pursuing entrepreneurial opportunities will be increasingly reshaped. A new hori-
zon of business opportunities only waits for being discovered and then managed 
profitably [27, 48, 57].

Relevant changes also are involving the basilar criteria of management and orga-
nization of companies and the ways to compete globally. From these modifications, 



15

Developing Entrepreneurship in Digital Economy: The Ecosystem Strategy for Startups Growth
DOI: http://dx.doi.org/10.5772/intechopen.85423

new criteria to start a business and pathways for its development and growth 
descend: the emergence of digital entrepreneurship [25, 62].

For policy makers, the main challenge is to assure both that the domestic ven-
tures are able to collect digital business opportunities successfully and to provide 
benefits for the whole territorial context, along a development route stable and 
persistent in terms of net employment, income, and cross fertilization. A flourish-
ing entrepreneurship research stream believes that a chance to reach the above 
objectives lies in the ability to implement specific business environments called 
ecosystems. These are targeted on selective measure supporting the emerging of ven-
tures with innovative business models but also their development and growth ([24]; 
Napier and Hansens, 2011). While, according to empirical evidence, policies only 
focused in favoring the firms birth rate may not be the best solution to the problems 
of employment and growth of many Western countries.

Anyway to support scale ups and high growth firms in general is a hard task that 
must be carried out by specialized personnel and with the appropriate skills. This 
is because there are not many cases of good practice to follow, but only a basic logic 
according to which all the domains (a favorable culture, enabling policies, availabil-
ity of adequate financing, high-quality human capital, safety-friendly markets for 
products, institutional supports, etc.) that make up an ecosystem must be aligned 
and coordinated (holistic approach). Moreover, the ecosystem needs to involve, 
since the beginning, many stakeholders/actors (at least an interested large corpora-
tion, policy makers, local bankers, and venture capitalists, people acting on the local 
culture, local universities, etc.) [24, 54]. The more intense the cooperation among 
these key actors is, the more likely the ecosystem will be to succeed.

Nevertheless, both domains and actors are characterized by proximity and 
include hundreds of variables interacting in highly complex and idiosyncratic ways. 
They should be able to converge toward a set of shared objectives according to a 
series of priorities [31] (SEP, 2018).

Despite the complexity to create an ecosystem, its features and functionalities 
seem well-suited with digital enterprises features, as they focus on the develop-
ment of the intellectual capital, which has to sustain the growth of firms operating 
with a new disruptive technology [8, 56]. Indeed, the roots of a well-operating 
ecosystem lie in a specialized and motivated human capital, open to innovation 
and with a widespread entrepreneurial culture. It is also founded on a dynamic 
system of connections among all the stakeholders of a context who are inter-
ested into its development, the networking capital. Again, the ecosystem rests 
its strength on the quality of the firms enclosed in terms of values, managerial 
philosophy, organizational patterns, and informative systems; in other word, the 
organizational capital.

To this aim, therefore, policy makers are called to sustain a great effort. Not 
by the chance, up to now a lot of attempts aiming at creating conducive environ-
ments failed. Moreover, there is an effective risk that the entrepreneurial ecosystem 
remains a tautological concept (Stam, 2015): entrepreneurial ecosystems produce 
successful entrepreneurship, but where there is a lot of successful entrepreneurship, 
there is apparently a good entrepreneurial ecosystem.

Beyond this theoretical-conceptual paper, aimed to connect the increasing 
sector of digital firms with a specific business environment, future surveys should 
focus their analyses at least on three directions. Firstly, a clear individuation of the 
needs and resources requested by digital firms and startups in the light of their own 
specificities; secondly, the detailed examination of the operative mechanisms of 
existing ecosystems precisely focused on digital technologies; and lastly, an inves-
tigations on the coherence among digital technologies with the local background of 
competencies and knowledge to individuate possible gaps to fill.
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Abstract

The digital economy, characterised by goods exhibiting high instantiation and 
low reproduction costs frequently created and distributed over multisided plat-
forms, poses challenges for the pricing of products and services. As convergence 
occurs between applications and transport, flexible ways of pricing internet access 
and content are being developed. One frequently used pricing strategy is ‘zero-
rating’—where traffic for specific applications is not counted against the ‘cap’ in an 
internet user’s monthly access plan. This pricing strategy has drawn much criticism 
from net neutrality advocates, but it is far from clear that the policy is harmful. 
Using an economic analysis based upon relaxing assumptions in the simple model 
of perfect competition, so that it more closely reflects the complex internet eco-
system, we assess the extent to which it is plausible for zero-rating to be used to 
harm competition, consumer welfare and incentives for application innovation. We 
develop five questions to assist inquiry into the potential harm or benefits arising, 
which can be applied by competition authorities, regulators and the firms con-
cerned to assist in sorting the cases less likely to be harmful from those that warrant 
further investigation.

Keywords: zero-rating, economic analysis, regulation, competition, strategic 
interaction

1. Introduction

The digital economy, characterised by goods exhibiting high instantiation 
and low reproduction costs frequently created and distributed over multisided 
platforms, poses challenges for the pricing of products and services. Unlike for 
most physical goods, it no longer follows that the optimal price for any individual 
item will be a simple function of its cost of production, or even that the individual 
consuming the product or service should be the one that pays for it [1].

Information goods providers are increasingly adopting strategies subsidising 
the consumption of information goods by bundling them with other goods, or by 
utilising multisided platforms whereby revenues in excess of costs raised in trans-
actions with customers of one product type (or side of the platform) are used to 
subsidise below-cost purchases by consumers of another product type (or side of 
the platform). For example, consumers receive ‘free’ (or discounted) newspapers, 
television and radio channels when advertising revenues offset the costs of provid-
ing the printing and broadcasting infrastructure required for the content to reach 
consumers. ‘Virtuous cycles’ arise as advertising revenues subsidise the costs of 
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readers or viewers accessing content, thereby increasing consumer welfare, at the 
same time as having more readers and viewers increases the value to advertisers 
and hence the price that platform operators can charge them [2]. So long as there 
is careful balancing of demand elasticities on both sides of the platform, having 
prices varying from marginal cost on both sides can be both profit- and welfare 
enhancing [3, 4, 24].

Such practices have, however, proved particularly challenging for regulators and 
competition authorities entrusted with the pursuit and protection of competitive 
markets for the long-term benefits of consumers. Successfully engaging in above-
cost pricing in at least one market requires the firm to have some degree of market 
power, while using the surpluses to subsidise another potentially alters the competi-
tive dynamics in that market as well [5]. Inevitably, the interests of consumers of one 
product must be traded off against those of another. Furthermore, in the context 
of increasing disintermediation of once-integrated firms and their replacement by 
complex contractually co-ordinated supply chains for the relevant products and ser-
vices, it is no longer obvious that one specific firm or even one market is the appro-
priate focus for attention. While a mandate clearly exists for competition authorities 
and regulators to be interested, it is far less clear that their historic precedents and 
inquiry methods based on historic structure-conduct-performance (SCP) models of 
industrial organisation established to deal with single firm or markets and non-infor-
mation goods are suitable for governing commercial interactions in the new context.

The complexities are highlighted by ‘zero-rating’. This occurs when internet 
service providers (ISPs) do not count the data traffic used to service specific 
applications (supplied typically by third-party content and application providers—
CAPs—who may also be using advertising revenues to subsidise production costs) 
against the data traffic ‘cap’ allowed in an internet user’s access (subscription) plan. 
Data transmissions for these applications are effectively ‘free to the user’, whereas 
data transmissions serving other applications incur an effective positive price. 
Regulators and telecommunication authorities in many jurisdictions have been 
required to adjudicate allegations of the use of zero-rating to harm competition 
in both the ISP and CAP markets, and thereby to cause harm to consumers collec-
tively, and disproportionately to different consumer groups. Telecommunications 
regulators have been lobbied to impose rules prohibiting its use entirely, or at least 
permitting it only in very restricted circumstances.

To date, regulators and competition authorities have generally responded cau-
tiously, by eschewing outright prohibition of zero-rating in favour of case-by-case 
analysis, as was explicitly required in the United States Federal Communications 
Commission’s (FCC) subsequently repealed 2015 Open Internet Rule [6]. Following 
repeal, case-by-case jurisdiction has persisted under generic competition law 
overseen by the Federal Trade Commission, as occurred prior to 2015, and has 
always prevailed in countries such as Australia and New Zealand, where no specific 
net neutrality regulations have been introduced. In contrast, the European Union’s 
approach, encapsulated in its 2016 Net Neutrality Regulation, is more prescriptive.

Nonetheless, even with case-by-case evaluation, regulators and competition 
authorities face many difficulties in assessing economic harms and benefits. Not 
least is defining the relevant market(s). Benefits and harms may accrue in multiple 
markets, many of which may be far-removed from both that in which the firm 
engaging in the pricing practice is deemed to be operating (e.g., in CAP markets 
not ISP markets) and the territory over which the relevant authority has jurisdic-
tion (e.g., a CAP operating from a different country to the ISP). Further decision-
making complications exist due to extensive use of bundling of internet and content 
access with other products and services (e.g., with fixed and mobile voice applica-
tions, and pay television, in classic ‘triple’ and ‘quadruple’ play subscriptions), and 
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the fact that little may yet be known about consumer valuations and preferences in 
markets for products that are comparatively new [7]. While the Body of European 
Regulators for Electronic Communications (BEREC) has endeavoured to address 
this complexity by issuing a set of guidelines for member state regulators to assist 
in implementing the European Net Neutrality Regulation [8], they have proven 
problematic. Their focus on legal compliance with the directive rather than detailed 
assessment of the economic harms and benefits in different circumstances has 
resulted in considerable variation between member state regulators’ interpretation 
and application of the rule, creating both controversy and uncertainty about the 
acceptability of zero-rating pricing strategies across the notional single communica-
tions market to which the commission aspires [9].

Given the levels of economic complexity invoked by zero-rating, and the lack 
of theoretical and empirical evidence to date to inform both firms seeking to adopt 
the practice and regulators and competition authorities seeking to maintain fair and 
competitive markets (on balance, most that has been produced finds the practice 
NOT harmful), the development of some general economic principles for evaluat-
ing its effects is indicated. This chapter represents a first step in this direction. The 
contribution is five questions, which can be used as a preliminary filter to assess 
the likelihood of a specific instance of zero-rating being harmful to total welfare, 
thereby necessitating either caution on the part of a firm potentially implementing 
it, or justification on the part of competition authorities and regulators contemplat-
ing expending their scarce resources on a more intensive investigation.

We begin by outlining the general arguments for and against the use of zero-
rating. Next, we summarise key economic characteristics of the internet ecosystem 
in which zero-rating offers are being made. Then, beginning with the models of 
perfect competition upon which theories of competitive harm were developed 
in classical SCP thinking, we demonstrate how successively relaxing the model 
assumptions when it is applied to the commercial interaction between ISPs and end 
users leads to the identification of circumstances where zero-rating may be more or 
less harmful to total welfare. The theoretical economic methodology used for this 
inquiry draws upon and extends the similar approach used by Greenstein et al. [21] 
and Gans and Katz [10, 11] in their inquiries into specific examples of zero-rating. 
The result is the five questions, which are summarised in our conclusion.

2. Zero-rating, net neutrality and competitive harms

Calls for the banning of zero-rating offers have arisen in the context of wider 
advocacy for increased regulation of ISPs to impose a particular view of an internet 
where ISPs are required to treat every data packet equally—in regard to both techni-
cal and financial characteristics. Calls for ISPs (but not the providers of content and 
applications used on the infrastructure) to operate in this neutral, non-discrimina-
tory manner—so-called net neutrality—derived from Wu’s [12] seminal paper.

Particular concerns have been voiced about ISPs charging some content and 
applications providers (CAPs) but not others to deliver their traffic to end consum-
ers, even when those payments are not associated with traffic prioritisation (so 
fall outside the so-called ‘hard’ network neutrality regulations [13] precluding 
such behaviour). ISPs, however, are continually looking for new revenues in order 
to finance the newer, more capable networks required to transport a burgeoning 
volume of content and application data between CAPs and end users, in addition to 
winning new customers and amortising general network costs.

Some neutral internet proponents (e.g., [14, 15, 28]) have argued that ‘zero-rated’ 
internet access plans, frequently offered by mobile providers, should be prohibited. 
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These plans do not count data used for selected (‘zero-rated’) applications against the 
data downloading ‘cap’ specified within the monthly access fee. End users face a lower 
effective price for using the selected application than for other applications that are not 
‘zero-rated’. The ISP may or may not charge the selected CAPs to recover the costs of 
delivering their data to end users. ‘Zero-rated’ plans are seen by net neutrality propo-
nents as a form of unfair price discrimination1 against those internet users who do not 
access the selected content. It is also argued that when ISPs selectively zero-rate data 
relating to large established CAPs, smaller and newer rivals will be foreclosed, thereby 
harming incentives for application innovation, regardless of whether or not ISPs charge 
CAPs. A further argument is that application variety will be harmed because smaller, 
newer providers may not have the resources to pay ISPs to zero-rate their traffic, lead-
ing to their applications being eschewed by end users preferring the zero-rated options.

Others, however (e.g., [10, 16, 17, 25, 27]), contend that preventing all instances of 
zero-rating will necessarily rule out some cases (e.g., those analogous to advertising in 
newspapers) where payments on both sides of a two-sided market may be necessary 
for both an application and the additional infrastructure needed to service demand for 
it to be commercially viable in the first place. They also suggest that zero-rating will 
facilitate higher internet use in total (and therefore higher welfare) than if payments 
were restricted to only one ‘side’ of the internet platform. The potential welfare gains 
from higher internet use may be especially valuable in developing countries where the 
ability to pay for additional data use is very low [18]. They argue for a more nuanced 
approach, where each case is considered on its merits, so that the interests of all par-
ticipants in highly complex internet-enabled ecosystems can be assessed [9, 19, 29, 30].

To date, no consistent view has emerged amongst regulators and competition 
authorities of what constitutes anti-competitive use of zero-rating. In the United 
States, much press has been directed at T-Mobile’s zero-rating of its Binge-On 
application, but the FCC has found no harm. In Europe, the Belgian regulator 
found Proximus use acceptable according to the BEREC guidelines [31], and two 
National Regulatory Authorities (NRAs)—Austria and Croatia—found zero-rating 
acceptable when assessed against BEREC’s commercial criteria. However, the Dutch 
NRA found Deutsche Telecom had infringed in zero-rating its free music service. 
The decision was struck down on appeal, but on grounds that the NRA decision 
exceeded EU law, rather than on its commercial merits.2

3. The internet ecosystem and zero-rating

Zero-rating offers take place in a complex internet-enabled ecosystem consisting 
of multiple intertwined two-sided platforms, of which ISPs are just one of many 
in the commercial chain linking senders and receivers of data [20, 21, 32]. Figure 1 
illustrates how in this ecosystem, payment flows need not necessarily follow data 
flows. The systemic interaction of payments and data flows means that actions at any 
one segment of the ecosystem can have material consequences at any other part.

1 A distinction needs to be made between legal definitions of discrimination—where two people with 

observable differences are treated differently (e.g., racial or gender discrimination) and economic dis-

crimination—where two people with different economic characteristics are treated differently (e.g., where 

those with low willingness-to-pay are charged a low price and those with high willingness-to-pay a high 

price). The latter case may frequently lead to a more efficient outcome. However, in the former, the indi-

viduals may have identical economic characteristics, so charging different prices is not welfare-enhancing.
2 Autoriteit Consument & Markt, “ACM Not to Appeal Ruling on Net Neutrality | ACM.Nl,” News, May 

23, 2017, /en/publications/publication/17267/ACM-not-to-appeal-ruling-on-net-neutrality.
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3.1 Complex interactions

Net neutrality advocates assert that innovation at the CAP ‘edge’ of the ecosystem 
unconditionally dominates innovation at the ISP core. In this view, ISPs’ sole com-
mercial functions are to serve the internet data transmission requirements of their end 
users. ISPs should not have commercial interactions with CAPs—thereby precluding 
any possibility that selected CAPs can pay ISPs to prioritise (i.e., discriminate against) 
traffic related to their applications over that of their rivals. By extension, any arrange-
ments whereby ISPs discount the charges relating to specific applications (i.e., zero-rat-
ing) are seen as price discrimination. Both practices are seen to discriminate amongst 
CAPs, so are antithetic to the objective of promoting the internet ecosystem as an 
engine of innovation [22]. Van Schewick [15] uses this argument to question the effi-
cacy of T-Mobile’s zero-rating of content on Binge-On, as do critics of Facebook’s Free 
Basics. Indeed, Lemley and Lessig go so far as to suggest that ISPs should not charge 
CAPs for data delivery as a form of subsidy for application development activities.

In contrast, ISPs claim that they have been required to build ever-more-capable 
networks (for example, from 2G to 3G, 4G and now 5G mobile, and fixed fibre 
and wireless) to serve the vastly increased demands placed on them to deliver 
ever-larger amounts of data at ever-faster speeds to meet the demands of specific 
applications [26]. A handful of application types—notably audio and video stream-
ing—require vastly more sophisticated network capabilities than others—for 
example, simple websites. As not all consumers use these applications equally, and 
some applications—for example, those relating to time-critical bilateral interac-
tions—need to be treated differently from others—e.g., one-way streamed data—
then some degree of discrimination (both in terms of traffic management and 
pricing, such as charging CAPs in some instances as well as ends users) is essential if 
their networks are to be operated efficiently and effectively.

Figure 1. 
The internet-enabled ecosystem.
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Regulators and competition authorities are charged with promoting competi-
tion in each of the relevant markets in order to protect the long-term interests of 
consumers. This dynamic welfare criterion is predicated upon the assumption that 
the long-term interests of consumers in each of these markets are a suitable proxy 
for the long-term interests of the ecosystem as a whole. Thus, balance is required 
between short-term and long-term factors. Furthermore, what is optimal at one 
time of the ecosystem lifecycle may not be optimal at another [33, 34]. To the extent 
that social preferences may override the economic considerations, then the costs of 
imposing those preferences must be recognised in both the total welfare foregone, 
and the transfers that those preferences engender between ecosystem stakeholders. 
Moreover, a single stakeholder may participate in the ecosystem in multiple capaci-
ties, and these may vary over the ecosystem lifecycle. The dilemma for regulators 
and policy-makers is to decide what to take into account when developing a frame-
work for assessing cases of zero-rating, and deciding how and when to intervene.

3.2 Derived demands

The dilemma is exacerbated because end-users’ demands for ISP services are 
not determined solely by their own interaction. An ISP connection is of no value to 
an end user if it is not used to access internet applications. ISPs operate two-sided 
platforms connecting CAPs and end users. The relevant products for any zero-
rating inquiry are the complex bundles of internet access and application use that 
end users consume. Internet connection value cannot be considered in isolation—it 
is dependent upon the value the consumer places on the applications accessed. The 
ISP may supply some of these applications, but for the most part, consumers’ value 
of the connection is contingent upon being able to access a vast range of applica-
tions provided by third-party CAPs.

A nontrivial observation arising is that, for the most part, ISPs do not have 
strong incentives to impede their consumers’ access to the preferred applications, 
for fear of losing them—and their revenues—to rival ISPs [21]. If favouring one 
application harms access to or use of another, then likewise this will likely reduce 
both the number of ISP customers and the ability of the relevant CAP to earn sub-
scription and advertising revenues. Ipso facto, this reduces the incentives for ISPs to 
use pricing to strategically foreclose selected third-party applications—especially 
those consumers valued highly—unless they are compensated by the CAP. However, 
as the market power (measured by the consumer base) of highly valued CAPs 
vastly exceeds that of any individual ISP, and they have very wide (global) reach 
whereas ISPs are geographically specific, it is most unlikely that they will engage in 
contracting in each of the vast number of local geographic ISP markets in order to 
foreclose their CAP rivals. It cannot be discounted that locally specific CAPs might 
find such a strategy advantageous with regard to a rival facing the same geographic 
limitations.

3.3 Complex tariffs

ISPs can charge consumers a flat fee, a usage-based fee or a combination of the 
two for internet access. Consumers’ internet access purchases are determined by 
trading off the fixed price paid for access and any usage charge against the benefits 
of accessing and utilising applications. Menus of two-part tariffs bundling access 
and usage charges are generally welfare enhancing relative to a single flat-rate or 
solely usage-based tariff as they allow users with different valuations associated 
with different usage levels of even a single application to self-select the tariff that 
gives them most surplus [35].
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A zero-rated tariff applied to a specific application is simply a tariff with no 
usage-based component—that is, a flat fee. Flat fees are most advantageous for 
those with the highest expected usage, (e.g., video gaming) as they will utilise 
it up to the point where no further benefits will be obtained. This is necessarily 
more than if usage is charged at marginal cost (noting that network congestion is 
a significant externality proportional to utilisation that is imposed by users when 
utilising applications). If the higher costs associated with higher usage levels are 
to be recovered in user fees, a single flat-rate tariff will be higher where usage is 
higher that when it is lower. Metered tariffs (including plans with flat-rates within 
a given data cap, that rise as the data cap increases) are an efficient means by which 
ISPs may recover revenues from each consumer rising in proportion with the costs 
that usage imposes on the ISP (including the costs of congestion that lower service 
quality for all users).

3.4 Heterogeneous end users

However, metered tariffs will arise in practice only if consumers are heteroge-
neous in their valuations of application usage. If all consumers value their con-
nections identically, then there will be one tariff that is efficient for all users, and 
there will be no incentive for ISPs to offer any other tariff. Consumers’ valuations of 
internet application usage are inherently heterogeneous because different users will 
prefer to use different applications for different purposes. Some will prefer applica-
tions requiring high usage (e.g., video streaming) while others will prefer applica-
tions with lower resource demands (e.g., web browsing, email). Even consumers 
preferring a single application will vary in their use of it due to personal preferences 
and resource constraints—for example, time to watch streamed video and the cash 
to pay for the connection.

Consequently, internet access as sold by ISPs is not a homogeneous good—it 
varies with the application preferences of the consumers using it. Consumers with 
higher valuations for a single application will consume more resources than those 
with lower valuations. If metered tariffs are intended to recover higher revenues 
from higher-using consumers of a single application, then offering a zero-rated 
tariff for that application is inconsistent with the ISP’s objective to recover its costs 
in usage fees. Assuming that the ISP does not recover the revenues lost from zero-
rating application usage from the application provider, and it costs the same to 
deliver a unit of each application to the end user, then it is strategically illogical for 
the ISP to charge for the usage of one application and zero-rate usage of the other. 
Costs remain unchanged, but revenues will fall.

Hence, in the simplest case, as zero-rating by an ISP discounts revenues received 
from selected end users on the consumer side of the ISP platform, it must neces-
sarily be associated with compensatory revenue streams—for example, higher fees 
charged to non-selected users, charges on the CAP side of the platform, or revenues 
from other sources, such as taxation or advertising—if in the long run the ISP 
wishes to remain solvent.

4. Competition: relaxing the assumptions

The principal arguments against zero-rating promulgated by net neutrality 
advocates rest on the one-sided logic that all end users should pay the same price for 
internet access, regardless of whether the market for the product in question con-
forms to the assumptions of perfect competition. In this model, the marginal unit 
supplied will be sold at its marginal cost of production, and this cost will determine 
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the price paid for all other units sold. This leads to a statically efficient outcome, 
with maximum total welfare.

However, for this to be achieved, other specific market conditions must be 
met. Importantly, the product sold must be perfectly homogeneous, there must 
be perfect information, no transaction costs, no externalities, and no barriers to 
firms entering or leaving the market. There must be perfectly divisible output (i.e., 
no scale economies). All participants are price-takers—that is, no firm can charge 
more than the efficient price and remain in the market, and consumers must pay 
that price if they value the product at that price or above.

Requiring all units to be sold at the same price does not of itself make a market 
more competitive (i.e., render the perfectly competitive outcome) unless all of the 
other conditions are met. In this section, we will demonstrate that as practically 
none of these assumptions prevail in the complex market for internet access dis-
cussed in the previous section, simplistic calls to prevent zero-rating are insufficient 
to guide decision-making.

First, we show that when the assumption of homogeneous goods is relaxed, it 
is most unlikely that zero-rated tariffs can be used to foreclose rival applications. 
Instead, we demonstrate that requiring the same price to be charged for accessing 
products costing different amounts to produce obscures crucial underlying dif-
ferences in costs on the supply side and user preferences on the demand side. This 
leads to our first three questions to be posed by those undertaking case-by-case 
assessments of zero-rating examples. Next, we relax the assumptions of perfect 
information and absence of transaction costs in the exchanges between ISPs and 
their end consumers, and their effects on barriers to entry for new CAPs and ISPs. 
This leads us to question the competitive positioning of the party objecting to an ISP 
using zero-rating prices—and our fourth question for assessors. It also leads to our 
final consideration—how the presence of transaction costs creates barriers to entry 
that lead to entrants and not incumbents favouring zero-rating policies. This leads 
to our fifth question, regarding the strategic options available to CAPs and ISPs that 
render financial transactions between them an adjunct to zero-rating that makes the 
strategy not only pro-competitive but also welfare-enhancing.

We note that in this analysis we are considering only instances of pricing of 
data transfer as a strategy for zero-rating. We do not consider cases of payments 
for data prioritisation. The examples we consider therefore have the appearance of 
the price discrimination to which Wu [12] and Van Schewick [15] raise objections, 
rather than being artefacts of paid data management, which are considered in other 
literature.

4.1 Relaxing the constraints: homogeneous products and heterogeneous users

In net neutrality discourse, ISPs could strategically zero-rate a selected appli-
cation to steer end users away from using another application and towards the 
favoured one. This could occur if the ISP is also the CAP for the favoured applica-
tion, whereby it could foreclose another ISP offering a similar application, or to 
foreclose a rival stand-alone CAP. However, such foreclosure can only occur only 
if the end users perceive the applications as perfect substitutes: that is, the applica-
tions are homogeneous.

If the two applications offer materially different value propositions to end 
consumers (i.e., the assumption of homogeneous products in the perfect competi-
tion model is relaxed), then the zero-priced application will not be able to force 
the positive-priced one from the market so long as there are consumers who prefer 
the positive-priced one over the zero-rated one by more than the discount embed-
ded in the zero-rating offer [11]. As demonstrated above, as end users are also 
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inherently heterogeneous in their content preferences, it is quite unlikely that the 
requisite conditions for foreclosure will occur unless the applications concerned are 
indistinguishable.

The inability for ‘free’ offerings to foreclose those with a positive price is 
observed with broadcast television and newspaper providers. Free-to-air television 
and free newspapers have not foreclosed pay television and newspaper subscrip-
tions. Indeed, some consumers willingly consume both, even when some of the 
content overlaps, because the additional value offered by the pay version is suf-
ficiently high enough that it overcomes the price differential. Arguably, the pres-
ence of the two different newspaper forms has led to greater content variety, with 
subscriber newspapers providing a professional journalist-based news service, and 
free newspapers relying more upon content generated by readers (e.g., local school 
and sports reports) and advertisers.

This leads to our first question to be posed about zero-rating offers.
Question 1. What very close or perfectly substitute applications accessible over 

the ISP’s connection, costing the same to deliver, are likely to be foreclosed by the 
zero-rated application(s)?

The closer are the non-zero-rated application(s) to the zero-rated one(s) in 
the perception of the end users, then the more likely it is that the non-zero-rated 
applications will be crowded out. However, there are very few applications meet-
ing this requirement that are truly close substitutes. For the most part, CAPs such 
as Netflix and Hulu are not close or perfect substitutes for each other because they 
contain different bundles of content for which end users have distinct preferences. 
The applications themselves are differentiated; even if it costs the ISP the same to 
deliver a Hulu movie and a Netflix one of equivalent specifications. If a consumer 
preferring Netflix is not prevented from paying the higher usage fee to watch Hulu 
content if the content available only on Hulu is sufficiently highly valued, then Hulu 
will not be foreclosed, even in respect of the subset of Hulu-preferring consumers 
on the discriminating ISP’s network.

It might be a concern, however, if the applications in consideration were, for 
example, two identical cloud storage applications. The zero-rated application will 
have an unequivocal advantage over the non-zero-rated one, leading to all consum-
ers with a non-zero valuation of using cloud storage opting for the lower-cost one. 
However, for foreclosure to occur, it is necessary for the applications to be undif-
ferentiated—that is, homogeneous products. Foreclosure of differentiated products 
will be a function of the degree of differentiation—the more similar they are, the 
more likely it is that foreclosure will occur.

The logic applied in this simple illustration leads to the conclusion that without 
some non-neutral pricing signals, over-much (inefficient) investment in CAP vari-
ety is possible if equalising the prices faced by consumers and application providers 
conceals underlying real differences in costs and user preferences.

4.2 Equalising prices conceals underlying cost and valuation differences

Assume now that the two applications are perfectly homogeneous, but one 
actually costs less to deliver than the other. This could be because the ISP has been 
able to customise the delivery of one application within its own networks so that it 
costs less (or causes less congestion) than an otherwise-equivalent one that has not 
been customised. It could also be that one class of applications can be processed 
via a different operational process that is less costly, as occurred in Australia and 
New Zealand in the mid-1990s, when the internet was first becoming popular. 
At the time, international bandwidth capacity on the PACNET sub-oceanic cable 
was constrained. Due to asymmetric data flows, Australian and New Zealand ISPs 
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purchased PACNET capacity under transit arrangements rather than peering. 
Traffic to and from end consumers over PACNET was more costly to handle than 
traffic handled under local peering arrangements. The original retail internet plans 
metered international (PACNET) traffic by volume, but offered unmetered (i.e., 
zero-rated) local traffic.

In this instance, zero-rating low-cost local traffic but metering high-cost 
international traffic reflected real differences in underlying costs. Zero-rating that 
diverts consumers’ usage of substitutable applications towards lower cost applica-
tions raises efficiency.

This leads to our second question for regulators and adjudicators.
Question 2. Does usage of the zero-rated applications actually cost the ISP less 

than equivalent usage of non-zero-rated applications?
If the answer to this question is ‘yes’, then zero-rating would be less harmful 

to total welfare than the alternative of requiring all usage to be charged at a single 
price. Under the two-price arrangement, more usage than efficient would be made 
of the low-cost application, and the high-price usage tariff would have to be above 
cost to subsidise the additional low-cost usage. Arguably, this could lead to some 
low-cost applications surviving that would not otherwise be viable if their usage 
was charged at cost—that is, inefficient over-supply of application variety [11].

However, the alternative of a single positive usage price that does not signal the 
different underlying costs will lead to more usage of the high-cost application than if 
it was charged at cost. This usage would have to be subsidised by users of the low-cost 
application. Increasing the price of using the low-cost application above its cost to 
subsidise the high-cost usage leads to less usage of the lower-cost application, and at 
the margin some consumers will give up their internet connections entirely because 
they no longer receive utility higher than the combined price of access and usage. 
Without the fixed revenues of these low-cost consumers to offset the higher usage costs 
of the consumers paying below cost, the average usage cost per unit of traffic handled 
increases, leading to even higher usage fees and a second depressing effect on the usage 
of and fees generated by low-cost users. That is, a ‘waterbed effect’ emerges [23].

Hence, zero-rating of applications with lower costs than non-zero-rated applica-
tions is not equivalent in its effects to zero-rating applications with the same costs as 
their zero-rated counterparts. The difference is material. In a perfectly competitive 
market, it is necessary for the price signals associated with lower costs to be sent 
to consumers so that efficiency-raising changes in purchasing behaviours can take 
place. Concealing information about cost differences (e.g., by averaging the prices 
for two or more applications) prevents consumers making efficiency-raising choices.

We note, however, that in the New Zealand case, discounting local applications 
did not crowd out content from foreign origins because they were not substitutes. 
Indeed, foreign content and applications were overwhelmingly preferred by end 
users, even though they were more costly.

4.3 Differentiated price and product offers to low-valuers

We now turn to the argument of pro-net neutrality advocates that zero-rating 
should not be allowed when it enables free or discounted access to a narrow range 
of internet applications or applications with some functionality removed, when 
the ISP charges a higher fee for unrestricted access to the ‘full service’ applications. 
This restriction is claimed for ISPs, even though the same practice is widespread 
in the software industry—for example, Microsoft’s Office available as a low-price, 
restricted student version and a high-price, full service professional version.

The advocates claim that restricted offer users cannot participate equally with 
unrestricted users in a supposed ‘right’ to access the full potential benefits of all 
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applications and content available on the entire internet. Any arrangement that 
allows differentiated access to that content is seen as an infringement of that right. 
Zero-rating that reduces access charges in exchange for reduced functionality is 
therefore ‘unfair discrimination’. Free Basics, where potential internet users in 
developing countries are offered free access to a restricted range of applications, but 
can access the full versions when paying a monthly internet access subscription, is 
frequently cited as such an infringement.

In principle, zero-rating access to a restricted-functionality application is no 
different to an application provider choosing to make some content available freely, 
and releasing other content only when some other obligations—for example, 
paying a fee, or sharing personal information—have been met. Access providers 
can set different tariffs for using different versions of the application if they really 
do invoke lower costs (e.g., stripped-down versions with lower data consumption), 
as per question 2. However, these versions may also be associated with compensa-
tion from the CAP to the ISP, especially if the low-cost version stimulates more 
low-value consumers to purchase connections, increasing the value available to the 
CAP from advertising. Furthermore, it is the application provider and not the ISP 
who makes the decision about restricting the application range to self-selecting 
end users. Preventing application providers from offering these discount arrange-
ments appears at odds to the net neutrality argument that edge providers and not 
ISPs exercise control over internet content. If the range of content is restricted by 
applications providers—for example to foreclose other application providers—then 
it would seem more properly a matter to be addressed by generic antitrust provi-
sions rather than internet access regulation.

Moreover, the presumption that all end users should pay identical prices to 
access the same applications ignores economic realities. The expectation that all 
consumers pay the same price for a product is an artefact of perfectly competitive 
markets. If all consumers pay the same price, then those with higher valuations of 
the bundle receive more surplus than those with lower valuations. Perfect equity in 
access prices for homogeneous good cements in place extreme inequities in surplus 
distribution. Price discrimination (different prices for the homogeneous good) 
effectively transfers surplus from high-valuers to low-valuers and leads to higher 
total consumer numbers without reducing total welfare. Where scale economies are 
present (as occurs in both ISP services and most CAP products, as they are mostly 
digital products with near-zero reproduction costs), then total welfare increases 
as well. Product differentiation (e.g., offering a subset of functionality for a lower 
price) leads to higher consumer numbers in total than with a single price for the 
undifferentiated good. Price discrimination and product differentiation therefore 
both appear consistent with (or at least are not per se harmful to) increased product 
variety, larger total numbers of internet users and ongoing innovation in the inter-
net ecosystem. That does not mean that the practices might not, in some circum-
stances, lead to negative outcomes. Rather, it reinforces the merits of a case-by-case 
analysis rather than prescriptive prohibitions.

Price and product differentiation are important ways of enabling individuals 
with low valuations of internet use, or facing significant financial constraints, 
to become internet users, The former case occurs in mature markets, when the 
last-remaining individuals have not yet connected because the value they place on 
the connection is less than even a very modest single price charged. The latter case 
arises in developing economies, where income constraints pose significant bar-
riers to purchase for large numbers of individuals. While subsidising connection 
fees through a tax and redistribution system may induce purchase in the former 
group, subsidising via applications may be more effective because the application 
is the primary determinant of the value derived. It also offers a superior means of 
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subsidising in the latter case, because surpluses generated by users in developed 
economies can be transferred via the application and access bundle to subsidise 
those in developing economies. Thus, wealth transfers across national borders can 
occur without the need for government intervention.

This gives rise to our third question for regulators and adjudicators.
Question 3. Is zero-rated access to a subset of applications primarily intended 

to increase the number of individuals using the internet?
The purpose of this question is to separate out instances of zero-rating that are 

more likely to lead to positive network effects arising from larger total numbers of 
internet connections from instances that may arise from other motivations—for 
example to change the range and usage of applications by individuals already 
purchasing internet connections.

4.4 Relaxing the constraints: perfect information and no transaction costs

Having considered the implications of relaxing the constraints of product (and 
consumer) homogeneity, we now turn to the assumptions of perfect information 
and zero transaction costs that attend the perfect competition model, and their 
effects on barriers to entry and exit.

Imposing the assumption of consumer homogeneity reduces the amount of 
information available to both ISPs and CAPs to customise their offerings to individual 
consumer preferences. Information that would otherwise have been efficiently sig-
nalled or screened in customised offers can only be obtained subsequently by other 
means—inevitably with higher transaction costs. In the long run, this would seem to 
impose impediments to, rather than incentives for, the development of new applica-
tions and contracting arrangements. That is, banning zero-rating because the prac-
tice may pose entry barriers for new application providers must be balanced against 
the entry barriers that will be created if information about underlying consumer 
heterogeneity that would be efficiently signalled, screened and shared if zero-rating 
proceeds cannot emerge due to regulatory intervention banning the practice.

While banning zero-rating has been justified by the potential for ISPs to raise the 
costs for new application providers, it is equally plausible that banning prevents both 
application developers and ISPs from learning about and creating offers that cater to 
these underlying differences. Thus, existing ISPs and CAPs might prefer the infor-
mation not to be surfaced if in doing so, opportunities were created for new entrants 
to take advantage of consumer heterogeneity to create new offers, attract consumers 
away from the exiting providers and appropriate a disproportionate share of the new 
consumers yet to purchase internet connections. Likewise, existing end users obtain-
ing high surpluses under a single price might be unwilling to share those surpluses 
with new consumers who will participate only with implicit subsidies.

This gives rise to our fourth question for regulators and adjudicators.
Question 4. Who has requested that an instance of zero-rating be investigated?
If the request has come from existing ISPs, then it is plausible that the motiva-

tion may be to foreclose competitive entry by rival ISPs. If it has come from existing 
CAPs, then the motivation may be to foreclose competitive entry by new applica-
tions provides. If it comes from existing end users, then the motivation may be to 
lock in existing surpluses and not have to share them with new or future internet 
consumers. On the other hand, if the request to investigate has come from new or 
potential ISPs or CAPs then the claim that it creates an entry barrier may be cred-
ible. It seems most unlikely that a non-end user would ask for an inquiry about 
the legality of a zero-rating offer that would cost less than the alternative price. 
Similarly, it is also unlikely that a low-valuing existing end user who would be 
better-off using the restricted zero-price offer would request an inquiry.
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4.5 Positive search costs and barriers to entry

In markets with heterogeneous products, consumers with different preferences, 
and information asymmetries that make it costly, if not impossible for consumers 
to identify the attributes of the products or the fit with their preferences before 
they have been consumed, a more appropriate model for analysing interaction is 
monopolistic competition. In this model, within a range of products there will be 
one that will be the best match for a given consumer with given preferences. At any 
given price, this product gives the consumer the highest possible surplus.

However, the consumer cannot identify in advance, which is the best match. Nor 
can the provider accurately identify the best consumers for the offer. The consumer 
can select one offer at random—so long as the surplus from this purchase is not 
negative, the consumer has gained at least some increase in surplus. Where the 
consumer will use a service multiple times (or make multiple purchases), the gain 
from purchasing the same product/service is known. There may be a better match 
available (higher gain) from buying a different product next time—but there is 
also a risk that the different product is a worse match than the existing one. The 
consumer could have had higher surplus if instead the first product had been pur-
chased. There may also be switching, learning and adjustment and other investment 
(transaction) costs associated with each product. Buying from a second supplier 
means a second set of these costs—which is avoided if second and subsequent 
purchases are made from the first supplier. Together, these comprise ‘search costs’ 
(a form of transaction costs). The larger are the search costs, and the smaller is the 
expected benefit of the second product over the first, the less likely it is that the 
consumer will try to find a better match, even though there is definitely a better one 
out there. Thus, high search costs lead to suppliers having some market power over 
their existing customers—akin to monopoly—even though there are many different 
variants of the product—competitors—available for consumers to choose from.

Almost certainly, the markets for internet application adoption and usage are 
monopolistically competitive. Customers make investments in using specific appli-
cations (learning costs, emotional investments, etc.) that make them reluctant to 
try new variants. When a new application enters a market where customer prefer-
ences are already well established, overcoming these high search costs is likely one 
of the most significant barriers faced. The more mature is the application market, 
the more established are these preferences and the harder it will be to overcome 
them. Even if the new product is superior to all others in the market, customers will 
be reluctant to try it, because they do not know that it is better for them until they 
have tried it. If the same price is charged for the new and existing products, the 
new product will attract very few new customers, because of the high search costs 
customers face. In this case, the only way that the new product will attract new 
customers is by charging less than the existing products—that is, undertaking to 
meet the search costs incurred by the customers. For this reason, new products in 
markets exhibiting these characteristics are typically introduced with free trials.

However, if a new internet application is offered free of charge to consumers, because 
the costs are recovered from advertising or other sponsored revenues (e.g., donations, 
tax funding), it is not possible to discount the application cost to encourage switching. 
The only way that potential customers’ search and switching costs can be reduced is by 
reducing the internet access charge. Hence, zero-rating may be the only viable way of 
inducing existing consumers to try a new application. Not being able to offer zero-rating 
thus constitutes an entry barrier to new applications seeking to compete with established 
ones. Just as in question four, it will be existing applications providers, and not new 
entrants, who would prefer that zero-rating not be allowed. However, it is important to 
note that there are two different reasons for coming to this conclusion.
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This gives rise to our fifth question for regulators and adjudicators.
Question 5. Do consumers of the zero-rated application and its rivals make 

payments to applications providers separate from their payments to ISPs?
If the answer to this question is ‘no’, then the party with the most plausible rea-

son to use a zero-rating strategy may be a new entrant. Preventing zero-rating then 
may lead to barriers to entry that protect incumbents. If the answer is “yes’, then the 
situation is more complex, and further investigation is warranted.

5. Conclusion

In sum, therefore, the economic analysis reveals that the strategic motivations for 
using zero-rating are complex, and turn on a wide range of contextual factors, across 
all parts of the internet ecosystem. The five questions posed here tease out some fac-
tors to inform all ecosystem participants, but especially policy-makers and regulators.

The questions both draw upon, and highlight the fact that, the internet ecosys-
tem is as complex, dynamic and adaptive system that defies simplistic definitions, 
and cannot easily be analysed or governed using simple frameworks developed for 
an environment with simple, linear relationships where cash flows closely followed 
product flows. To the extent that the ecosystem closely intertwines the activities of 
ISPs and CAPs with end users, it is no longer sufficient for regulators and competi-
tion authorities to consider zero-rating as solely an activity governed by the strategic 
intentions of ISPs alone. The questions posed in this chapter are not intended to sub-
stitute for detailed case-by-case analysis based upon economic principles of welfare 
maximisation, but rather stand as a complement to the frameworks currently being 
used in regulatory and judicial processes to assess likely harms and benefits.

There is much still to learn about competition and regulation of this complex 
ecosystem, but the questions here go some way to ensuring that scarce resources are 
used to investigate the cases most likely to be welfare harming.
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Chapter

Toward Clarifying Human 
Information Processing by 
Analyzing Big Data: Making 
Criteria for Individual Traits in 
Digital Society
Keiko Tsujioka

Abstract

The purpose of this research is to solve those problems in education by indi-
cating criteria for individual differences of cognitive mechanism when students 
interact using digital devices so that teachers would be able to instruct students 
with appropriate teaching strategies in collaborative learning. From the results of 
experiments for clarifying information processing by analyzing students’ vari-
ous data (Big Data processing), there was a tendency of an interaction comparing 
students’ performance with the first and the second semesters between visual type 
and auditory type.

Keywords: individual differences, human information processing, criteria,  
cognitive schemas, decision-making, personality, prediction of behavior

1. Introduction

About two decades ago, digital instrument has begun to prevail in society, 
and the arrival of peoples’ cognitive revolution has been forecasted [1]. Teachers 
also have begun to concern with the behavior of learners, so-called digital kids or 
students, because the latest technologies and information have been introduced 
one after another at the present field of education. On the other hand, however, 
it is questionable whether those technologies and information are understood 
conveniently.

Practically, it seems difficult for teachers to find out teaching strategies with 
using appropriate digital devices. It is not clear what has changed since the 
digital transformation of society and what are the causes of the change and their 
effects, because the individual differences of cognitive mechanism have not been 
clarified yet.

Accordingly, we have developed the measurements of individual traits concern-
ing with human information processing as a fundamental research so that teachers 
might be able to understand those students more and instruct them appropriately 
depending on the criteria for individual traits.
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The experiments of this system have been conducted under conditions of 
presentations either sound voice or written letters. We have collected and analyzed 
various data, for instance, their replies and response time (decision-making time), 
after their listening or silent reading.

In the practical experiments of collaborative learning which have formed 
depending on students’ individual traits, they have continuously had interactive 
communication among team members, even using text message through learning 
management system (LMS). Consequently, high-stake assessments of students have 
become significantly higher than those of previous students formed by traditional 
methods [2]. On the other hand, we have found that there were differences among 
teams when we have compared their results.

We have checked students’ data concerning learning, for instance, their reports, 
text message among team members for subjects so that we can analyze those data 
with reaction time (decision-making time), and the so-called Big Data processing 
and analysis [3]. The purpose of this Big Data analysis is to clarify the cognitive 
mechanism during learning processes along with the hypothesis from the model of 
human information processing.

With results of Big Data analysis, we have found that there are two types of traits 
(visual type and auditory type) and they have proved the relation between those 
traits of information processing and learning effects in collaborative learning. For 
instance, members of an unsuccessful team have formed by the similar traits of 
information processing (three of four members), in contrast, those of a successful 
team has consisted of different traits.

Therefore, it is supposed that individual traits such as personality and cognitive 
style in terms of information processing might help teachers to make collective 
decisions, for example, instruction and forming team members. Consequently, we 
would like to propose the results of the measurements and analysis as criteria for 
teaching strategies so that teachers can make their decision for forming interactive 
team members from the prediction of students’ behavior.

2. Previous study

We will need to refer to the previous study when we address to find the method 
on how to indicate changing cognitive mechanism caused by transforming to digital 
society. We have become able to communicate each other in real time from distance 
by exchanging mails, text message, and other social network system instead of 
audio media like telephone and videoconference system (Figure 1).

Figure 1. 
Conceptual diagram of paper vs. digital.
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It is supposed from reaction time that it is not the same information processing 
by communication media of sound voice and letters because the different organs 
perceive and input various kinds of information which are not transformed to the 
same digital encoding [4]. Though the same grammar, words, and meaning are 
consisted in one language, they are used by different media: sound voice and letters. 
From aspects of grammar and meaning, they are similar media; it might make their 
features clear when they are compared with decision time which is measured from 
beginning of presenting a short sentence by each media until individual decision-
making of participants, like the comparison of familiarity between them in terms of 
words [5].

With regard to those learning effects, it is reported that comprehension is 
higher in reading the texts aloud than silent reading [6]. Moreover, it is reported the 
experiment, whether participants read letters silently changing them into sound or 
not, has shown that the former cases are better comprehensions than latter ones [7].

There is another question, however, whether this result is always right or not, 
because there are two kinds of orthographic in Japanese case, which are kana 
and kanji (a phonogram and an ideogram) [8, 9]. In the case of an ideogram, we 
understand the meaning as a symbol without changing to sound phonetically. 
From those reasons, it is assumed that the orthography like Japanese kanji might 
bring about individual differences of cognitive style regarding to information 
processing [10].

3. System

3.1 Model of information processing

According to previous study, the model of information processing for one 
short sentence is devised (Figure 2). At first, information about letters con-
sisted of a sentence presented as a subject would be perceived (a: input), and 
then they would be conveyed and processed with a series of letters or a block of 
words in order to be comprehended (b: problem solving). Next, the meaning of 
the information would be decided (c: decision-making); then the result of the 
decision for meaning would be encoded to perception which would be process-
ing next information continuously (d: feedback control). The procedure from 
(a) to (b), (b) to (c), (c) to (d) would be repeatedly until the problem of the 
subject would be solved and selected the answer (h: decision-making) and then 
output it (i).

While those processing might be continued repeatedly, another feedback 
control might transfer the meaning of words from (c) to higher brain functions 

Figure 2. 
Model of human information processing system.
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by image schema (e) in order to confirm existing meaning or concept of those 
words or sentences. When those words or sentences are unknown for subjects, 
they might refer to existing concepts which were constructed by perception of 
other organs, and then their own new concepts would be reconstructed (f) before 
decision-making for meaning of words or sentences (c) and adjusted by feed-
forward control (g).When you are citing sources, the citations should be set in a 
numbered format. All the references given in the list of references should be cited 
in the body of the text. Please set citations in square brackets keeping the below 
points in mind.

3.2 Hypothesis

There would be two types of traits hypothetically, visual type and auditory 
type, from the model of information processing. In the case of visual type, 
information might be mainly processing a circle of (a)→(b)→(c)→(d) repeat-
edly, and then finally decision-making would be done on (h)→(i) processing. On 
the other hand, in the case of auditory type, they might add another processing 
circle of (e)→(f)→(g). In this case, they might be referred to the existed concept 
which has been constructed by auditory information processing. From those 
viewpoints.

Hypothesis 1: In the case of auditory type, letters are supposed to be encoded 
to phonological sound. Consequently, the correlation coefficient between deci-
sion time and the number of words or duration of reading aloud (sound voice 
presentation) might be higher than those of visual type.

Hypothesis 2: The decision time of visual type is faster than those of auditory 
type because the former ones are supposed to not transform words from letters to 
sound.

In the next section, we will prove whether those hypotheses are correct or not by 
experiments.

4. Methods

Questionnaires of personality inventory for a psychological testing (YGPI) have 
been presented one by one as experimental subjects [Appendices 1 and 2]. YGPI 
consisted of 120 questionnaires with one short sentence each. Because of making 
the reliability of the test higher, those questionnaires are presented by reading 
aloud to subjects in order to fixed interval for selecting answers. It is important 
for a coefficient of confidence  that subjects are brought  about replying in time by 
effort because those regulations make their mental state similar.

For that reason, in the case of  testing by paper and pencil, questionnaires of 
YGPI are not presented by written letters, but sound voice. On the other hand, 
in the case of  testing on display, even presenting them by written letters are 
controlled the interval of the same condition as sound voice. Accordingly, when 
we have developed measuring system for cognitive traits of language information 
processing in terms of   written letters, we decided to regulate time of presenting, 
along with each questionnaire by sound voice.

Participants are required to evaluate their behavior in everyday life whether the 
questionnaire is the same or not comparing with those of themselves and chose the 
answer among “yes,” “no,” and “either one” within 3 s after finishing the presenta-
tion of a questionnaire. As an instruction of testing, participants are also required to 
reply quickly without deliberating on making decision in order to prevent from no 
choice within the time.
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4.1 Pilot

4.1.1 Purpose of pilot experiments

The aim of pilot experiments is to find out what have been changed in digital 
society from cognitive aspects in education. Along with this purpose, experiments 
and analysis are planned. In the field of education, we are able to choose media, 
such as sound voice or written letters, using digital materials, for instance, digital 
textbook and electronic blackboard. Accordingly, we have planned experiments 
for two kinds of comparison between sheet (paper)/PC and sound voice/letters.

4.1.2 Experiment 1

(1) Subjects: Three kinds of experiments (presenting questionnaires by sound 
voice and reply on the sheet (OCR), presenting questionnaires by sound voice and 
reply on display, and presenting questionnaires by written letters and reply on dis-
play). (2) Participants: 29 high school students of the first grade (male 13, female 16).

4.1.3 Experiment 2

(1) Subjects: Three kinds of experiments (presenting questionnaires by written 
letters and reply on the sheet (OCR), presenting questionnaires by written letters 
and reply on display, and presenting questionnaires by sound voice and reply on 
display). (2) Participants: 7 university students (male 5, female 2).

4.2 Preliminary experiments

4.2.1 Purpose of preliminary experiments

The purpose of preliminary experiments is to validate reproducibility concern-
ing with the calibration of measuring system, the method of testing, and the results 
of analysis (comparison between visual type and auditory type).

4.2.2 Subjects of preliminary experiment

Under the same quality and conditions, experiments of presenting question-
naires by sound voice or written letters and replying on display have planned twice 
with counterbalance of the order.

4.2.3 Participants

Students of the same university, 28 females of freshmen.

4.2.4 Duration

From January to March in 2015.

4.3 Practical experiment

4.3.1 Purpose of practical experiment

The aim of a practical experiment is to examine the validity of criteria for traits 
of cognitive style in terms of information processing.
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4.3.2 Participants

Students of the same university, 98 females of freshmen.

4.3.3 Method

Before starting classes, two kinds of testing, sound voice and letters, have been 
planned along with the method of preliminary experiments. The members of teams 
will be decided for collaborative learning depending on their personality which is 
measured by sound voice experiment. The observations in class will be recorded on 
their learning process. The interaction on LMS among members of their team will 
be also observed and recorded. The other data, for instance, results of performance 
(high-stake assessments) and reports (low-stake assessments), decision time of 
YGPI, and so on, will be gathered.

4.3.4 Duration

From April in 2015 to March in 2016.

4.4 Methods of analysis

The purpose of these analyses is to make traits of cognitive type in terms of 
information processing clear by comparing correlation between the number of 
words and duration of presenting sound voice (Table 1) and decision time.

4.4.1 Pilot

Each average of decision time will be calculated for every number of words; 
those figures will be shown by graphs. Next, different media such as paper, digital, 
sound voice, and letters have been compared.

4.4.2 Preliminary experiments

Each average of decision time will be calculated for every number of words; 
those figures will be shown by graphs. Next, it will be compared by the same media 
between first and second experiment. And then, it will compare the strength of 
correlations and variance by standard deviations.

The criteria, which are decided by the correlation coefficient between duration 
of presenting sound voice and decision time (Table 2), will decide the type—
whether visual or auditory. Then, the decision time will be compared between those 
two types.

Table 1. 
The number of words and its frequency and duration.
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4.4.3 Practical experiments

After gathering data of 98 participants by measuring decision time, they will be  
divided into visual or auditory type depending on the criteria which is decided by 
the preliminary experiment.

And then, whether this criteria of two types are verified or not by comparing  
results of decision time between preliminary and practical experiments.

Moreover, the results of students’ performance practically will be compared by  
two types between first and second semesters.

5. Results

5.1 Results of pilot

1. Comparison between digital and paper materials
The average of decision time by digital was faster than those of paper 

(Figures 3 and 4), and the correlations with the number of words of digital were 
stronger than those of paper (Tables 2 and 3).

Table 2. 
Correlation coefficient (pilot experiments 1).

Figure 3. 
Comparison of decision time during testing with paper or digital presented questionnaires by sound voice 
(paper or display) and leteers on display.
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2. Comparison between sound voice and letters media

The average of decision time of sound voice presentation was longer than those 
of letters (Figure 4).

5.2 Results of preliminary experiment

1. Verifying reproducibility
From the results of presentation by sound voice, there were no differences 

observed in terms of the average of decision time for each number of words 
between first and second experiment, in addition to correlation coefficient and 
dispersion (Figures 5 and 6). In the case of letter presentation, the results of 
comparison between the first and the second experiment were similar to those of 
sound voice, but the second average of decision time was faster than the first ones 
(Figure 6).

It is supposed the dispersion of decision time of letter presentation is larger and 
caused individual differences when comparing with sound voice presentation.

2. Comparison between visual and auditory type
There was no difference between visual and auditory type regarding the average 

of decision time and correlation coefficients (Figure 7).

Table 3. 
Correlation coefficient (pilot experiments 2).

Figure 4. 
Comparison of decision time during testing with paper and digital presented quessionnaires by letters on paper 
or display and sound voice with digital.
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Figure 5. 
Comparison of decision time between the first and the second by sound voice.

Figure 6. 
Comparison of decision time between the first and the second by letters.

Figure 7. 
Comparison of decision time between visual and auditory type by sound voice.
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In the presentation of letter case, the average of decision time for visual type was 
faster than auditory type (Figure 8, Table 4).

Figure 8. 
Comparison of decision time between visual and auditory type presented by letters.

Table 4. 
Criteria of cognitive style for information processing.

Figure 9. 
Comparison of decision time between visual and auditory type presented by sound voice (practical 
experiment).
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Because there were observed similar results between the first and the second 
experiment, it is supposed the reproducibility of measurements, method of analy-
sis, and the criteria are verified.

5.3 Results of practical experiment

There were 12 students of visual type and 31 students of auditory type, accord-
ing to the criteria of cognitive type in terms of information processing. There were 
no differences of the results in sound voice presentation between types regarding to 
the average of decision time depending on the number of words (Figure 9). In con-
trast, there were differences of the results in letter presentation between two types, 
regarding the average of decision time and the strength of correlation between 
decision time and the number of words (Figure 10). The tendency of a reciproca-
tion between visual and auditory type concerning with the results of students’ 
performance between the first and the second semester (Figure 11) was observed.

Figure 10. 
Comparison of decision time between visual and auditory type presented by letters (practical experiment).

Figure 11. 
Comparison of students’ performance the first and second semester between visual and auditory type.
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6. Discussion

6.1 What has been changed in digital society?

We have implemented the comparative experiments comparing paper and digi-
tal materials based on model of information processing (Figure 2). The results of 
measurements of individual decision time by digital materials were observed faster 
than those of paper. It was supposed to be caused more strongly by time constraints 
of digital materials than paper ones. In other words, it seems that the periods of 
time for decision-making were more unrestricted in condition of paper materials 
than digital ones. In the paper material case, participants were free to fill in their 
answers on sheets after the next presentation of questionnaire has been begun; on 
the other hand, in the digital material case, the display has already moved to the 
next page; then they were not able to reply their previous answer. From this reason, 
it was supposed the decision time by paper materials is longer than digital ones.

Especially in the presentation of letter case, participants were free to read silent 
questionnaires on the sheet freely, and then their decision time has become longer 
than others. In the PC case, each questionnaire is presented on display, and when 
the next questionnaire is presented, the display is moved to the next page at the 
same time by automatic migration from the program. From those reasons, in the 
letter presentation case, participants are not allowed to read previous question-
naires again after the display moved to the next page. It seems that the correlation 
between decision time and the number of words in digital materials case becomes 
higher than those of paper.

Through the basis of these results, there is more strict time in the digital mate-
rial case, and this condition might have effects on decision time. In other words, 
participants might have been affected on their mental state in the digital material 
condition because they might feel that they need to decide strictly faster than paper 
ones. From those results, time bar has been added on display so that participants 
can feel more comfortable reducing their anxiety.

6.2 Toward clarifying information processing

Preliminary experiments have been conducted to examine the reproducibility 
for calibration of measurements toward a practical experiment. It is supposed that 
the reproducibility has been recognized because there were little differences in 
results regarding to the average of decision time between the first and the second 
experiments. The correlation coefficient of decision time with period of reading 
aloud (presented questionnaires by sound voice), comparing  between Experiment 
1 and Experiment 2, were similar without significantly differences. Concerning 
with the standard deviation of decision time, the case of letter presentation has 
been larger than sound voice case. It means that there exist individual differences in 
traits of cognitive style regarding to information processing.

Accordingly, the criteria of visual and auditory type have been decided provi-
sionally by measurement of decision time depending on correlation coefficients 
with duration of sound voice presentation time. The results of the examination 
showed that there were no differences of decision time of sound voice presentation; 
on the other hand, in the case of letter presentation, the average of decision time for 
visual type is significantly faster than those of auditory type. Moreover, in the case 
of auditory type, the correlation coefficients between decision time and duration of 
sound voice presentation have been higher than visual type. For those results, it is 
supposed the hypothesis by the model of information processing is examined and 
proved (Figure 2).
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6.3 Effects of changing

Those results of preliminary experiments have proved the validity by practi-
cal experiments with 98 participants (Figures 9 and 10). The indicator of learn-
ing effectiveness by high-stake assessment on their performance has shown the 
tendency of two-factor interaction between visual type and auditory type. From 
the interpretation on the model of information processing (Figure 2), it is sup-
posed that there might be more opportunities for auditory type to reconstruct 
their concepts from various information when they are learning than visual type.

6.4 Teaching strategies

We have studied about the optimization of forming team members (collective 
decision-making) by personality (individual decision-making) as teaching strate-
gies [11]. In this case, it is presumed that the learning effect has been improved 
by interactive communication among team members smoothly, comparing with 
traditional method of team forming which had decided by order of a student num-
ber. On the other hand, when the team members were decided by their personality 
in order to improve their performance in practical class, there were successful or 
unsuccessful teams. Looking at cognitive types, the latter has involved the same 
type of traits (three of four) with regard to the information processing but not per-
sonality. From this viewpoint, it is suggested that the method of optimization of 
forming team members might have been better with criteria for traits of cognitive 
type in terms of information processing in order to improve learning effectiveness.

7. Conclusion

In this paper, we have conducted experiments toward clarifying human infor-
mation processing and examined the influence of digital materials in education. 
Moreover, the criteria for individual differences of information processing have 
indicated the impact on learning effectiveness. Consequently, the criteria of 
students’ individual traits might help teachers make their plans, such as teaching 
strategies. It is also supposed that the appropriateness has been proved by the 
results of analyzing various data concerning with learning, for instance, stu-
dents’ performance, reports, and observation in class. On the whole:

1. What have been changed by digital materials, and what are the causes and how 
the effects have prevailed?

In education, the materials have been transformed from paper to digital. From 
the results of our research, it is suggested that the time limitation of digital materi-
als might be strict more strongly than paper and it might have caused their anxiety 
for learners carrying their mental baggage.

2. There have been increasing opportunities of communication by text media like 
SNS in real time.

From the results of those experiments, it is assumed that the learning by digi-
tal materials with texts might have been caused by clearing individual differences 
of cognitive style concerning with information processing and effect on learning.

3. From the results of Big Data analyzing, it was assumed that the criteria for 
traits of cognitive style in terms of information processing by letters might 
suggest teaching strategies.
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Chapter

Evaluating Information 
Technology Strategic Planning 
Process: Lesson Learnt from 
Bruneian Small Businesses
Afzaal H. Seyal

Abstract

The chapter investigates the 85 small and medium organizations in Brunei 
Darussalam within the context of information technology (IT) strategic planning 
process. The study results reveal that although the surveyed Bruneian SMEs are 
familiar with IT strategy basic methods, however, the use of any of the basic IT 
strategic development process is at the grassroot level. The results further found 
that only three methods have indirect influence on IT strategy development such as 
critical success factors, transaction cost, and balanced scorecard. Conclusion from 
these findings further suggests that no statistical difference exists among SMEs on 
the basis of organization size and industry sector. These findings are useful for both 
the researchers and practitioners. For researchers, it helps in building a theoretical 
foundation in developing the repository of organizational use of IT strategy basic 
methods and for practitioners to gauge the performance of SMEs in relation with 
developing IT strategy basic methods in designing the relevant policies.

Keywords: IT strategy, strategic planning methods, small and medium enterprises, 
Brunei Darussalam

1. Introduction

The adoption of Information Technology among business organizations have 
entered the maturity stage especially with the advent of Web-based developments, 
new opportunities have been brought into the organizational functions and busi-
ness processes that has enabled them to meet the market demands and to sustain 
their capacity building. However these latest trends and changes in technology 
have brought several challenges to the businesses especially to the SMEs who are 
overloaded with global competition, economic downturn, and fierce competition 
in changing customers’ demands that has pushed these SMEs to reengineer their 
business processes. Such challenges demand effective capabilities and competitive 
solutions. The business organizations started using information technology as a tool 
to get strategic and competitive advantages. The organizations started using their 
resources strategically so as to reduce the cost and gain more profit and become 
productive in customer relationship. To achieve these strategic options, organiza-
tions started deploying various strategic planning processes. While the benefits of 
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adopting strategy as a tool to get the business gains among the big businesses became 
viable, the SMEs started adopting the similar practices coupled with the Internet 
technologies, new business approaches like e-business and e-commerce soon became 
familiar and being widely used across the globe. Information Systems are linked 
with business strategy, management skills, and decision-making to enhance the 
competitive advantage to achieve the overall organizational success [1]. Researchers 
have focused on the process of strategic information systems planning (SISP) since 
the 1970s [1, 2]. SISP further help business to innovate, create new products, reduce 
cost, and enhance relationship with customers [3, 4]. Unfortunately, majority of 
SMEs could not be successful in their business endeavors, mainly due to the reasons 
that these small businesses are not exploiting their full resources mainly due to 
lack of strategic planning process. This situation continues to exist in almost all the 
economies especially in the developing countries. A right choice for SMEs to meet 
these market-driven forces is to increase using ICT to significantly improve their 
competitive capabilities [5].

In their study, Bhagwat and Sharma [5] stated that IT has a vital role in an organi-
zation’s sustainability and growth. This further supports the study that found impact 
of IT usage on organizational performance is positively related [6]. Azyabi [7] 
studied IT/IS strategy development among Australian SMEs and that has provided 
the basic motivation to conduct the study in Brunei. Secondly, up to our knowledge, 
no prior research was undertaken in Brunei focusing SMEs from IT strategic devel-
opment point of view. On these rationales, this pioneering study was conducted to 
investigate the main strategic issues of Bruneian SMEs with two basic objectives:

1. To find out the extent to which the SMEs are using or familiar with IT strategy 
development methods

2. To investigate the difference in the use of basic strategy development method 
on the basis of organization size (small or medium) and industry sector 
(manufacturing and non-manufacturing).

1.1 Role of the SMEs for nation’s economy and importance of IT strategy to SMEs

The SMEs are considered as a major backbone for the national economy especially 
in the developing nations. It is true to the Bruneian business environments as well. 
The first report on Bruneian SMEs [8] has recommended the enhanced use of infor-
mation technology to gear up a task of improving SME functionality for the overall 
economic development. The report has highlighted the slow diffusion of technology 
and has further recommended the strategic directions in adopting new technology. In 
their study, they not only considered the adoption of new technologies as a strategic 
issue but also rated the adoption of new technologies as number 9th critical success 
factor out of 11 that would be contributing toward the success of SMEs.

In the past, most of the researchers [9–11] have suggested that SMEs have the 
following characteristics: small management team, strong owner influence, cen-
tralized power and control, lack of specialist staff, multifunctional management, 
lack of control over business environment, limited market share, short-term 
strategic planning, low employee turnover, and reluctance to take risks. Some 
other studies [11–13] suggested that most SMEs avoid sophisticated software and 
applications, lack necessary expertise to fully utilize the benefits of technological 
innovations, and associate their ongoing success with vendor support and vendor 
expertise.

While discussing the strategic planning among SMEs, we should consider both 
the dimensions of strategic planning process: (1) strategic planning process to gauge 
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and monitor the performance of SMEs and (2) strategic information technology 
planning (SITP) process that includes the planning process for the IT resources. 
However, in its own context, the term is interrelated as some organizations consider 
it as one process, whereas other SMEs deploy strategic planning process at the outset 
and then continue it with SITP. The strategic planning on the performance of SMEs 
has been discussed extensively in theory and in literature [14–16]. Strategic plan-
ning is concerned with the establishment of long-term organizational objectives and 
the development and implementation of plans to achieve them to further improve 
the organizational performance [16]. In other words, SMEs not only make long-term 
planning but also systematically plan at operational level to evaluate both internal 
(within organization) and external (competitive environments) factors [17].

The focus of this study is not to examine overall strategic planning practices 
in SMEs but from the Information Technology Strategic Planning (ITSP) process, 
in particular. Thus examining and evaluating ITSP not only lead to the firms’ 
performance but to find an answer as how the capacity building of the firm in the 
competitive environment is sustained. Literature provides the full support that 
most importantly SMEs engage in strategic planning process is less likely to fail 
[16, 18, 19]. In addition to the above discussion, we should consider the changing 
business dynamics with the advent of the Internet and Web services including the 
m-services. These emerging trends have imposed new challenges and change the 
strategic planning process henceforth.

1.1.1 The Bruneian context

The study focus solely on SMEs located in Brunei Darussalam—small island 
in South China Sea located at the equator between Singapore and Malaysia with 
a small population of 0.4 million1. About 57% of the population is aged from 20 
to 54 years old. The country is ruled by 29th Sultan of Brunei His Majesty Sultan 
Hassan-ul Bolkiah—the most visionary leader. The country is economically rich 
with main industry of petroleum and petrochemical based with total GDP of 
11,96 billion USD in 2016 with per capita GDP of $76,700 in 2017. The unemploy-
ment rate remained 6.9% in 2017 (http://www.theodora.com/wfbcurrent/brunei/
brunei_economy.html). The government has been encouraging economic diver-
sification mainly into business service, financial service, hospitality and tourism, 
transport and logistics, and manufacturing primary resources. The diversifica-
tion is aimed to provide business opportunities for SMEs. Brunei is made up of 
microenterprises, small and medium enterprises at the percentage of 52, 44, and 
3%, respectively, of the registered business. Majority of SMEs are in wholesale and 
trading businesses with the inclusion of service-based SMEs. The primary resources 
sector, Islamic financial market, and halal market have been identified as key 
growth area for local SMEs. The government provides various forms of assistance 
such as financing entrepreneurial development, investment incentive, technology 
transfer, infrastructure, and various other facilities. The SMEs development plans 
are in accordance with the national long-term plan at the Principles of Asia-Pacific 
Economic Council (APEC). APEC identified five major priority accesses for the 
development of SMEs: human resource development, information access, technol-
ogy and technology sharing, and financing and market access.

In Brunei, only 8% of total private sector business establishments fall in the 
category of large businesses including foreign banks, shipping and insurance 
companies and Brunei Shell Petroleum, and its various subsidiaries. The remaining 
92% covers the SMEs that also fulfill the 74% of nation’s employment needs (www.

1 All the statistical data about Brunei was extracted from http://www.heritage.org/index/country/brunei
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bsmenet.com). The Bruneian SMEs are facing the same problems of not doing their 
business strategically in order to get the competitive advantage [20].

Because of the relative importance of the SMEs within the context of Bruneian 
business, it is very important to agree on the definition of SMEs, as contribution of 
SMEs may be estimated only on the basis of what definition for SMEs is accepted in 
a country. For simplicity, we stick to the definition of Yap et al. [13] for this study. 
Accordingly, they defined small organizations having 50 or less employees and 
medium-sized organizations having employees size from 51 to 250.

1.1.2 Strategic planning process among SMEs

While discussing the strategic planning among SMEs, we should consider both 
dimensions of strategic planning such as (1) strategic planning on the performance 
of SMEs and SISP among SMEs. However, both are interrelated; if the SMEs deploy 
strategic planning process at the outset then, there is a strong possibility that these 
SMEs will use the SISP. The strategic planning on the performance of SMEs has been 
extensively discussed in the theory and prior literature [13–16]. Strategic planning 
is concerned with the establishment of long-term organizational objectives and the 
development and implementation of plan to achieve them in order to improve the 
performance of an organization and to set up the directions by developing policy mea-
sures [15]. In other words, SMEs must have long-term plans as well operational plans 
to evaluate both external and internal factors [18, 19]. Since the focus of this study is to 
highlight the SISP in SMEs so that we can find an answer by doing this, how capacity 
building of these firms in the competitive environments can further be achieved?

Within the context of SMEs, we need to discuss the different views for the 
strategy; it can be acknowledged that it is difficult to come up with one single 
definition for the strategy concept. There are various definitions such as Seth and 
Thomas [21] who defined strategy as a plan that aligns the enterprise aims, pro-
cess, and policies toward achieving better allocation for organizational resources. 
Andrews [22] provided another definition: “Strategy is a plan for the control and 
utilization of organizational resources to achieve desired corporate goals (e.g. gain 
market share, image) and gain advantage over competitors.” Similarly, Gibcus and 
Kemp [23] defined strategy as a “coordinated plan that gives the outlines for deci-
sions and activities of a firm and is focused on the application of the resources that 
a company has, and the disposal of these resources thus enabling the firm to achieve 
its own goals.” For this research, the term strategy is defined as follows: a plan that is 
intended to provide the organization with better resources’ control and utilization 
and competitive advantage. Finally, the terms IT and IS are two separate terms but 
are often used interchangeably. For the purpose of this study, we use the term “IT” 
to represent both IT and IS and IT strategy as “a plan for controlling, using, and 
utilizing IT/IS resources to gain competitive advantage over rivals.”

IT can help organizations in leveraging competence and increasing the competi-
tive advantage. It assists organizations in achieving their strategic and operational 
goals [24], and thus IT/IS is considered to be a significant factor for SMEs’ success. 
However, IT/IS needs to be managed effectively to achieve these benefits. According 
to Earl [25], IT strategy provides organizations with the most important systems that 
contribute to competitive advantage. These systems could be internal systems which 
aim to improve efficiency and effectiveness of business operations or external sys-
tems. Earl [25] summarizes the objectives and importance of IT strategy in these ben-
efits: facilitating alignment of IT investments with organization objectives, managing 
IT resources in an efficient and effective way, and establishing IT architectures and 
policies in the organization. Blili and Raymond [6] point out that those SMEs have to 
look for long-term advantage from information systems and they should recognize 
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the significance of the right investment decisions. They link the strategic planning 
for information systems with an organization’s survival. They also consider the rapid 
change in technology as a motivator for having effective strategic planning for IT.

Some studies [26–28] found that about 75, 76, and 80% organizations engage 
in strategic IT planning, but strategic IT plans were not implemented extensively. 
Lederer and Sethi [29] found that only 24% of the projects in the strategic IT plans 
had been initiated more than 2 years into the implementation stage. Gottschalk 
[30] in his study of four Norwegian organizations found that 42% of the projects 
in the formal IT strategy had been implemented after 5 years. Ward and Griffiths 
[31] found that despite a belief in its importance in the past decade, many organiza-
tions have developed perfectly sound IT strategies that had been left to gather dust. 
Similarly, Falconer and Hodgett [32] in their Australian survey found that propor-
tion claiming to undertake strategic IT planning ranged from 58% in large organiza-
tions to 29% in medium-sized organizations and only 19% in small organizations.

Based on the above discussion, it can be shown that SMEs are a significant factor 
for a country’s economy that can be safely be marked as an engine of growth for the 
nation’s economic development. However, SMEs are facing many competitive and 
environmental problems. One of the creative and effective solutions for these prob-
lems is using IT in an appropriate way. However, formulating IT strategy, which 
is driven by business strategy and objectives, could provide a smart and efficient 
use of IT resources in SMEs. Recognizing this, it appears that formal approaches 
to developing IT strategy would benefit SMEs. In the next section, we review the 
previous literature to establish a link with this study.

2. Review of literature

Literature is full of studies that has not only highlighted the various IT strategies 
that are applied and used among SMEs [25, 31, 32, 39, 40] but also included stud-
ies that highlighted the benefits of having IT strategic methods [7, 25] and studies 
focusing on the barriers to IT strategy development [7, 51]. At the outset, review 
of the literature was examined from more general studies focusing on the impact 
of the strategic IT processes on the organizations to the specific studies that has 
provided a base for this study.

The past several studies were conducted to find out the strategic role of infor-
mation systems and the impact it brought to the businesses. Pyburn [33] con-
ducted an exploratory study that involved IS managers and top management. He 
noted that following factors are very critical in influencing the success or failure of 
SISP, namely, (1) perceived success of the IS manager, (2) volatility of the busi-
ness, (3) complexity of the IS environment, (4) IS managers’ and top management 
personality, and (5) physical proximity of the IS manager to the senior managers. 
Pyburn’s work was basically focusing on top management as a determining factor 
for SISP success, but he ignored several important aspects such as techniques, 
processes, and implementation issues. Sexton and Van Auken [34] found in their 
longitudinal analysis that survival rates of SMEs which apply formal strategic 
planning process are higher. Several other researchers emphasized the success of 
SISP among SMEs is related to the managers [15, 35]. Some others studies [36, 37] 
focused solely on managers’ characteristics and their impact on strategy develop-
ment. However, the generalization of these studies is limited to owners/managers’ 
characteristics. Similarly, King and Teo [38] suggested various factors that need to 
be understood such as management commitment and impact on firm performance, 
return of investment, and increased market share. Researchers like Peppard 
et al. [39] and Maharaj and Brown [40] suggested supporting organizations in 



Strategy and Behaviors in the Digital Economy

6

determining potential opportunities to deploy Information Systems (IS) with great 
competitiveness. The organizations such as SMEs should deploy IS in certain phase 
such as strategic awareness, situation analysis, and strategic conception to strategic 
formularization to strategy implementation leading toward change management 
action plan to finally evaluating the strategic plan.

The trend in SISP got its first turn with the first version of the Nolan stages that 
appeared in 1979 [41] and explained the dynamics of increasingly vital production 
factor called the information technology. His theory provided a widespread frame-
work of development of IT in organization. Jackson [42] studied several strategy 
concepts to find out the best practice and how companies are best organized for 
competitive advantages through IT. In addition to it, several approaches were con-
sidered such as suggested Earl’s five approaches [43, 44] and Segars’s [44] rational 
adoption of the strategic IS planning process with the SISP success. Earl [43] classi-
fied SISP experience with five categories if SISP approaches: (1) business led,  
(2) method driven, (3) administrative, (4) technological, and (5) organizational. His 
findings suggest that each of the five distinct approaches have a different likelihood 
of success with the “organizational” approach being the most effective and “method 
driven” the least effective approach. Segars [44] conducted an empirical study of 
over 250 top IS executives to investigate the issue of design dimensions of planning 
systems and the influence of internal (within system) and external (system and 
context) coalignment on SISP. The findings suggested that SISP is multidimensional 
concepts and strategic planning systems that exhibits high level of comprehensive-
ness, high level of formalization, control focus, top-down planning flow, and high 
level of participation and consistency that are directly associated with SISP success 
and termed this approach as rational adoption.

Miller and Cardinal [45] claim that strategic planning provides better results 
than non-planning. Ward and Peppard [46] stressed on the reconciliation of the 
IT and business to improve competitive advantage. Bergeron et al. [47] studied 
two well-known planning methodologies: Porter’s [48] value chain and Wiseman’s 
[49] strategic thrust for identifying IT opportunities from a competitive advantage 
perspective. The result indicated that while there were overall similarities between the 
two methodologies, however, Wiseman strategic thrust framework is more applicable 
for organization in unstable environments. Gottschalk [50] stressed on the need for 
improved implementation of IT, failure to do could lead to lost opportunities, non-
fulfillment of the objectives, and problems in future planning. He suggested under-
standing the link between strategic plan and implementation within the organization. 
Jantan and Srinivasaraghavan [51] studied the IT deployment process and competitive 
advantages among 81 Malaysian business organizations and confirmed that strategic 
deployment of IT does affect the level of competitive advantage among the organiza-
tion. Factors such as good technology management, innovation culture, and strategic 
planning and training were found to influence on the organizational competitiveness.

Gordon and Gordon [52] conducted a pilot study of eight Fortune 500 manufac-
turing companies to find out the interaction between IT and business units as a key 
to success. Bergeron et al. [53] studied 110 small enterprises and suggested a contin-
gency model based on the notion of “fit” between the organization’s management 
of IT, its environment, strategy, and structure that has brought a significant differ-
ence. Allen and Helms [54] suggested linking strategic practices and organizational 
performance to Porter’s [55] generic strategy. He provided a list of critical strategic 
practices that are significantly associated with the organizational performance 
for each of Porter’s generic strategies: differentiation, focus differentiation, cost 
leadership, and focus cost. In addition, a number of other studies like Ghobadian 
and O′ Regan [35] and Gunther and Menzel [37] focused on specific industry 
sectors. They concluded that SISP practices are influenced by the industry types. 
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Whereas some studies like Sharma [56] and Adendorff et al. [57] are limited to a 
single-case study. There is no surprise that several studies in strategic planning were 
conducted in developed world like UK-based study of Ghobadian and O′ Regan [35] 
and Pemberton and Stonehouse [58]. Gunther and Menzel [37] studied in Germany 
and Polatoglu [59] studied in Turkey. However, the results of these studies are 
not related to the developing countries because of various economics, social, and 
cultural differences. Majama et al. [60] conducted a study among Botswana’s SMEs 
and found that strategic planning efforts do exists within SMEs, but most of these 
firms engage in strategic planning activities to a limited extent. The study focused 
on barriers of not doing the SISP in form of owners/managers’ limited knowledge of 
strategic planning. Results show that some of these SMEs do not plan because of the 
size of the business. Some of these SMEs admitted of not having any final business 
decision-making process leading toward poor or no planning at all.

We now examine the specific studies that have provided a framework for this 
study. Earl [25] provided a classification for IT strategy models which he called 
“framework of frameworks.” It includes three main categories of frameworks:  
(1) Awareness frameworks which include three subsets of frameworks: refocusing 
frameworks, impact models, and scoping models (2) Opportunity frameworks 
which include four subsets of frameworks: systems analysis frameworks, applica-
tion search methods, technology fit frameworks, and business strategy frameworks 
(3) Positioning frameworks which include three subsets of frameworks: scaling 
frameworks, spatial frameworks, and temporal frameworks Earl [25] provided 
examples for each subset. These examples were investigated by Levy et al. [61] in the 
UK context to find out their applicability to SMEs. The results of that study are as 
follows: The awareness frameworks are of value for SMEs because they enable them 
to understand their environment. This will help SMEs to set their business goals 
effectively and to decide the changes required to achieve these goals. Examples for this 
category are the strategic opportunities framework, Porter’s generic strategies, and 
information intensity matrix. In the opportunity frameworks, the systems analysis 
frameworks and business strategy frameworks are very useful for SMEs. On the other 
hand, application search methods and technology fit frameworks are less useful for 
SMEs because they depend on extracting information from business strategy which 
may not always exist. The example given of a business strategy framework is Porter’s 
five competitive forces model; the example of a systems analysis framework is Porter’s 
value chain; and the example of application search methods is customer resource life 
cycle. The positioning frameworks are the least applicable frameworks for SMEs, 
except scaling frameworks which help to identify the role of information systems 
in SMEs. The examples given for scaling frameworks are the Strategic Information 
Systems Grid, sector information management grid, and stages of growth models.

In addition to these studies, Blili and Raymond [6] proposed two main 
approaches for the IT strategic planning: top-down and bottom-up. They stated that 
the first approach is more suitable for SMEs because it reflects the importance of IT 
in the view of top management. They developed information systems strategy (ISS) 
model for IT strategy, and this model consists of various IT basic methods. In their 
proposed model, they suggested that Critical Success Factors (CSFs) method to be 
used to analyze the priority and significance of the business activities which lead 
SMEs to the high performance. They recommended that CSFs should be combined 
with Porter’s value chain and transaction cost method.

Similarly, Levy and Powell [62] built on the ISS model of Blili and Raymond 
[6] in SMEs. The new model consists of three stages: business context, business 
process, and strategic content. Each stage includes objectives to be achieved through 
some basic methods. The business context analysis helps a business to define three 
main aspects: the business strategy and objectives, the business environment, and 
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No. Basic IT strategy methods Literature sources

1 Strategic opportunities framework Levy et al. [61], Benjamin et al. [63]

2 Porter’s generic strategies Levy et al. [61]

3 Information intensity matrix Levy et al. [61], Levy and Powell [62]

4 Porter’s value chain Blili and Raymond [6], Levy et al. [61], 
Levy and Powell [62]

5 Customer resource life cycle Levy et al. [61]

6 Porter’s five competitive forces model Levy et al. [61]

7 Sector information management grid Levy et al. [61]

8 Strategic information systems grid Levy et al. [61], Levy and Powell [62]

9 stages of growth models Levy et al. [61]

10 Balanced scorecard Levy and Powell [62]

11 Transaction cost Blili and Raymond [6]

12 PESTEL Levy and Powell [62]

13 Strategic Options Development and 
Analysis (SODA)

Salas et al. [63]

14 Soft systems methodology Levy and Powell [62]

15 3D model of IS success Levy and Powell [62]

16 Critical success factors (2000) Blili and Raymond [6], Levy and Powell 
[62]

17 MIT’90 Levy and Powell [62]

Table 1. 
IT strategy basic development methods.

the competitive environment. These three analyses can be performed by some basic 
methods such as CSFs, PESTEL, balanced scorecard, and information intensity 
matrix. The business process analysis is concerned with three aspects: determin-
ing the processes that add value for the business, reviewing if the organization is 
using the appropriate IT to perform the core processes, and finally, analyzing the 
organization’s current IT tools and functions. These analyses are to be accomplished 
through some basic methods such as value chain method, Strategic Information 
Systems Grid, and soft systems methodology (SSM). The strategic content analysis 
aims to provide recognition for the required IT that can satisfy the organization’s 
objectives. They suggested such techniques as MIT’90 and the 3D model of infor-
mation systems success for this purpose.

Salas et al. [63] within the Australian context provided an approach to IT strat-
egy development that was based on the Blili and Raymond’s [6] work. The model 
consists of two complementary views: top-down which is done by top manage-
ment to identify the business objectives and environment and bottom-up which 
is done by operational managers to analyze the major processes. Both views are 
targeted to specify the required IT to fulfill the business objectives. They adapted 
the Strategic Options Development and Analysis (SODA) model to perform 
the top-down view and business process analysis and modeling to perform the 
bottom-up tasks. Table 1 list IT strategy basic development methods that have 
been used to form the models discussed.

Azyabi [7] conducted a study of 34 SMEs in the Victorian State of Australia 
that used IT strategic development methods, perceived benefits, and encountered 
barriers, as pointed out in the previous section and motivated to conduct this study 
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in Brunei, and found that only three methods are found to have indirect influence 
on IT strategy development: critical success factors, transaction cost, and balanced 
scorecard. The major benefits include achievement of organizational efficiency, 
facilitating alignment between business and IT strategies, and improving orga-
nizational performance. The most significant barriers to develop IT strategy are 
financial and human resources limitation and lack of time and focus on day-to-day 
operations. The results further reveal that small-sized enterprises are less familiar 
with critical success factors and transaction cost than the medium-sized enter-
prises. However, there is no difference among manufacturing and service organiza-
tions in facilitating alignment between business and IT and obtaining competitive 
advantages. Small-sized enterprises experience bottleneck and barriers through lack 
of relevant IT experience and lack of time and focus on day-to-day operation than 
medium-sized organizations.

Azyabi [7] research has some weaknesses in the form of small sample size and 
generalizability; however, it is unique in the Asia-Pacific region and has further 
provided a source of motivation to conduct a similar study within the context 
of Southeast Asia. In fact from the review of the literature, it was found that 
researchers have conducted the studies from various dimensions, and no consis-
tent pattern could therefore be applied leading toward a big research gap in the 
literature. As mentioned, most of these studies were conducted in the Western 
worlds, and the findings might or might not be applicable to this part of the globe. 
Up to our knowledge, no such study has focused on the multidimensional aspect of 
the strategic IT development process, benefits of using, and barriers of not using 
the strategic development process within Southeast Asian perspective. There is 
another gap that exists within Southeast Asian perspective, and the present study 
could fill in the research gap. Although the business environment and business vol-
ume among Bruneian SMEs are very different than their Australian counterparts, 
however by conducting this study, we would be able to find empirical evidence as 
how one of the Southeast Asian economies and strategic business development 
approach is different. The findings may further be utilized to generalize among 
other Southeast Asian context.

3. Methodology

3.1 The instrument

The purpose of this study was purely descriptive in nature. Creswell [64] 
suggested that descriptive research is to collect data about an existing situation 
or issue. Yin [65] suggested that survey is an appropriate method for descriptive 
research. In the light of the above cited discussion, a questionnaire adapted after 
an Australian study [7] was used for this study. The questionnaire consists of two 
parts, starting with Section A that collects information on the demographical data 
about the respondents, organizations, and IT functions. Section B collects infor-
mation about the IT strategy development methods. Section B is further divided 
into four parts: collecting information about awareness framework, opportunity 
frameworks, positioning frameworks, and other frameworks. The data is collected 
on five-point Likert scale starting with 1 as “fully used,” 2 as “partially used,” 3 as 
“familiar and has indirect influence,” 4 as “familiar but not used,” and finally, 5 
as “unfamiliar.” So their final mean values of less than 3.00 mean either fully or 
partially used, and mean values around 3.00 indicate familiar but indirect effect, 
and finally, mean values of above 4 indicate either not used or unfamiliar with the 
strategic development.
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3.2 Instrument validity and instrument reliability

There are several types of validity measures such as face validity and con-
struct validity. Campbell and Fiske [66] propose two types of validity: conver-
gent and discriminating validity. Convergent validity is measured by average 
variance extracted for each construct during the reliability analysis that should 
be 0.5 (50%) or better. Table 2 shows the reliability values for the various con-
structs with variance extracted, and all the values are above 50%, thus providing 
a sufficient evidence of convergent validity. Similarly, Cronbach’s α [67] for 
the constructs ranging from 0.80 to 0.90 further indicate a sufficient level of 
reliability. In general results show that both validity and reliability requirements 
are met.

3.3 The sample

A questionnaire was sent to 129 SMEs according to a random sampling plan. The 
SMEs were selected from a key business directory of Brunei (www.goldpages.com). 
Out of these 127 organizations, 70 organizations responded, and responses from 67 
organizations were retained as they were filled by the top management; three were 
dropped because of the fact that it was not filled as per instructions. This makes the 
response rate of 52% sufficient for the survey of SMEs especially in a small market 
of Brunei Darussalam.

4. Data analysis and results

Data obtained from the survey were analyzed for descriptive, frequency, and 
student’s t-statistics by using SPSS version 19, a well-known statistical package.

4.1 Profile of respondents

The first question in this section asked for some basic demographic information 
about the respondent’s job title, gender, and years of experience with the organiza-
tion. The summary of the responses are given in Table 3. Interestingly, 63% of the 
respondents with responsibility for IT function were male compared to 37% of the 
females. Similarly, 43% of the respondents were IT/IS or MIS managers compared 
to 51% as directors, and only 6% were general managers. As presented, 40% of the 
respondents have 1–5 years of experience with their organizations, with 37% were 
having 6–10 years of experience, and roughly around 22% have more than 10 years 
of experience with their organizations.

Constructs No of 

items

Mean Cronbach alpha 

(α)

Variance 

extracted

Awareness frameworks 3 3.63 0.88 0.81

Opportunity frameworks 3 3.53 0.80 0.74

Positioning frameworks 3 3.68 0.87 0.80

Other frameworks 8 3.67 0.84 0.60

Table 2. 
Reliability and validity.
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4.2 Profile of organizations

The second question gathered information about the profile of the respondent’s 
organization such as the years of operation, sector, and the number of employees. 
This section discusses the survey findings about these aspects and a summary 
is shown in Table 4. Interestingly, 24% of the participating organizations have 
between 5 and 10 years of operation. Very few (4%) have less than a year of opera-
tion. The participating organizations with more than 10 years of operation repre-
sent about 44% of the surveyed SMEs. Unfortunately, the share of participating 
companies from the manufacturing sector was only 12%. Others are mostly from 
service industry (31.0%). Few are from construction and retail sectors (3 and 6%, 
respectively). However, the good response rate of 30% was from information and 
commutation technology (ICT). About 55% of the respondent organizations have 
between 10 and 50 employees, and 45% of the organizations have between 51 and 
250 employees. The SMEs with approximate sales between B$ 100,000 and B$ 
250,000 cover the highest response of 28%, and about 22% of the participating 
organizations did not disclose their sales’ figure.

4.3 Profile of the IT function

Question 3 asked the respondents if they have a group of people dedicated to the 
IT function. The findings, as shown in Table 5, reveals that a large majority (82%) 
of the respondents have people who are dedicated for the IT function, while 18% do 
not have such people.

4.4 IT strategy basic development methods

The survey questioned the participants about their level of use and familiarity 
with IT strategy basic development methods. They were asked to respond to this 
question by encircling a number on a five-point scale where 1 means fully used, 2 
means partly used, 3 means familiar and has indirect influence, 4 means familiar 
but not used, and 5 means unfamiliar. A summary of how the surveyed SMEs are 

Organization characteristics Frequency Percentage

Job title

 IT/IS manager 29 43

 Director 34 51

 General manager 4 6

Gender

 Male 42 63

 Female 25 37

Years of experience

 1–5 27 40

 6–10 25 37

 More than 10 22 22

Table 3. 
Profile of respondents.
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Frequency Percentage

People responsible for IT function

 No 12 18.0

 1–5 23 34.0

 6–10 18 27.0

 More than 10 14 21.0

People responsible for IT decision-making process

 None 32 48.0

 1–5 22 33.0

 6–10 7 10.0

 More than 10 6 9.0

Table 5. 
Profile of IT function.

Organization characteristics Frequency Percent

Years of operation

 Less than a year 4 6.0

 –5 years 18 27.0

 5–10 years 16 24.0

 Over 10 years 29 43.7

Industry segment

 Manufacturing 8 12.0

 Service 21 31.3

 Construction 2 3.0

 Retail 4 6.0

 ICT 20 30.0

 Other 12 18.0

Number of employees

 Less than 10 14 21.0

 11–50 23 34.0

 51–250 30 45.0

Approximate sales

 < $100,000 9 13.4

 $100 K to < $250 K 19 28.3

 $250 K to < $500 K 18 12.0

 $500 K to < $ 1 million 7 10.4

 More than 1 million 9 13.4

 No answer 15 22.0

Table 4. 
Profile of organizations.
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using and are familiar with the IT strategy basic development methods is shown 
in Table 6. From the table data, it is evident that none of the IT strategy basic 
development methods are fully or partially used by the participating SMEs. Only 
three IT strategy basic development methods have indirect influence on SMEs: 
critical success factors (mean score: 3.10), transaction cost (mean score: 3.13), and 
balanced scorecard (mean score: 3.28). SMEs are generally familiar with many IT 
strategy basic methods (e.g., customer resource life cycle, strategic opportunities 
framework, stages of growth models, 3D model of IS success, Porter’s value chain, 
Porter’s five competitive forces, soft systems methodology, Porter’s generic strate-
gies, Strategic Information Systems Grid, information intensity matrix, and sector 
information management grid); however, these methods have no effect on their IT 
strategy development, and finally SMEs are not familiar at all with such methods as 
Strategic Options Development and Analysis (SODA), MIT’90, and PESTEL. The 
mean of these development methods is above 4.00 but less than 4.50, which further 
indicate the marginal familiarization of these methods.

In order to find any difference between basic strategy development methods 
and organization size, statistical t-test was conducted and the results are presented 
in Table 7. The results further indicate that none of the IT strategy basic develop-
ment method is used by the Bruneian SMEs either fully or partially even though 
the SMEs are familiar with these methods. A comparison was also made with the 
Australian study and results reveal that two of the basic strategy development 
methods such as critical success method and transaction cost are significant rather 
than the balanced scorecard.

IT strategy development basic methods Mean rating Ranking Australian study*

Critical success factors 3.10 1 3.00

Transaction cost 3.13 2 3.00

Balanced scorecard 3.28 3 3.39

Customer resource life cycle 3.34 4 3.85

Strategic opportunities framework 3.39 5 3.88

Stages of growth models 3.61 7 3.94

3D model of IS success 3.84 12 4.06

Porter’s value chain 3.68 10 4.09

Porter’s five competitive forces 3.60 6 4.15

Soft systems methodology 3.79 11 4.15

Porter’s generic strategies 3.67 9 4.24

Strategic information systems grid 3.66 8 4.27

Information intensity matrix 3.85 13 4.27

Sector information management grid 3.81 14 4.27

Strategic Options Development and Analysis 
(SODA)

4.22 15 4.59

MIT’90 4.33 17 4.69

PESTEL 4.25 16 4.72
*Azyabi [7].

Table 6. 
Results of IT strategy development basic methods.
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Another comparison was made to explore the differences between industry 
sectors regarding the same three IT/IS strategy methods. The responding SMEs were 
divided into two main industry sectors: manufacturing and non-manufacturing. The 
results (presented in Table 8) reveal that there are no significant differences between 
these two industry sectors regarding the use of three IT/IS strategy basic methods.

5. Discussion

The findings indicate that none of the IT strategy basic development methods 
are used by the Bruneian SMEs either fully or partially, even though they are famil-
iar with most of these methods. One qualitative question asked respondents to add 
any further comments about IT strategy development in SMEs. Some of them men-
tioned that these methods are well recognized in academic field but are not known 
in the SME context under these terms and names. Furthermore, some respondents 
reported that these methods could be more applicable for large organizations rather 

T-test for equality of 

means

IT strategy 

basic 

development 

methods

Organization 

size

Means F T df Sig.  

(2 

tailed)

Remark Australian 

study

Transaction 
cost

50 3.11
3.16

1.862 −.169 65 0.867 Non-sig Significant

Critical 
success factors

50 3.14
3.06

0.993 0.242 65 0.809 Non-sig Significant

Balanced 
scorecard

50 3.47
3.06

4.65 1.456 65 0.150 Non-sig Non-sig

*Significant at 95% confidence level.

Table 7. 
T-test results of the use of the IT strategy basic methods based on organization size.

T-test for equality of means

IT strategy basic 

development 

methods

Industry 

sector

Means F T df Sig. (2 tailed) Remark

Transaction cost Manuf
Non-

manuf

3.25
3.23

3.39 −0.197 65 0.845 Non-sig

Critical success 
factors

Manuf
Non-

manuf

3.75
3.06

0.603 −1.071 65 0.288 Non-sig

Balanced scorecard Manuf
Non-

manuf

3.25
3.75

0.435 −0.833 65 0.408 Non-sig

*Significant at 95% confidence level.

Manuf: Manufacturing; Non-manuf: Non-manufacturing.

Table 8. 
T-test results of the use of the IT strategy basic methods based on industry sector.
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than SMEs. These reasons may help explain to some extent the absence of the use of 
these methods among the surveyed SMEs. The results support the study of Majama 
et al. [60] who found that strategic planning efforts among SMEs in Botswana do 
exist but to a limited extent. The comparison with Australian study was made to 
find out the difference between the two categories of organization size regarding 
the three methods which have indirect influence on SMEs’ IT strategy development 
(i.e., critical success factors, transaction cost, and balanced scorecard). The results 
of student t-test (in Table 7) indicate that small organizations (with less than 50 
employees) are less influenced by and are less familiar with the transaction cost 
and critical success factors than medium-sized organizations (with more than 50 
employees). On the other hand, no such significant difference can be observed 
between these two groups of SMEs toward balanced scorecard. The results partially 
support Blili and Raymond [6], Boynton and Zmud [68], and Levy and Powell [62]. 
As far as the use of the IT/IS strategy basic development methods are concerned, 
our results are consistent with the Australian study [7] that further indicated that 
none of the IT/IS strategy basic development methods are fully or partially used by 
the participating SMEs. However, on the basis of industry sector and organization 
size (Table 8), our findings are in contrast with the study (ibid) as on these bases 
IT/IS strategy basic development methods remained insignificant. This might 
be due to the business dynamics and business practices of the Bruneian business 
environment which is less competitive, in practice, and/or lack of top management 
initiative. In addition, Bruneian SMEs are not struggling for their survival solely on 
IT [69] and are less influenced by the basic strategy development methods com-
pared to Australian counterpart. However, no such difference is significant between 
Bruneian and Australian SMEs on the basis of industry sector.

6. Lesson learnt

This pioneering study conducted among Bruneian SMEs has met both of its 
objectives. As mentioned in the introduction, the main objectives of this study were 
to investigate the extent to which Bruneian SMEs use or are familiar with the basic 
IT strategy basic development methods. Regarding the first objective on the use of 
the IT strategy development methods, it was found that none of the provided basic 
IT strategy development methods is used by these surveyed SMEs either fully or 
partially; only three methods have indirect influence on IT strategy development 
in these SMEs: critical success factors, transaction cost, and balanced scorecard. 
Nevertheless, these surveyed SMEs are not familiar with SODA, MIT’90, and 
PESTEL, and surveyed SMEs are familiar with other strategy development methods, 
but these methods had no effect on their IT strategic development. Moreover, no 
statistical difference was found with the familiarization with the basic IT strategy 
development methods on the basis of organization size and industry sector that 
conclude our second objective. In the practice side, this research assists SMEs in rec-
ognizing the importance of IT strategy for SMEs, and it therefore provides an insight 
of IT strategy development in SMEs. The study further found some similarities in the 
use of basic IT strategy development methods with Australian SMEs on the basis of 
industry sector; however, on the basis of organization size, the results are in contrast, 
and it is because of the more developed business practices of Australian SMEs.

The study findings further provide insight in building up an empirical founda-
tion for understanding the organizational use of IT strategy basic methods, among 
Bruneian SMEs within the Southeast Asian context. The basic question that needs 
an immediate attention is from the policy planners that are to find out the reasons 
why these SMEs are not utilizing the basic IT strategy development methods 
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especially when they are aware of the benefits of the strategic process. The plausible 
reason is that Bruneian business environments do not demand the competitive 
advantage. This was also supported by one of the studies on e-commerce adoption 
among Bruneian SMEs and had further concluded that Bruneian businesses need to 
develop a business culture where competitive advantage could be achieved through 
e-commerce adoption [19]. To deal with the severity of this problem, the CEO of 
these SMEs along with the policy makers of Bruneian Small and Medium Business 
Development Authority (SMBDA), with the help of the Ministry of Industry and 
Primary Resources (MIPR), should address this issue accordingly. We believe that 
there are some success stories among small businesses, and the planning agencies 
could further organize a forum where other small businesses can learn from the best 
practices. We also believe that until or unless the stated barriers were not curtailed 
or reduced, these SMEs would not be gaining.

As mentioned, one of the biggest constraints faced by theses SMEs with regard 
to the SISP emerged from lack of owner’s awareness, their reactive behavior, and 
lack of formal employees’ participation in business decisions. This can further be 
improved by either educating the owners’ IT skills and abilities or by employing a 
formal manager-IT support. This can be possibly implemented by the intervening 
e-government initiative by e-Government National Centre (EGNC). Once the own-
ers are educated and started developing SISP, these SMEs would increase competi-
tiveness, reduce cost, and share knowledge with the members and stakeholders; the 
overall business processes would finally be improved to get the business, otherwise 
outside competitive forces will reshape the local business SMEs.

Like every research this study is not free from its weaknesses and limitations. 
Properly addressing these limitations in the forthcoming researches could improve 
the findings. Firstly, the small sample size has been a major impediment especially 
generalizing the results across the region. Secondly, the small contribution of the 
manufacturing sector among these surveyed SMEs because of the absence of very 
large share of this sector in Bruneian business has made the sample size bias in nature 
which is apparently beyond the control of the researchers. Thirdly, the study needs to 
include barriers of not doing the SISP to highlight the various reasons that need to be 
addressed by the relevant authorities Finally, most of the items in the questionnaire 
are self-reported and would further induce response bias, and we did not do any 
precautions to address this issue. So caution should be used is generalizing the results. 
We therefore recommend that future studies would address this issue accordingly.
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Chapter

Collaborative Behavior and the 
Sharing Economy: Pan-European 
Evidence for a New Economic 
Approach
Joan Torrent-Sellens

Abstract

This chapter analyzes the sharing economy and collaborative consumption 
behaviors. The study addresses two lines of analysis. The first is theoretical, and it 
examines the background, definitions, and conceptual framework of the topic. The 
second is empirical and brings new evidence through a pan-European predictive 
analysis. From the theoretical angle, I conclude that the exchange behavior evolves 
toward a new paradigm, from initial digital formats into sharing formats. And for 
a more adequate interpretation of the sharing exchange theory, the economy will 
have to move forward and develop a formal apparatus that takes into consideration 
a set of relatively unusual principles. In particular a combination of new assump-
tions: rational/emotional decision-making, individual/prosocial interest, monetary/
nonmonetary compensation, and ownership/use, which economics will have to 
incorporate into the functions thereof. From the empirical perspective, my research 
provides new evidence about the motivations of collaborative behavior. Particularly 
interesting is the result that self-employed or entrepreneurs are more prone to value 
collaborative platforms that are oriented as an alternative. On the contrary, manag-
ers and qualified employees have more practical and monetary motivations. Both 
results, theoretical and empirical, could open the door to new strategic orientations 
for the development of platforms.

Keywords: sharing economy, collaborative consumption, platform economy,  
access-based economy, peer-to-peer (P2P) markets

1. Introduction

In recent years, day-to-day economic practice has given us a host of examples 
attesting to the changing nature of economic exchange. For most people, Uber 
and Airbnb are possibly the most recognizable examples but, simply by taking a 
look at the variety of digital exchange platforms and networks currently avail-
able, it is possible to see that economic transactions are profoundly changing. 
These platforms, which complement or replace traditional markets such as 
passenger transport or tourist accommodation, are two clear examples of the fact 
that some of the foundations of the economy are structurally changing [1–3].
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This development has often been noted from the perspective of sharing or of 
collaboration [4, 5]. With the advent of Web 2.0 and social networks, whose major 
difference from the first digital wave is that they enable and facilitate interactive 
digitalization [6], sharing has modified the economic exchange. Collaborative con-
sumption is the new form of mass sharing between and among people, principally 
through peer-to-peer (P2P) digital platforms [7]. It implies the coordinated acquisi-
tion and distribution of goods or services for use, it is always done in expectation 
of some type of compensation (monetary or otherwise), and it places access or use 
over ownership [4, 8, 9]. In this sense, the key question for management research 
is to establish how consumer behavior has changed and, as a consequence thereof, 
how these transformations modify the business strategy [3, 10].

But, how should sharing or collaboration be interpreted? What is new in such 
forms of collaborative consumption? Do they create the need for us to approach 
economic exchange from a new analytical perspective? Do we have evidence of these 
new forms of consumption? What effects does collaborative consumption have on the 
economic activity? These are some of the questions that have inspired this chapter.

In order to answer them, a wide range of conceptual and empirical studies has 
been reviewed. The analysis extends from the core to the periphery of the issue. 
Firstly, the background, definitions, and conceptual frameworks of the sharing 
economy and collaborative consumption will be addressed. Secondly, the set of 
motivations explaining their rise will be studied, which allowed me to postulate 
the research hypotheses. Thirdly, new pan-European empirical evidence will be 
provided. Fourth and lastly, the main conceptual and empirical corollaries of the 
research will be addressed and discussed.

2. Digital sharing as economic behavior

The first digital wave was consolidated in the late twentieth century and gener-
ates new markets (digital markets) that significantly alter forms of consumption and 
production. Information goods and services, that is, all goods and services that can 
be digitalized, play a leading role in digital markets [11]. These goods have particular 
economic characteristics, such as nonrivalry (public goods), which are experience 
goods (whose utility can only be determined once they have been consumed), and 
they have a particular cost structure, with very high fixed costs (production) and 
decreasing marginal costs (reproduction) tending toward zero. The combination of 
these properties means that the price-setting rule revealed by all the information, 
which is equal to the marginal cost in traditional markets, does not work in digital 
markets. In establishing the value of information goods and services, the price is 
different from the marginal cost, and external network economies play an important 
role [12]. In addition, a decoupling of the traditional relationship between ownership 
and use is starting to occur through dematerialization, as represented by information 
goods and digital markets [13]. However, interpretative models of digital exchange 
are still based on rational and intangible decision-making, and individuals maximize 
its utility or the utility of its network only by taking into consideration individual or 
collective interests, which are still not collaborative [5].

In the early twenty-first century, a second wave of digital technology gave new 
impetus to the transformation of economic exchange behavior, which evolved from 
initial digital exchange into sharing or collaborative exchange. However, to understand 
this new trend, it is important first to define what sharing is. Sharing can be inter-
preted as one of the forms of people’s economic behavior. Its existence and relevance as 
a type of exchange in human communities has been demonstrated since the beginning 
of the civilization [14]. Sharing means going beyond individual interests to take into 
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account human and social values. Sharing may have functional motivations, such as 
survival, but it can also be an altruistic act motivated by convenience, courtesy, or 
kindness toward others. All sharing practices are related to cultural norms, but sharing 
is much more than an altruistic act that occurs within the family, close social circles, or 
among friends. Indeed, it can also occur among strangers. In this context, it is possible 
to define sharing as “the act and process of distributing what is ours to others for their 
use as well as the act and process of receiving something from others for our use ([14], 
p. 126).” In an earlier, more socially oriented approach to the issue, sharing has been 
interpreted as a “nonreciprocal prosocial behavior ([10], p. 331).”

With the emergence of digital forms of sharing behavior through collaborative 
consumption, the literature has made significant advances [15]. Especially relevant 
is the differentiation between collective consumption and collaborative consump-
tion. The literature has traditionally taken collective consumption to mean “those 
events in which one or more persons consume economic goods or services in the 
process of engaging in joint activities with one or more others ([16], p. 614).” This 
approach, which includes a wide range of daily consumption practices, such as 
drinking and eating with friends, or watching a show together, places emphasis on 
joint participation, though it seems too broad for the purposes of describing the 
phenomenon of collaborative consumption. For consumption to be collaborative, 
people need to adopt a specific form of coordination beyond their group behavior: 
the coordinated acquisition and distribution of the goods or services consumed. In 
other words, collaborative consumption is “the act and process of distributing what 
is ours to others for their use ([14], p. 126).”

Similarly, the literature has made advances in terms of clarifying collaborative 
consumption, particularly in relation to the delimitation of the differences between 
it and other types of consumption with prosocial intentions, such as gift-giving 
or economic exchanges. A number of earlier approaches associated collaborative 
consumption with traditional market behaviors such as “sharing, bartering, lend-
ing, trading, renting, gifting, and swapping ([7], p. 15),” but that overly broad 
approach was further delimited, with collaboration being restricted to the coordi-
nated “acquisition and distribution of a resource for a fee or other compensation 
([5], p. 1597).”

It is therefore necessary to insist on the fact that collaborative consumption 
behavior implies the coordinated acquisition and distribution of products or 
services for use, some type of compensation (monetary or otherwise), and access, 
often temporary, over ownership. In this respect, the notion of access-based 
consumption would adequately encompass the domain of and motivations behind 
collaborative consumption in the sense that “instead of buying and owning things, 
consumers want access to goods and prefer to pay for the experience of temporarily 
accessing them ([8], p. 881).”

3. Collaborative behavior in economic thought

Economic research addresses the sharing economy and collaborative consump-
tion as if it were a conceptual umbrella that integrates diverse phenomena related to 
new forms of economic exchange and economic behavior. This new, sharing inter-
pretation of exchange and behavior [10, 17] has been given many different names. 
Among them we find “product-service systems” [18], the idea of a consumption 
“mesh” or network [19], “collaborative consumption” [4, 7], the idea of “prosum-
ers” [20], “commercial sharing systems” [9], “access-based consumption” [8], 
and even a new form of “crowd-based capitalism” [21]. All of these new exchange 
practices have two commonalities: “(1) their use of temporary access nonownership 



Strategy and Behaviors in the Digital Economy

4

models of utilizing consumer goods and services, and (2) their reliance on the 
Internet, and especially Web 2.0, to bring this about ([5], p. 1595).”

Conceptually, collaborative consumption behavior has been delimited by two 
distinct conceptual frameworks (Table 1). Consumer theory addresses the phe-
nomenon from the perspective of a cultural and identity-based form of alternative 
exchange and behavior [22]. It has therefore paid greater attention to the concept of 
sharing, to types of consumption, and to collaborative markets or to the antiestab-
lishment foundations of sharing [4, 7, 9, 23–26]. In contrast, information systems 
theory analyses the phenomenon from the perspective of digital P2P platform and 
network uses and behavior [27, 28]. These two approaches simply place more or less 
emphasis on the main components of collaborative consumption. While consumer 
theory has emphasized the analysis of motivations to explain nonownership access 
and uses, the information systems approach focuses on the study of technology 
acceptance models (TAMs) and theory of planned behavior (TPB) models that 
make using collaborative platforms and networks possible. The salient idea behind 
this second approach is that collaborative consumption operates through technolog-
ical platforms (Web 2.0 or mobile applications). Within this context, the problem 
of motivations behind collaborative consumption behavior becomes the problem 
of motivations explaining the use of online collaborative consumption platforms. 
Thus, the success of such digital sharing platforms would explain the sharing 
behaviors of their potential users and resource providers [29]. In other words, 
participation behavior in collaborative consumption platforms can be formulated as 
an intent of acceptance and, therefore, can be approached from the perspective of 
TAMs and/or TPB models [30].

From the information systems approach, we are able to understand collaborative 
consumption as a “peer-to-peer-based activity of obtaining, giving, or sharing the 
access to goods and services, coordinated through community-based online services 
([17], p. 2047).” In fact, this new type of exchange and behavior is an economic 
and technological phenomenon driven by new development of information and 
communication technologies (ICTs), advances in consumer awareness, and the 
proliferation of collaborative online communities that make commerce more social, 
sustainable, or fairer [31, 32].

Approach Authors Definition

Consumer 

theory 

(restrictive)

Belk [4] The acquisition and distribution of a resource for a fee or other 

compensation (nonmonetary)

Consumer 

theory 

(expanded)

Botsman and 

Rogers [7]

An economic model based on sharing, swapping, trading, or renting 

products and services, enabling access over ownership

Theory of 

the firm 

(efficiency)

Stephany [3] Value in taking underutilized assets and making them accessible 

online to a community, leading to a reduced need for ownership of 

those assets

Information 

systems 

(technology 

acceptance)

Hamari et al. 

[17]

P2P-based activity of obtaining, giving, or sharing access to goods 

and services, coordinated through community-based online services

Functional 

synthesis

Belk [5]

Price and 

Belk [22]

The use of temporary access nonownership models of utilizing goods 

and services, and reliance on the Internet, and especially Web 2.0, to 

bring this about

Table 1. 
Sharing economy and collaborative behavior: definitions and conceptual frameworks.
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4. Toward new economic approaches

I just showed that, through new forms of collaborative consumption, exchange 
behavior evolves the economy toward a new interpretative paradigm, from initial 
digital markets to sharing markets. Sharing exchanges incorporate and reveal a lot 

Characteristics Initial digital exchange Sharing exchange

Technology ICTs and Internet 1.0 

(noninteractive digitization)

ICTs and Internet 2.0 (interactive digitization)

Social networks and social media

Products Information goods and services 

(digital ownership)

Digital uses of goods and services (information 

or knowledge intensives)

Good properties Nonrivalry (public goods) Divisibility (rival goods become public)

Experience goods Experience uses

High fixed and low marginal 

costs

Low fixed and marginal costs

Markets Digital, noncoincident, and 

semiregulated

Digital, noncoincident, and unregulated 

(temporary and diffuse economic activity)

Key market 

stakeholders

Consumers and businesses 

engaged in e-commerce

Consumers/producers and businesses/platforms 

that coordinate electronic exchange

Golden rule of 

the market

Price differs from marginal cost Price or fee equal to marginal use

Price does not reveal all the 

information

Information is revealed before the price or fee

Efficiency 

sources

Network economies Sharing economies

Cheap inputs of information and 

knowledge

Cheap inputs of sharing uses of goods, services, 

information, or knowledge

Basic process 

and economic 

activity

Digitization Sharing

Intangibles assets Disintermediation

Production 

and labor 

organization

Networked business and labor Networked individual

Temporary work Contingent work (e.g., gigs)

Ownership/use 

relationship

Semi-identification 

between ownership and use 

(dematerialization)

De-identification between ownership and use 

(repersonification; use without ownership)

Economic 

interpretation 

and market 

structures

Rational and intangible 

decision-making

Rational and emotional decision-making

Individual and collective interest Prosocial interest (ethics, sustainability)

Information and knowledge 

exchanges

Access over ownership exchanges

Monetary compensation Monetary or nonmonetary price or fee

Entry and exit costs  

(e.g., lock-ins)

Free entry and exit

Network competition Sharing competition

Table 2. 
Exchange in the initial digital economy and the sharing economy.
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of information and knowledge, often before the transaction takes place. The basic 
sharing market stakeholders are consumers/producers and businesses/platforms that 
coordinate but do not control sharing exchange [33]. The economic properties of 
sharing exchange are therefore those of shared uses (divisibility, experience uses, and 
sharing economies). Many of those properties still need to be studied in much greater 
depth, and that is especially so for the form of the demand function (price or fee 
equal to marginal use), for its value creation process through sharing networks, and 
for the structure of P2P markets [10, 34]. Furthermore, the interpretative apparatus 
that economics will have to develop in order to address a sharing exchange theory 
must take into consideration a set of relatively unusual principles. Sharing exchange 
requires interpretative models that consider a combination of emotional and rational 
decision-making, individual interest-based as well as prosocial motivations, exchange 
compensation through a monetary or nonmonetary fee, and the set of sharing econo-
mies that it may generate. Table 2 shows and orders some of the main manifestations 
of new forms of sharing exchange, comparing them to forms of digital exchange.

5. Motivations of collaborative behavior

The set of driving and impeding forces of participation behavior in digital networks 
for collaborative consumption is clearly multidimensional and encompasses economic, 
social, environmental, ethical, and motivational elements that need to be addressed 
in depth [27]. Among these motivations, the literature has identified: (1) economic 
benefits, time, space and effort savings, and an awareness of exchange costs [8];  
(2) cultural changes linked to a new relationship among goods and services, individual 
ownership, and consumer identity [5, 7]; (3) a rise in the critical view of excessive 
consumption [35, 36]; (4) growing environmental awareness [19]; and (5) the desire 
to belong to a community [4]. Critical mass, idle time, belief in the common good, and 
trust among strangers have also been identified as predictors of the use and provision 
of content, goods, and services on digital sharing platforms and networks [7].

However, there is still relatively little empirical evidence of the modeling of or 
results from digital sharing systems based jointly on the behaviors of their users 
and providers [28]. For example, a priori, some driving forces have an impact on 
both groups (such as trust), whereas others only have an impact on one of them 
(i.e., earning money motivates providers and saving money motivates users). Thus, 
while participation in digital practices of the collaborative consumption depends 
on the critical mass of its participants (users and providers), it is necessary to look 
further into the motivations (joint and separate) explaining participation and 
collaborative behavior [37]. In accordance with this approach, literature has found 
that participation in a digital collaborative consumption network was motivated by 
a broad set of factors such as sustainability, enjoyment, and economic benefits [17]. 
Along similar lines, a multidimensional set of motivations associated with partici-
pation behavior (use and provision) in a P2P network for renting goods and services 
has been identified. That set of motivations included technological, economic, 
social, ideological, identity, and prosocial factors [27].

One of the main starting points for collaborative consumption was the evolution 
from business-to-consumer (B2C) electronic commerce (e-commerce) toward the 
emergence of consumer-to-consumer (C2C) digital markets. On such P2P platforms 
and networks, people exchange goods and services on a large scale, often under 
the banner of an alternative form of consumption that is more social, sustainable, 
varied, convenient, anticapitalist, or without monetary compensation [14, 38]. In 
fact, many of the motivations explaining this new form of consumption are actually 
related to their alternative nature, which differs from that of traditional forms of 
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ownership consumption [23, 24, 39]. Latest research expanded the scope and studied 
the motivations of users and providers of P2P platforms in Europe [40]. These 
literature studies have concluded that the providers’ motivations differed from the 
users. The ideology (better community and increased sustainability) explained the 
providers’ participation, while practical reasons (satisfaction of needs, increased 
value, and convenience) explained the users’ participation. Along the same lines, lit-
erature has identified that sharing attitudes are linked to moral, social, and monetary 
motivations [41]. Similarly, monetary incentives are identified as a necessary but not 
sufficient condition at the moment of sharing individual possessions with others. In 
this context, a first working hypothesis could be that:

Hypothesis 1: Anticonsumer or antimaterialist motivations, captured through the 
possibility of nonmonetary exchanges, predict the provision of collaborative platforms.

The economic literature has also highlighted a number of economic aspects that 
might be driving new digital forms of sharing. Such motivations may also be rational, 
pursuing a behavior of utility maximization. This is the case, for example, when 
consumers replace exclusive and expensive ownership with low-cost uses through 
an online collaborative consumption service [42]. Along the same line, literature has 
obtained results that tended toward practical motivations and utility. Specific costs, 
utility factors, the perceived risk of product scarcity, and familiarity with sharing 
were the explanatory factors of the likelihood of sharing [8, 9]. Beyond this initial and 
partial evidence, the most recent literature has broadened the scope of its objectives in 
relation to both the motivations and the number of consumers and types of collabora-
tive consumption analyzed [43]. Lower prices were found to be the main motivation 
in all types of goods and services analyzed. Scarcity, the environment, and access over 
ownership were also important in some of the types of goods and services studied. 
In addition, it has also been obtained that the intentions to share are explained based 
on economic, environmental, and social benefits that would be captured through a 
mediating effect linked to the perceived utility [30]. At the same time, the enjoyment 
experienced would be explained through a sentiment of belonging to the community 
where sharing takes place. Thus, and considering the different motivations of users 
and providers, I could formulate my second working hypothesis as follows:

Hypothesis 2:Practical economic motivations, like price, novelty, and conve-
nience, predict the use and provision of collaborative platforms.

Other studies have advanced our knowledge of the forms of adoption and 
repeated use of digital sharing platforms [26]. The motivations linked to perceived 
benefits could explain user satisfaction and the probability of choosing to use those 
platforms again. Regarding the motivations and barriers to collaborative consump-
tion in a P2P accommodation platforms, literature has found that sustainability, 
belonging to a community, and financial benefits were the main motivations, while 
the lack of trust, of efficiency, and of economic benefits were the main barriers [44]. 
At the same line, a multidimensional set of motivations that explained participation 
(use and provision) in a P2P network for renting goods and services has been identi-
fied [27]. Those motivations were technological (privacy, process risk, the platform’s 
ubiquitous availability), economic (income, resource scarcity, effort expectancy, 
thriftiness, product variety), social (knowledge and modern lifestyle), ideological 
and identity-related (anticapitalism, independence through ownership, prestige of 
ownership, enjoyment in sharing), and prosocial (sense of belonging, social experi-
ence, social influence). Thus, my third working hypothesis is related to the barriers 
to collaborative behavior:

Hypothesis 3:The lack of a responsible person, the lack of fulfillment of ser-
vice expectations, the lack of information, the lack of trust in the agents, or the 
lack of trust in the Internet predict (brake) the use and provision of collaborative 
platforms.
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With the idea of broadening the set of motivations and the diversity of forms 
and stakeholders of the collaborative behavior, literature has also analyzed the role 
of sociodemographic characteristics [25]. Women and young people were more 
likely to share most of the products/objects. Particularly interesting is the result 
that shared consumption had more to do with personal mind-set or psychological 
disposition than with some sociodemographic aspects, like income levels. In this 
sense, I can formulate a working hypothesis about the sociodemographic predictors 
of collaborative behavior:

Hypothesis 4:Sociodemographic characteristics predict the use and provision of 
collaborative platforms.

6. Pan-European evidence of collaborative behavior

In order to obtain a representative sample and to compare the situation of 
collaboration consumption in the countries of the European Union, the European 
Commission [45] dedicated a Flash Eurobarometer (number 438) to a survey 
of the use of collaborative economy platforms. Flash Eurobarometers are ad hoc 
statistical operations consisting of short—landline and mobile—telephone 
interviews on a topic of interest. Flash Barometer 438 obtained data on the use of 
collaborative economy platforms from a sample of 14,050 citizens aged 15 years 
and above in the 28 countries of the European Union (Belgium, Bulgaria, Czech 
Re public, De nmark, Ger many, Estonia, Ireland, Greece, Spain, France, Croatia, 
Italy, Cyprus, Latvia, Lithuania, Luxembourg, Hungary, Malta, the Netherlands, 
Austria, Poland, Portugal, Romania, Slovenia, Slovakia, Finland, Sweden, and 
the United Kingdom) through approximately 500 interviews per country. The 
universe of the survey consisted of the 412,630,644 European Union citizens 
aged 15 years and above. The sample design for each country was probabilistic 
and representative. The margins of error at the 95% confidence level in the case 
of maximum indetermination (p = q = 50) were +0.4% for the entire sample, and 
around +1.9% for individual country samples. The fieldwork was carried out on 
March 15 and 16, 2016.

The questionnaire defines a collaborative platform (CP) as “an Internet-based 
tool that enables transactions between people providing and using a service. They 
can be used for a wide range of services, from renting accommodation and car shar-
ing to small household jobs ([45], p. 29).” Based on that approach, the survey asked 
the respondents about their awareness of such platforms and gave them the follow-
ing options for their answers on use: (1) unaware (UNAWARE) or “You have never 
heard of these platforms”; (2) aware but does not use (AWNOTUSE) or “You have 
heard of these platforms but you have never visited them”; (3) initial use (INIUSE) 
or “You have been on one or more of these platforms and paid for a service once”; 
(4) occasional use (OCCAUSE) or “You use the services of these platforms occa-
sionally (once every few months)”; and (5) regular use (REGUSE) or “You use  
the services of these platforms regularly (at least every month).” For all users of 
such platforms (TOTUSE), which includes initial use, occasional use, and regular 
use, the survey also gathered data about providing goods and services and gave the 
respondents the following options for their answers: (1) no provision (NOPROV) 
or “No, you haven’t”; (2) initial provision (INIPROV) or “You have offered a service 
on one or more of these platforms once”; (3) occasional provision (OCCAPROV) 
or “You offer services via these platforms occasionally (once every few months)”; 
and (4) regular provision (REGPROV) or “You offer services via these platforms 
regularly (every month).” All providers of such platforms (TOTPROV) include 
initial provision, occasional provision, and regular provision. The various options 
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of those two variables were transformed into individual variables. All of these new 
individual variables were dichotomous, where 1 = the respondent was aware of and 
used or provided goods or services via collaborative platforms, and 0 = the respon-
dent answered otherwise.

Having stipulated the levels of use and provision, the survey looked at the driv-
ing factors (benefits) and impeding factors (problems) of collaborative platforms 
compared to the traditional forms of commerce of goods and services. Regarding 
the driving factors, the survey gave those respondents who were aware of and users 
of collaborative platforms the following options for their answers: (1) service cost 
(PRICE) or “It is cheaper or free”; (2) service newness (NEWNESS) or “It offers 
new or different services”; (3) service convenience (CONVEN) or “The access to 
services is organized in a more convenient way”; and (4) nonmonetary exchanges 
(NONMONET) or “The ability to exchange products or services instead of paying 
with money.” Regarding the impeding factors, the survey gave those respondents 
who were aware of and users of collaborative platforms the following options for 
their answers: (1) lack of a responsible person when problems arise (LRESPON) or 
“Not knowing who is responsible in case a problem arises”; (2) lack of fulfillment 
of service expectations (LFULLSERV) or “Being disappointed because the services 
and goods do not meet expectations”; (3) lack of information (LINFORM) or “Not 
having enough information on the service provided”; (4) lack of trust in the agents 
(LTRUSTAG) or “Not trusting the provider or seller”; and (5) lack of trust in the 
Internet (LTRUSTINT) or “Not trusting the Internet transactions in general.” All 
of these variables were dichotomous, where 1 = the respondent answered positively 
about the driving or impeding factors, and 0 = the respondent answered otherwise.

Lastly, the survey gathered sociodemographic data in order to be able to charac-
terize the users and the providers of collaborative platforms. Specifically, data were 
gathered on age, gender, years of education, number of household members, type 
of locality (village or rural area, small, midsized, or large town/city), and occupa-
tional status: self-employed or business person, employee (director, qualified pro-
fessional, manual worker, and nonmanual worker), unemployed or nonemployed 
(stay-at-home parent/carer, student, retiree, or unemployed person).

Table 3 shows the descriptive statistics of the variables relating to the use and provi-
sion of collaborative platforms in Europe. Regarding awareness and use of collaborative 
platforms, the survey found that more than half of European citizens were unaware of 
these new forms of exchange (53.2%), while a further third was aware of them but had 
never used them (33.9%). Thus, 12.9% of the European population aged 15 years and 
above stated that they were users of collaborative platforms, with the following distribu-
tion: 3.2% initial use (one transacted exchange), 6.5% occasional use (once every few 
months), and 3.2% regular use (at least every month). In relation to the provision of 
goods and services via collaborative platforms, of the users of such platforms (12.9%), 
almost three quarters had never provided any (72.1%). The remaining 27.9% of users 
(3.6% of the European population) had provided goods and services, with the following 
distribution: 7.3% (0.9% of the total) had made an initial provision (provided goods or 
services once), 15.7% (2.1% of the total) had made an occasional provision (once every 
few months), and 5.0% (0.6% of the total) had made a regular provision (every month).

For those who were aware of (33.9%) and users of (12.9%) such platforms 
(46.8%), the survey also gathered data about the driving and impeding factors of their 
use. Among the driving factors, convenience (39.1%) and price (31.4%) were cited the 
most, whereas service newness (22.4%) and the possibility of carrying out nonmon-
etary exchanges (21.8%) came some way behind the two main motivations. Regarding 
the factors that would limit the use and provision of such platforms, the lack of a 
responsible person when problems arise in the exchange (36.5%) was the main reason 
given, followed at some distance by the lack of fulfillment of service expectations 
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N Mean SD Minimum Maximum Skewness Kurtosis

Awareness and use

Unaware 

(UNAWARE)

13,837 0.532 0.499 0 1 −0.128 −1.984

Aware but not use 

(AWNOTUSE)

13,837 0.339 0.473 0 1 0.682 −1.535

Initial use 

(INIUSE)

13,837 0.032 0.177 0 1 5.298 26.068

Occasional use 

(OCCAUSE)

13,837 0.065 0.247 0 1 3.530 10.465

Regular use 

(REGUSE)

13,837 0.032 0.177 0 1 5.291 26.998

Total use 

(TOTUSE)

13,837 0.129 0.336 0 1 2.207 2.872

Provision of goods and services

No provision 

(NOPROV)

1778 0.721 0.448 0 1 −0.987 −1.028

Initial provision 

(INIPROV)

1778 0.073 0.259 0 1 3.298 8.890

Occasional 

provision 

(OCCAPROV)

1778 0.157 0.364 0 1 1.888 1.567

Regular provision 

(REGPROV)

1778 0.050 0.217 0 1 4.158 15.303

Total provision 

(TOTPROV)

1788 0.279 0.449 0 1 0.987 −1.028

Driving factors

Price (PRICE) 6477 0.314 0.464 0 1 0.801 −1.359

Newness 

(NEWNESS)

6477 0.224 0.417 0 1 1.324 −0.247

Convenience 

(CONVEN)

6477 0.391 0.488 0 1 0.449 −1.779

Nonmonetary 

(NONMONET)

6477 0.218 0.413 0 1 1.368 −0.127

Impeding factors

Lack responsible 

person 

(LRESPON)

6477 0.365 0.481 0 1 0.560 −1.687

Lack fulfilling 

expect 

(LFULLSER)

6477 0.259 0.438 0 1 1.099 −0.792

Lack information 

(LINFORM)

6477 0.186 0.389 0 1 1.614 0.605

Lack trust 

in agents 

(LTRUSTAG)

6477 0.250 0.433 0 1 1.154 −0.668

Lack trust 

in Internet 

(LTRUSTINT)

6477 0.272 0.445 0 1 1.027 −0.947

Table 3. 
The use and provision of collaborative platforms in Europe.



11

Collaborative Behavior and the Sharing Economy: Pan-European Evidence for a New Economic…
DOI: http://dx.doi.org/10.5772/intechopen.83608

(25.9%), the lack of trust in the Internet in general (27.2%), and the lack of trust in the 
agents (buyers and sellers) of the exchange in particular (25.0%). Lastly, the lack of 
information (18.6%) was the reason that the respondents cited the least.

Regarding sociodemographic characteristics, the mean age was 54 years and 
the majority of the respondents were women (58.4% women, 41.6% men). Of the 
individuals in the sample, 43.4% had 20 or more years of formal education. From an 
occupational perspective, of note was the high presence of retirees (37.3%) and of 
manual workers (20.3%). Most households comprised two members (44.0%). Finally, 
regarding the localities of European citizens (rural, small or mid-sized town/city, or 
large metropolitan town/city), the sample was equally divided (into three-thirds). 
Furthermore, in relation to countries, the sample skewed toward the European Union’s 
most populous countries in central and Eastern Europe (35.7% of the sample).

The basic aim of my study is to find out if these sociodemographic characteriza-
tion variables, together with the motivation/barrier variables, can be turned into 
predictors of use and provision behavior on collaborative platforms. To that end, we 
performed an odds ratio (OR) analysis. Formally, it is usually defined as the ratio of 
the odds of a condition occurring in a population group to the odds of it occurring 
in another group. It is a measure of the statistical association between dichotomous 
variables, which has been widely used in social research for three main reasons: 
firstly, because the OR determines a predictor and a confidence interval (95% CI) 
between binary dichotomous variables, which enables probability relationships 
to be established; secondly, because it is useful for examining the predictive effect 
of one variable on another, while the other variables remain constant in a logistic 
regression model; and thirdly, because OR offers a quick and efficient interpretation 
in case studies and controls.

The interpretation of an OR analysis is as follows. If the value of the OR is less 
than 1 and the confidence interval (95% CI) is situated below the unit, the predic-
tive relationship between the two variables analyzed is an inverse relationship. If the 
value of the OR is greater than 1 and the confidence interval (95% CI) is situated 
above the unit, the predictive relationship between the two variables analyzed is a 
direct relationship. Whenever the confidence interval (95% CI) includes the unit, 
the predictive relationship between two variables cannot be determined [46, 47].

If I begin by taking the use of collaborative platforms (n = 1792), the first thing to 
highlight is that its driving forces are clearly linked to motivations of an economic and 
practical nature (Table 4). Convenience and price are the two main drivers of col-
laborative platform use in Europe. In contrast, the driving factor relating to nonmon-
etary exchange, which could be identified as being ideological in an antiestablishment 
or anticapitalism sense, clearly disincentives the use of collaborative platforms. 
Among the impeding forces, it should be noted that the lack of fulfillment of expecta-
tions in relation to the service offered via the collaborative platform disincentives the 
use thereof. In contrast, the lack of trust in the Internet would not act as an impedi-
ment to total use.

Among the sociodemographic predictors of the use of collaborative platforms in 
Europe, the analysis performed provides us with a set of results worth highlighting. 
Firstly, men are more inclined than women to use such platforms. Secondly, the younger 
age ranges (54 years and below) are more likely to make a total use than the older age 
ranges. And thirdly, households with more members have a greater probability of hav-
ing a user of collaborative platforms among them than households with fewer members.

Regarding human capital and occupational status, the joint use of collaborative 
economy platforms in Europe is also linked to the fact of being a student or having 
many years of education and to professional contexts of entrepreneurship, manage-
rial responsibility, or being highly qualified. In fact, students or people with 20 or 
more years of formal education are much more likely to use collaborative platforms 
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Users (n = 1792) Providers (n = 496)

OR (95% CI) OR (95% CI)

Motivations/barriers (driving and impeding factors)

Price 1.687 (1.505–1.890) 1.063 (0.860–1.312)

Newness 1.094 (0.962–1.245) 1.077 (0.846–1.372)

Convenience 2.334 (2.089–2.608) 0.953 (0.775–1.173)

Nonmonetary exchange 0.668 (0.580–0.769) 1.384 (1.062–1.803)

Lack of a responsible person 1.089 (0.973–1.218) 0.747 (0.601–0.929)

Lack of fulfillment service 

expectation

1.234 (1.093–1.394) 1.234 (0.986–1.544)

Lack of information 1.055 (0.918–1.212) 0.990 (0.760–1.289)

Lack of trust in the agents 1.217 (1.076–1.377) 1.043 (0.828–1.314)

Lack of trust in the Internet 0.878 (0.775–0.994) 0.973 (0.767–1.236)

Sociodemographic predictors

Age

15–24 years 1.262 (1.039–1.532) 0.871 (0.578–1.311)

25–34 years 2.386 (2.077–2.740) 1.436 (1.106–1.866)

35–44 years 2.097 (1.858–2.367) 0.989 (0.775–1.262)

45–54 years 1.420 (1.260–1.601) 0.878 (0.684–1.595)

55–64 years 0.755 (0.680–0.883) 1.070 (0.815–1.406)

65 years and above 0.246 (0.212–0.286) 0.727 (0.514–1.028)

Gender (1 = male, 0 = female) 1.456 (1.318–1.608) 1.409 (1.144–1.736)

Human capital (years of education)

Still studying 1.536 (1.240–1.903) 0.887 (0.570–1.381)

Up to 15 years 0.170 (0.128–0.226) 1.224 (0.669–2.237)

16–19 years 0.616 (0.553–0.687) 0.839 (0.664–1.059)

20 or more years 2.313 (2.088–2.563) 1.170 (0.943–1.453)

Occupational status

Self-employed/entrepreneurs 1.828 (1.573–2.125) 1.843 (1.391–2.443)

Employees—directors 3.012 (2.575–3.522) 1.006 (0.746–1.356)

Employees—qualified 

professionals

2.181 (1.832–2.596) 1.147 (0.820–1.605)

Employees—nonmanagement 

workers

1.572 (1.403–1.762) 0.688 (0.539–0.878)

Employees—manual workers 0.781 (0.626–0.974) 1.673 (1.087–2.574)

Nonemployed—parents/

carers

0.598 (0.475–0.754) 0.822 (0.491–1.376)

Nonemployed—students 1.373 (1.092–1.726) 0.787 (0.482–1.284)

Non-employed—retirees 0.271 (0.237–0.310) 0.718 (0.527–0.977)

Unemployed—job seekers 0.886 (0.680–1.153) 1.330 (0.787–2.247)

Household members

One 0.598 (0.524–0.681) 1.200 (0.915–1.574)

Two 1.137 (1.029–1.257) 0.915 (0.742–1.127)
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than people with fewer years of education. As far as occupational status is concerned, 
the self-employed and business people, employees who are directors, employees who 
are qualified professionals, and employees who are nonmanual workers are the most 
likely to use collaborative platforms. In contrast, employees who are manual workers, 
stay-at-home parents/carers, the unemployed and, in particular, retirees are much 
less inclined toward collaborative consumption via platforms.

Finally, the predictors by geographical area also provide relevant information, 
firstly, because the impetus behind collaborative consumption comes from large 
towns/cities and metropolitan areas, whereas living in villages and rural areas 
would disincentive collaborative consumption via platforms. By country, we also 
observe a greater likelihood to use collaborative platforms in continental Europe—
Belgium, France, Luxembourg, Netherlands, Austria, and Germany—whereas 
in Mediterranean Europe—Greece, Spain, Italy, Portugal, Cyprus, Malta, and 
Croatia—the situation is the inverse.

The analysis of predictive factors for the provision of goods and services via 
collaborative platforms (n = 496) in Europe (Table 4) reveals a picture that clearly 
differs from the use of such platforms. Of the motivational predictors of collabora-
tive provision, the first element to highlight is that such provision has a clearly 
ideological component, in an antiestablishment or anticapitalism sense, because the 
possibility of doing nonmonetary exchanges becomes a driving factor. Moreover, 
nonmonetary exchange was the only provision-driving predictor to be identi-
fied, because the other economic and convenience factors were not significant. 
Regarding the impeding forces, the lack of a responsible person would not disincen-
tive the collaborative provision of goods and services.

From the perspective of the sociodemographic predictors, the collaborative 
provision of goods and services in Europe would be motivated by a much nar-
rower set of factors than the one identified for collaborative uses. Men, the young 

Users (n = 1792) Providers (n = 496)

OR (95% CI) OR (95% CI)

Three 1.212 (1.067–1.377) 1.067 (0.821–1.386)

Four or more 1.203 (1.053–1.374) 0.906 (0.685–1.198)

Locality

Village or rural area 0.736 (0.658–0.823) 1.042 (0.824–1.318)

Small or mid-sized town/city 0.940 (0.848–1.043) 0.980 (0.789–1.217)

Large town/city or 

metropolitan area

1.419 (1.280–1.574) 0.986 (0.795–1.222)

Country groupings

Continental Europe1 1.249 (1.113–1.403) 1.207 (0.954–1.526)

Mediterranean Europe2 0.735 (0.651–0.831) 1.000 (0.773–1.294)

Northern Europe3 1.058 (0.932–1.202) 0.748 (0.566–0.987)

Central and Eastern Europe4 1.029 (0.928–1.141) 1.028 (0.829–1.276)

Notes: OR: odds ratio and 95% CI: confidence intervals at 95%. ORs and 95% CI in bold are significant. 
1Continental Europe: Belgium, France, Luxembourg, the Netherlands, Austria, and Germany.
2Mediterranean Europe: Greece, Spain, Italy, Portugal, Cyprus, Malta, and Croatia.
3Northern Europe: Denmark, Finland, Sweden, the United Kingdom, and Ireland.
4Central and Eastern Europe: Bulgaria, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, 
Slovenia, and Slovakia.

Table 4. 
Predictors of P2P platform use and provision in Europe.
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population aged between 25 and 34 years, the self-employed or entrepreneurs, or 
manual workers would be the most likely to make collaborative provisions of goods 
and services. In contrast, nonmanual workers, retirees, or citizens of countries in 
northern Europe—Denmark, Finland, Sweden, the United Kingdom, and Ireland—
would be the least likely to make collaborative provisions.

7. Discussion: new consumer behavior, new economic approaches

Through an analysis of a representative sample of 14,050 citizens aged 15 years 
and above in the 28 countries of the European Union in 2016, in this study I have 
characterized the profiles of users (1792) and providers (496) of collaborative 
platforms and have identified their motivational and sociodemographic predictors. 
The main strength of this study is that it provides us with results based on a repre-
sentative sample of the entire European population; this adds value to the literature 
because samples that are not representative of the population, or that focus on 
specific collaborative platforms or consumption, have habitually been analyzed 
thus far [17, 27, 28]. Two main conclusions were drawn from this analysis.

Firstly, through an odds ratio (OR) analysis, the study obtained a set of forces 
(motivational and sociodemographic) that are capable of predicting the use and 
provision of collaborative platforms in Europe. Regarding users, the main driving 
forces identified were of an economic and practical nature (Hypothesis 2: con-
venience and price), and the impeding forces would also be situated on this line 
(Hypothesis 3: lack of fulfillment of service expectations and lack of trust in the 
Internet). Beyond these results, which are consistent with studies confirming the 
importance of motivations of practicality and utility in the explanation of the use 
of collaborative consumption platforms [8, 9, 26, 44], emphasis should be placed on 
the importance of predictors of a sociodemographic nature (Hypothesis 4). Younger 
people; men; people living in households with more members; people with more 
years of education; people within entrepreneurship, managerial responsibility, or 
highly qualified contexts; people living in large towns/cities or metropolitan areas; 
and people who are citizens of continental Europe are more likely to engage in col-
laborative consumption via digital platforms. Given that a number of studies have 
pointed out that lifestyle is more important than level of income [25], this finding 
is important because certain sociodemographic profiles were identified that, in 
population contexts (i.e., in representative samples of the entire population), would 
incentivize collaborative consumption and behavior.

And secondly, the results obtained for the predictors of the provision of goods 
and services via collaborative platforms in Europe are clearly different from those for 
the predictors of use. The first thing to note is that, unlike use—and as some studies 
have already highlighted [27, 40, 41]—provision has a clearly ideological motivational 
component (Hypothesis 1). The possibility of doing nonmonetary exchanges is the 
only predictive provision-driving factor. Among the impeding factors, the lack of 
a responsible person would not disincentive provision via collaborative platforms. 
As in the case of users, there is a set of sociodemographic predictors for providers, 
albeit fewer in number: men, the young population aged between 25 and 34 years, the 
self-employed or entrepreneurs, or manual workers would be the most likely to make 
provisions of goods and services. In contrast, nonmanual workers, retirees, or citizens 
of countries in northern Europe would be the least likely to make such provisions.

Particularly interesting is the identification of categories of specific occupa-
tional status that would incentivize or be more sensitive to use and provide P2P 
collaborative platforms. The self-employed or entrepreneurs would be the most 
likely to make provisions and uses of goods and services, and this is consistent with 
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the dual role that research in consumer theory has identified [48]. This result has 
important implications regarding the management strategy. It is true that manage-
ment research has identified a group of strategic recommendations for firms that 
would like to understand and take advantage of the sharing economy [5, 49–51], 
but literature has not counted occupational status as a predictor. Based on our 
results, entrepreneurs and self-employed are more prone to value initiatives that 
are oriented as an alternative of the usual consumption models. Self-employment 
or entrepreneurship entails a mindset of aspects that firms may desire to attract or 
promote for some stakeholders. Broadening the set of motivations allows firms to 
better understand how their stakeholders are more likely or not to be participating 
in collaborative consumption. Profiles such as entrepreneurs and self-employed 
have a dynamism that firms may encourage, and understanding how these profiles 
are motivated is crucial to attack the right people or to develop marketing using the 
right strategies.

On the contrary, managers and qualified employees have more practical and 
monetary motivations, so that they are more sensible to sharing initiatives oriented 
toward the practical utility of sharing. In this context, knowing the practical and 
useful motivations of managers and qualified workers is also relevant to the firm 
strategy, especially for those who choose to develop collaborative platforms more 
oriented to economic optimization than to alternative exchange and behavior.

However, all this new evidence does not yet address the multidimensional set of 
factors that would explain the transformations of economic behavior related to the 
emergence of sharing exchange and P2P markets [34, 38, 52, 53]. In my empirical 
exercise, we have identified a number of additional sociodemographic motiva-
tions, but we still know very little about the effects of collaborative consumption 
and behavior. For example, what form does the collaborative consumption func-
tion take? Does it complement or replace the noncollaborative consumption  
function? What proportion of total consumption does collaborative consumption 
represent? How does this new form of consumption affect other aggregates of the 
economy? What is its multiplier? The search for answers to these questions will 
undoubtedly set the course of future research.

In the meantime, a connection between the conceptual frameworks of the 
sharing economy should be noted. The salient idea behind this connection is that, 
through new forms of collaborative consumption and behavior, exchange evolves 
toward a new interpretative paradigm, from initial digital formats into sharing 
formats. And for a more adequate interpretation of the sharing exchange theory, 
the economy will have to move forward and develop a formal apparatus that takes 
into consideration a set of relatively unusual principles, especially interpretative 
models that consider a combination of emotional and rational decision-making, 
individual interest-based as well as prosocial motivations, exchange compensation 
through a monetary or nonmonetary fee, and the set of sharing economies, that it 
may generate. In the same way, the business strategy should begin to combine the 
traditional financial approach to the benefits with the concept of profit, that better 
summarizes the collaborative behavior.
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Chapter

The Transformation of Business
Models in Technology-Enabled
M&A: A Case Study of Amazon
Andrejs Čirjevskis

Abstract

Little is known about how a configuration of dynamic capabilities (DC)
contributes to the transformation of the business models (BM) of ICT acquirers.
The chapter addresses this limitation by taking a strategy-as-practice theory
perspective. The inductive (illustrative) case study Amazon.com acquisition of
Whole Foods (2017) demonstrate how acquires sense new customer group and new
key activity; seize new resources and key partnerships and transform organization
by mean of new promotional channels and new customer relationship, therefore
change cost structure, create new revenue streams, and develop new customer
value proposition. The chapter develops a practice-driven model as a practical guide
for scholars who have been studying DCs and BMs, as well as for those who are new
to the field.

Keywords: dynamic capabilities, business model, merger and acquisition

1. Introduction

A focal firm’s growth strategies and performance are greatly influenced by the
integrative type of strategies, collaborative (alliances, networks, joint ventures) or
consolidative (mergers, acquisitions), to foster the innovation and to deliver new
customer value propositions. In recent years, collaborative and consolidation strat-
egies have received great attention in strategic management literature. Researchers
in strategic management argue that the performance outcome of a specific growth
strategy is usually affected by the dynamic capabilities and business models [1–3].
What is the research gap in the existing literature on dynamic capabilities and
business models? First, dynamic capabilities in merger and acquisition are complex
events in the process of sustain completive advantage of merging business for which
we have an incomplete understanding, in part because researchers have tended to
consider an only explanation of them. What is more, there are very few research
papers that applied the dynamic capabilities’ framework as a tool of the business
analysis of a reinvention of a business model of an acquirer company in M&A
processes. Second, the reinvention of business models of acquirers is still an open
area for research due to the following reasons. Johnson et al. [4] gave brilliant ideas
on a reinvention of business models and their building blocks for focal companies,
but still, a question remains, what capabilities are needed in a reinvention of busi-
ness models in the process of M&A? Pursuing scientific rigor and helping
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practitioners to reinvent of their business model, Amit and Zott [5] integrated
dynamic capabilities with business model design process, but what about reinven-
tion of operationalized components of the model or building blocks of business
models in M&A process? To reinvent building blocks of business models, Kim and
Mauborgne [6] recommended to apply “four steps framework: eliminate, reduce,
increase and create,” namely, to eliminate and to reduce elements of business model
thereby to eliminate and to reduce expenses as well as increase and/or create as new
some elements of business model thereby to increase a revenue stream and to create
a new customer value proposition [2]. However, it is silent about what dynamic
capabilities are needed for that.

Capturing valuable insights from the dynamic capabilities’ framework [4] and
business model canvas [2], this chapter aims to integrate two theoretical perspec-
tives in the cohesive conceptual model. Why is it important to combine the dynamic
capabilities and business model literature? Adoption of seminal Teece’s framework
[7] of dynamic capabilities and operationalized components (building blocks) of
business models [2], in online and offline grocery businesses, allowed the construc-
tion of the conceptual model for practitioners and scholars, which consequently can
be tested by methods of statistical analysis in future research.

The motivation for the research is as follows: the author wanted to know how
acquisition-based dynamic capabilities support a reinvention of building blocks of
business models. The chapter discusses how a focal firm makes strategic decisions
under uncertainty and deals with the commercialization of innovation by means of
dynamic capabilities to sense a new demand, capture new resources and partner-
ships, transform channels and customers’ relationship, and deliver a new customer
value proposition, particularly, by means of acquiring new technologies, advanced
engineering team, and new users’ base. That is what Amazon did with Whole
Foods in 2017. This case study of Whole Foods acquisition by Amazon was selected
due to the following reasons. Firstly, this empirical literature is still at an early stage,
and opportunities abound to dig deeper into the linkages between dynamic capa-
bilities (DC), a reinvention of business models, and long-run firm performance.
“The research paradigm of dynamic capabilities is still relatively new. Accordingly,
illuminating case studies are likely to yield powerful insights” ([8], p. 1400). Sec-
ondly, the chapter digs deeper into the acquisition-based DC in M&A to develop an
integrated practical example of how dynamic capabilities and building blocks of
business models are interrelated in successful M&A process in the ICT industry.
The main contribution of the chapter is an emerging conceptual model of research
that integrates acquisition-based dynamic capabilities’ frameworks [7] and business
model canvas [2] together and, thereby, illustrates how acquisition-based dynamic
capabilities underpinning a reinvention of business models in M&A process. This
conceptual practice-driven model can be a practical guide for scholars who have
been studying DCs and BMs, as well as for those who are new to the field. What is
more, the chapter has contributed to the interest of the strategy practice group of
the Strategic Management Society by answering questions which the group attempt
to answer: what are the capabilities required to perform strategy work, and what are
the microfoundations of the activities involved in the doing of strategy?

2. Literature review

The recent scientific discussion in the field of strategic management broadly
favors the idea of dynamic capabilities in order to overcome potential rigidities of
organizational capability building [9]. “The theoretical and practical importance of
developing and applying dynamic capabilities to sustain a firm’s competitive
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advantage in complex and volatile external environments has catapulted this issue
to the forefront of the research agendas of many scholars” ([10], p. 917). This is
especially true for strategic behavior in the digital economy, as shown in this
chapter. This chapter examined DC in the online grocery business industry in which
the external environment shifted to some extent from a click (online grocery) to a
brick (offline grocery). DC can usefully be thought of as belonging to three clusters
of activities and adjustments: (1) identification and assessment of an opportunity
(sensing); (2) mobilization of resources to address an opportunity and to capture
value from doing so (seizing); and (3) continued renewal of core competencies
(transforming) [7]. Sensing implies that the organization must constantly scan,
recognize, and appraise opportunities and threats across various markets and tech-
nologies. Investigating customer needs is a typical sensing activity. Once an oppor-
tunity has been sensed in order to bring the new services, processes, and activities,
the organization should seize the opportunity. To seize an opportunity may require
renewal and reconfiguration of organizational capabilities and investment in tech-
nologies, equipment, and markets. Thus, transforming is how to organize new and
old resources for organization’s value maximization. One key implication of the
DC concept is that firms are not only competing on their ability to exploit their
existing resources and organizational capabilities but also on their ability to explore,
renew, and develop their organizational capabilities [11]. During the past two
decades, research in DC has promised to unlock the understanding of how compet-
itive advantage arises in dynamic markets. However, to date, empirical work has,
by and large, focused on what DC is. There has been little work demonstrating how
they actually operate and contribute to competitive advantage other than at the
conceptual level [12]. Stefano et al. argue that despite the exceptional rise in interest
and influence of dynamic capabilities, criticisms of the dynamic capabilities’ per-
spective continue to mount [13]. Common concerns are related to a lack of consen-
sus on basic theoretical elements and limited empirical progress [13]. Specific
capabilities that have been identified and studied involve research and development
[14], product innovation [15], ambidextrous organizational structures [16], net-
work responsiveness [17], and human capital management [18]. However, there are
only a few pieces of research on specific dynamic capabilities that have been iden-
tified and studied involving merger and acquisition. Teece argues that it might be
“because assets are bundled together often tightly linked inside incumbent firms, it
may be difficult to obtain assets in the desired configurations through asset pur-
chase or sale in mergers and acquisitions” [7]. However, by Eisenhardt and Martin
[11], practice with homogeneous acquisitions (i.e., those in the related markets) was
positively associated with the accumulation of tacit and explicit knowledge about
how to execute acquisitions and achieve superior acquisition performance. Making
strategically important investment choice on M&A, dynamically capable manage-
ment team needs such managerial capabilities as sensing and shaping, seizing and
reconfigurations (transforming), as well as reinvention and implementation of new
business model [7].

Value creation through M&A requires the simultaneous identification of target
with similar dynamic capabilities on certain dimensions and different dynamic
capabilities on other dimensions. “While similarity is seen as an indicator for
efficiency-based synergies (scale and scope), complementarity provides firms
with both efficiency synergies and value created from those differences that are
mutually supportive. Studies give clear empirical evidence that complementarities
are a significant factor for M&A success” ([19], p. 272). Through the interaction of
complementary characteristics, value creation does not only derive from cost sav-
ings, but the value is also created by a growing turnover and market share [20].
Complementarity has been studied in terms of top management team
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complementarity [20], technological complementarity [21], strategic and market
complementarity [22], or product complementarity [23]. However, the study in
terms of complementarity of dynamic capabilities in M&A is still waiting for
researchers.

Proposition 1. The success of consolidative strategies (merger or acquisition) is
provided by the degree of similarities and complementarity between the dynamic
capabilities of two merging businesses.

In recent year, the business models have received increasing attention of strat-
egy researchers. Business models characterize the focal firm’s plan for its value
creation and capture [24]. From the point of view of Johnson et al. [4], a business
model consists of four main elements, the synthesis of which delivers value, cus-
tomer value proposition, profit formula, key resources, and key processes.
Osterwalder and Pigneur [2] with real 470 business practitioners from 45 countries
extended a number of elements and developed Business Model Canvas with nine
building blocks: customer segment, value proposition, channels, customer relation-
ship, revenue stream, key resources, key activities, key partners, and cost structure.
Slightly adapted Johnson et al. [4] and Osterwalder and Pigneur [2], Teece proposed
three main components of the business model: “Cost Model: Core Assets and Capa-
bilities; Core Activities; Partner Network. Revenue Model: Pricing Logic; Channels;
Customer Interaction. Value proposition: Product and Service; Customer Needs;
Geography” ([25], p. 41). With respect to brilliant contributors to dynamic capa-
bilities and business models’ frameworks, there is still a gap in understanding what
and how dynamic capabilities lead to new cost structure and revenue streams and
how dynamic capabilities foster new value proposition of acquirer’s company in
M&A process. We must understand how acquisition-based dynamic capabilities
transform and reinvent components of a business model acquirer’s company.

What exactly is meant by the reinvention of building blocks of business models?
The reinvention of building blocks of business meant the process of the transfor-
mation of the most important activities, capabilities, and resources of the company
to reduce cost, to increase revenue stream, to deliver new customer value proposi-
tion, and thereby to sustain competitive advantages. How acquisition-based
dynamic capabilities support a reinvention of building blocks of business models?
There are three sets of acquisition-based dynamic capabilities which should be
developed to transform and reinvent a business model of an acquirer to achieve
competitive advantage. The first set of acquisition-based dynamic capabilities
(sensing and shaping) is contributing to select new key activities and new customer
segments, thereby contributing to an acquirer to shape emerging market demand
and new technologies needed. The second set of acquisition-based dynamic capa-
bilities (identifying and seizing) is supporting an acquirer’s company to obtain new
key idiosyncratic (VRIN) resources and to extend a partnership’s networks. The
third set of acquisition-based dynamic capabilities (transforming and
reconfiguring) is contributing an acquirer’s company to transform new customer
relationships and promotion channels and, thus, to deliver the new customer value
proposition. Thereby, an acquiring company would result in a new cost structure by
eliminating and reducing capital expenditure and operating expenses, due to an
economy of scope, and would generate new revenue streams by increasing and
creating new key activities. A result of those transformation processes, acquirer’s
company can newly sustain competitive advantage. The theoretical framework of
the research is presented in Table 1.

Proposition 2. Business model’s elements of both acquirer’s and the
target’s companies can successfully fold into the new business model by means
of acquisition-based dynamic capabilities and contribute to reduce
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cost, to create a new revenue stream, to deliver a new value proposition, and
therefore to sustain competitive advantage.

3. Research design and methodology

“Building theory from case studies is a research strategy that involves using
one or more cases to create theoretical constructs, propositions and/or midrange
theory from case-based, empirical evidence” ([26], p. 25). Yin defines the case
study research method as “an empirical inquiry that investigates a contemporary
phenomenon within its real-life context; when the boundaries between phenome-
non and context are not clearly evident; and in which multiple sources of evidence
are used” ([27], p. 23). Some critics suggest case study research is useful only as an
exploratory tool or for establishing a hypothesis, and some would claim it is unsci-
entific [28]. When it comes to the validity of qualitative case study research, the
validity refers to the extent to which the qualitative research results accurately
represent the collected data (internal validity) can be generalized or transferred to
other contexts or settings (external validity) [28]. Ultimately, each case can be
viewed as a discrete experiment that could be repeated [29].

This chapter seeks to explore how acquisition-based dynamic capabilities
underpinning a reinvention of business models in the M&A process. As objects of
research, the author selected the company that is especially active and successful in
online shopping and particularly in the online and offline grocery business. The unit
of analysis is dynamic capabilities. In this research, two stages of research work will
be involved. Firstly, to justify propositions, the author did the contextual content
analysis which relied on an archival search that included financial statements,
annual reports, internal documents, industry publications, and CEO statements to
get at a microlevel understanding that really boosts data and the better understand-
ing of the microfoundations of DC and building blocks of business models of
acquirers and targets.

Table 1.
The theoretical model of research: bridging together acquisition-based dynamic capabilities and reinvention of a
business model.
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Even though a strategy-as-practice or process-based approaches in empirical
qualitative research usually have an element of ethnographic or discursive analysis
using primary data (sometimes in addition to secondary data, sometimes alone), the
current chapter relied on an extensive search of secondary data. The key to second-
ary data analysis is to apply theoretical knowledge and conceptual skills to utilize
existing data to address the research propositions. The major advantages associated
with secondary analysis are the cost-effectiveness and convenience it provides [30].
A major disadvantage of using secondary data is that the secondary researcher did
not participate in the data collection process and does not know exactly how it was
conducted. However, the obvious benefits of using secondary data can be
overshadowed by its limitations [31]. Original survey research rarely uses all of the
data collected, and this unused data can provide answers or different perspectives
to other questions or issues [30]. In a time where vast amounts of data are being
collected and archived by researchers all over the world, the practicality of utilizing
existing data for research is becoming more prevalent [30, 32].

The aim of the content analysis of illustrative case study of Amazon’s acquisition
of Whole Foods at 2017 is to explicate the relationship between acquisitions-based
dynamic capability and reinvention of acquirer business model and, thus, sustained
competitive advantage. Content analysis is a qualitative research method that uses
a set of procedures to classify or otherwise categorize communications [33]. Typi-
cally relying on archival data to extract criteria of interest to strategic management
scholars, content analysis has aided in analyzing corporate strategies [34], organi-
zational boundaries [35], new product development [36], organizational resources
[37], strategic groups [38], and joint ventures [39]. Any source of communication
such as shareholder letters, interview narratives, video records, speeches, or tran-
scripts from recorded meetings of executives could be used by a strategy researcher
as an effective data source for content analysis. It provides a good match theoreti-
cally between the information being assessed (how information is being content
analyzed) and the context from which it is drawn (does the type of text being used
as a source of content analysis data fit the propositions?).

Generally, three broad types of content methodologies exist [40, 41]: human-
scored schema, individual word count systems, and computerized systems using
artificial intelligence. Human-scored systems involve training of coders to classify
text according to specific classification categories. In this system, the first step is a
determination of what aspect of text will serve as the unit of analysis (word, phrase,
sentence, paragraph, full text). Then, categories are developed for classification,
and coding rules are developed for each category. In contrast to human-scored
schemas, individual work count systems classify text into several semantically
equivalent categories and then use frequency of an occurrence to determine the
relative importance of each category in a text [33]. Finally, artificial intelligence
systems incorporate features that consider the syntax and lexicon of words [41].
Thus, there is a mechanism to resolve words with more than a single meaning. For
this study, the author has chosen human-scored systems and individual work count
systems. Dynamic capabilities served as a unit of analysis.

To justify the first proposition, the author has chosen human-scored systems and
classified text into three specific classification categories, namely, sensing, seizing,
and transforming dynamic capabilities. When it comes to the format of the presen-
tation, the author has adopted a conceptual frame developed by Teece [42]. The
conceptual frame helped to unravel data in the text that the author has collected in
search of similarities and complementarity of the micro-foundations of the dynamic
capabilities of both companies. To justify the second proposition, the author applied
an individual work count system, the text has been allocated within nine building
blocks of the business model of both companies (as semantically equivalent
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categories), and identified compatibilities and complementarity of companies’
business models. Then, the author has allocated operationalized components of the
business model into each cluster of dynamic capabilities (sensing, seizing, and
transforming) to demonstrate how acquisition-based dynamic capabilities under-
pinning the transformation of the business model. The second stage of research
involves a demonstration of the development process of the new conceptual model
of research by using illustrative content analysis finding and literature research
outcomes. This empirical research helps to fill a gap in the literature which is
primarily 75% theoretical and only 25% empirical—focusing on proving the exis-
tence of dynamic capability [43]. The chapter discusses and interprets the results of
the qualitative and explorative research in the next subchapters.

4. Data analysis and interpretation

Teece argues that individual corporate histories and illuminative case studies
yield powerful insights to dynamic capabilities research. [5]. In a move that sur-
prised the 2017 year, Amazon, the largest online retailer, announced its intention to
purchase Whole Foods for $13.7B in cash. Amazon had been dabbling with tradi-
tional brick-and-mortar activities for a few years already—from owning a few
physical stores to running experiments like “Amazon Fresh” and later “Amazon
Go.” However, its competitors including Walmart were far ahead than Amazon
with revenues of $ 486 billion as compared to Amazon’s $136 billion [44]. Some
have interpreted Amazon’s move as a signal that the online giant is finally giving in
and investing big in brick-and-mortar retail. How is this particular acquisition
different from any other acquisition where the target firm is attractive because of its
business channels and market reach? Most acquisitions are carried out to acquire
these target firm’s capabilities; how is the Amazon acquisition of Whole Foods
different? The answer is this acquisition is carried out to acquire big data of more
affluent customers with an interest in eating healthy and sustainable foods spending
extra money to purchase. Digging deeper, though, it is clear that Amazon’s real
interest is in two things: first, the treasure trove of consumer data that comes with
this acquisition; and second, Whole Foods private brand product [44]. The big data
from Whole Foods customers are literally “rich.” What exactly is in the Whole
Foods data that Amazon would want? The answer is grocery buying habits and
patterns. Preferences and correlations between purchases of different products and
even different categories [44]. Jeremy Stanley, vice president of data science for
Instacart, one of Amazon’s competitors in the grocery space, recently told CNBC:
“One of the wonderful things about groceries is that compared to other e-commerce
purchases, groceries are habitual and frequent. People need groceries every week”
[44]. Amazon can also use its process and technology expertise to take enormous
costs out of the supply chain and store operations of Whole Foods while improving
the in-store experience. Amazon has mastered the “test and learn” approach to
large-scale innovation that most companies aspire to. Whole Foods provides Ama-
zon with an incredible platform for the transformation of industry [45].

Justification of proposition 1. The success of consolidative strategies (merger
or acquisition) is provided by the degree of similarities and complementarity
between the dynamic capabilities of two merging businesses.

The persistence of existing dynamic capabilities depends on the impetus for
change (sensing), the strength of the perceived need to change (seizing), and the
managerial capacity to integrate and recombine resources (transforming) as desired
[46, 10, 7]. Zahra et al. [10] argue that the lack of success to solve a problem with
current capabilities triggers the development and use of new dynamic capabilities.
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The research has explored the selected dynamic capabilities of the target’s company
and acquirer’s company. The justification of the first proposition is given in
Tables 2 and 3. The research has identified several similarities in the dynamic
capabilities of two companies. Both companies were successful to sense emerging
market demands, to seize opportunities by developing products and platforms,
keeping leading positions. Thereby, the dynamic capabilities of sensing and seizing
of two companies are quite similar.

However, companies were not always successful in transformation or reshaping
resources: Amazon’s low grocery’s margins, difficulties to deliver food considering
their perishability nature, as well as Amazon Go store’s technology faced problems.
Regarding Whole Foods, there is a massive cost disadvantage compared to their
traditional grocery competitors. There are also several complementarities of the
dynamic capabilities of an acquirer and a target. One of Amazon’s weaknesses is the
huge cost of losses due to food items becoming bad, a problem which the company
had never faced with toys and books. Even though the grocery business was
approximately $ 800 billion per the year 2016 in the USA alone [47], Amazon has
limited knowledge and experience in the offline retail environment. That is why, for
Amazon Fresh to be successful, the company needed to acquire more expertise in
perishable grocery procurement. In contrast, Whole Foods becomes an organic

Products Sensing Seizing Transforming Result in

Online

and

offline

food

stores

Amazon sensed the

need for having its

footprint in the

physical stores

combined with

online stores.

Amazon saw a

grocery business as

an emerging

business opportunity

Amazon set up a

subsidiary Amazon

Fresh, a grocery

delivery service.

Later Amazon

decided to enter into

food and consumable

goods manufacturing

through Amazon

Elements, by

establishing a

partnership with

TreeHouse Food Inc.

In March 2017,

Amazon announced

Amazon Fresh

Pickup, a drive-in-

type grocery store

for Amazon Prime

subscribers. In

January 2018,

Amazon started up

offline retailing

Amazon Go, first

brick-and-mortar

convenience food

store on Amazon

Grocery’s margins
were low, and its

goods were difficult to
deliver considering
their perishability

nature. Amazon Go

store’s technology
faced problem in

tracking over 20

people

Source: Developed by author.

Table 2.
Dynamic capabilities of Amazon before the acquisition of Whole Foods.

Product Sensing Seizing Transforming Result in

Whole

Foods

Whole Foods

found that “where

food comes from

and how it is

grown matter”

(case)

Whole Foods becomes

an organic supermarket

which distinguishes

itself by offering

“highest quality natural

and organic products”

Whole Foods

attempted to expand to

1000 stores, it could

either build stores

more closely together

or build lower-cost

stores in areas that had

more price-conscious

consumers [32]

Whole Foods has a
massive cost
disadvantage
compared to its

traditional grocery

competitors [32]

Source: Developed by author.

Table 3.
Dynamic capabilities of Whole Foods before the acquisition.
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supermarket which distinguishes itself by offering “highest quality natural and
organic products.” However, Whole Foods recent poor performance stems from a
major strategic mistake they made about 4 years ago. Whole Foods in its current
incarnation is a niche business that can only profitably sell “food for the 1%” but is
trying to sell to everyone [45]. Therefore, Amazon can provide resources for future
Whole Foods development, and at the same time, Amazon can develop their own
offline grocery business.

Justification of proposition 2. Business model’s elements of both acquirer’s and
the target’s companies can successfully fold into the new business model by means
of acquisition-based dynamic capabilities and contribute to reduce cost, to create a
new revenue stream, to deliver a new value proposition, and therefore to sustain
competitive advantage.

Having analyzed both Amazon and Whole Foods building blocks of business
models, the research justified the second proposition, as shown in Tables 4 and 5.
The acquisition-based dynamic capabilities helped Amazon to reinvent of building
blocks of the business model as follows. Amazon sensed new key activities and new
customers’ segments for their business: Whole Foods customer has over $1000 per
month disposable income. Amazon has a better understanding of the customer than
any other retailer. The Motley Fool estimates that over 80 million people are Ama-
zon Prime members. With this big data, it is capable of building analytic models
which can predict what these consumers will want, how much they will want, and
when they will want it.

Amazon seized new key (idiosyncratic) resources by acquiring Whole Foods
logistic system, customer’s base, and a key partners’ network.

To be successful in the offline retail food segment and in own-brand grocery
stores, Amazon needs to have knowledge of traditional retailing and effective sup-
ply chain management in both factories and retail stores. Amazon has limited
knowledge and experience in the offline retail environment. The company learned
about food market through Amazon Fresh but now can learn about food stores or
grocery manufacturing. Amazon has good supply chain management in a ware-
house for online retail order, but now Amazon is certain whether this experience is
transferable to an offline retail store. Hence, Amazon reconfigured new customers’
relationship and channels.

While Amazon’s purchase of Whole Foods enables them to add a tremendous
amount of data to their coffers, the true differentiator lies in the company’s mastery
of using data to better understand their customer’s needs, predict shopping behav-
iour and generate longevity with its loyal customer base [47]. Therefore, Amazon
transformed its customer value proposition, delivering new value to the clients of
both companies and capturing new value for shareholders. “This partnership pre-
sents an opportunity to maximize value for Whole Foods Market’s shareholders,
while at the same time extending our mission and bringing the highest quality,
experience, convenience, and innovation to our customers,” John Mackey, Whole
Foods CEO, said in a statement [49]. Given the jump in Amazon’s stock price after
the announcement, shareholder approval of the deal has virtually paid its total cost.
When people suggest that Amazon has overpaid for Whole Foods, they completely
miss this point [45]. Amazon also can help Whole Foods buy high-quality products
more cost-effectively and thus improve gross margins while keeping customers
satisfied. As results, Amazon can change cost structure as well as potentially increase
revenue streams for mobile professional users and can result in a new competitive
advantage. Adding Whole Foods selection of items to its Amazon Fresh grocery
delivery service could give the company a competitive advantage against Peapod,
FreshDirect, and Google, whose express delivery service now reaches almost 90%
of the USA [50].
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Building

blocks

of the

business

model

Amazon business model Dynamic capability

of Amazon

Whole Food business model

Customer
segments
(Scope)

• Millennials

• Global consumer

market (North

America, Europe, Asia)

• The more affluent

customer with an

interest in eating

healthy and sustainable

foods spending extra

money to purchase

Key activities
(Scope)

• Customer focused

product development

• Well-developed supply

chain

• Natural and organic

foods supermarket

chain operations

• Production of packaged

goods, prepared

foods, body care, pet

foods, and household

goods

Key partners
(Resources)

• The business alliances

and collaborations with

logistic partners

• Partnership with

third-party sellers

• Supplier and

procurement partners

• Agriculture and

sustainability partners

• Whole trade certifier

partners

Key resources
(Resources)

• Amazon Web Services

• Big data analytics

• Productive employees

• Physical warehouses

• Distribution &

procurement centres

• The network of 412

stores across 42 US

states, as well as ten

stores in Canada, and

nine stores in the UK

Channels
(Organization)

• Amazon.com

• Country-specific online

portals

• API (for AWS)

• The network of

physical retail outlets

• Retail infrastructure,

procurement,

production, and

distribution network

Customer
relationship
(Organization)

• Fuse data, technology,

and content to engage a

loyalty program (their

best customers) with

geo-location reminders

to incentivize store

visits

• A full range of products

to its customers on a

self-service basis

through its online sales

channel, which enables

customers to browse

products, place orders,

and arranges deliveries

Customer
value
propositions

• Eliminating the

checkout line

• Real-time offers via

mobile push

notifications when

customers are in store

• The diverse catalog of

premium products

• The commitment to

organic and sustainable

sourcing

• Offering online

shopping services on

desktop and mobile

platforms

Cost structure • Investing profit back

into the technology and

the infrastructure

• The procurement of

products and supplies
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The reinvention of the business model of

Amazon.com

Microfoundations of acquisition-based dynamic

capabilities of Amazon.com

Selection, sensing, and shaping new activities and new
customer’s segments

Amazon is discovering the power of virtual and

physical channels that interact seamlessly in support of

the customer. Amazon has begun to test that logic with

its venture into physical bookstores. Amazon is

sensing more affluent customer with an interest in

eating healthy and sustainable foods spending extra

money to purchase. The proposed acquisition of

Whole Foods catapults those efforts and provides

extraordinary opportunities for experimentation in

and execution of integrated retailing [45]

Identification and seizing new resources and a new
partnership

Amazon did not just buy Whole Foods grocery stores.

It bought 431 upper-income, prime-location

distribution nodes for everything it does [44]. Amazon

has mastered the “test and learn” approach to large-

scale innovation that most companies aspire to.

Therefore, Whole Foods provides Amazon with an

incredible platform for the transformation of an

industry

Reconfiguration and transforming new customer
relationship, new channels, and new customer value
proposition. Result in new cost structure and new revenue
stream

This acquisition gives Amazon to reinvent and

reengineer the process of buying, moving, and selling

goods of Whole Foods. With 460 locations and a

history of highly localized habits and preferences,

Amazon will benefit from a trove of data that it can

mine to write the future [52]. The brand Whole Foods

is a good compliment to Amazon Fresh and Go and

allow them to more aggressively target fresh food

delivery to the at-home market. Amazon will

ultimately be able to tailor the grocery shopping

experience to the individual to better understand their

needs, predict shopping behavior, and generate

longevity with loyal customers

Source: Developed by author.

Table 5.
Bridging perspectives together: the reinvention of the business model and micro-foundations of acquisition-based
dynamic capabilities.

Building

blocks

of the

business

model

Amazon business model Dynamic capability

of Amazon

Whole Food business model

• Research &

Development

• Low-cost structure

• The operation and

development of the

online sales channel

• The maintenance of IT

and communications

infrastructure

Revenue
streams

• Revenues from product

and service sales

• Utility computing fees

(for AWS)

• Economy of scale

• The sale of various

organic and fair-trade

products

Source: Developed by author

Table 4.
Acquisition based dynamic capabilities of Amazon.com in the reinvention of their business model by acquiring
Whole Food.
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5. Findings and discussion

“The literature on dynamic capabilities has addressed the fundamental question
of how companies develop the skills and competencies that allow them to compete
and gain an enduring competitive advantage… However, the literature does not tell
much about the antecedents of new firms’ dynamic capabilities” ([33], pp. 919–
920). This chapter addresses the latter issue in great depth. The author used con-
textual content analysis [32] to justify two propositions. The contextual analysis
provided a comprehensive solution to the challenge of identifying and categorizing
key textual data [51]. Content analysis transformed unstructured data into orga-
nized information to give you a competitive edge [51].

When the chapter explored acquisition-based dynamic capabilities and business
models of Amazon and Whole Foods, the research found the acquisition enabled a
series of strategic innovations to integrate Whole Foods products with Amazon
functionality and vice versa. Bridging two perspectives together, Table 5 demon-
strates what and why Amazon did with Whole Foods at the end of 2016 and how
acquisition-based dynamic capabilities support a reinvention of building blocks of
business models.

Amazon has high dynamic capabilities in online technology but not in food distri-
bution. When some dynamic capabilities are missing, a company has the option to
develop them internally or purchase them from outside. Amazon needed to acquire
more knowledge of the retail market, improve management of its supply chain for
the offline retail store, and continue investing in R&D for the grocery retail busi-
ness. Dynamic capabilities of Amazon and Whole Foods are aligning and allowing
them to improve existing products by sharing’ experience, advanced technologies, and
broad users’ base. With Whole Foods acquisition, Amazon would benefit as it would
get access to tons of consumers and lifestyle data packed into consumer’s buying habits
[44]. Whole Foods is an attractive platform for Amazon for the transformation of
an industry. Therefore, two propositions have been justified empirically. Does click
successfully meet brick? The integration of Amazon and Whole Foods is not fully
finished. Amazon is trying to becomeWalmart—not just an online megalith but also
a physical powerhouse with dynamic pricing and stocking strategy—faster than
Walmart can become Amazon [44].

With Whole Foods acquisition, Amazon would benefit as it would get access to
tons of consumers and lifestyle data packed into consumer’s buying habits [44].
Morgan Stanley analysts think that the new Whole Foods has the ability to close the
pricing gap between it and its competitors [53]. Zahra et al. [10] argue that entre-
preneurs and other key organizational decision-makers failing with current appli-
cations spur attempts to change. However, key dynamic capabilities, such as
transforming resource and developing new competencies, might be challenging for
Amazon. Should Amazon manufacture its own products to make a higher
margin? Could Amazon’s offline retail marketing concept be developed globally
[54]? To become one of the biggest offline retail players, Amazon needs to
educate customers and make a lot of investment. According to Tom Caporaso,
the chief executive officer of Clarus Commerce, the Amazon Go business model
relied on several recent technological innovations that required more time
for testing [55].

Don Stuart, a managing partner at Cadent Consulting Group, concurred that
even for the biggest online retailer like Amazon, to make the platform was a huge
challenge [55]. What novel have I learned that goes beyond these existing frame-
works of dynamic capabilities and business models? How do we need to change
these frameworks based on insights from the case? The current research gave
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substantially more insights into the role that dynamic capabilities can play in acqui-
sitions and how dynamic capabilities relate to business model transformation.
Besides contributing to dynamic capabilities view on competitive advantages by
adding fresh insights about successful acquisition practice, the research core con-
tribution is in the emergent conceptual model for future research on the reinvention
of a business model in merger and acquisition process as shown in Figure 1. Collis
and Montgomery [56] argue that good corporate strategy requires a continual
reassessment of the company’s scope, requires continual investment in building and
acquiring strategically valuable resources, and develops organization ability to
marshal them. Thereby, the conceptual model also integrates a great corporate
strategy triangle: strong market positions (scope), high-quality resources, and an
efficient organization [56] as shown in Figure 1.

The conceptual model makes dynamic capabilities more visible, tangible, and to
some extent measurable with the help of business model canvas.

6. Conclusion, limitations, and future works

When some dynamic capabilities are missing, a company has the option to
develop them internally or purchase them from outside. Teece argues: “In short, the
business model outlines the (industrial) logic by which customers are served and
money is made” ([25], p. 41). The current chapter contributes to theory and prac-
tice by illustrating how this logic works in the M&A process. The model demon-
strates that the intersection of sensing and seizing capabilities can result in a new

Figure 1.
The conceptual model of future research: bridging together acquisition-based dynamic capabilities and a process
of the transformation of a business model.
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and more efficient cost structure; the intersection of sensing and transforming
capabilities can result in the generation of a new revenue stream. The intersection of
seizing and transforming capabilities can result in a new customer value proposi-
tion. Thereby, the acquisition-based dynamic capabilities are transforming the
acquirer’s business model and underpinning the acquirer’s competitive advantage.
The conceptual model integrates dynamic capabilities and business model perspec-
tives in the new conceptual model for future research that encourages practitioners
to grasp an exact relationship between the micro-foundations of each perspective.
The conceptual model makes dynamic capabilities more visible, tangible, and to
some extent measurable at least on the level of expected results (reduced cost and
increased revenue streams). The resulting model is given in Figure 1 also advances
the discourse on DCs and BM.

There are several strong limitations to the research. Due to a limitation of the
number of submitted pages, the research has provided only one evidence from
M&A practice. Through the small data size and missing validation through a lack of
robust analysis, the current chapter serves more as an introduction to the research,
then as the results. Thereby, the chapter, being of an exploratory and interpretive in
nature, raises several opportunities for future research, both in terms of theory
development and findings validation. The conceptual model discussed in Figure 1
could also be used to generate a number of hypotheses for further empirical testing
using a broader sample and quantitative research methods.

What is more, because changing the BM is a central top-management task, there
is potentially very fruitful link to top management team (TMT) theory [57]. For
example, what dynamic managerial capabilities are more needed in BMI in M&A
the process: managerial cognition capabilities, social capital, or human capital [58]?
What is more important and what are less important dynamic managerial capabil-
ities for decision-making processes in technology-enabled M&A deals (idea, justifi-
cation, due diligence, negotiation) and for integration processes in M&A deals
(acquisition integration, synergy management) [59]? The study can also be
extended in longitudinal and comparative ways.
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