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Abstract

In the last few decades, the study of the spectrum of density fluctuations in fluids at the
transition from the continuous to the single particle regimes has attracted an increas‐
ing interest. Although the shape of the spectrum is well known in these two extreme
limits, no theory firmly predicts its evolution in the broad crossover region. However,
the development of  inelastic  X-ray scattering (IXS) has substantially expanded the
potentialities  of  modern  spectroscopy,  thus,  providing  an  unprecedented  detailed
mapping of such a crossover. A better understanding of the line-shape evolution in this
intermediate regime is deemed to improve our knowledge of all dynamical processes
occurring in a fluid from macroscopic to microscopic scales. The aim of this chapter is
to review some relevant experimental contributions brought about by IXS in this field
since its development toward the end of past millennium.

Keywords: inelastic X-ray scattering, simple fluids, hydrodynamics, single particle
limit, collective excitations

1. Introduction

In the last 50 years, the short-time collective dynamics of molecules in fluid and glassy systems
has been in the focus of a thorough experimental, theoretical, and computational scrutiny, yet
it still has many unsettled aspects. This mostly owes to the lack of a large-scale symmetry in
the structure of these systems and to the often exceptionally complex movements of their
microscopic  constituents.  Among  various  variables  providing  insight  into  the  dynamic
behavior of a disordered system, density fluctuations are a particularly well-suited subject to
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study, as they can be directly accessed by several independent investigation methods. Indeed,
the most significant advances made in the field of dynamics of liquids have been achieved
thanks to the critical comparison of parallel experimental and computational results. In fact,
both spectroscopy experiments and molecular dynamics simulations provide direct access to
the Fourier transform of correlation functions between density fluctuations, i. e., the dynam‐
ic structure factor,  S(Q,ω).  This variable is a unique function of the energy, ħω,  and the
momentum ℏQ

→
 exchanged between the probe and the sample in a scattering event; here

ℏ=h / 2π with h  being the Planck constant.

In general, the shape of S(Q,ω) is reasonably understood both at quasi-macroscopic distances,
over which the fluid appears as a continuum, and at truly microscopic scales where instead
the single particle dynamics is probed.

The evolution of the S(Q,ω) shape in the whole crossover between these two limits still
represents a theoretical challenge. This particularly applies to the so-called “mesoscopic”
regime, corresponding to distances and timescales roughly matching first neighboring
molecules’ separations and cage oscillations periods, respectively. From the experimental side,
the study of S(Q,ω) in liquids at mesoscopic scales has been for long time an exclusive domain
of inelastic neutron scattering (INS), a technique already in its mature phase, having been
developed in the mid-1950s [1]. The complementary mesoscopic technique, inelastic X-ray
scattering (IXS), is instead relatively young, since its first demonstration dates back to the last
decade of the past millennium [2, 3]. Its implementation was enabled by the advent of
synchrotron sources with unprecedented brilliance and by parallel advances in crystal optics
fabrication. Furthermore, the improved performance of X-ray sources has greatly increased
the level of statistical accuracy typically achieved by inelastic scattering measurements, thus
enabling more detailed and physically informative modeling of the spetral shape. Across the
years, this new spectroscopic tool allowed the scientific community to gain a deep-seated
knowledge of the mesoscopic dynamics of disordered systems. Nowadays, IXS experiments
have reached the level of statistical accuracy required for extremely detailed and informative
line-shape analyses, thus representing a valuable test for the most advanced theories of liquid
dynamics.

As a simple example of possible IXS applications, this chapter will provide a concise overview
of relevant IXS investigations of the S(Q,ω) across the transition from the hydrodynamic to the
single particle regimes. Looking at the available literature results from a global perspective
has a relevant scientific interest since a better understanding of this crossover can shed further
insight into the various dynamic events occurring in a fluid from macroscopic to microscopic
scales.

2. Generalities on an inelastic scattering experiment

In a scattering experiment, a beam impinges on the sample exchanging with it, an energy of
ħω and a momentum of ħ Q

→
. It can be shown that intensity measured in a spectroscopy
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experiment from GHz frequencies [4] to THz ones [5–7] is proportional to the spectrum of
density fluctuations, or dynamic structure factor:

*( , ) = ( , ) ( ,0) exp ( )
V

S Q dr r t r i Q r t dtw dr dr w
+¥

-¥
é ù× -ë ûò ò
rr r r r (1)

with δρ(r→ ,t) being the space (r→ ) and time (t) dependent density fluctuation of the target sample
within the volume V. The term δρ(r→ ,t) appearing in Eq. (1) may represent either a spontaneous
or a scattering-induced density fluctuation, in either case its amplitude is assumed small
enough to induce a linear response on the target sample. Under this condition, the response
of the latter can be expressed in terms of correlation functions calculated at its equilibrium.
Note that for isotropic systems as liquids and glasses, only the amplitude Q = |Q

⇀ |  of the
exchanged wave-vector Q

⇀
 counts, the actual direction being irrelevant. For this reason, while

dealing with these systems, it is customary to express the dynamic structure factor as S(Q,ω)
rather than S (Q

⇀
, ω).

Typically, in a scattering experiment the sample is kept at a constant temperature T and
therefore the correlation function, defined by the symbol ...... , can be calculated as a thermal
average over the initial states of the target atoms. For a classical system, this sum can be
performed using the counting factor n(EI )=exp(−βEI ) /∑I exp(−βEI ), with β = 1/kBT, where EI is

the energy of the I-th initial state and kB, the Boltzmann constant. From the above formula, one
readily recognizes that the scattering of a plane wave at an energy (frequency) and a direction
(wavevector) different from the initial ones is caused by a density fluctuation δρ(r→ ,t). If, for
instance, if the probe is visible light, the occurrence of a density fluctuation causes a local
variation of the index of refraction, thereby disrupting the optical homogeinity of the medium.
By virtue of the scattering event, according to the Huygens principle (see, e.g., [8]), the target
sample becomes the source of spherical wave: ψsc∝ e ikr / r  with r being the distance from the
origin, that is the location of the probe-sample collision.

The photoms deviated at an angle 2θ, after passing through an analyzer filter are ultimately
counted by the detector. If the latter intercepts only a very small portion of the solid angle, it
can be safely assumed that the wavevector of photons impinging on its sensitive area is
constant and orthogonal to the front wave (plane wave approximation). Consequently, the
scattering process can be treated as a transition between two distinct plane waves.

Given the above general considerations, we can now attempt a course derivation of the
frequency distribution of the scattering from a density wave to achieve a rough estimate of the
shape of S(Q,ω).

As apparent from Eq. (1), S(Q,ω) is connected to density fluctuations through the space and
time Fourier transform of their correlation function. Its determination thus provides a snapshot
of this correlation function over timescale ~ ω−1 and distances ~ Q−1. For small Q and ω, the
target system is “perceived” by the probe as a continuous and homogeneus medium, whose
dynamic response is averaged over long times. This continuous limit can be probed, for
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instance, by illuminating the sample with the visible light beam emitted by a laser. In fact, Q
values typical of visible light scattering measurements span the 10−3–10−2 nm−1 range, corre‐
sponding to sub-μm to μm lengthscales. These distances are sufficiently smaller than the
sample size, yet still much larger than first neighboring atoms’ separations. Clearly, at these
scales the detail of the microscopic structure and dynamics cannot be directly observed, since
only long distances and times effects on the dynamics can be captured by the probe.

Over long distances density fluctuations in a liquid can, for instance, have the form of density
(acoustic) waves propagating throughout the medium with the speed of sound, cs. Since cs is
much smaller the speed of light in the medium a given density wave is “seen” by the incident
photons as essentially static, i. e., stationary, perturbation.

We can now focus on the intensity scattered, e.g., by successive crests of the density wave, as
illustrated in Figure 1. The interference between these successive reflections is constructive
whenever the difference in their optical paths (namely, the two red segments in the scheme of
Figure 1) equals an integer multiple of the incident wavelength in the medium. Considering
the smallest of these integer numbers, one has:

Figure 1. Schematics of the interaction between a density wave and a photon beam (see text) causing a scattering at an
angle 2θ.

2 sin 4 sins
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where λ and λ/n are, respectively, the wavelength of light in vacuum and in the target medium,
with n being the refractive index of the sample; furthermore, λs, cs, and ωs are the wavelength,
the speed and the angular frequency of the acoustic wave with λs = 2πcs/ωs. The scattering-
genearted acoustic wave has a wavevector of amplitude amplitude = Q, therefore it propagates
at a frequency ωs = csQ. From Eq. (2) it follows that the amplitude of the exchanged wavevector
is Q = (4πn/λ) sinθ.

From a physical point of view, the acoustic wave can be considered as a source of scattered
radiation traveling with a velocity cs. As well known from Physics textbooks, the frequency of
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the radiation emitted by a moving source is frequency-shifted by the Doppler effect. This
ultimately causes a ± csQ offset of the frequency of scattered wave with respect to the one of
the incident beam; here the signs “+” and “−“ refer to the acoustic wave propagating toward
or away from the detector, respectively. From these very general arguments, one can expect
the frequency distribution of the scattered intensity, i.e., the spectrum, to be dominated by two
peaks symmetrically shifted by an amount ± csQ from the center of the spectrum, ω = 0.

These peaks are customarily quoted as “inelastic” insofar their energy is either lower or higher
(by an amount E = ħcsQ) than the energy of the impinging beam.

The two symmetric side peaks are named Brillouin peaks after their prediction by L. Brillouin
in the early 1920s [9] and, as discussed in the following, their position and width convey insight,
on the frequency and the lifetime of acoustic waves, respectively.

Let us now consider the case of diffusive, rather than propagating, density fluctuations. These
can be for instance those generated by local temperature gradients causing transient density
inhomogeneities. Their time evolution can be described by the Fick‘s law [10], which predicts
a simple exponential time decay. The corresponding spectral shape is the Fourier transform
of such an exponential law, namely a Lorentzian centered at w = 0. Since this position corre‐
sponds to the absence of energy-transfer, the corresponding peak is thus customarily referred
to as quasi-elastic. Here the prefix “quasi-” alludes to the nonvanishing width of the peak and
to its wings extending to the inelatic region of the spectrum (w ≠ 0).

Since in general density fluctuations in a fluid can have either a diffusive, or a propagating
character, one can anticipate that the spectrum of density fluctuations has a triplet shape
composed by a quasi-elastic peak—connected to internal diffusive motions—and two symm‐
metric side peaks— arising from acoustic modes.

A physically more informative description of the spectral shape in the continuous limit
requires a detailed knowledge of the thermodynamic and transport properties of the sample.
As well assessed both experimentally and computationally, the hydrodynamic theory for
continuous media can be consistently used to describe the spectral shape in this limit.

This theory stems from an explicit expression of the conservation laws of the density of mass,
momentum, and energy of the target sample [4, 11]. These can be described by few independent
equations, which, however, do not form a complete set unless complemented by two so-called
constitutive equations: the Navier-Stokes equation and the heat transfer one. The spectrum of
density fluctuation can be ultimately obtained through Fourier and Laplace transforms of this
set of equations. The result can be conveniently expressed in terms of a hydrodynamic matrix,
whose eigenvalues define the modes dominating the spectral shape. As shown in Ref. [4] these
long-lived, or quasi-conserved, collective modes are customarily referred to as “hydrodynamic
modes,” and appear in the spectrum as a triplet, well approximated by the following expres‐
sion:
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where the shape parameters ωs, zh and zs represent the acoustic frequency and the inverse
lifetime of the quasi-elastic and inelastic modes, respectively. All shape parameters in Eq. (3)
are in general Q dependent, even if such dependence is not explicitly mentioned in the notation.

At low Q values, such a Q-dependence can be made explicit using a polynomial Q-expansion
(see, e.g., [12]), which to the lowest order yields:

hyd
s s sc Qw w» = (4a)

( ) 21 2hyd
s s T Lz z D Qg n» = é - + ùë û (4b)

2hyd
h h Tz z D Q» = (4c)

with cs, DT, and υL being, respectively, the adiabatic sound velocity, the thermal diffusivity,
and the longitudinal kinematic viscosity.

One readily recognizes that Eq. (3) consists of these components (from left):

1. The so-called Rayleigh, or central, peak (term ∝ Ah) which relates to entropy (heat)
fluctuations diffusing at constant pressure (P).

2. The two Brillouin side peaks (term ∝ AS), connected to P-fluctuations propagating at
constant entropy, and

3. An additional contribution (term ∝ ASb) asymmetric around the Brillouin peaks position
having negative tails. This term distorts the Lorentzian terms (1) and (2) ultimately

enabling the convergence of spectral moments ∫−∞
+∞

ω nS (Q, ω)dω for n ≤ 2. The latter imposes

the following constraint: b = Ah zh / (1−Ah ) + zs / ωs.

The Rayleigh-Brillouin triplet in Eq. (3) is customarily quoted to as either generalized or simple
hydrodynamic spectrum, respectively with or without the lowest order Q approximation in
Eqs. (4a)–(4c).

It is worth stressing that the shape in Eqs. (3) and (4a)–(4c) provides an accurate description
of the spectrum only when DT Q 2, ΓQ 2 < <csQ, or, equivalently, as long as the lifetime of
hydrodynamic modes is much longer than the acoustic period. In this regime the spectrum is
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dominated by three sharp peaks, forming the so-called Rayleigh-Brillouin triplet, typically
measured in Brillouin light scattering (BLS) experiments.

Figure 2 displays the generic shape of the Rayleigh-Brillouin triplet from a liquid along with
its three individual spectral components.

Figure 2. Typical shape of the Rayleigh-Brillouin triplet measured by Brillouin light scattering. The separate contribu‐
tions to the total shape are represented by lines of different color, as indicated in the legend.

In general, the shape of the spectrum determined by a scattering experiment strongly depends
on the probed space and time (or, equivalently, Q and ω) window, however the analytical form
of such a dependence is generally unknown. Indeed, this is exactly known only at extreme Q
and ω values: either extremely small (hydrodynamic limit-discussed above) or extremely large
(single particle limit, to be discussed in Section 5).

At the crossover between these two limits, the shape of S(Q,ω) becomes highly sensitive
complex dynamical processes involving inter and intramolecular degrees of freedoms. The
coupling of density fluctuation with the mesoscopic dynamics of fluids makes the investigation
of their spectrum of prominent interest.

3. The persistence of hydrodynamic modes beyond the continuous limit:
first INS results

In principle, a “bare” extension of the hydrodynamic description of S(Q,ω) to the so-called
mesoscopic regime would appear suspicious, since at those scales the matter can no longer be
considered as continuous, or stationary. In fact, this regime corresponds to distances and times
comparable with atomic separations and cage oscillations periods, respectively. Nonetheless,
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sound arguments can still be used in support of a suitably generalized hydrodynamic
description in this range. To understand this point, it is useful to recognize that for a dense
liquid the mean free path can span the (10−1 nm) window, thus possibly becoming even smaller
than interatomic separations. Under these conditions, the movements permitted to the atoms
mainly resemble rapid, vibration-like, cage oscillations in the 0.1 ps window.

Consequently, even at mesoscopic (nm, ps) scales the response of the system is still “averaged”
over a large number of elementary dynamic interactions, as required by a suitably generalized
hydrodynamic description to hold validity. Based upon the above argument, possible
reminiscences of Brillouin peaks in the THz spectrum of fluids appeared as an intriguing, yet
somehow realistic, possibility since the early development of INS methods, which motivated
several pioneering INS investigations in the mid-1960s.

Figure 3. Few representative INS spectral line shapes of Ar measured by Bafile et al. [19] at low exchanged wave-vec‐
tors. Reported spectra have a mutual vertical offset for clarity.

Unfortunately, the first results reported in the literature were mutually inconsistent. In fact,
the persistence in the spectrum of side shoulders reminiscent of hydrodynamic modes was
suggested by Chen et al. [13] and successively confuted by Kroô et al. [14]. The former INS
work focused on several samples having a strongly coherent neutron-scattering cross-section,
as Ne, Ar, and D2, and showed that, at low Qs, the frequency shift of side peaks approached
from the above linear hydrodynamic law predicted by Eq. (4a) This pinpointed a link between
these high frequency spectral features and the Brillouin peaks dominating the spectrum at
much lower Qs. In a further INS work on Ar in both liquid (at T = 94 and 102 K) and solid (at
T = 68 and 78 K) phases, Sköld et al. [15] found close resemblances between the phonon
dispersion curves of a liquid and the one of a solid, thus suggesting that the local pseudo-
periodicity of the liquid structure gives rise to quasiperiodic zones reminiscent of the Brillouin
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zones of a crystal. A similar conclusion was previously reached by an INS investigation on
liquid Pb [16], as well as a computer simulation on liquid Rb [17].

Coming back to noble gases, the first convincing evidence of well-defined inelastic peaks
beyond the hydrodynamic regime is suggested by an INS measurement of Bell and collabo‐
rators on supercritical neon [18]. The low Q values explored in such a work (0.6 nm−1 ≤ Q ≤ 1.4
nm−1) substantially reduced the dynamic gap between neutron and visible light Brillouin
scattering techniques. The results demonstrated that the simple hydrodynamic theory
consistently describes the spectral shapes well beyond the continuous limit and at least down
to few nanometers distances. In particular, the inelastic shift of side peaks had, reportedly, a
linear Q-dependence, whose slope is consistent with the adiabatic sound velocity.

Almost two decades after the measurement by Bell et al. on Ne, further low Q INS measure‐
ments were performed by Bafile et al. on supercritical Ar [19]. Again, the spectral line-shape
measured in this work clearly confirmed the persistence of extended Brillouin peaks beyond
the hydrodynamic limit (see Figure 3).

Figure 4. Shape parameters of the S(Q,ω) reported by Refs. [18, 19] for Ne and Ar, respectively, under the indicated
thermodynamic conditions. Data are normalized to the corresponding hydrodynamic values as derived from Eqs.
(4a)–(4c). Transport parameters in Eqs. (4a)–(4c) were extracted either from original works or from the database of the
National Institute of Standards and Technology (NIST).

The extremely low Q range explored by this work (0.35 nm−1 ≤ Q ≤ 1.25 nm−1) further reduced
the gap separating standard INS measurements from light scattering ones. The INS investi‐
gation of Bafile and collaborators took full advantage of the improved statistical accuracy in
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the beam counting and the unprecedented fine Q-grid. Both these assets enabled a very precise
determination of the Q-dependence of line-shape parameters in Eq. (3).

Best-fit values of such parameters derived from [19] are reported in Figure 4 after normaliza‐
tions to the respective simple hydrodynamic predictions, expressed by Eqs. (4)–(4). The
corresponding quantities derived by Bell and collaborators for neon [18] are also reported for
comparison.

Data reported in Figure 4 demonstrate that the simple hydrodynamic laws in Eqs. (4a)–(4c)
derived for continuous media hold validity up to the ≈ 1 nm−1 mesoscopic Q-range. This result
is certainly surprising since at these Q’s the spectral peaks gradually transform into broad
features (see, e.g., Figure 3) for which the simple hydrodynamic approximation
( DT Q 2, ΓQ 2 < <csQ) becomes clearly inaccurate. In Ref. [19] these high frequency inelastic
features are quoted to as “extended hydrodynamic modes,” which emphasizes their hydro‐
dynamic-like behavior persistent well beyond the continuous limit.

4. The advent of inelastic X-ray scattering

The only THz spectroscopic technique available until the mid-1990s, INS, is intrinsically
hampered by kinematic limitations (see, e.g., [5] pp. 63–101). These shrink the accessible
portion of dynamic plane (Q,ω) especially at low Qs, where the collective modes dominate.
This problem was successfully addressed by the development of IXS, a technique virtually free
from kinematic limitations [2, 3], apart from, of course, those arising from finite energy
resolution width. Toward the end of past millennium, the availability of this new spectroscopic
tool revitalized the interest toward experimental studies of the transition from the continuous
to the mesoscopic regime. It is important to stress that noble gases present undoubted
advantages in this kind of studies. In fact, at variance of molecular fluids, their microscopic
components lack internal degrees of freedom and contrary to, e.g., metallic liquids, micro‐
scopic interactions are simpler and shorter-ranged. These, for instance, are key assets to reliably
approximate the interatomic potential when performing molecular dynamics (MD) simulation
studies [20]. Another advantage of gaseous systems in general is the large compressibility,
which permits substantial variations of density, that is the strength of atomic interactions, even
with moderate thermodynamic changes.

The first IXS measurement on a dense noble gas was performed on deeply supercritical neon
(T = 295 K, n = 29.1 atoms/nm3) in 1998. Experimental results were discussed in combination
with the outcome of a parallel MD simulation on a Lennard-Jones model representative of the
same sample [21]. In Figure 5, some of the IXS spectra discussed in this work (and, successively
in Ref. [22]) are compared with the best-fitting line-shape obtaining using Eq. (3) as a model,
without any constraint on the Q dependence of shape parameters. In this case the persistence
of a triple peak structure at mesoscopic scale can be inferred at least up to Q = 6 nm−1, while at
Q = 10 nm−1 or higher the two shoulder can be no longer easily discerned in the IXS spectral
shape.

X-ray Scattering12



Figure 5. Some representative spectral shapes (circles) of deeply supercritical neon at P = 3 kbar and ambient tempera‐
ture reported in [22] are compared with corresponding best-fitting line shapes (black lines) and their quasi-elastic
(blue), inelastic (red) and “negative tails” (green line) components. These are obtained using Eq. (3) as a model for the
spectral shape.

4.1. The Q-dependence of the spectral shape parameters

At this stage a question may arise on the Q dependence of inelastic peaks beyond the extremely
low Q ( <1nm−1) extended hydrodynamic regime probed by Brillouin neutron scattering. A
meaningful answer to this question is provided by the IXS results displayed in Figure 6, which
illustrates the results reported in [21] and also discussed in [22]. These data refer to deeply
supercritical neon at room temperature and 3 Kbar pressure. Plotted data appear paradigmatic
of an IXS measurement on a simple, hard sphere-like, system of a supercritical dense gas. The
curves are compared with the trends expected in the simple hydrodynamic limit, as obtained
by inserting in Eqs. (4a)–(4c) the transport parameters derived from the National Institute of
Standards and Technology (NIST). It can be readily noticed that the Q-dependence of ωs is
linear within a Q range extending up to Q ≈ 10 nm−1, the slope being consistent with the
adiabatic sound velocity of the sample (1050 m/s). The Q-interval spanned by this linear trend
corresponds to distances larger than about .6 nm, a value higher, yet comparable, with first
neighboring atoms separations. This indicates that an extended hydrodynamic behavior can
be still observed at Q higher by a decade than those previously investigated by Bell et al. [18]
and Bafile et al. [19].
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Figure 6. Shape parameters of the inelastic modes of S(Q,ω), as derived for supercritical Ne by IXS (circles [22]) and
MD simulations (dots [21]). The solid lines represent the hydrodynamic predictions derived from Eqs. (4a) and (4b),
while inserting in them thermodynamic and transport parameters from [28] and from [29], respectively.

4.1.1. The role of the static structure factor

From Figure 6 one readily notices that beyond Q = 10 nm−1 the extended acoustic frequency ωs

bends down to a minimum at about 22.5 nm−1. This turns out to be the same Q value where
the structure factor S(Q) (not reported in the plot) reaches its first maximum. We recall here
that the static structure factor is related to the S(Q,ω) by the simple relation:

( )( ) ,S Q S Q dw w
¥

-¥

= ò (5)

Upon inserting Equation (1) i the formula above, it readily appears that the ω-integration of

S(Q,ω) introduces a term ∝ δ(t)=1 / 2π ∫
−∞

∞

exp iωt dt , which, as well known, is nonvanishing only

for t = 0. It follows that S(Q) essentially measures the “static” (t = 0) value of density correlations,
rather than the dynamic one probed by S(Q,ω). Therefore, S(Q) carries direct insight into time-
independent or structural properties of the fluid, which justify the name “static structure
factor,” customarily used for this variable. Alternatively, S(Q) is often referred to as diffraction
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profile as directly determined by diffraction measurements. These are frequency integrated
measurements of the scattering and, as such, not directly sensitive to the dynamic (t-depend‐
ent) properties of the sample.

Figure 7. The dispersion liquid neon (bottom panels) are compared with the diffraction profiles S(Q) (upper panels),
both being derived from IXS measurements discussed in Ref. [24] The vertical dashed lines indicates the essentially
coincident Q-position of minima and maxima of ωs and S(Q), respectively. Horizontal lines in the upper plots indicate
the asymptotic large Q unit value. The dispersive effects discussed in the text are labeled and indicated by arrows.

Typical S(Q) profiles of a liquid are reported in Figures 7 and 9. In all reported curve one
readily notices the presence of a sharp maximum at some exchanged wavevector, Q = Qm for
which Qm = 2π/a, with a being the average distance between first neighboring atoms. Further‐
more, it clearly appears from Figure 9 that beyond the first diffraction peak the S(Q) displays
oscillations from the unit limiting value, which is reached at extremely high Q’s. As discussed
in Section 5 in further detail, these oscillations are induced by coherent or “pair” interactions.
In crystalline solid pair, interactions are much stronger and this is reflected by the circumstance
that the diffraction profile, rather than highly damped oscillations, displays narrow and
exceptionally intense spots (Bragg peaks) [23].

4.2. The physical meaning of the dispersion minimum

The coincidence between the positions of the first S(Q) maximum and the ωs minimum is an
ubiquitous feature of liquids, clearly exemplified in Figure 7. There, the dispersion curve and
corresponding static structure factor are compared as derived from the modeling of IXS spectra
of liquid Ne [24]. The vertical dashed line shows unambiguously the coincidence between the
S(Q) maximum and ωs minimum. Indeed, both effects appear as a manifestation of the
interference between the density fluctuations and the pseudo-periodicity of the local structure.
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Specifically, a maximum in S(Q) is observed when the probed distance, Q−1, roughly matches
the first neighboring atoms’ separation. Under this condition, the presence of an “interference
node” (the first neighboring atom) causes a sharp minimum in the density wave dispersion.

This minimum arises from the coexistence of an acoustic wave “transmitted” through the node
— for which ∂ωs / ∂Q > 0 (positive group velocity)—and one reflected by it— for which ∂ωs / ∂Q
< 0 (negative group velocity). It is commonly observed that the sharpness of this minimum
deeply enhances upon approaching the solid phase. This suggests that, at mesoscopic scales,
dispersion of a dense liquid resembles the one of its crystalline counterpart.

4.3. The slowing down of the dynamics

Figure 6 clearly shows that beside the extended sound frequency ωs, also the half-width of the
sound mode, zs, reaches a local minimum at Qm and, although non reported in the figure, a
similar behavior is observed for the quasielastic half-width zh [25]. The occurrence of a
minimum in zh was predicted by De Gennes [26], the effect having been named after him the
“De Gennes narrowing.” More in general, a large body of IXS results on liquids demonstrates
that all relevant timescales defining the dynamics of density fluctuations undergo a clear
enhancement at Qm. This global slowing down of the dynamics stems from the higher corre‐
lation between the movements of the atoms and those of the respective first neighbor cages
for Q = Qm. As noticed by Sköld [27] S(Q) yields a measure of the effective number of atoms
contributing to the scattered intensity at a given exchanged wave vector Q. It seems thus
natural to ascribe the slowing down at Qm to the higher inertia of the target system due to the
larger number of atoms participating to the collective response of the target system. In
particular, first neighbor movements become more correlated when Q matches the inverse of
first neighbor’s separations and S(Q) approaches its first maximum. One can thus identify the
quantity Q*= Q / S (Q) as the momentum “effectively” transferred, where the factor S (Q)
embodies the inertia of the target system [27]. For a perfect crystal, owing to the global
periodicity of first neighbors’ arrangement, such a factor diverges when Bragg conditions are
met. Here the whole target system coherently participates to density fluctuations and,
correspondingly, an infinitely narrow intrinsic spectral linewidth is to be expected. Further‐
more, the effective inelastic shift, proportional to Q*, tends to vanish as 1 / S(Q).

4.4. The onset of viscoelastic effects

A noticeable feature displayed by the left bottom plot of Figure 7 is the clear inconsistency
between the low-intermediate Q region of the dispersion curve and the corresponding linear
hydrodynamic prediction.

Although a detailed description of this effect goes beyond the scope of this chapter, it is useful
to recall here that this is a manifestation of the viscoelastic response induced by the coupling
with a relaxation process.

To better illustrate this point, it is useful to recall that scattering-excited density fluctuation
causes a time-dependent perturbation of the local equilibrium of the target sample. As a
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response, decay channels redistribute the energy from the density fluctuation toward some
internal degrees of freedom, thus ultimately driving the sample to relax into a new local
equilibrium within a timescale τ.

Two limiting scenarios can thus occur:

1. the time-dependent acoustic perturbation has a timescale much longer than any internal
degrees of freedom of the system. Under these conditions, the latter relaxes to equilibrium
“instantaneously” and the density fluctuation propagates or diffuses over successive
equilibrium states (viscous, or liquid-like, limit);

2. If the density fluctuation is instead extremely rapid, it “perceives” internal rearrange‐
ments as frozen-like and does not couple with them thus virtually evolving with no energy
losses (elastic or solid-like limit).

If such considered perturbation has the form of an acoustic wave, its transition from the viscous
to the elastic limit is accompanied by a decrease of dissipation and a consequent increase in
the propagation speed. Therefore a viscoelastic transition manifests itself through a systematic
increase of sound velocity with Q. While the hydrodynamic theory correctly predicts (through
Eq. (4a)) the Q-dependence of ωs in the viscous limit, it fails to predict its elastic value at
intermediate Qs. This explains the discrepancy between the hydrodynamic straight line and
the actual value of the inelastic shift in the 5 nm−1 < Q < 14 nm-1 range, as evidenced in the
bottom left plot of Figure 7.

5. Moving toward the single particle limit

Upon reaching extremely high Q values, the probed dynamic event gradually reduces to the
free recoil of the single particle after the collision with the probe particle and before any
successive interactions with the first neighbors’ cage.

Within these short times, the struck atom can be assumed to freely stream without interacting
with the neighboring cage, its equation of motion being thus expressed as R

⇀
j(t)=v⇀ jt .

This merely “ballistic” behavior can be easily understood for a system of hard spheres, in which
microscopic interactions essentially consists of atomic collisions, i.e., interactions instantane‐
ous and localized in space. For a more realistic system, atomic interactions can no longer be
considered as “close contact”, rather spanning finite distance and time lapses. However, if the
energy transferred in the scattering event is much larger than any local interaction, the struck
particle can still be “perceived” as freely recoiling from the collision with the probe. In this so-
called impulse approximation (IA) regime it can be safely assumed that no sizable external
force acts on the isolated system formed by the incident photon and the struck atom.

Within the unrealistic hypothesis that the target atom is exactly at rest, its response function
would reduce to a delta function centered at the recoil energy. More realistically, one can
assume that the initial state of the system is characterized by a distribution of initial momenta,
and the spectrum scattered by this moving source therefore becomes “Doppler broadened.”
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Each possible initial momentum provides a contribution to the scattering intensity and the
shape of the spectrum is directly connected to the momentum distribution of the struck
particle.

For a classical particle this can be assumed to have the form of a Maxwell-Boltzmann distri‐
bution ∝exp(−M v 2 / 2kBT ), where M is the atomic mass. Disregarding the analytical details of
the derivation (thoroughly discussed, for instance, in Ref. [5]), it is here important to mention
that the use of the Boltzmann distribution ultimately yields the following Gaussian shape for
the dynamic structure factor:

1/ 2
2

2 2( , ) exp ( )
2 2IA r

B B

M MS Q
k TQ k TQ

w w w
p p

æ ö é ù
= -ç ÷ ê ú
è ø ë û

h (6)

where the suffix “IA” labels the impulse approximation value of S(Q,ω). One readily recog‐
nizes that profile in Eq. (8) is a Gaussian centered at ω =0 and its variance, kBT Q 2 / M , can be
simply related to the mean kinetic energy of the struck particle ( K .E .  = 3/2kBT for a monatomic
system). It can be shown that for a quantum system, the IA spectrum preserves the Gaussian
shape; however, its variance deviates from the classically expected values being instead simply
determined by the quantum value of K .E . . Since the latter is in general unknown, a useful
application of extremely high Q measurements is to achieve a direct determination of its value
(see, e.g., Ref. [30]). Another interesting application is the determination of actual shape of the
momentum distribution, e.g., in intriguing quantum system as Bose condensates [31].

The study of the spectrum of simple fluids in the IA regime [32] has been for decades an
essentially exclusive domain of deep inelastic neutron scattering (DINS). The first deep
inelastic X-ray scattering (DIXS) investigations of the IA spectrum of liquids were pioneered
by a work on liquid neon at the onset of the new millennium [33].

In this work, it was found that the single particle kinetic energy extracted from the spectral
shape provided clear evidence for quantum deviations.

An example of the gradual evolution of the IXS spectrum toward the single particle Gaussian
shape predicted by Eq. (6) is illustrated in Figure 8.

DIXS experiments are not common in the literature since this technique suffers from major
intensity penalties due to the high Q decay of the form factor. Furthermore, these studies often
deal with samples having a light atomic mass (as He, D2 and H2, and Ne), as better suited to
observe quantum effects. Unfortunately, these systems have also a small atomic number which
makes their IXS cross-section rather weak. Finally, the highest Q’s reachable by DIXS are still
below typical values covered by DINS measurements by more than an order of magnitude.
These intrinsic and practical difficulties explain why DIXS experiments are still sporadic and
this technique is still in its “infancy.”
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Figure 8. The gradual Q-evolution of the IXS spectrum of Ne [33] toward the Gaussian shape characteristic of the sin‐
gle particle regime.

It is important to stress that the IA regime is only joined asymptotically at extremely high Qs.
Before this limit is fully reached, the struck atom cannot be considered as a freely recoiling
object and first neighbor interactions need to be taken into account explicitly. It is usually
assumed that the latter influence only the final (after scattering) state of the struck particle,
while its initial state being still essentially “free.” Among various recipes to handle theoreti‐
cally these “final state effects,” the so-called additive approach [34], is the one used in the very
few extremely high Q IXS measurements available [33, 35, 36]. This approach stems from an
expansion of the intermediate scattering function in time cumulants, in which only the first
few lower order term are retained. As a results of this perturbative treatment, deviations from
a perfect Gaussian shape can be easily linked to the lowest order (n) spectral moments and
contain valuable information on meaningful physical parameters as, e.g., the mean force acting
on the atom and the mean square Laplacian, both providing a meaningful and unique
characterization of quantum effects (see, e.g., [33]).

5.1. The case of molecular systems

After the work of Monaco et al. on a monoatomic fluid [33], a successive DIXS work [35] aimed
at investigating the next simplest case of a diatomic homonuclear system as liquid iodine. In
this work, no signature of quantum effects was reported due to both the larger molecular mass
and the higher temperature of the sample.

Even in the absence of quantum deviations, the interpretation of the IXS spectrum of a
molecular fluid is overly complex, owing to the coupling of the spectroscopic probe with all
molecular degrees of freedom [37] as well as their mutual entanglement. In the simplest
assumption that all degrees of freedom are decoupled and belong to very disparate energy
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windows, the observed response strongly depends on how the exchanged energy, E compares
not only with centers of mass translational energies, Et, but also with intramolecular rotational
and vibrational quanta, ℏωr  and ℏωv, respectively.

Specifically, three complementary IA regimes can be identified:

• When Et < < E < <ℏωr ,ℏωv the struck molecule is “seen” by the probe as an object with
spherical symmetry experiencing a merely translational recoil induced by the collision with
the probe. The energy of such a recoil energy is ℏ2Q 2 / 2M , with M being the molecular mass.
Here the scattered intensity carries direct insight into the merely translational momentum
distribution of the molecular centers of mass.

In an intermediate window ( Et ,ℏωr < < E < <ℏωv), usually referred to as the Sachs −Teller(ST)
regime [38], the molecule behaves as a freely recoiling rigid roto-translator. In this Sachs-
Teller regime, the rotational component of the recoil can be written as ℏ2Q 2 / 2MST , in which
the effective, or Sachs-Teller mass, MST, is determined by the eigenvalues of the molecular
tensors of inertia. In this regime, the spectral density becomes proportional to the distribu‐
tion of roto-translational momenta of the molecules. The DIXS work in Ref. [35] demon‐
strated that the Sachs-Teller theory provides a consistent interpretation of the spectral shape
of iodine at the largest Q values covered by state-of-art IXS spectrometers.

• Eventually, when the E > >ℏωr ,v condition is matched, the exchanged energy becomes
overwhelmingly stronger than any intramolecular and intermolecular interaction, there‐
fore, the nucleus inside the molecule is for short-time freed from its bound state experiencing
a recoil as a free particle. Under these conditions, the scattering intensity becomes propor‐
tional to the single proton initial momentum distribution.

In principle, at higher exchanged energies and momenta higher-level IA regimes can be
probed. This happens when energies transferred in the scattering event are much larger than
intranuclear interaction and, correspondingly, subnuclear particle start experiencing free
particle recoils. These phenomena belong to a domain of physics complementary to
condensed matter Physics and rather fitting in the fields of high energy and particle physics.

6. Summarizing the state of the art of IXS technique

In conclusion, the relevant phenomenology of the spectral evolution from the hydrodynamic
to the single particle regime discussed in this chapter is summarized in Figure 9. There, the
whole crossover of the spectral shape from the hydrodynamic Brillouin triplet to the single
particle Gaussian is reported as determined in separate inelastic measurements. The corre‐
sponding Q window are indicated in reference to the various regions of the diffraction profile
S(Q), reported in the center of the figure. It can be readily noticed that, while “climbing” the
wings of the first diffraction peak, the sharp Brillouin triplet (Panel A) gradually transforms
into a more complex shape in which the side peaks appear as broad features (Panels B). When
Q values become comparable or higher than the position of the dominant S(Q) peak (Panel C),
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these shoulder can no longer be resolved due to their intrinsic overdamping. The best-fit
components of the spectrum, also reported for the spectra in Panel C, can help to better identify
the presence of these “generalized hydrodynamic” modes. Upon further increasing Q,
“coherent” oscillations of S(Q) gradually damp out and correspondingly the shape of the
spectrum transforms into a Gaussian centered at the recoil energy (Panel D). This gradual
evolution can be readily captured by comparing the measured shape with the Gaussian profile
in Eq. (6).

Great expectations are raised by the advent of new generation IXS spectrometers further
reducing the dynamic gap separating IXS from Brillouin light scattering [39]. This will possibly
revitalize the dream of entire generations of condensed matter physicists: a single inelastic
spectrometer covering the relevant portion of the crossover from the hydrodynamic to the
single particle regimes. Parallel advances in the theory of the spectrum of fluids and the
empowering of simulation methods are deemed to improve our understanding of this
crossover and all dynamical phenomena happening in a fluid from macroscopic to microscopic
scales.

Figure 9. Overview of experimental spectra measured in several Q windows across the transition from the hydrody‐
namic to the single particle regime in monatomic fluids. Panel A reports Brillouin light scattering spectra of liquid Ar
[40]. Panel B displays INS measurements on supercritical Ne [18] with the red line roughly indicating the linear disper‐
sion of side peaks. Panel C shows IXS spectra on liquid Ne [24]) with corresponding best-fitting line shapes and indi‐
vidual spectral components. Finally, Panel D displays IXS spectra of liquid Li from [41] along with the single particle
Gaussian shape (red line) predicted by Eq. (9).
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Abstract

With the advent of third-generation synchrotron sources and the development of fast
two-dimensional X-ray detectors, X-ray scattering has become an invaluable tool for in-
situ time-resolved experiments. In the case of thin films, grazing incidence small angle
X-ray scattering (GISAXS) constitutes a powerful technique to extract morphological
information not only of the thin film surface but also of buried structures with statistical
relevance. Thus, recently in-situ GISAXS experiments with subsecond time resolution
have enabled investigating the self-assembly processes during vacuum deposition of
metallic and organic thin films as well as the structural changes of polymer and colloidal
thin films in the course of wet deposition. Moreover, processing of thin films has also
been investigated in-situ employing GISAXS. In this chapter, we review the current
trends of time-resolved GISAXS studies. After an introduction to the GISAXS techni‐
que, we present exemplary results of metallic and organic thin film preparation, wet
deposition of polymer thin films and self-assembly of colloidal thin films, as well as
examples of thin film modification in, e.g., microfluidic channels and within working
devices. Finally, an overview of the future perspectives in the field is provided.

Keywords: GISAXS, thin films, time-resolved experiments, kinetics, processing

1. Introduction

Nanostructures have become commonly used in our daily lives because of the novel proper‐
ties arising at the nanoscale. These are mainly associated to the object size offering a higher
surface-to-volume ratio than macroscopic entities and, thus, surface processes become more
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and more crucial as the material size is reduced. Furthermore, during the last half century several
ways of manipulating the materials at the nanometer scale have been developed to control the
nanostructure morphology on demand via either building up the nanostructures by atomic
manipulation or exploiting self-assembly concepts. The latter presents clear advantages over
atomic manipulation such as less demanding fabrication steps and easier scale-up for industri‐
al production. Nevertheless, much is yet to be understood concerning self-assembly. In this
sense, apart from the manipulation of materials at the nanoscale, an appropriate and accurate
characterization of nanostructures is crucial, especially for studying the kinetics both during
fabrication and processing of the nanostructures.

To properly characterize nanostructures, two questions need to bear in mind: what is the size/
shape of the nanostructure and how do they separate from each other. The former is critical
since nanostructure geometry strongly influences, e.g., the geometric confinement of the
electronic structure [1], the catalytic activity [2, 3] or the optical properties [4, 5]. The latter is
important since different physical properties may arise from particular nanostructure ar‐
rangement or in the space confined between the nanostructures, e.g., highly ordered arrays of
plasmonic nanostructures present a collective plasmonic behavior [6], an efficient arrangement
of the nano-objects may expose higher surface area on a macroscopic level for catalysis
applications [7] or polymers within nanostructured media may show different glass transition
temperatures and chain mobility due to confinement [8].

Within a non ideal material system, the size of the nanostructures and the spatial arrangement
present a distribution over micro/macroscopic regions. Thus, the collective effects of nano‐
structured objects call for sound statistic evaluation. In this respect, grazing incidence small
angle X-ray scattering (GISAXS) is nowadays one of the most interesting techniques for
studying the morphology of nanostructured thin films. As its counterpart, transmission SAXS
[9], it is sensitive to the size and shape of the nanoparticles and to the correlation distances
between them, being capable of resolving objects and distances ranging from few nanometers
to several hundreds of nanometers, in real space. In contrast to SAXS, GISAXS inherently
presents high surface sensitivity as a consequence of the measurement geometry employed.
In GISAXS, the incident X-ray beam impinges the sample at shallow angles, thus total external
reflection on the surface may take place. In addition, this implies that the beam footprint on
the sample probes macroscopic areas which, together with the nature of reciprocal space
techniques, ensure that high sampling statistics is achieved.

GISAXS was first demonstrated by Levine et al. using a lab source [10]. However, the full
potential of GISAXS is realized when a synchrotron is used as X-ray source. This is due to
several reasons. First, a high photon flux is required to probe the surface structures, which
may be only present in small amount in comparison to the bulk substrate, thus presenting a
weak scattering signal; second, highly collimated beams are demanded to improve the
reciprocal space resolution, thus the low emittance, small divergence, and partially coherent
beams provided by synchrotron radiation sources are in great favor; third, synchrotron sources
provide tunable X-ray wavelength, which may be used to probe the chemical composition in
parallel to exploring the morphology.
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The high X-ray photon flux of synchrotron sources extremely diminishes the acquisition time
of a GISAXS pattern. This fact, along with a high flexibility in sample environments—e.g.,
vacuum chambers, liquid cells, heating stages, vapor exposure chambers, etc.—makes GISAXS
a very powerful tool for acquiring morphological information on kinetic processes, which is
extremely relevant to elucidate self-assembly processes. Additionally, the combination of
parallel characterization techniques—e.g., optical spectroscopy and microscopy, electrical and
magnetic characterization—allows correlating the structural information to the properties of
the thin films, of utmost importance for tailoring the thin film functionality.

However, to carry out in-situ GISAXS, the high quality X-ray beam offered by synchrotron
sources is not sufficient. The development of the 2D pixel detector, especially single photon
counter, has played an important role. The high quantum efficiency and fast read-out time of
2D photon-counting pixel detectors can be translated to lower acquisition times—in compar‐
ison with CCD detectors; however, at present, CCD cameras offer small pixel size, implying
higher resolution in reciprocal space. The low acquisition time renders a faster capture of the
morphological features and the fast detector read-out time and efficiency enable high acquis‐
ition rates, thus it is possible to promptly track morphological development and/or modifica‐
tions.

In this chapter, we will present the current trends of in-situ time-resolved GISAXS investiga‐
tions during thin film preparation and processing. The chapter is structured as follows. Section
2 briefly introduces the GISAXS theory and analysis of GISAXS patterns. In Section 3, selected
examples of in-situ GISAXS studies during the vacuum deposition of metals and organic thin
films, as well as in-situ GISAXS investigations of wet deposition processes, are presented. Some
exemplary studies of thin film processing and in-operando devices in which the use of in-situ
GISAXS has resulted essential are compiled in Section 4. Finally, the conclusions and future
perspectives of the field, according to the authors' opinion, are summarized in Section 5.

2. Grazing incidence small angle X-ray scattering

In this section, the basics of GISAXS will be shortly described. For more detailed information
on the GISAXS theory, the readers are referred to [11–13].

2.1. Geometry, index of refraction and penetration depth

The main particularity of GISAXS lies on the geometry employed. Whereas in SAXS a
transmission geometry is used, in GISAXS the X-ray beam impinges on the sample surface
under a shallow incident angle, αi, typically of tenths of a degree. The intensity scattered by
the sample is then collected with a two-dimensional (2D) detector as a function of the exit, αf,
and out-of-plane, ψ, angles being the scattering plane that defined by the incident and
specularly reflected X-rays. Typical sample-to-detector distances are in the range of 2–5 m and
typical values of the scattering vector modulus q are 1–0.01 nm-1, i.e., structures in the range
of one to several hundred nanometer size in real space are probed by GISAXS.
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The coordinate system usually selected in GISAXS presents the x-axis in the direction of the
X-ray beam, the y-axis parallel to the sample surface and the z-axis along the surface normal.1

The scattering geometry is depicted in Figure 1.

Figure 1. Sketch of the GISAXS scattering geometry. The sample is inclined by a small angle αi with respect to the in‐
coming X-ray beam and the diffuse scattering is recorded using a 2D detector as a function of the exit angles αf and ψ.
Typical sample-to-detector distances range from 2 to 5 m. Experimentally, the specular and the direct X-ray beams are
commonly blocked by beamstops (the specular beamstop is the dark blue circle in the GISAXS pattern shown whereas
the direct beamstop is not shown) to prevent the detector from oversaturation due to its strong intensity.

Within this coordinate system, the scattering vector, q→ , i.e., the wave vector transfer due to
the scattering event, in the case of monochromatic X-rays with an incident wave vector k

→
i

and wave number k0 = 2π/λ scattered along the k
→

f direction is given by
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Due to the small incident and exit angles involved in the GISAXS geometry a description of
the sample based on a mean refractive index is sufficient and basically scattering arises from
the variations in refractive index2

1 For reasons out of our knowledge, the axes of the coordinate system commonly employed, and more often found in the

literature, form an inverse trihedral angle—i.e., the axes are defined by the vector product , where,  and 
represent the axis unit vectors—instead of the usual direct trihedral angle. Anyway, since all the angles involved in
GISAXS geometry are small, qx is negligible (Eq. (1)) and this axis selection is not particularly relevant.
2 Strictly, the responsible for the scattering events is the variation in electron density, which in a simplified manner is
taken into account using a mean refractive index.
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where δ(λ) and β(λ) represent the dispersion and absorption parts of X-rays, respectively,
and are given by the following expressions:
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in which re = e2/4πε0mec2 is the classical electron radius, λ the wavelength, ρ the material
mass density and Mk the atomic mass. f k

0 is the nonresonant term of the atomic scattering
factor and can be approximated by the number of electrons Zk whereas f ′

k  and f ″
k  are the

dispersion corrections. The summations are performed over all k atoms within the unit cell,
molecule or, in the case of polymers, repeating unit.

Since diffuse scattering can be ascribed to changes in the refractive index any type of surface
roughness or electronic contrast variation gives rise to diffuse scattering which contains the
morphological information of the probed film.

On the other hand, in the case of X-rays the refractive index is less than unity, implying that
total external reflection takes place for angles below the critical angle αc(λ) of the material,
which is given by

2a d=c (5)

The diffuse scattering at αi,f = αc presents a maximum that is referred to as the Yoneda peak [14]
and its position is dependent on the material3, as is evident from Eqs. (3) and (5). The X-ray
penetration depth varies from several nanometers, for incident angles below αc, to several
microns, for incident angles above αc. In the ideal case of a perfectly flat film the penetration
depth, Λ, defined as the depth at which the X-ray intensity is attenuated by 1/e, for αi, αc ≪ 1
and αi = αf adopts the following expression4 [16, 17]:

3 Experimentally, the Yoneda peak is found at αY = αi + αc with respect to the direct beam on the detector, since it is the
sample which is tilted whereas the incoming X-ray beam remains normal to the detector plane. At an angle αi from the
direct beam position the so-called sample horizon is found and the scattering below the sample horizon is mainly due to
scattering through the sample, i.e., in transmission geometry, especially for angles well above the critical angle of the
probed film. See [15].
4 Actually, the depth probed in GISAXS depends on both the incident and exit angles since it is defined as the inverse of
the imaginary part of qz that presents a dependence on both angles. The probed depth is a combination of the penetration
depth—incoming beam—and the depth from which scattering escapes the sample—exit beam. See [16, 17].
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where β is the imaginary part of the refractive index. Thus, by varying the incident angle
different film depths can be probed (Figure 2).

Figure 2. Penetration depth for αi, αc ≪ 1 and αi, αf as a function of the incident angle at different X-ray energies for (a)
polystyrene (PS) and (b) Si. In (a), a mass density of 1.04 g/cm3 has been assumed. The dots represent the penetration
depth at αc for each energy.
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From the scattering geometry alone, two major advantages of GISAXS over standard micro‐
scopic techniques are easily inferred. First, due to the small incident angle used, scattering
comes from all the illuminated area within the X-ray footprint—in the order of several mm
even for microfocus GISAXS (μGISAXS), i.e., GISAXS performed with X-ray beam sizes of few
tenths of microns or lower in both the horizontal and vertical directions—thus providing
information of statistical relevance. Second, information not only from the surface but also
from buried structures is accessible simply by tuning the incident angle of the X-ray beam with
respect to the sample surface normal.

2.2. Scattering intensity: form factor and structure factor

The fact that GISAXS is performed at incident angles close to the critical angle implies that
reflection on the surface can occur and thus multiple scattering effects take place. As a
consequence the Born approximation (BA) is no longer valid and the diffuse scattering is
typically analyzed within the framework of the distorted-wave Born approximation (DWBA)
to account for reflection/refraction effects. Nevertheless, the basic concepts from the analysis
of transmission scattering still apply, namely the use of a form factor and a structure factor.
At present, several software packages are available for modeling of GISAXS data employing
the DWBA [18–21].

In the simple BA, the form factor is the Fourier transform of the shape function of the scattering
object

3( ) exp( )= ×ò
r r r

F q iq r d r (7)
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In the DWBA, for the case of a simple object located on a solid substrate, this form factor is
replaced by the coherent sum of four terms to take into account different scattering events that
involve the reflection of the incident or scattered X-ray beam on the substrate.5 Thus, the form
factor adopts the following expression
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being R(αi) and R(αf) the Fresnel reflection coefficients of the substrate. These four terms are
schematically represented in Figure 3.

Figure 3. Schematic representation of the four terms involved in the scattering of a supported object on a solid sub‐
strate. The scattering event is represented by the color change of the arrows.

The first term is the simple BA and for αi,f ≫ αc Eq. (8) resembles the BA since R(αi) = R(αf) = 0.
In this case—where the BA is valid and reflection/refraction effects can be neglected—the so-
called effective layer approximation can be used and the differential cross-section for diffuse
scattering can be written as [24, 25]:
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where C is the illuminated surface area, λ the wavelength, Ti,f the Fresnel transmission func‐
tions and P(q→ ) is the diffuse scattering factor. Within this simplification, the diffuse scatter‐
ing factor can be expressed in terms of the product of a form factor F (q→ ) of individual
scattering objects and a structure factor S (q→ ||) that accounts for the spatial arrangement of
the scattering objects on the substrate surface and the interference between individual scat‐
tering events.6 The structure factor is the Fourier transform of the so-called pair correlation

5 In the more general case, transmission has to be taken into account and the Fresnel transmission coefficients appear also
in the expression of the form factor. See, e.g., [22, 23].
6 For this reason, the structure factor, S (q→ ||), is also often called interference function.
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function g(r) that describes the spatial arrangement of scattering entities in real space and
several ad hoc pair correlation functions can be used to analyze the GISAXS data.7 The dif‐
fuse scattered intensity I (q→ ) for a lateral electron density fluctuation on the surface can be
then expressed as

2
||( ) | ( ) | ( )µ á ñ

r r r
DWBAI q F q S q (10)

In highly diluted systems S (q→ ||) tends to 1 since there is no interference between the scattered
photons. In these cases, the scattering pattern—being only proportional to F (q→ ) reflects the
shape of the scattering objects. Opposite, in the case of concentrated systems F (q→ ) and S (q→ ||)
are strongly correlated.

2.3. Coupling of form and structure factors: approximations

Although sometimes useful for the analysis of horizontal line cuts—i.e., the intensity distri‐
bution as a function of qy at constant qz extracted from the 2D scattering pattern—the expression
derived for the diffuse scattering intensity in the previous section (Eq. (10)) is a crude simpli‐
fication since small angle scattering is comprised of a coherent term, which is the product of
the form factor and structure factor, and an incoherent one that appears as a consequence of
polydispersity in the size distribution of the scattering objects. The incoherent term weaves
the form and structure factors and is very difficult to evaluate analytically, thus several
approximations have been developed to consider the correlation between the scattering objects
and their spatial positions.

The simplest one is the so called decoupling approximation (DA) that assumes that there is no
correlation between the kind of scattering object and its position. This approximation is usually
applied when the size polydispersity is small or the surface density of scattering entities is low
(Figure 4(a)).

Opposite to DA, when the polydispersity is high, a full correlation of the size of the scattering
object and its position is assumed in the local monodisperse approximation (LMA). LMA
considers that within the coherence length of the X-ray beam neighboring objects present the
same size and shape, i.e., the polydisperse scattering objects are clustered in monodisperse
domains whose scattering intensities are incoherently summed up (Figure 4(b)).

In between these extreme cases, the size-spacing correlation approximation (SSCA) [26] was
developed to account for more realistic correlations between the size and separation of the
scattering entities. Its formalism is derived from the paracrystal theory and introduces a partial
correlation of sizes and positions in a probabilistic way. Shortly, within the SSCA, given a
scattering object of distinct size and position and a description of the size polydispersity by a

7 Some of the more commonly applied are the Debye hard core interference function, the Gaussian pair correlation
function, the gate-pair correlation function, the Lennard-Jones pair correlation function, etc. See [12] and references
therein.
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statistical function, the probability of finding neighboring objects of particular size and
positions with respect to the first scattering object is obtained, considering a particular
probability distribution. Thus, both size-dispersion and position disorder are propagated
statistically along the arrangement of scattering entities and long-range order is gradually
destroyed in a probabilistic way (Figure 4(c)).

Figure 4. Schematic representation of the size-space correlation of scattering entities within (a) the decoupling approxi‐
mation (DA), (b) the local monodisperse approximation (LMA), and (c) the size-spacing correlation approximation
(SSCA). In (b), the red dotted circles represent the coherent X-ray domains.

3. In-situ GISAXS during deposition processes

During the last decade or so, GISAXS has been established as a very powerful technique to
reveal the kinetics of deposition processes for thin film preparation employing different
approaches. In particular, GISAXS is strongly contributing to reveal the mechanism of thin
film growth and self-assembly both for vacuum and wet deposition processes that are relevant
not only from a fundamental point of view but also for technological development. GISAXS
presents two decisive advantages over standard microscopic techniques for the investigation
of the growth kinetics and self-assembly: first, it provides averaged information over a large
sample area—the beam footprint on the sample—thus the information acquired is of statistical
significance; second, time resolutions down to several milliseconds are accessible due to the
high X-ray intensities offered by third-generation synchrotron sources and the development
of fast 2D X-ray detectors, thus fast kinetic processes can be studied.

In this section, exemplary results will be presented illustrating the strong capabilities of in-situ
time-resolved GISAXS for the investigation of the stages governing the kinetics of thin film
growth and self-assembly, both phenomena of high importance to gain control over the
processes so as to tune the thin film properties to the required functionality.

3.1. Vacuum deposition of nanostructured metallic thin films

Vacuum deposition of nanostructured metallic films constitutes a very important technolog‐
ical and research field with applications ranging from coatings for antibacterial activity and
catalysis to plasmonics, optoelectronics and sensors. In most cases, the morphology is closely
related to the functionality of the film. Therefore, it is extremely important to achieve a deep
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understanding of the growth mechanism and morphological development of the nanostruc‐
tures so as to allow for tailoring the nanostructured metallic thin film to the desired application.

In order to investigate in-situ vacuum deposition processes using GISAXS, deposition
chambers have been specifically designed to be installed at synchrotron beamlines [27–29]. In
addition, a growing amount of systems have been investigated during the last years—some
examples can be found in [30–33] —from which, in the following, only some selected results
will be discussed.

In-situ μGISAXS has been applied to study the sputter deposition process of both Au and Ag
on SiOx with time resolutions of 15 and 100 ms, respectively [34, 35]. The growth kinetics of
these two systems has been probed to proceed in a similar way and in-situ μGISAXS has
contributed to elucidate the growth regimes and the associated kinetic thresholds of the
systems. The analysis of the temporal evolution of the main scattering features – namely the
position and full-width-at-half-maximum (FWHM) of the out-of-plane scattering peak (line
cuts of the 2D scattering pattern along qy at constant qz) together with the evolution of the
scattering profile of the so-called detector cuts and off-detector cuts (line cuts of the 2D
scattering pattern along qz at qy = 0 and at constant qy ≠ 0, respectively) —led to identify four
different growth stages dominating the morphological development of Au and Ag thin films,
from the nucleation phase to the formation of a complete layer (Figure 5).

Figure 5. (a) Selected 2D μGISAXS patterns during sputter deposition of Ag on SiOx. The deposition process was con‐
tinuously monitored with a time resolution of 100 ms. The effective film thickness is indicated in each GISAXS pattern.
The dotted lines on the right pattern mark the positions where line cuts were performed to evaluate the data. (b) Out-
of-plane (along qy) line cuts versus sputtered thickness at the Si Yoneda peak (qz,c(Si; 13 keV) = 0.733 nm−1). The evolu‐
tion of the out-of-plane scattering peak from large qy toward lower values is related to an increase in the mean distance
between Ag nanoclusters as a consequence of the increase in clusters size. When the percolation threshold is reached,
the peak gets arrested at a nearly constant value. A quantitative analysis of the mean distance D between nanoclusters
can be performed from the peak maximum applying qy ≈ 2π/D. (c) Off-detector (along qz) line cuts versus sputtered
thickness at qy = 0.112 nm−1. As the deposition proceeds, the maximum intensity changes from the Si Yoneda peak to
the Ag Yoneda peak and vertical modulations related to the formation of Ag layers appear. (d) Intensity of the charac‐
teristic SERS bands of thiophenol shown in the inset for different Ag thickness. The dashed lines are Voigt fittings to
the data. IDG: intermodule detector gap. Y(Si): Si Yoneda peak. Y(Ag): Ag Yoneda peak. Adapted with permission
from Santoro et al. [35] with the permission of AIP Publishing.
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The growth kinetics of Au during sputter deposition, apart from being of industrial and
technological relevance, is of significant importance from a basic point of view. To simulate
the complete 2D μGISAXS patterns along the deposition process, a geometrical model based
on the 2D hexagonal paracrystalline arrangement of hemispherical clusters was developed
[34] allowing for extracting important parameters such as the surface coverage, film porosity
or cluster density, thus enabling to predict morphology-dependent properties of the thin film
such as the optoelectronic response.

Since the growth of Ag on SiOx proceeds in a similar manner, the geometrical model proposed
by Schwartzkopf et al. [34] has been also successfully applied to the deposition of nanostruc‐
tured Ag thin films on SiOx for surface enhanced Raman spectroscopy (SERS) (Figure 5(d))
[35]. A key point in SERS, whose underlying main mechanism is the enormous enhancement
of the local electromagnetic field in the vicinity of nanostructured noble metal surfaces due to
localized surface plasmons, is the gap between nanostructures. At the nanostructure gaps—
the so-called “hot-spots” —the electromagnetic enhancement is maximum. In this case, in-situ
μGISAXS during sputter deposition of Ag allowed not only identifying the main growth
regimes and thresholds but also to correlate the developed morphology to the SERS activity.
By modeling the full 2D μGISAXS patterns within the DWBA and the SSCA, a maximum SERS
enhancement was found for a mean gap of 1 nm between Ag nanoclusters, corresponding to
an effective film thickness of 5.6 nm.

On the other hand, the deposition kinetics of Au on a quasi-regular hexagonal array of self-
assembled cadmium selenide (CdSe) quantum dots has also been investigated by in-situ
μGISAXS [36]. Opposite to the growth of Au and Ag on SiOx, in the early deposition stage the
out-of-plane peak did not change in position but remained fairly constant. The deposition of
Au only led to an increase in electronic contrast, thus, of the diffuse scattering intensity
produced by the underlying array of CdSe quantum dots. This implies that the quantum dots
act as nucleation sites for Au growth. Subsequently, lateral growth and coalescence of Au/
CdSe-dot clusters were observed forming a compact Au/CdSe-dot layer. Finally, Au growth
proceeded in the surface normal direction developing a capping layer on the CdSe quantum
dots array.

In-situ GISAXS has also contributed to shed light on an intriguing issue during the growth of
metallic thin films, namely the influence of the chemical affinity between the metal and the
substrate on the deposition kinetics and thin film morphology. This is highly important in the
case of, e.g., the deposition of metallic electrodes on organic solar cells or light emitting diodes
where, in some cases, the electrodes represent the limiting factor in device performance. The
great capabilities of in-situ GISAXS studies for this purpose has been demonstrated during the
sputter deposition of Al and Ag on tris(8-hydroxyquinolinato)aluminum (Alq3), a key material
in organic light emitting diodes. Alq3 presents a strong chemical interaction with Al whereas
it interacts weakly with Ag, which translates into different growth mechanisms. In the case of
Al deposition, three different stages of growth were identified and modeling of the 2D patterns
revealed the formation of Al nanopillars after diffusion of Al in Alq3 and subsequent metal
complex agglomeration [37]. On the other hand, without diffusing into the Alq3 thin film, Ag
presents a morphological transition from truncated sphere clusters to cylindrical nanostruc‐
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tures upon surpassing the Ag percolation threshold at an effective film thickness of 5.0 nm
(Figure 6), which was attributed to the different Ag-Ag and Ag-Alq3 interactions [38].

Figure 6. Morphological transition in cluster shape upon surpassing the percolation threshold (effective film thickness
of 5.0 nm) during sputter deposition of Ag on a 36.0 nm thick Alq3 film. (a–c) Experimental 2D μGISAXS pattern, si‐
mulated 2D μGISAXS pattern and geometrical model used to simulate the data, respectively, at an effective Ag film
thickness of 1.0 nm. (d-f) Experimental 2D μGISAXS pattern, simulated 2D μGISAXS pattern and geometrical model
used to simulate the data, respectively, at an effective Ag film thickness of 7.6 nm. In both cases, the DWBA and the
LMA were employed to simulate the scattering patterns. Adapted and reprinted with permission from Yu et al. [38].
Copyright 2015 American Chemical Society.

The differences in metal interaction and nanocluster diffusion coefficient on different materials
can be exploited to tailor the thin film morphology. In this sense, an interesting approach
consists in employing polymer thin films as templates in the nanoscale, given the known ability
of block copolymers to spontaneously form nanostructures due to phase segregation. In
general, when employing vacuum deposition of metals on organic thin films, in a first
deposition stage, the metal diffuse into the film which influences the subsequent growth
kinetics and, in the case of block copolymers, a selective wetting of the metal on one of the
domains is commonly observed, which is ascribed not only to the different metal-polymer
interaction but also to the differences in metal diffusion in each of the blocks. From in-situ
μGISAXS measurements, the surface diffusion coefficient of Au on polystyrene (PS) has been
extracted and a correlation of the developed Au morphology with the optical properties of the
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film could be achieved by combining μGISAXS with real-time UV-Vis spectroscopic meas‐
urements during the growth [39].

On the other hand, Metwalli et al. [40] have taken advantage of the selective wetting of Co on
spontaneously nanostructured polystyrene-block-poly(ethylene oxide) (PS-b-PEO) to prepare
ordered Co nanoclusters along highly oriented PS domains. The morphology of the polymer
thin film consisted of alternating highly oriented crystalline PEO and PS domains with a
periodicity of around 30 nm and the in-situ GISAXS experiments demonstrated that selective
wetting occurred below the Co thin film percolation threshold. They also elucidated the growth
kinetics of Co on the block co-polymer nanostructured template.

A thorough study on the nanostructure development of transition metals on a PS-b-PEO
template has also been recently reported [41]. It has been clearly revealed that the growth of
Au, as a fairly inert element, was not influenced by the template, whereas Ag demonstrated
slightly improved wetting on the PS domain, forming clusters. In the case of reactive metals,
e.g., Fe, Ni, and Pt, well-defined and uniform nanocluster patterns were grown selectively on
the PS domains. Additionally, by performing in-situ GISAXS experiments, it has been found
that the substrate temperature plays an important role in shaping the metal clusters, showing
that above the glass transition temperature, Tg, of PS, Ag clusters become more irregular. In
addition, for Fe, flat nanodots with a low surface-to-volume ratio morphology were grown at
substrate temperatures above Tg whereas a higher surface-to-volume ratio morphology is
obtained for a substrate at room temperature during deposition. This is ascribed to the changes
in diffusion coefficient with temperature, so that above Tg a higher diffusion coefficient of metal
atoms and clusters during the deposition led to a lower surface-to-volume ratio cluster
morphology.

The complicated growth kinetics of hierarchical anisotropic gold nanostructures on polystyr‐
ene-block-poly(methyl methacrylate) (PS-b-PMMA) thin films has been also studied with in-
situ GISAXS [42]. An anisotropic shape of the deposited metal clusters was achieved by
employing a glancing angle deposition (GLAD) geometry. In GLAD, the deposition plume is
positioned at an oblique angle regarding the sample surface, which produced nonsymmetric
Au clusters and its anisotropic shape manifested as nonsymmetric 2D scattering patterns with
respect to the scattering plane (qy = 0). In addition, a hierarchical ordering of the anisotropic
Au was achieved benefiting from the selective wetting of Au on the PS domains. The aniso‐
tropy of this hierarchical nanostructure was also reflected in the anisotropic optical response
of the system.

3.2. Vacuum deposition of organic thin films

Organic thin films are especially important since they are increasingly used in devices. In
particular, organic semiconductors are employed in organic light emitting diodes (OLEDs),
organic field-effect transistors (OFETs), and organic solar cells (OSCs). However, the basic
processes of molecular thin film growth are still far from being understood and connecting
molecular and nanoscopic/microscopic processes such as molecular diffusion and island size
evolution, remains a major challenge. To this purpose in-situ GISAXS, being a non-invasive
technique, is increasingly contributing.
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As in the case of vacuum deposition of metals, several organic deposition chambers have been
designed and built so as to perform in-situ X-ray scattering and/or diffraction measurements
at synchrotron beamlines [43, 44].

To study these particular systems, in-situ grazing incidence X-ray diffraction (GIXD) and in-
situ X-ray reflectivity (XRR) are most commonly applied [45–48], though the information
provided by in-situ GISAXS is also very valuable since the dimensions probed are different.
Whereas GIXD provides access to the crystal structure and molecular arrangement, GISAXS
gives complementary information on the island shape and island-island distances as well as
on the island electron density. Therefore, the combination of both techniques provides the
necessary information to make a link between the molecular and micrometer size crystallite
regimes.

These systems are usually investigated in the so called anti-Bragg geometry, i.e., at incident
angles so that the specular peak corresponds to the anti-Bragg point of a given (h k l) permitted
Bragg reflection of the molecular crystalline structure. The anti-Bragg points correspond to
|q→ anti−Bragg | = 1

2 |q→ Bragg |  and are especially surface sensitive8 [17]. From a practical point of view,
for a selected (h k l) Bragg reflection, αi is chosen so that at αi = αf and ψ = 0 − i.e., the specular
peak position—the following relationship is satisfied
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Note that in Eq. (11) only qz is involved since for specular reflection qx = qy = 0 (Eq. (1)).

At this particular geometry, the specular intensity presents an oscillatory behavior during the
growth—the so-called growth oscillations—which arises from destructive interference
between neighboring odd and even monolayers (MLs) —lattice planes—so that the scattering
from the first, third, fifth ML is cancelled by the growth of the second, fourth, sixth ML, etc.
[49]. In the common case of (initial) layer-by-layer growth in organic heteroepitaxy, the
periodicity of the oscillations consists in 2 MLs although interference between reflections at
the growing surface, the substrate and the interfaces between different film layers can lead to
more complex oscillatory behavior.9 Through correct modeling of the growth oscillations, more
complicated epitaxy growth models can be derived making assumptions about the intralayer
and interlayer diffusion [50]. Therefore, additional information for the refinement of these
models is very useful and can be obtained by performing GISAXS at the anti-Bragg geometry,
which allows concurrently following the changes in the specular intensity—the growth
oscillations—and the diffuse scattering [51–54].

8 An introduction to surface X-ray diffraction, including the evanescent wave method that corresponds to GIXD, can be
found in [17].
9 For instance, considering an out-of-phase reflection on the substrate, the oscillations maxima appear at even instead of
at odd numbers since an additional reflection occurs or, e.g., the oscillations period can change to 1 ML in the case of
homoepitaxy. See [49].
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The abovementioned geometry has been applied to investigate, e.g., the growth of multilayers
of fullerene C60 molecules on mica in real time [55]. From the growth oscillations, a layer-by-
layer growth was deduced whereas from the in-situ μGISAXS data the mean island distance
was extracted and converted into surface island density assuming a hexagonal island arrange‐
ment. Interestingly, the GISAXS out-of-plane peaks present intensity oscillations with a period
of 1 ML, in contrast to the 2 ML period of the specular intensity at the anti-Bragg point
(Figure 7). This is due to the fact that diffuse scattering occurs only for uncomplete layers since
this is the situation where a lateral variation in electron density—or, in other words, in
refractive index—is present, whereas the growth oscillations are due to interference from the
reflections at layer interfaces—plus at the substrate and at the growing layer—i.e., diffuse
scattering is probing lateral contrast whereas the specular peak probes the structures in the
surface normal direction. Through kinetic Monte Carlo simulations and a comparison to the
experiments, values of the energy barriers were obtained—namely, the diffusion barrier and
lateral binging energy for intralayer events and an Ehrlich-Schwoebel barrier for interlayer
diffusion—and, more importantly, this set of parameters was demonstrated to be sufficient to
describe the growth of a C60 layer on underlying C60 layers, of crucial importance so as to predict
the growth dependence on the deposition rate and substrate temperature.

Figure 7. (a) Scattering geometry employed showing the simultaneous acquisition of specular and diffuse scattering.
The incident angle is chosen so that the specular peak corresponds to the anti-Bragg position of the C60 (1 1 1) reflec‐
tion. (b) Intensity at the anti-Bragg point qz = 0.38 Å−1 as a function of the molecular exposure during the film growth. A
damping of the growth oscillations from the third monolayer on is due to surface roughening since an imperfect layer-
by-layer growth for high number of MLs occurs, providing a measurement of the roughening onset. (c) Oscillations of
the out-of-plane GISAXS intensity as a function of the molecular exposure. From the out-of-plane peak position, the
mean island distance can be extracted by qy ≈ 2π/D. © 2014 S. Bommel, N. Kleppmann, C. Weber, H. Spranger, P. Schä‐
fer, J. Novak, S.V. Roth, F. Schreiber, S.H.L. Klapp and S. Kowarik. Adapted with permission from Bommel et al. [55];
originally published under Creative Commons Attribution 4.0 License. Available from: 10.1038/ncomms6388.
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The simultaneous acquisition of the specular intensity and GISAXS signal has also been
applied to in-situ investigate the molecular diffusion and island evolution during the growth
of diindenoperylene (DIP, C32H16) on SiOx [56]. Opposite to the C60 molecule, DIP presents
shape anisotropy imposing additional degrees of freedom—tilting and bending—which
increases the complexity of the growth process. In this case, above a surface coverage of 3 MLs
the GISAXS out-of-plane peak oscillations vanished and the peak position remained constant,
meaning a constant island center-to-center distance. This is a clear signature of a transition
between a layer-by-layer to a three dimensional (3D) growth, i.e., formation of molecular
islands with a fixed surface island density. Additionally, effective activation energies for island
nucleation of DIP on SiOx and of DIP on DIP could be extracted from the mean island diameter
—derived from the diffuse scattering peak position—at 0.5 ML and 1.5 ML surface coverage,
respectively, by varying the deposition substrate temperature.

Another organic semiconductor with rod-like morphology whose growth has been in-situ
investigated performing GISAXS using the anti-Bragg geometry is N,N'-dioctyl-3,4,9,10-
perylene tetracarboxylic diimide (PTCDI-C8, C40H42N2O4) [57]. It has been shown that PTCDI-
C8, as is the case for DIP, underwent a transition from a layer-by-layer growth to a 3D growth
but in a smoother fashion. This manifested both as a slow increase in the mean roughness of
the completed MLs—derived from the growth oscillations—as well as in a smooth leveling off
of the island density—derived from the out-of-plane GISAXS peak position by assuming a
hexagonal arrangement of islands. Moreover, the island density extracted from the diffuse
scattering at different substrate temperatures, allowed demonstrating higher molecular
mobility of PTCDI-C8 on PTCDI-C8 than that of PTCDI-C8 on SiOx, which is responsible for the
decreased island density observed in upper MLs.

3.3. Wet deposition of polymer and colloidal thin films

Wet deposition encompasses a collection of different methods for the fabrication of thin solid
films from a liquid solution and/or suspension as precursor. All of them exploit self-assembly
concepts to prepare thin films such as colloidal crystals, thin polymer films and nanocompo‐
sites with applications ranging from photonic crystals to polymer solar cells and superhydro‐
phobic or superhydrophilic coatings. During wet deposition, the interaction between the
suspended particles—or the dissolved compounds—together with the liquid flow—respon‐
sible of internal mass transport—govern the drying kinetics and self-assembly. Hence, tuning
these parameters makes it possible to control the self-assembly, thus adjusting the morphology
of the dried thin film (ideally) on demand.

Grazing incidence X-ray scattering (GIXS) techniques has been applied to study wet deposition
processes such as solution casting [58, 59], spin-coating [60], dip-coating [61, 62], and blade
coating [63]. Nevertheless, although these deposition methods are very useful for device
fabrication at research scale, they are not easily scaled-up and/or they are restricted to specific
substrate geometries. In this sense, it is important to explore other wet deposition methods of
potential industrial relevance.

In recent years, spray coating is gaining interest due to its easy scale-up and integration into
production lines as well as to its lack of substrate geometry/size constrains. Moreover, it has
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already been successfully applied to fabricate operating devices such as polymer solar cells
[64–66]. Nevertheless, although there are evident similarities to, e.g., solution casting, the
drying kinetics present some particularities still not well understood. To this respect, GISAXS
has been used to study the self-assemble of colloidal particles during spray coating [65, 67,
68]. In particular, Herzog et al. [67] were able to identify three different stages during the spray
deposition of polystyrene (PS) nanoparticles and subsequent drying corresponding to the
formation of a structureless thin liquid film, which subsequently breaks up into small droplets
allowing for possible transient nanoparticle ordering and a final freezing of a self-assembled
colloidal nanostructure once the solvent is fully evaporated, respectively. These three stages
were revealed in the in-situ μGISAXS patterns as first, a decrease in the overall scattered
intensity due to the homogeneous liquid film right after a 100 ms spray shot; second, an
increase and broadening of the Yoneda peak ascribed to the homogeneity loss of the liquid
film that breaks into small droplets as the solvent evaporation proceeds and last, the emergence
of well-defined out-of-plane symmetric peaks regarding the scattering plane (Figure 8). In
addition, controlling the evaporation rate by adjusting the substrate temperature the assembly
process of the nanocolloids can be managed to achieve different film morphologies, what has
been investigated in-situ by μGISAXS as well [68].

Figure 8. (a) Out-of-plane cuts (along qy) at the Si Yoneda peak (qz,c(Si; 13 keV) = 0.733 nm−1) as a function of time dur‐
ing spray deposition of PS nanoparticles with a nominal diameter of 100 nm. The vertical dotted lines indicate the tran‐
sitions between drying stages. (b) Individual out-of-plane cut of the dried sample at 15 s after spray deposition
displaying side maxima corresponding to the most prominent lateral length scale of ≈ 90 nm. (c) Representative 2D
GISAXS patterns of each of the three identified drying stages. Below each pattern a sketch of the corresponding drying
stage in real-space is depicted. Reprinted (adapted) with permission from Herzog et al. [67]. Copyright 2013 American
Chemical Society.

Apart from spray coating, another interesting approach for large scale low-cost production of
organic photovoltaic (OPV) devices is inkjet printing, a method that has drawn considerable
attention from an industrial point of view as the field of organic flexible electronics is maturing.
As in the case of spray coating, GIXS has been applied to in-situ investigate the structure
development during inkjet printing of, e.g., conductive polymer thin films widely used as
electrodes in OPV devices [69] as well as of the active layer in bulk-heterojunction (BHJ)
polymer solar cells [70]. The film morphology in OPV devices has a direct relationship with
its performance and the combination of in-situ wide- and small angle scattering (GIWAXS/
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GISAXS) allowed developing qualitative models of the structural evolution of the semicrys‐
talline polymer thin films morphology.

Finally, although it does not present the current large-scale production promises of spray
coating and inkjet printing, an interesting approach for wet deposition consist in employing
microfluidics, which may be critical for lab-on-chip applications. Here, the peculiarity lies in
the nondrying nature of the deposition, i.e., the self-assembly process on the substrate does
not take place during solvent evaporation but at the liquid-solid interface during liquid flow.
In order to in-situ follow deposition processes using microfluidics by GISAXS—among others;
see Section 4—special flow cells have been designed [71]. In this kind of experiments, it is
extremely important to adjust the X-ray beam footprint on the substrate to the size of the fluidic
channel so as to prevent an overillumination of the sample not in contact with the fluid, thus
minimizing undesired signal that could obscure the accessible information. Therefore, the use
of μGISAXS becomes essential [72]. This specific setup has been used to investigate the
attachment of Au nanoparticles to a polymer thin film (Figure 9) and different stages could be
identified, namely the dried polymer film before the liquid inlet was opened (denoted as 1 in
Figure 9), a wetted film by the liquid vapor once the liquid inlet was opened (denoted as 2 in
Figure 9) and the attachment of Au nanoparticles once the liquid flow reached the probed thin
film position (denoted as 3 in Figure 9). Moreover, the increase in intensity of the out-of-plane
peak as the experiment proceeded indicated a cumulative deposition of the Au nanoparticles
from which it is possible to analyze the deposition kinetics.

Figure 9. (a) Sketch of the μGISAXS setup with microfluidic cell. (b) Illustration of the X-ray beam transmitting the
channel walls and the footprint on the sample surface. For clarity the incident angle and X-ray beam size are not in
scale. (c) Detector cuts (along qz at qy = 0) as a function of time while 10 nm diameter Au nanoparticles attach to a
poly(ethyleneimine) (PEI) thin film on a SiOx substrate. Black regions correspond to the specular beamstop and the
intermodule detector gaps. (d) Out-of-plane cuts (along qy) at the Si Yoneda peak (qz,c(Si; 13 keV) = 0.733 nm−1) as sum
of 10 consecutive measurements. The curves are vertically shifted for clarity. The numbers denote the deposition
stages. Reprinted from Santoro et al. [72], with the permission of AIP Publishing.
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4. In-situ GISAXS during thin film processing

In addition to the aforementioned deposition processes, a different kind of studies in which
in-situ GIXS is increasingly contributing consist in thin film processing. GIXS has been
performed during thin film nanostructuring in order to gain insight into the morphology
transformation processes, e.g., metal nanocluster formation through high temperature
annealing induced dewetting [73, 74], dewetting of organic multilayer films [75], or refinement
of block co-polymer thin film morphology during solvent vapor annealing [76]. Furthermore,
working devices have also been investigated by in-situ GIXS so as to identify the structural
changes that the active thin film undergo during operation with the aim of improving the
device design and final performance, e.g., catalysis on nanoparticles [77], roughening of
surfaces during electrodeposition [78], electrochemistry in ionomer matrices of interest in fuel-
cell devices [79], or BHJ polymer solar cells [80, 81]. As in the previous section, the development
of specific environmental cells to be installed at synchrotron beamlines commonly constitutes
a prerequisite to conduct this kind of experiments. In the following, we will shortly describe
some recent exemplary results of in-operando and in-situ GISAXS during thin film processing.

As mentioned in the previous paragraph, a well-known way of producing – or modifying the
morphology of—metal nanoclusters on a surface consists in the thermal induced dewetting of
metallic thin films. This process has been in-situ investigated by GISAXS for the case of Au on
Si (1 1 1) up to the bulk eutectic point Te of the Au/Si system [82]. After the deposition of Au
thin nanostructured films by thermal evaporation, a linear increase of the mean distance
between Au nanoclusters was observed—associated to an increase in cluster size—together
with an increase in the mean cluster height as the temperature approached Te, which jointly
translated to an increase in the contact angle of the nanoclusters. More interestingly, from the
Au nanoclusters contact angle at Te, the liquid-solid interface tension of nanometer-sized Au
clusters was calculated and it was found to be larger than that of macroscopic Au droplets on
Si (1 1 1). Additionally, the work of adhesion of an Au nanodroplet at the system eutectic point
was derived.

In the case of semiconductor materials, ion beam bombardment is a very useful process to
induce surface nanostructuring. During the erosion of a surface by accelerated ions, the
produced instabilities can lead to the formation of self-assembled patterns of nanostructures
and different surface topographies can be obtained as a function of the ion mass, ion energy
and bombardment geometry. In-situ GISAXS with partially coherent X-ray beams (Co-
GISAXS) has been employed to study the nanodot formation on a gallium antimonide (GaSb)
(0 0 1) surface by normal incidence bombardment of 500 eV Ar ions [83]. The use of partially
coherent beams allows not only accessing the kinetic phenomena but also the dynamics. Under
a coherent illumination, the scattered intensity consists of a speckle pattern (Figure 10) and
the speckle distribution and speckle intensity fluctuations reflect the underlying dynamics of
the surface morphology [84]. From a kinetic point of view—GISAXS analysis—the mean size
and distance of the nanodots as a function of time was extracted and the kinetic regimes and
onsets derived. More interestingly, though the characteristic GISAXS signal remained stable
after saturation of the nanostructuring process, the dynamics showed that ageing—slow down
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of the dynamics—was occurring, mainly ascribed to hindered mass redistribution phenomena.
The dynamics was extracted from the speckle analysis through the so-called two-time
correlation function that accounts for the fast variation of intensity redistribution within the
scattering peak with respect to the averaged intensity distribution over time. Finally, a
dynamical transition to a regime dominated by the build-up of stress at the surface was
identified.

Figure 10. Left: Evolution of the GISAXS out-of-plane peak as a function of ion bombardment time. The onset of sur‐
face nanostructuring is evidenced by the emergence of the side peak 1 min after erosion started. After around 5 min
the out-of-plane peak remained at constant position revealing the saturation of the nanostructuring process. The upper
inset show the speckle distribution within the out-of-plane peak at t = 47 min whereas the lower inset shows the real-
space morphology as revealed by atomic force microscopy. Right: Normalized two-time correlation function calculated
around the out-of-plane GISAXS peak. The black and white lines mark the start and end of aging, respectively, where‐
as the black and white dots correspond to the average times where a change in the correlation time occurred (change in
dynamical regimes). The inset shows cuts of the two-time correlation function as function of δt = t2 − t1 (hollow blue
dots and hollow red squares). A good fitting was achieved using exponential decay functions. © 2013 O. Bikondoa, D.
Carbone, V. Chamard and T.H. Metzger. Adapted from Bikondoa et al. [83]; originally published under Creative Com‐
mons Attribution 3.0 Unported License. Available from: 10.1038/srep01850.

On the other hand, nanostructuring of polymer thin films is an intense field of research and
different strategies are being employed, e.g., nanoimprint lithography, porous anodic alumi‐
num oxide (AAO) templating or, as mentioned in Section 3.1, the design of block co-polymer
morphologies. An interesting approach consists in the formation of nanostructured surfaces
by the so-called laser-induced periodic surface structure (LIPSS) formation, a technique that
has been used for years to nanostructure metals and semiconductors but has only recently
been applied to polymers [85, 86]. In LIPSS, a pulsed laser of a definite polarization is shined
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on the material at fluences (optical energy per surface area) well below the ablation threshold
and the material surface gets nanostructured by interference of the incoming and scattered
electromagnetic wave through a feeding mechanism not yet well understood. In the common
case of linearly polarized incident light the process induces ripple formation on the surface
with a periodicity resembling the wavelength of the laser employed. By performing in-situ
GISAXS measurements while irradiating a poly(trimethylene therephthalate) (PTT) thin film
the onset of ripple formation at different laser repetition rates and fluences has been revealed
[87]. Moreover, the results support a feeding mechanism based on a local heating of the
polymer thin film so that LIPSS formation becomes more efficient the shorter is the laser pulse
separation, whereas for long enough laser pulse separation heat dissipation takes place
between pulses hindering the ripple formation.

A different way in which polymer thin films are processed does not consist in the promotion
of structuring to tailor the material properties but in the processes that polymeric materials
undergo during operation. For instance, in several applications the polymeric material is in
contact with fluids, e.g., in the case of polymeric materials used in human implants. Here, the
combination of μGISAXS and microfluidics offers unique capabilities for investigating the
morphological changes of polymer thin films in contact with a fluid flow.

A model system comprising of a thin film of sodium alginate with embedded dispersed PS
nanoparticles have been investigated by in-situ μGISAXS during water flow in a microfluidic
device [88]. This system served as a model to investigate the detachment of thin films and
nanoparticle aggregates therein by a fluid flow, both with and without additional sodium
alginate cross-linking. More interestingly, the combination of in-situ μGISAXS and a micro‐
fluidic cell have resulted in the accurate description of the swelling behavior of the thermo-
responsive poly(N-isopropylacrylamide) (PNIPAM) polymer, a well-known hydrogel when
cross-linked [89]. An important feature observed in the GISAXS pattern of soft thin films
deposited on rough surfaces is the correlated roughness of the film, i.e., the soft matter thin
film present a roughness that replicates that of the substrate. Thus, the film shows X-ray wave-
guiding effects producing scattering with partial coherence and resonant diffuse scattering is
observed [13]. In this case, the diffuse scattering with partial phase coherence coming from the
different interfaces concentrates into narrow sheets parallel to the qx direction and appear in
the 2D GISAXS pattern as intensity modulations in the scattering plane (along qz at qy = 0).
These modulations enable a direct determination of the distance between the correlated
surfaces by qz = 2π/dcorr (Figure 11(a) and (b)). It is important to calculate dcorr for large qz values
so that the Yoneda peak intensity does not introduce an additional signal that could distort an
accurate determination of dcorr. From the in-situ μGISAXS measurements, neither the thickness
nor the topography of the PNIPAM thin film was observed to change during exposure to
highly undersaturated water vapor. However, as early as the film is brought in contact with
liquid water it starts swelling mostly in a 1D manner, i.e., mainly an increase of film thickness
occurs, being the restructuration of the surface topography (surface flattening) slightly
retarded but obviously correlated to the swelling process (Figure 11(c)).
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Figure 11. (a) Experimental (upper row) and simulated (lower row) 2D μGISAXS patterns during swelling of a PNI‐
PAM thin film under water flow in a microfluidic cell. The scattering patterns correspond to exposure to water vapor
(left), after 30 s of water flow (middle) and after 48 s of water flow (right). The GISAXS patterns were continuously
acquired before and during water flow with a time resolution of 1 s. The DWBA and the LMA were employed to simu‐
late the scattering patterns. (b) Schematic drawings of the glass-supported, as-spun PNIPAM film, possessing partially
correlated interfaces (left) and the corresponding morphological model used in the simulations (right). The parameters
that were varied to simulate the water uptake process are the thickness of the PNIPAM layer, d, and the diameter of
the PNIPAM discs, D. (c) Illustration of the surface restructuration in the course of the swelling of the thin, glass-sup‐
ported PNIPAM film. Left: sorption of liquid water, filling the accessible free PNIPAM volumes and inducing the de‐
vitrification of its near-surface layer. Right: mainly 1D swelling occurs as the gel-glass phase boundary propagates into
the depth of the film; the surface flattens as the mobility of the macromolecules is sufficient. Reprinted (adapted) with
permission from Philipp et al. [89]. Copyright 2015 American Chemical Society.

Other polymeric thin films that have been investigated by in-situ GISAXS during operation
are the active layers of BHJ polymer solar cells (Figure 12). In general, although polymer solar
cells hold the promise of future low-cost flexible solar cells, a major problem of these OPV
devices is the performance loss during operation. In this sense, in-operando μGISAXS studies
have revealed that the active layer suffer from morphological changes during operation [90].
These morphological changes are directly related to the decrease in short-circuit current
density (SCCD) that was derived from the simultaneous measurement of current-voltage
curves while the device was illuminated by a solar simulator. In order to demonstrate this
unequivocal relationship between performance loss and morphological transformation,
Monte Carlo (MC) simulations of the SCCD were performed using the structural parameters
extracted from modeling of the μGISAXS patterns. The agreement between the MC simula‐
tions and the measured SCCD was excellent (Figure 12(c)) concluding that an increase in P3HT
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domain size and separation during illumination is responsible for the decrease of effective
light harvesting area, thus decreasing the exciton splitting events, whereas the PCBM domain
size and distance remained fairly constant. Moreover, a temperature effect was ruled out since
the solar cell did not exceed 45°C during the experiments due to Peltier cooling.

Figure 12. (a) 2D μGISAXS pattern of the polymer solar cell before illumination. (b) Difference scattering patterns, i.e.,
2D μGISAXS measurements obtained at different operation times after subtraction of the initial scattering pattern
within the marked window (red box) in (a). Negative values mean a loss of signal with respect to the initial measure‐
ment. (c) Simulated (black dots) and measured short-circuit current density (red line). The simulated short-circuit cur‐
rent density was derived from the morphological parameters extracted by μGISAXS. The insets show the inner film
morphology at different times as generated by the Monte Carlo simulations. The inset on the right presents the domain
morphology model used in the simulations and extracted from the μGISAXS experiments: red correspond to the core
of P3HT domains, green to the effective light harvesting area and blue to the non-active effective area of the solar cell.
Reproduced with permission from Schaffer et al. [90]. Copyright 2013, John Wiley and Sons.

5. Conclusions

In this chapter, we have reviewed the current trends in the application of time-resolved
GISAXS for in-situ and in-operando studies during thin film formation and processing. It has
been shown that GISAXS presents unique capabilities as a noninvasive technique with intrinsic
statistical relevance and time resolutions down to the millisecond regime. Moreover, GISAXS
constitutes a very versatile technique that can be applied to a large variety of materials with a
vast range of applications, and the relative easiness of combining it with other characterization
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techniques for simultaneous measurements offers the possibility of correlating the film
structure to its properties, of utmost importance in most of the applications of thin films.

In the near future, the present developments for the next generation of 2D X-ray photon
counting pixel detectors will allow investigating even faster processes since frame rates higher
than 10 kHz with large detector dynamic ranges are foreseen. Additionally, the application of
present technique improvements to in-situ studies will further contribute to gain deeper
knowledge of thin film fabrication and processing. In this sense, the present advances in
grazing incidence resonant soft X-ray scattering (GI-RSoXS), with its inherent material contrast
through tuning the incident beam energy to one of the absorption edges of the materials under
investigation, will certainly help in understanding, e.g., alloying, blending or phase segrega‐
tion phenomena in-situ with adequate time resolution. Furthermore, the decrease in beam
emittance at synchrotrons is currently enabling longer sample to detector distances—up to
several tens of meters—which translates in access to lower q ranges (of the order of 0.001 nm
−1 or even lower, i.e., real space sizes in the micron range) by performing grazing incidence
ultra-small angle X-ray scattering (GIUSAXS) experiments. Thus, through the combination of
in-situ GIWAXS (q ≈ 1–50 nm−1), GISAXS (q ≈ 0.01–1 nm−1) and GIUSAXS (q ≈ 0.01–0.0001 nm
−1) real space structures from 1 Å to 10 μm will be accessible, which will provide a complete
morphological description of the processes from the atomic structure to the microscopic regime
allowing to establish an extremely important link between atomic, nanoscopic and macro‐
scopic ordering, which is not yet fully developed.

Finally, the development of new magnet arrays in storage rings is currently taking place and
diffraction-limited sources are not far from becoming available. This will provide an enhanced
coherence of the X-ray beams and therefore, it is not difficult to anticipate a growth in the
application of time-resolved coherent GISAXS (Co-GISAXS). So far, most of the GISAXS
experiments are noncoherent, thus the scattered photon phase is lost making modeling
indispensable during data analysis. On the contrary, in Co-GISAXS the phase information can
be directly retrieved via mathematical algorithms so that, to some extent, the morphology of
the scattering entity can be directly reconstructed from the experimental data. Furthermore,
as already known from other X-ray coherent techniques such as X-ray photon correlation
spectroscopy (XPCS), not only kinetics but also dynamics of the nano-objects may be probed.
However, a good resolution of the speckles is necessary to guarantee an accurate determination
of the dynamical processes. This requires a high q resolution that corresponds to small detector
pixel size and for fast dynamic processes 2D X-ray photon counting pixel detectors with pixel
sizes comparable to those of CCD detectors will be indispensable.
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Abstract

The intricate nanoscopic morphology of soft materials such as block copolymer and
polymer blend system successfully analyzed by small angle X-ray scatterings (SAXS).
In thin films, those soft material systems have attracted great attention because of a
potential for practical use of functional materials. The morphology has been revealed
by grazing-incidence (GI) methods. Recently, advanced grazing-incidence technique for
analysis  for  surface-,  volume-,  and  material-sensitive  method  (high  time,  spatial,
and/or material resolution) has been reported. Using low X-ray photon energy, tender
X-ray (1–4 eV) and soft X-ray near K-edge carbon, allows probing a complex nanomor-
phology with those sensitivity. In this chapter, recent GI-SAXS with tender X-ray and
resonant  soft  X-ray  (GI-RSoX)  will  be  picked  up  to  open  for  discussion  on  new
possibility of structural analyses.

Keywords: grazing-incidence X-ray scattering, organic thin film, block copolymer,
tender X-rays, depth profiling

1. Introduction

Block copolymer (BCP) composed of two (more) immiscible polymers form variety structures
with the periodicity of several tens nanometer both in bulk and thin films. BCP thin film has
attracted great  attention as  an applicable  material  to  various fields,  e.g.,  solar  cell  [1–3],
nanolithography [4–6], and size-selective separation [7, 8]. In bulk state, microphase-separated
structure is predicted by the Flory-Huggins interaction parameter, the degree of polymeriza-
tion, and the volume fraction of blocks [9], whereas in thin film, film thickness [10, 11] and
substrate-polymer interaction and/or  also  polymer-air  interaction[12]  must  be  taken into
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consideration. Controlling morphology, orientation and size of the structures are necessary
for  practical  use although phase-separation behavior  of  BCP in thin film becomes more
complicated. This has motivated numerous orientation control methodology studies that have
examined the influence of film thickness [10, 11, 13, 14], surface/or interfacial free energy [14–
17], surface topology [15, 18, 19], external applied fields (shear-induced [4, 20], electric field
[21], magnetic field [22], and light-driven [23, 24]), solvent vapor or thermal annealing[25–30],
and  directional  solidification  [31–33].  Since  functionality  and physical  property  are  also
strongly related to the structure and the mobility in the vicinity of interface, revealing structure
in  detail  is  required.  Suitable  characterization  techniques  are  required  to  monitor  the
structures of BCP both laterally and in-depth. Several approaches have been used to find BCP
structures. Atomic force microscopy (AFM), electron microscopy, dynamic secondary ion
mass spectrometry (DSIMS), X-ray photoelectron spectroscopy (XPS), grazing incidence small
angle X-ray or neutron scattering (GISAXS, GISANS), X-ray or neutron reflectivity (XRR, NR),
etc. have been used to study the structure of BCP thin films. AFM can enable an access of the
information only near the surface although the surface structure can be directly observed and
easily understandable. Electron microscopy is a powerful tool for visually examining a cross-
sectional view of polymeric thin films in two-and three-dimensional real space [34]. DSIMS
can elucidate the BCP morphology and the self-diffusion of polymer chains in thin films along
a depth direction [35]. Time-of-flight (ToF) SIMS using ion cluster beam was reported to be a
particularly well-suited technique that enables the in-depth profiling of polymers [36, 37]. X-
ray  photoelectron  spectroscopy  depth  profiling  with  C60+  sputtering  revealed  the  ion
distribution in lithium salt-doped BCP thin films [38, 39].Electron microscopy, DSIMS, and
XPS  techniques  are  essentially  accompanied  by  the  destruction  of  specimen  because  of
processing such as sectioning or etching for analysis. In particular, it is important to take into
account  the  deformation  and losing  of  a  precise  original  spatial  coordinate  induced  by
sectioning and chemical reactions induced by etching in the analysis of results obtained by
these techniques. In contrast, neutron reflectivity (NRR) measurements enable a practically
nondestructive analysis of depth profiles and ordering of microphase-separated structure in
BCP thin films [40, 41]. However, the NRR provides structural information (density profile)
only in the vertical direction to the sample surface and lateral information of the structure is
inaccessible.  In  addition,  accuracy  of  the  density  profile  (depth-resolved  information)
perpendicular to the surface becomes worse when the film thickness is large for analyzing
periodicity of microphase-separated structure. Generally, NRR depth profiling is suited for
very thin film (less than 100 nm) as in the above case. GISAXS is another very powerful tool
for understanding the nanostructure in both vertical and lateral directions of organic thin film
(BCP thin film). And GISAXS is essentially nondestructive method under the condition of the
no radiation damage of X-rays [42–47]. Commonly, SAXS and GISAXS methods have been
conducted using hard X-rays with energy range of 6–14 keV. However, under these conditions,
the penetration depth of X-rays rapidly reaches the thickness scale of the organic materials in
the vicinity of the critical angle �C of total reflection at the polymeric surface, which is making
depth-resolved GISAXS measurements with hard X-rays totally impractical. A depth-sensitive
GISAXS method using tender X-ray (1.77 keV) was first reported for the BCP thin film by
Okuda et al. [48] and Wernecke et al. [49]. They investigated the structural relaxation near the
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surface and the dynamic heterogeneity of polymer chains in thin films. At even lower X-ray
photon energies, near the adsorption K edges of the polymeric materials (the oxygen, nitrogen,
and carbon K edges), the fine structure of the adsorption edge can be utilized in GISAXS as
reported by Ruderer et al. [50]. The grazing-incidence resonant soft X-ray (GI-RSoXS) has been
applied for polymer blend thin films with low contrast in the real part of the refractive index
for the hard X-rays but with significant differences in the soft X-ray regime. Furthermore, the
X-ray penetration depth is drastically affected by the changes in the X-ray photon energy
across the K-edge. The surface-and volume-sensitive structure of polymer blend films had
been analyzed using this technique [50]. Similar to the GISAXS, GISANS has been developed
by Müller-Buschbaum and co-workers. GISANS is a perfectly nondestructive approach for
structure analysis and has essentially the same capability for surface-sensitive [51], interface-
sensitive (structural information near the polymer-substrate interface enabled by the ability
of  the  neutrons  to  go  through the  substrate)  [52,  53],  and depth-sensitive  analysis  [54].
Moreover, in time-of-flight mode GISANS (ToF-GISANS) [52, 55] a broad wavelength band is
used instead of a single neutron wavelength, i.e., a range of different scattering vectors is
directly probed by the measurement under a fixed angle of incidence. At an appropriate
incident angle, it is possible to simultaneously conduct surface- and bulk-sensitive measure-
ments.  While  GISANS  possesses  advantages  as  compared  with  the  GISAXS,  GISANS
experiments still remain very rare because GISANS requires very high-flux sources to measure
the much weaker signals in grazing-incidence geometry and the need for deuterium labeling
(in some cases, of course, this is beneficial for structure analysis by tuning the contrast). These
GISANS techniques have been well summarized in the reviews [56].

In this chapter, recent advanced GISAXS experiment utilizing low-energy X-rays will be
introduced. GISAXS probes the complex nano- and microphase-separated structure in
polymer thin films. Especially, tuning the energy of GISAXS in the tender and soft X-ray regime
allows to the tailoring of X-ray penetration depth and contrast and thereby the probing of more
complex morphologies in polymer thin films. GI-RSoXS has been applied for polymer blend
thin films with low contrast in the real part of the refractive index for the hard X-rays but with
significant differences in the soft X-ray regime. Furthermore, the X-ray penetration depth is
drastically affected by the changes in the X-ray photon energy across the K-edge. The surface-
and volume-sensitive structure of polymer blend films had been analyzed using this technique.

2. Grazing-incidence small angle X-ray scattering

Incident X-ray beam goes into the sample surface at a very shallow angle �i (normally less than

1°). Scattering is measured with a two-dimensional detector as a function of the exit angle �f
(out-of-plane angle) and the in-plane angle 2Θ. The magnitude of the scattering vector is given
by q = 4πsinθ/λ(λ: wavelength of X-ray, 2θ: scattering angle). The scattering vector qz means
the component vertical to the film surface. The qx and qy are the components of scattering
vectors in the sample surface, perpendicular to and directed to the X-ray beam, respectively.
For each data set I(y, z), pixels of the detector were converted into exit angle �f normal to the
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sample surface and a scattering angle 2Θ parallel to the surface by simple geometrical consid-
eration. The amplitude of scattering vector q is composed of qx, qy, and qz related to the
experimental angles by

(1)

As shown in Figure 1, typical sample-to-detector distances (SSD) for GISAXS are of the order
of 1–2 m. In the case of small angle scattering, the two-dimensional detector probes mainly the
qy and qz information because qx is very small and the curvature of the Ewald sphere is
negligible. The calculation of the out-of-plane scattering vector is considerably complex. Above
critical angle �C of polymeric materials, the theoretical penetration depth is much larger than

the film thickness (order of micro-meter) (when hard X-ray is normally used) as shown in
Figure 2. The transmitted wave can therefore be reflected at the polymer-substrate interface
in combination with diffraction from the structures in the thin film. Under the assumption that
each X-ray scatters no more than once from the objects and there is no transmission through
the substrate, there are four possible scattering events to happen, additionally refraction at the
sample surface (air-polymer interface) (Figure 3).

Figure 1. Schematic illustration of the scattering geometry used in GISAXS. The sample surface is inclined by incident
angle with respect to the horizon. The exit and in-plane angles are denoted �i and 2Θ, reepectively.
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Figure 2. Penetration depth calculated for a block copolymer (S2VP) film for different X-ray energies, 12.397, 8.265,
3.60, and 2.40 keV.

Figure 3. Four scattering events, demonstrating different combinations of reflection from the substrate with diffraction
from the objects.

3. Depth-resolved structure analysis of microphase-separated structures in
block copolymer thin film by grazing-incidence small angle X-ray
scattering utilizing tender X-ray

3.1. Cylindrical microdomain in block copolymer thin film [57]

In this section, GISAXS measurement with low energy (tender) X-ray (2.40 keV) is introduced
in order to precisely elucidate the depth profile of a microphase-separated structure (hexago-
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nally packed cylinders) of a polystyrene-b-poly (2-vinylpyridine (S2VP) thin film on a silicon
wafer with the cylindrical microdomains (poly (2-vinylpyridine): P2VP) oriented parallel to
the substrate after the appropriate thermal annealing in vacuum. The cylindrical domains in
the S2VP thin film were preferentially oriented parallel to the surface of the substrate induced
by the surface free energies and/or an interfacial interaction between S2VP and the substrate.
In GISAXS, the structural parameters of the cylindrical domains in both the lateral and vertical
directions are accessible because the diffraction spots appear with the offset in the qy direction.

S2VP thin film (number average molecular weight Mn = 26,400, molecular weight polydisper-
sity index = 1.24, and ϕPS = 76.3 vol%) was prepared by spin casting from toluene solution (10
wt%) of S2VP onto a silicon wafer substrate at 3000 rpm for 30 s. Subsequently, the S2VP thin
film was thermally annealed under vacuum at 170 °C for 48 h. The sample surface was
composed of PS component (X-ray photoelectron spectroscopy and water contact angle [58],
predicted by surface free energies of components [59]) was a very flat and smooth examined
by atomic force microscopy and optical white-light interferometer microscopy measurements.

Tender X-ray GISAXS measurement (room temperature) was performed at BL15A2 [60] at the
Photon Factory, KEK, Tsukuba in Japan. The BL15A2 is an undulator beamline where X-rays
in a wide energy range from 2.1 to 15 keV (energy resolution is 2 × 10−4) is available. In this
study, the energy of X-ray was set at 2.40 keV (the wavelength of 5.16 Å) and the sample-to-
detector distance (SDD) was 830 ± 5 mm. The accuracy of the camera lengths arises from the
scattering vector calibration on a detector with a standard specimen and a footprint of the
incident beam on the sample surface (sample size of c.a.1 cm). The X-ray incident angle was
varied between 0.290° and 0.620° and PILATUS 2M designed for usage in vacuum was used
as a detector for the 2D scattering pattern. X-ray exposure time of 300 s was sufficient to obtain
a clear scattering pattern. Hard X-ray (wavelength 1.0 Å) GISAXS measurements were
performed at BL10C in Photon Factory and BL03XU57 in SPring-8, Harima, Japan using
PILATUS 2M and CCD (Hamamatsu Photonics) detectors with SDD of 2.3 m. All detectors
were calibrated using lead stearate prepared in-house (d = 5.01 nm, calibrated).

The X-ray penetration depth Λ is defined as the depth at which the X-ray intensity is attenuated
by 1/e. The value of Λ depends on X-ray energy (wavelength λ), the critical angle, �C, of total

reflection, and the incident angle �i. Surface roughness influences practically the penetration

depth of X-rays because various �i are provided. The roughness of the surface used here is

regarded as sufficiently small to estimate the penetration depth as evidenced by the clear
observation of the critical angle in XRR. Under experimental conditions with the ideally flat
surface, Λ is given by

(2)

X-ray Scattering66



where β is the imaginary part of the complex refractive index. The critical angle �C is specified

as �c   2δ where δ is deviation from the real part of the refractive index, δ and β are given

by

( ) ( )( )2
e A M 0δ λ / 2 / ,p r ¢= +å åZ Z i Z

Z Z
Zr N w f f E w A (3)
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Z Z

r N w f E w A (4)

where re is the classical electron radius (2.82 × 10−5 Å), �A is Avogadro’s number, ρM is the mass

density, �� is the fraction of element Z, ��, is the relative atomic mass,  �0� is the nonresonant

term of the atomic scattering factor corresponding to the atomic number, and ��′ �  and ��′′ �
are the real and imaginary parts of the anomalous dispersion for the incident X-ray energy E,
respectively. For example, here we used 4.1468 × 10−5 for δ and 7.0239 × 10−7 for β of PS at 2.40
keV. The �c value of S2VP thin film using GISAXS and XRR measurements was obtained. The

calculated S2VP penetration depth is shown in Figure 2. It is hard to precisely control the
penetration depth Λ at the nanometer scale for GISAXS experiment conducted using hard X-
rays (8–12.4 keV) because the value of Λ rises steeply at �C. On the other hand, as the X-ray

energy decreases, Λ changes more gradually near the critical angle and shows decreased depth
values at angles even greater than �C. Hence, better control ofΛ is expected for depth-resolved

GISAXS measurements using tender X-ray (2.40 keV) because of the critical angle and
attenuation coefficient values that are much greater than those for the hard X-rays.

GISAXS measurements of the S2VP thin film (thickness of 420 nm) using tender X-ray were
performed at various incident angles and many Bragg spots were measured as shown for large �i in Figure 4. All spots were assigned to parallel oriented hexagonally packed cylinders.

GISAXS patterns at approximately qy of 0.26 nm−1 are presented in Figure 4(c) and (d) and show
a remarkable elongation of the Bragg spots in the qz direction for smaller �i. One-dimensional

scattering profiles vertically cut at qy = 0.26 nm−1 with various incident angles are shown in
Figure 5. Bragg peaks were assigned to the scattering from transmitted (denoted by T) and
reflected (denoted by R) beams by the substrate. These two scattering events are typically
noticeable in GISAXS measurements [45, 46]. The second-order peaks derived from (11)
reflection at qz approximately 0.6 and 0.7 nm−1 were used for structure analysis because the
primary peak from the (10) plans was partially invisible due to the detector gap. The magni-
tudes of the Bragg spot full widths at half maximum (FWHM) varied in the vicinity of the �C, with larger FWHM values observed at smaller incident angles.
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Figure 4. 2D-GISAXS (with λ of 5.166Å) patterns of S2VP-25k thin film annealed for 48 h at 170°C. (a) �i was set at

0.62° (�i > �C), (b) 0.54°(�i > �C), (c) 0.52°(�i < �C), and (d) 0.49° (αi > αC). Schematic illustration represents the

cross section of cylindrical microdomains in the thin film forming HEX aligned parallel to the substrate.

Figure 5. One-dimensional GISAXS profiles along qz direction obtained by vertical cut at qy = 0.26 mn−1. Reprinted with
permission from Saito et al. [57]. Copyright 2015 American Chemical Society.

The observed peak broadening can be interpreted by the change in the penetration depth.
While generally such broadening can be understood by either the grain size effect and/or
disordering of the crystal lattice, the FWHM in the qy indicated no change irrespective of the
incident angles as shown in Figure 6, eliminating the influence of the lattice disordering
because the broadening was mainly seen in the qz direction and the size effect was dominantly
considered. Rather, the broadening in this case is because of the reduction in the size of the
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observed region. The FWHM of a scattering peak depends on the grain size of a crystal, as
expressed by the Laue function, L(q)

Figure 6. FWHM values of (11) Bragg spots obtained experimentally and calculated using Eq. (6). Reprinted with per-
mission from Saito et al. [57]. Copyright 2015 American Chemical Society.

( ) ( )
( )sin 1 / 2
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sin / 2
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where N is the number of the reflection plane and b is the unit lattice vector related to z-direction
normal to the surface. Here, the X-ray wave decays exponentially, and considering attenuation
decay, the Laue function can be re-expressed as

(6)

where �01 is the periodicity of the (01) plane. Since the scattering intensity is proportional to

the square of the Laue function, the FWHM can be calculated simply. The FWHM of the Bragg
spots of the T (11) plane in qz direction experimentally obtained is shown in Figure 6. The
calculated values for FWHM in the qz direction for the penetration depth Λ given by Eq. (2)
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are also plotted in Figure 6. The change in the calculated width shows the same trend as the
experimental results, indicating that the broadening of the Bragg spots can be explained by
the size effect determined by the depth Λ. Thus, the observed region of GISAXS measurement
can be controlled with the incident angle, enabling depth-resolved GISAXS.

When �i < �C, X-rays travel on the surface of the film and cannot propagate in the film. Only

the evanescent wave can penetrate from the sample surface into the film. In this situation, the
scattering peak �z along the qz direction is observed at the position given by the sum of the

incident angle and the true scattering angle �S derived from the period of the observed

structure. Thus, αs can be given as follows:

S Z ia a a= - (7)

Using above relation, the true qz value of the (11) spot can be estimated from the experimental
peaks. On the other hand, in the case of �i < �C, an X-ray wave can travel into the film. The X-

ray first refracts at the sample surface, goes through the film, is reflected by the interface
between the sample and substrate, and finally exits out of the film surface with refraction as
shown in Figure 3. Normally, some scattering events in GISAXS experiments occur because of
the refracted X-rays at the polymer surface and reflected X-ray on the substrate surface,
resulted in appearance of a number of scattering peaks. The scattering cross-section for GISAXS
of the block copolymer thin film has been calculated within the framework of the distorted
wave Born approximation (DWBA) [61]. Lee et al. [44], Yoon et al. [44, 45], and Busch et al. [46,
47] introduced the DWBA (or a combination of Bragg’s and Snell’s laws, refraction and
reflection) to estimate the scattering peak positions. Scattering intensity due to the incident X-
ray (transmission) and reflected X-ray (reflection) were pronounced. Debye-Scherrer rings of
the block copolymer films with powder-like orientation of lamellar domains. The scattering
peaks arising from transmitted and reflected X-rays at the substrate can be calculated follow-
ing [53]

(8)

where m represents the peak order, which is 31/2 for the (11) plane in hexagonally packed
cylindrical microdomains. The upper (−) and lower (+) branches in the equation indicate the
Bragg diffraction of the transmitted and reflected X-rays, respectively. D is the characteristic
length of the given plane. As for the (11) plane, Eq. (9) can be derived from Eq. (8) as follows:

(9)
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where D corresponds to the �01 in this case. When the �01 was set to 18.8 nm, the DWBA

calculation Eqs. ( 8) and ( 9) gave the best representation for all Bragg spots as shown by
crosses in Figure 7.

Figure 7. GISAXS patterns measured with tender X-ray (2.40 keV) at the angle of incidence 0.620. The dotted lines of
the calculated Debye-Scherrer like rings from transmitted (red) and reflected (black) beams obtained using Eq. (8) as
assuming the characteristic length �⊥ (perpendicular to the surface) is smaller than the �∥ (virtual parallel compo-

nent). The �⊥ corresponds to �01. The crosses were obtained using Eqs. (8) and (9).

For GISAXS experiment in the soft X-ray region, the large curvature of the Ewald sphere may
give rise to an apparent distortion of the GISAXS pattern when the measurements are con-
ducted with a fixed angle of incidence and using the area 2D plane detector. Yamamoto et al.
[62] discussed the effect of the Ewald sphere curvature and performed model calculations using
DWBA [61]. At the lower energy of 1.77 keV, while the interparticle interference peaks extended
and bent inward at large qz, (approximately 2.0 nm−1), no bending of the extended peaks was
observed using hard X-rays. In the presence of the Ewald sphere curvature, the unmodified
equation is no longer valid. In this study, Eq. (9) that had been developed for the hard X-ray
regime to explain the experimental GISAXS pattern is confirmed to be valid for this observed
q-range with tender X-ray regime 2.40 keV [57].

The lattice constant b associated with the direction perpendicular to the surface was slightly
smaller than the lateral lattice constant a. The hexagonal lattice was slightly deformed, in
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particular, the nanocylinders were packed into distorted hexagonal lattice that was laterally
elongated and/or vertically collapsed. The distorted hexagonal lattice in polymeric films has
been often observed during the drying of solvents [63]. The lattice constant remained almost
constant with respect to the depth. In contrast, the constant b and the angle φ between the
lattice vectors increased with decreasing depth, i.e., approaching the surface, the lattice
deformation was relaxed to a normal hexagonal lattice (Figure 8).

Figure 8. Lattice parameters plotted against the penetration depth (left). Right illustration indicates parallel-aligned cy-
lindrical domains in thin film and the unit cell. The spacing Dn corresponds to the vertical distance neighboring planes
(1). |an| and |bn| represents the distance between neighboring cylindrical domains. The following relations were ob-
tained by analysis; D1 > D2 > D3 > ⋯ > Dc = ⋯ = Dn. |a0|=|a1|= ⋯ =|an|. | an|>| bn|. Here, Dc means Dn reached constant
value. Reprinted with permission from Saito et al. [57]. Copyright 2015 American Chemical Society.

3.2. Orientation and relaxation behaviors of lamellar microdomains of poly(methyl
methacrylate)-b-poly(n-butyl acrylate) thin film [64]

In this section, we investigated the phase-separation behavior of poly (methyl methacrylate-
b-n-butyl acrylate) (PMMA-PnBA) forming a lamellar structure aligned parallel to the
substrate after appropriate thermal annealing with GISAXS measurement. The structure
development through such as degree of the lamellar orientation and relaxation of the lamellar
domain spacing was inquired. Also, the GISAXS with tender X-ray for depth-sensitive analysis
was conducted to reveal that the difference of the lamellar domain spacing near the surface
from the bulk.

To obtain a thin film of the block copolymer PMMA-b-PnBA (Mn = 32,000, Mw/Mn = 1.17, fPMMA

= 0.44), PMMA-b-PnBA in toluene (5 wt% polymer solution) was prepared. The thin film was
obtained by spin cast on silicon wafer at 3000 rpm for 30 s. The thin films (thickness was 280±30
nm) were dried at room temperature, subsequently thermal annealing was performed at 160°
for given time. GISAXS measurement utilizing hard X-ray and tender (soft) X-ray was
performed. Hard X-ray GISAXS measurement was conducted at beamlines BL6A and BL10C
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in Photon Factory of KEK, Tsukuba in Japan and BL03XU in SPring-8, Hyogo in Japan [65,
66] with wavelength of 0.15 (BL6A), 0.1488 (BL10C), and 0.1 nm (BL03XU), respectively. Tender
X-ray GISAXS measurement was performed at BL15A2 in Photon Factory.

2D GISAXS (hard X-ray) patterns with various annealing times were shown in Figure 9. The
pattern of as-spun sample (Figure 9a) was shaped like an ellipse, which might arise from
kinetically frozen or poorly ordered structure. Partially intense scattering was observed at qz

of 0.25–0.28 nm−1 where was emphasized due to the so-called Yoneda peak, i.e., it did not
indicate specific orientation, suggesting that no orientation of phase-separated structure of
PMMA-b-PnBA appeared without thermal annealing. After the sample was thermally
annealed for even 1 min, the scattering intensity around qy = 0 (near the beam stop) grew. In
addition, two clear ring-shaped scattering patterns like Debye-Scherrer rings were observed.
Each scattering ring was arising from transmitted (denoted by T) and reflected (denoted by R)
beams as described in previous section. The scattering intensity near beam stop became strong
with annealing time. This change in GISAXS pattern indicates the growth of the parallel
orientation of the lamellar microdomain. The development of the normalized scattering
intensity [64] from parallel lamellar structure is shown in Figure 10. Orientation is nearly
complete after annealing for 60 min. The GISAXS measurement gave structure information
about domain spacing of the lamellar morphology. The domain spacing (D) of the lamellar
structures aligned parallel to the surface was estimated. To determine the accurate domain
spacing, the distorted wave Born approximation (DWBA) was applied for analysis of the
GISAXS patterns. The experimentally estimated D values are also plotted as a function of the
annealing time in Figure 10. The value of the D approached to the D0 of the bulk sample
(independently obtained to be 21.6 nm) with an increase in annealing time. The D of the parallel
orientated structure was slightly smaller than D0 even after 4 h thermal annealing, i.e., the
spacing collapsed vertically. Consequently, the lamellar structure was deformed along the
depth direction (similar phenomena as the previous section). Thermal annealing induced the
relaxation of the domain spacing and it seems taking approximately more than 2 h to complete
the relaxation of D (equals to the value of the bulk)

Figure 9. GISAXS patterns (hard X-ray, 1.488 Å) of PMMA-b-PnBA thin film (a) as cast and (b–e) as annealed at 160°C
with given annealing time; (b) 1, (c) 3, (d) 5, and (e) 10 min. R and T denoted the scatterings from reflected and trans-
mitted X-rays, respectively. Reprinted from Saito et al. [64]. Copyright Nature Publishing Group.
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Figure 10. Time evolution of the orientation of the lamellar domain (open circles) and the relaxation of the lamellar D
(filled circles). The solid lines were drawn as a guide to eyes. Dotted line shows the D0 value of the bulk. Open square
indicates the D value near the surface. Reprinted from Saito et al. [64]. Copyright Nature Publishing Group.

As is well known, preferential wetting of surface and substrate interfaces plays an important
role of orientation in thin film [12, 17]. In this case, surface energies of PMMA, PnBA, and Si
substrate are 41.1, 33.7, and 77.4 ± 0.5 mJ/m2, respectively [16]. According to the surface free
energies, it will be predicted that PMMA segregates to the surface of the silicon substrate,
whereas PnBA segregates to air surface. As a result of preferential wetting, the parallel
orientation of lamellar structure is induced at the surface and/or the polymer/substrate
interfaces and the oriented lamellae propagate into the entire film [67]. In fact, XPS measure-
ment proved that surface molar fractions of PnBA (within a few nanometers) were 80 mol%
(repeat unit) in as-cast film and the PnBA component perfectly covered on the surface after
thermal annealing with only 60 s. The segregation of each component, orientation of the
lamellae, and relaxation of the domain spacing occurred in different time scale. It can be
concluded that the PnBA first segregated at air surface within a minute after annealing (PMMA
may segregated at the interface), second the microphase-separated structure aligned parallel
to the surface, followed by relaxation of the domain spacing.

The polymer thin films have reported to have different mobility dependent on the local region,
i.e., near the surface, inside, or near the polymer/substrate interface. It is quite intriguing to
investigate that the depth dependence of structure difference exists, in other words, whether
there are difference between the structure (orientation, morphology, d-spacing, etc.) in the
vicinity of the surface and inside of the film, or not. The GISAXS measurements of PMMA-b-
PnBA thin film thermally annealed for 2 h with tender X-ray was performed with various
incident angles. As shown in Figure 11(a) and (b), in the case of αi < αc, the scattering (marked
arrows) of the lamellar structure oriented parallel to the substrate was considerably diffuse
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and broaden, while in the case of αi > αc, the scattering became clear and sharp. The FWHM
values of scattering peak (parallel lamellar domains) in the one-dimensional GISAXS profile
obtained vertically cut at various incident angles can be simulated as the same manner of the
size effect of measured region as discussed in the previous section (modified the Laue
function). Thus, the penetration depth was controlled by changing the incident angle. At near
the critical angle, the surface-sensitive measurement is possible as predicted from Eq. (2).
The true qz value of the oriented lamellar structure parallel to the substrate is estimated using
the experimentally observed peaks, i.e. D near the surface can be estimated. At αi of 0.525°
(penetration depth Λ of 32.4 nm), D was obtained to be 21.6 nm which is equal to the D0 value
(21.6 nm) of the bulk sample. The value of D near the surface is slightly larger than the value
21.4 nm obtained from DWBA calculation (inside the whole film). This means that relaxation
of the domain spacing near the film surface preceded that of the inside. According to previous
reports, polymer chain near the surface indicates higher mobility (lower glass transition
temperature or viscosity) [68–70]. Moreover, the lamellar structure started to orient from both
the air/polymer and polymer/substrate interfaces, which was induced by segregation of one
component in the BCP. Therefore, that the faster relaxation of the D of the lamellar structure
near the surface was caused by the faster orientation and higher mobility in the vicinity of the
surface.

Figure 11. Tender X-ray (2.40 keV) GISAXS patterns of PMMA-b-PnBA thin films annealed at 160 °C for 2 hours at
incident angles (a) 0.525° and (b) 0.625°. Reprinted from Saito et al. [64]. Copyright Nature Publishing Group.

3.3. Evaluation of mesogen orientation in thin films of polyacrylate with cyanobiphenyl side
chain [71]

Understanding the orientation behavior of polymer chain in the vicinity of interfaces (both
substrate and free surfaces) is of practical importance in organic thin film technologies such
as coating and photoresisting processes. Thus, a large amount of fundamental knowledge has
been ever accumulated. It has been broadly recognized that diverse physical properties of
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polymeric materials in ultrathin film state are very different from those in the bulk state.
Compared with the vast amount of studies for amorphous and crystalline (LC) polymers,
studies on the anomaly in structure and orientation of side chain liquid crystalline polymers
in ultrathin film states are rather unexplored. A large number of data related to mesogen
orientation have been reported [72–78]. Accordingly, the side chain LC polymers are mostly
aligned homeotropically [23, 79–81] The significant effect of the sample surface is apparent
from the fact that the mesogen orientation changes to a planer orientation as the sample surface
is covered by another layer or material [23, 82–84]. A cyanobiphenyl(CB)-containing polyme-
thacrylate (PCBMA) exceptionally indicated the planar orientation regardless of the fact that
the homologous polyacrylate (PCBA) oriented homeotropically [33]. This unexpected orien-
tation behavior is responsible for the difference in the main chain rigidity (but still no rational
explanation). In these contexts, the investigation to reveal in detail the orientation of PCBA is
proceeded by the GISAXS measurements by systematically changing the film thickness.
Additionally, GISAXS with hard (8.05 keV) and tender (2.30 keV) X-rays were carried out.

The side chain LC polymer PCBA (chemical structure shown in Figure 12, Mn = 12,000, Mw/Mn

= 1.83, glassy state – 13°C (Tg: glass-transition temperature)–smectic A - 95°C (Ti: isotropization
temperature)) films on quartz plates were prepared by spin-casting from 0.12–3.0 wt %
chloroform solutions to make different thickness samples. The spin-cast film samples were
annealed at 135 °C, cooled to a target temperature, kept for 10 min, and then subjected to the
measurements. The layer spacing of the smectic A of LC polymers in the bulk was estimated
to be 4.6 nm (SAXS). GI-SAXS experiments with hard X-rays (Cu Kα radiation (λ = 0.154 nm))
were conducted with a FR-E X-ray diffractometer equipped with two-dimensional imaging
plate R-AXIS IV detector (Rigaku). GI-SAXS experiments using low-energy X-rays were
performed at BL-15A2 [60] at the Photon Factory, KEK, Tsukuba, Japan. Experimental details
of the GI-SAXS measurements were described in previous sections.

Figure 12. Chemical structure of the side chain LC polymer.

Figure 13 indicates GI-SAXS data measured with hard X-rays (λ = 0.154 nm) for 30 nm thick
at 80 °C. For 140 nm thick film, the scattering peaks corresponding to d (smectic layer) = 4.6
nm (100) and 2.3 nm (200) were clearly seen in both out-of-plane and in-plane directions. The
intensity of the peaks in the out-of-plane direction was significantly small in 30 nm thick film
(as peaks was weakly shown in 1D profile), and no peaks were essentially recognized for 15
nm thick film, although those in the in-plane direction were clearly seen. These results
evidently indicate the coexistent of planarly and homeotropically oriented CB in the films with
film thickness greater than 30 nm, and that the CB mesogens were oriented only planarly at
15 nm thickness.
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Figure 13. 2D GI-SAXS (Cu Kα) patterns (a) of PCBA films with a thickness of 30 nm at 80 °C. Lower figure (b) indi-
cates 1D intensity profiles (black: in-plane; red: out-of-plane directions). Reprinted with permission from Tanaka et al.
[71]. Copyright 2016 American Chemical Society.

GI-SAXS measurements with synchrotron tender X-rays (λ = 0.539 nm, 2.30 keV) were achieved
at various αi. Figure 14 shows the 2D GI-SAXS images for 30 nm thick film at room temperature.
The CB mesogens at this thickness as mentioned before are oriented both in the homeotropic
and planar directions (coexistence). The αc in this sample was estimated at about 0.54° for this
X-ray energy. Under conditions of αi < αc (αc is about 0.54° for 2.30 keV), the scattering signals
in the thin film was observed only the out-of-plane direction as shown in Figure 14a and b,
where Λ is estimated as in the range less than 10–20 nm in these experimental conditions. It is
apparently indicated that the CB mesogens adopt homeotropic orientation in the free surface
region. When αi > αc, the out-of-plane scatterings were split into double peaks in the qz direction
as shown in Figure 14c–e. The split double peaks originate from the transmitted X-ray through
the film and then reflected on the substrate [44]. Hence, the high qz peak of the double peaks
can be assigned to the scattering from the reflection path on the film surface. The split spots
means that the X-ray beam actually travelled through the overall film thickness and reached
the sample/substrate interface. When αi > αc (Λ > 100 nm), the peaks appeared in-plane
direction due to the planar orientation were clearly observed as shown in Figure 14d–f with
arrows. These signals undoubtedly originate from the mesogens near the polymer/substrate
interface.
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Figure 14. Two-dimensional GI-SAXS patterns for PCBA thin film with 30 nm thickness using tender X-rays (0.539
nm). Measurements were conducted at αi = 0.48 (Λ = 11 nm) (a), 0.50 (Λ = 16 nm) (b), 0.56 (Λ = 167 nm) (c), 0.74 (Λ = 453
nm), and (d). Note that αc (0.54°) is positioned between (b) and (c). Reprinted with permission from Tanaka et al. [71].
Copyright 2016 American Chemical Society.

From the overall data of UV-vis absorption spectroscopic [71] and the GISAXS measurements
utilizing hard and tender X-rays, the orientation structural models of CB mesogens in PCBA
thin films are schematically illustrated in Figure 15. In thick films with 140 nm, the CB
mesogens are almost aligned homeotropically. However, a considerable number of the CB
mesogens planarly anchored exist near the substrate (polymer/substrate interface) as revealed
by GI-SAXS measurements with hard X-rays (Figure 13). At a thickness of 30 nm, the amounts
of homeotropically and planarly oriented CB mesogens is comparable, where depth-resolved
information is obtained by GI-SAXS with tender X-ray experiments (Figure 14). In the film
thickness of 10–15 nm, the CB mesogens adopt almost planar alignment. When the film
becomes further thinner from the critical level of 7 nm, the planar alignment near the surface
disappears where the liquid crystal structuring (antiparallel packing of the CB mesogens) is
lost.

Figure 15. Schematic illustration of orientation of the CB mesogens in films with film thickness 30 nm. Purple circles
indicate the cyano group at the terminal of mesogen. Note that the antiparallel interactions (LC structuring) are kept
among the CB mesogens at thickness above 10–15 nm. Such LC structuring is lost at thickness of 7 nm. Reprinted with
permission from Tanaka et al. [71]. Copyright 2016 American Chemical Society.
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4. Grazing-incidence resonant soft X-ray scattering [50]

The GI-RSoXS is a novel technique, which is in particular suited for more complex system such
as multicomponent block copolymer and polymer blend films. Resonant soft X-ray scattering
has already been successful for probing morphology and spatial structure in organic photo-
voltaic (OPV) systems [85, 86] and triblock copolymer system [87]. GI-RSoXS allows for
detecting near surface and inner structure separately at fixed incident angle by tuning X-ray
photon energy because the penetration depth of the X-ray beam is drastically affected by the
change in X-ray photon energy across the adsorption edge. Adsorption K edge for organic
materials composed of mainly carbon, nitrogen, and oxygen are 284, 409, and 543 eV. The fine
structure of the adsorption edge can be utilized in GISAXS measurements. Near edge X-ray
adsorption fine structure (NEXAFS) spectrum needs to be probed for the polymeric materials
in order to estimate the complex refractive index of X-ray that becomes important for depth-
sensitive and component sensitive analyses. Typically, the NEXAFS spectra of polymers, which
have low contrast in the real part of the refractive index in the hard photon energy regime,
indicate considerable differences in the soft X-ray regime. In this section, investigation of
nanostructure in the polymer blend thin film, poly(3-hexylthiophene) (P3HT) and poly[5-(2-
ethylhexyloxy)-2-methoxycyanoterephtalylidene] (MEH-CN-PPV), is introduced as an
example of GI-RSoXS experiment carried out by Ruderer et al. [50].

GI-RSoXS measurements with soft X-ray were conducted at the synchrotron beamline 11.0.1.2
of the advanced light source (ALS) at the LBNL in Berkeley (USA) [88, 89]. Due to the high
adsorption of soft X-ray in air, full setup (sample and X-ray detector) was kept in high vacuum.
The energy of X-ray was used in the range of 280–320 eV (λ: 4.4–3.9 nm). Sample-to-detector
was 18.5 cm that was sufficient for detecting length scale in the range from 21 nm to a few
micron meters. An incident angle αi = 2°, which is near the critical angle αC of 2.3° for 280eV
and 1.5° for 283 eV. The both polymers (P3HT and MEH-CN-PPV) were dissolved in chloro-
form. The thin film of polymer blend was prepared by spin coating from the solution; the
thickness was controlled to be about 70 nm. The films were annealed at 200 °C for 10 min in
air without degradation. The NEXAFS spectroscopy measurement was conducted for taking
the wavelength dependent refractive index (n = 1 − δ + iβ) of polymers used here for electro-
magnetic radiation near the adsorption edge. NEAXFS spectra were also obtained at the same
beam line of the ALS. The sample environment is identical to the GI-RSoXS setup. The polymer
thin films were prepared on silicon nitride membranes and measured in transmission geom-
etry. The adsorption part β of the refractive index was obtained through Beer’s law. The real
part δ of the refractive index was calculated from the β using Kramers-Krongis relation.

Figure 16a shows the X-ray energy dependence of the dispersion δ and the adsorption β of
P3HT and MEH-CN-PPV homopolymer. The spectra of respective homo polymers are
different. NEXAFS spectra of the blend system with different blend ratio can be obtained by
a linear superposition of the spectra of P3HT and MEH-CN-PPV homopolymer weighted
with the corresponding blend ratio. The dispersion δ spectra of P3HT and MEH-CN-PPV
reveal positive and negative values and differ strongly depending X-ray energy. Therefore,
the scattering contrast depends on the X-ray energy. Using the adsorption β spectra, the

Grazing-Incidence Small Angle X-Ray Scattering in Polymer Thin Films Utilizing Low-Energy X-Rays
http://dx.doi.org/10.5772/65090

79



penetration depth Λ of the soft X-rays into the blend film is calculated as shown in Figure
16b. Figure 17 indicates the GI-RSoXS patterns of as spun P3HT/MEH-CN-PPV bulk
heterojunction films with a P3HT content of 70 wt% for different energies from 280 to 289 eV
(wavelength of X-rays from 4.43 to 4.29 nm). Although the wavelength is varied by only 3%,
the scattering patterns significantly change. For energy below 284 eV, an intensity oscillation
in vertical direction is observed, which comes from the correlated roughness originating from
the interference of scattered X-rays from different interfaces. The correlated roughness
vanishes with increasing energies of the X-rays. It indicates no scattering signal from the
substrate interface is detected and X-ray penetrates near the surface as shown in Figure 17.
The low scattering intensity of GI-RSoXS at 284 eV (Figure 17c) is due to the very low incident
intensity at this energy. The reduction of the intensity at 286 eV (Figure 17e) can be ascribed
to the significant low contrast between P3HT and MEH-CN-PPV at this energy. Thus, the
surface structure is accessible at 286 eV. The change in the total scattered intensity was
attributed to the changed contrast conditions from the contrast variation.

Figure 16. (a)Dispersion δ and the absorption β of P3HT (red solid lines) and MEH-CN-PPV (blue solid lines) as a
function of the X-ray energy. For comparison, the calibrated P3HT spectra (dashed lines) from the database [90] are
drawn. (b) Penetration depth of X-ray of P3HT (red) and MEH-CN-PPV (blue) as a function of X-ray energy. Reprinted
with permission from Ruderer et al. [50]. Copyright 2016 American Chemical Society.
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Figure 17. Two-dimensional GI-RSoXS patterns of as-spun P3HT: MEH-CN-PPV film with a P3HT content of 70 wt%
with different X-ray energies. The X-ray energy: (a) 282, (b) 283, (c) 284, (d) 285, (e) 286, (f) 287, (g) 288, and (h) 289 eV.
Copyright American Chemical Society, Ruderer et al. [50].
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