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Abstract

In this chapter, we will address the structural characterization of III–V semiconductor
thin films by means of HRXRD. We first give an overview on the basic experimental
apparatus and theory element of this method. Subsequently, we treat several examples
in order to determine the effect of doping, composition and strain on structural proper-
ties of crystal. Analysed layers were grown by metal organic vapour phase epitaxy
(MOVPE). Films treated as examples are selected in order to bring the utility of charac-
terization technique. Here, we investigate GaAs/GaAs(001), GaAs:C/GaAs(001), GaN/Si(1
11), GaN:Si/Al2O3(001), GaAsBi/GaAs(001) and InGaAs/GaAs(001) heterostructures by
using different scans for studying numerous structural layers and substrate parameters.
Different scan geometries, such as ω-scan, ω/2θ-scan and map cartography, are manipu-
lated to determine tilt, deformation and dislocation density induced bymismatch between
layer and substrate. This mismatch is originated from the difference between the chemical
properties of two materials generated by doping or alloying. Such HRXRDmeasurements
are explored through the angular spacing between peaks of the substrate and layer. The
half of full width maximum (HFWM) of peak layer intensity is a crucial qualitative
parameter giving information on defect density in the layer.

Keywords: HRXRD, thin films, III–V semiconductors, alloys, stress, reciprocal map

1. Introduction

Over the past decade, the epitaxy of structures based on III–V materials has emerge to become

of vital commercial importance within the electronics, optoelectronics and telecommunication

industries. With rapid developments of epitaxy apparatus (such as molecular beam epitaxy or

metal organic chemical vapour epitaxy) and in situ diagnostics (such as RHEED and

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



reflectometry), the elaborated active part of heterostructure has now come in the vicinity of
idealism. However, such deviation from ideal properties (structural, optical or electrical) can
reduce the device response. In this way and for economical reasons, it is desirable to character-
ize the as-grown layers prior to further processing. Indeed, high-resolution of X-ray diffraction
(HRXRD) is now one of the widely used tools for non-invasive determination of the composi-
tion, thickness and perfection of the epitaxial layers of compound semiconductors. Recently,
there had been great interest in the use of this technique with different scan geometries.

In this chapter, we will address the structural characterization of III–V semiconductor thin
films by means of HRXRD. We first give an overview on the basic experimental apparatus of
this method. Subsequently, we treat several examples in order to determine the effect of
doping, composition and strain on structural properties of crystal.

2. Experimental details and theory element

All layers investigated in this work are elaborated by metal organic vapour phase epitaxy
(MOVPE) technique [1–8].

For arsenide layers, we use a Bruker D8 diffractometer. An X-ray tube with a copper cathode
generates the incident beam (1.54056 Å). In order to obtain highly monochromatic incident
beam, we use a monochromator constituted by four Ge(022) crystals which gave a resolution
of Δλ

λ < 1:5×10−4. The scattered beam can be detected by a scintillation point detector as
reported in the left of Figure 1. The layer, that shall be examined, is mounted on the sample
holder. As shown in the right of Figure 1, we denote ω as the angle between X-ray beam and
the crystal surface, 2θ, the detector position, ϕ, the rotation angle around the normal of crystal
and τ (or χ), the inclination angle of crystal in a perpendicular plane to the surface. This
configuration gives a coupled and uncoupled scans, such as ω-scan (or rocking curve scan)
and ω/2θ scan.

For nitride layer, HRXRD measurements have been performed with a Bede 200 diffractometer
equipped with a four-crystal monochromator in Si[220] mode.

Figure 1. In the left, optical path of X-ray beam for the used goniometer. In the right, goniometer axes.
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The simple form of Bragg equation for the lattice planes with Miller indices (hkl) and the

distance dhkl between two such adjacent planes is given by

2dhkl sinθ ¼ nλ (1)

where:

• For cubic lattice with lattice constant a,dhkl ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2þk2þl2
p ,

• For hexagonal lattice with lattice constant a and c, dhkl ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4
3ðh

2þk2þhkÞþðacÞl
2

p .

Differentiation of Bragg equation and subsequent division of the result by the same equation

yields the differential Bragg equation

Δdhkl

dhkl
þ Δθ: cot ðθÞ ¼ Δλ

λ
(2)

In our case, the spectral width of the incident beam is neglected (Δλλ ∼0).

3. Application for thin films

3.1. Bulk films and substrates

Bulk substrates are characterized by a perfect crystallographic structure with an insignificant

defect density. In HRXRDmeasurements, they have been used as a reference for Bragg angular

measurements. But it is vital to minimize intrinsic and extrinsic effects, such as tilt substrate or

tilt substrate-to-holder sample (due to inaccurate sample mounting).

As an example, in order to determine the disorientation of GaAs substrate, the (004) rocking

curves peak angles (ωS) were taken for some azimuthal angle ϕ as shown in Figure 2. As

mentioned earlier, ωS variation follows the relation: ωsð004Þ ¼ 〈ωs〉þ Acosðϕ−ϕ0Þ.

where A is the tilt or the disorientation to the absolute crystallographic substrate orientation.

Similarly, χð004Þ ¼ 〈χ〉 þ Asinðϕ−ϕ0Þ or χð004Þ ¼ 〈χ〉−Asinðϕ−ϕ0Þ.

The best fit of experimental data by expression reported below allows the values of

〈ωs〉 ¼ 33:0308� and A ¼ 0:472�. By using Bragg's law, we can measure the lattice parameter

of GaAs substrate as ¼ 2λCuKα1

sin〈ωs〉
¼ 5:6526Å. The manufacturer indicates that this commercial

substrate is exactly orientated to (001) with a tolerance of ±0.5� and the lattice parameter is of

5:6533Å corresponding to a Bragg angle of 33.028�. The difference between the two Bragg

angles represents an error of about 0.003�. Also, the value of tilt A is in the same order of the

tolerance given by the substrate producer.

3.2. Homoepitaxy

Homoepitaxy is the growth of a layer on the substrate where the two materials have the same

physical characteristics (Si/Si, GaAs/GaAs, etc.). Such a structure is characterized by small full-
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width at half-maxima (FWHMs) of measured peaks when growth is perfectly optimized and
no supplementary information is given about the layer properties.

Doping of semiconductors is required to improve the electrical properties of material. In
numerous applications, it is necessary to dope strongly n+ or p+ any part of the structure.
Indeed, for tunnel effect or to obtain ohmic contact in GaAs, doping levels above 1019 cm-3

were needed. This requirement gives rise to a modification in structural properties of the
doped layer. Yet, this deviation to ideal structure is clearly observed when atomic covalent
radius of impurity is smaller or higher compared to atomic radius of matrix constituents. As an
example, the doping of GaAs by carbon (C) gives rise to tetragonal distortion of GaAs caused
by smaller covalent radius of C (rc = 0.77 Å) compared to those of gallium (rGa = 1.26 Å) and
arsenic (rAs = 1.20 Å). HRXRD is sensitive to this smaller deviation and will be used to
determine the doping concentration.

The perpendicular lattice mismatch of C-doped GaAs was investigated by measuring (004)
reflection and according to the following relation:

ε⊥ ¼
�Δa

a

�⊥

¼ −ΔθBcotðθBÞ (3)

where θB ¼ 33:028� is the Bragg angle for (004) reflection.

On the other hand, in order to investigate the conditions of strain relaxation we have measured
the parallel lattice mismatch Δa//. Indeed, to find the in-plane lattice mismatch, an asymmetric
(±1, ±1, ±5) reflection should be determined. The inclination angle ϕ is between a reflection
from a lattice plane and the surface. The measurement of a reflection can be carried out at high

Figure 2. In the left, measured Bragg angle GaAs substrate of (004) rocking curves as a function of the azimuthal angle ϕ
fitted by (the solid line) a sinusoidal equation. In the inset a series of rocking curves are shown. In the right, illustration of
ω-scan around the normal to the substrate.

X-ray Scattering162



angle θB + ϕ or at a low angle θB - ϕ. We can calculate the components of lattice mismatch from
the measured differences in Bragg angle and lattice-plane orientation with regard to the
substrate according to [9]:

ε⊥ ¼ Δa⊥

aGaAs
¼ Δϕtgϕ−ΔθcotθB (4)

ε== ¼ Δa==

aGaAs
¼ −Δϕcotϕ−ΔθcotθB (5)

In our case θB = 45.064� and ϕ =15.791�.

For more details, let Δωa be the angular spacing between peaks of the substrate and of C-
doped GaAs layer in ω=2θ curve, and Δωb the same quantity measured after rotating the
crystal by 180� around the normal to the wafer surface. Then, for (115) reflection

Δϕ ¼ 1
2
ðΔωa−ΔωbÞ, (6)

ΔθB ¼ 1
2
ðΔωa þ ΔωbÞ: (7)

The double determination of ε⊥ from (004) and (115) reflections gives a more precision on its
values than that of ε==.

Based on this result, it is possible to determine the compensation ratio θ of our films using the
Vegard's law in the strained form [10, 11].

Δa⊥

aGaAs

� �

strained
¼ 1þ υ

1−υ

� �

Δa⊥

aGaAs

� �

relaxed
¼ 1:9

Δa⊥

aGaAs

� �

relaxed
: (8)

We assume that the substituted carbon in the gallium site (CGa usually used to estimate the
compensation) is the dominant cause of the compensation described by [12, 13]

Δa⊥

aGaAs

� �

relaxed
¼ 4

ffiffiffi

3
p

aGaAsN
ðΔrAs þΘΔrGaÞ

pH
ð1−ΘÞ (9)

where ΔrAs= -0.43 Å and ΔrGa= -0.49 Å are the difference between the covalent radii of C and
As and Ga, respectively. N = 2.22 × 1022 cm-3 is the number of gallium or arsenic atoms per cm3

in pure GaAs crystal and ν = 0.31 is the Poisson's ratio.

Figure 3 illustrates a comparison between experimental data results and curves calculated for
strained or relaxed states and with different compensation ratios. Using this dependence

between Δa⊥

aGaAs
and pH, we extrapolate the compensation ratio for any layer. We remark that the

values deduced, using this consideration, are in the same order than that deduced by Hall
Effect or SIMS measurements.

High‐Resolution X‐Ray Diffraction of III–V Semiconductor Thin Films
http://dx.doi.org/10.5772/65404

163



3.3. Heteroepitaxy

Heteroepitaxy is the growth of a layer on the substrate where the two materials have different

physical characteristics such as GaAs/Si, GaAs/Ge, GaN/Al2O3, etc. This means that the under-

lying substrate and the epitaxial layer are different materials with typically different lattice

constants and perhaps even different crystal symmetry. Generally, this structure is character-

ized by misfit mismatch which generates stress and structural defects. In order to be accom-

modating to the substrate, the layer stays at less energetic equilibrium state which gives rise to

appearance of tilt, twist and curvature of the system {layer + substrate}. HRXRD technique is

able to determine these parameters.

3.3.1. Undoped GaN

III-Nitrides and related alloys cover a wide wavelength domain ranging from the red to the

ultraviolet. Their interesting properties such as large and direct band gap make them attractive

for the development of optoelectronic devices as well as high temperature and high power

electronic applications. The MOVE growth of these materials is completed by using various

substrates. However, the lack of suitable lattice matched substrate constitutes the major obsta-

cle for further improvement in GaN material properties. Several attempts have been achieved

for GaN growth on silicon substrate. Indeed, this choice is motivated by the availability with

Figure 3. Perpendicular lattice mismatch (ε⊥) of GaAs:C epilayers on GaAs substrates as a function of hole concentration

pH. The lines represent the predicted contraction based on Vegard's law for two values of compensation ratios θ = 0 and

θ = 0.25.
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low cost, the large size and high electrical and thermal conductivities of silicon. But, the

success of GaN layer epitaxy requires a special growth procedure by using different processes

(buffer layer, SiN treatment, etc.) in order to reduce the damage effects.

In this section, we focus on GaN layer grown on silicon substrate Si(111) where mismatch is of

about 17%. This difference leads to the formation of a large number of defects (dislocations,

cracks, etc.) and gives rise to layer mosaicity.

The GaN mosaicity can be usually described by two components of the misorientation: one is

the tilt of c-axis with respect to the growth direction and the other is the twist of the columns

orientation about the c-axis. GaN (00.l) ω-scans reflect the mosaic structure of the tilt among the

crystallites. GaN (h0.l) ω-scans reflect the mosaic structure of twist between the crystallites. For

symmetric (00.l) reflections, the full-width at half-maximum (FWHM) of the X-ray rocking curve

(XRC) which characterize the tilt, was found to be around 1800 arcs. Note that both tilt and twist

mosaics contribute to the rocking curve width of asymmetric (h0.l) reflections. For twist mea-

surement, it is necessary to measure a series of reflections and extrapolate to an inclination angle

χ of 90�. The plot of FWHM versus sin (χ) gives rise to an average twist of about 1.9� (Figure 4).

The average twist was determined as half FWHM extrapolated to sin (χ) = 1. This high value of

the twist can be explained by the interaction between hillocks of GaN during the nucleation

process or dislocations which lead to a broad rocking curve width of GaN reflections.

3.3.2. Si doped GaN

In order to study the effect of Si-doping on stress in GaN layers, HRXRD and Raman spectra

measurements were carried out. Figure 5 shows HRXRD patterns measured in θ/2θ scan mode.

Figure 4. Evolution of FWHM (h0.l) plane reflections as a function of inclinations (χ) referring to (00.l) plane. The solid

line represents the best linear fit of experimental data.
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The θ position shifts to the higher angle corresponding to smaller c lattice constant when Si
concentration increases. The asymmetric shape of the ω-scan for high doping levels can be
attributed to a stress gradient normal to the sample surface [14]. The in-plane stress σ// can be
roughly determined from the relationships [15].

σ== ¼
a−a0
a0

C11 þ C12−2
C2
13

C33

� �

, (10)

where Cij are the elastic constants of GaN (C11 = 390 GPa, C12 = 145 GPa, C13 = 106 GPa,
C33 = 398 GPa) [16]. a0 is the lattice constant for strain-free bulk GaN (a0 = 3.189 Å). The values
of the a lattice parameter, measured by HRXRD, and the corresponding stress values σ// show
that the incorporation of silicon not only leads to stress relaxation in GaN layers, but also
induces tensile stress (σ// > 0) for doping levels higher than 1.6 × 1018 cm-3. According to our PL
data analysis (not shown here), we attribute the strong band gap reduction in the Si-doped
GaN layers is essentially due to the relaxation of stress in these layers.

The effect of silicon doping on the mechanism of stress relaxation and defect formation in GaN
is still under discussion. One plausible explanation is that the relaxation increases with Si-
induced defects formed during the cool-down process [17, 18]. Thus, we can assume that the
incorporation of silicon leads to increase of the dislocation density in the GaN epilayer. Note
that the dislocation densities in GaN-based materials have been generally measured by

Figure 5. ω -scans of the Si-doped GaN samples.
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transmission electron microscopy (TEM) and etch pit densities (EPDs). However, as non-

destructive method, X-ray rocking curves (ω-scans) can be used to measure the dislocation

densities with accuracy equal to TEM and EPDs. The theory elements of this technique are

described by Gay et al. [19] and Hordon and Averbach [20], for the case of highly dislocated

metal crystals and extended by Ayers [21] to the case of zinc-blende semiconductors.

The model developed by Ayers uses the rocking curve line width broadening owing to

threading dislocations for calculation of their densities. Then, the square of the measured

rocking curve line width βm for the (hkl) reflection can be written as [21]:

β2mðhklÞ ¼ Kα þ Kε tan
2θ (11)

where Kα ¼ 2πlnð2b2DÞ, Kε ¼ 0:09 b2D j lnð210−7cm
ffiffiffiffi

D
p

j, b is the length of the burgers vector

and D is the dislocation density. Kα is the rocking curve broadening owing to angular rotation

at dislocations. Kε is the broadening produced by strain surrounding dislocations.

The plot of β2m versus tan2θ should give rise to a straight line. The dislocation densities can be

independently calculated from the slope (Kε) as well as the intercept (Kα). The obtained results

based on the two ways should be identical. A plot according to last equation for various X-ray

peaks is shown in Figure 6. As predicted by the model, the symmetric and asymmetric

reflections are on a single straight line. Dislocation densities calculated according the Ayers

model from the slopes and intercepts of these linear fits are shown in Figure 7.

AFM data corresponding to the densities of surface depressions and pinned steps are

also given for comparison. It is well known that the surfaces of GaN layers grown by MOVPE

are typically dominated by these two kinds of dislocation mediated surface structures

[22]. So, as seen in Figure 7, the dislocation densities calculated from the slopes (Dε = 8.4 × 108

to 7.1 × 109 cm-2) are in same order of magnitude with that obtained by AFM measurements

(DAFM=1.3 × 109 to 8 × 109 cm-2). The lack of internal consistency (Dε slightly different from Dα)

may be explained by the existence of sources of rocking curve broadening other than dislocations

that give rise to different relative amounts of rotational and strain broadening [21].

3.4. Alloys

The III–V materials have raised a fundamental attention in the field of optoelectronics and

rapid electronics. Particularly, the alloy semiconductors have an exceptional amount of inter-

ests owing to the possible adjustment of band gap and lattice parameter by changing chemical

composition. Recently, the technological progress of elaboration and process techniques pro-

vides a great opportunity to design new structure architecture and quantum nanostructure

based on non-conventional semiconductor materials. This fact requires a suitability of charac-

terization tools adapted to this advance.

3.4.1. GaAsBi alloy as a new material

Owing to the large size and core electronic structure of Bi atom, Bi-containing semiconductor

alloy materials exhibit a small or negative band gap. The interesting properties of III–V-Bi alloy

offer a great opportunity for possible design in optoelectronic application devices. Recent
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results from various groups demonstrated that GaAs1-xBix thin films can be produced by

molecular beam epitaxy (MBE) [23–25] or by MOVPE [1, 2, 26–28]. Further, GaAs1-xBix alloy

presents temperature insensitivity of band gap required in the resolution of problems of the

lasing wavelength fluctuations. The quality of epitaxial compound film is governed by thick-

ness uniformity, degree of alloying and substrate temperature. Precisely, the growth behaviour

of GaAs1-xBix was quite different from that of usual ternary semiconductor alloys such as

GaInAs and AlGaAs. A very narrow growth conditions are reported by comparison between

structural and optical characterizations. In this way, HRXRD is comely tool to investigate the

structural properties of this material.

Figure 8 shows the diffraction pattern in the θ –2θ scan of X-ray diffraction measurement for a

GaAs1-xBix layer grown on p-type GaAs substrate. The spectrum shows three resolved peaks

located at 31.627, 66.048 and 65.528� which are associated with the plane diffraction of (002)

Figure 6. Square of rocking curve line width βm (hkl) versus tan2θ for Si-doped GaN samples.
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and (004) GaAs and (004) GaAs1-xBix, respectively (detail is shown in the inset figure). No

other phases were identified.

HRXRD measurements of symmetric (004) and asymmetric (115) plane diffractions were

carried out in order to determine the lattice parameter of GaAs1-xBix and then Bi composition,

as shown in Figure 9. In fact, the presence of two peaks relative to the layer and substrate

diffractions, Pendellösung oscillations, seen in the wings of peaks, reveals a smooth and

coherent interface. From these oscillations, we can calculate the layer thickness from Bragg's

law: t ¼ λγH

Δω sin ð2θBÞ. The period (Δω) is independent of scattering power of layer composition.

2θB is the scattering angle, λ is the wavelength of the X-ray radiation and γ
H
¼ sin ðθB þ ϕÞ. ϕ

is the angle between the diffraction planes and the surface.

The lattice constants in growth direction (a⊥) and in the plane (a//) of GaAs1-xBix layer were

calculated from the peak separation (ΔθB) between GaAs and GaAs1-xBix. a⊥ is deduced from

the spacing of the layer (004) plane (d004) in the form of a⊥= 4 d004 using a symmetric reflection

(004). From asymmetric reflection (115), a// is deduced from the spacing of the layer (115)

plane (d115), in the form of a== ¼
ffiffiffi

2
p

1
d
2

115

−
25
a2
⊥

� �ð−12Þ
.

Figure 7. Dislocation densities calculated according to Ayers model from slopes (D
ε
) and intercepts (D

α
). AFM data are

given for comparison.

High‐Resolution X‐Ray Diffraction of III–V Semiconductor Thin Films
http://dx.doi.org/10.5772/65404

169



The lattice constant (a0) of unstrained cubic GaAs1-xBix is assumed from

a⊥ ¼ a== þ ða0−a==Þ
ðC11 þ 2C12Þ

C11
(12)

where C11 = 11.92 and C12 = 5.99 are the elastic constants for GaAs1-xBix which are supposed to
be equal to those of GaAs. The Bi composition x, is calculated from a0 using Vegard's law:

a0 ¼ xaGaBi þ ð1−xÞaGaAs (13)

where aGaBi is the lattice constant of hypothetical zinc-blend GaBi and assumed to be 6.324 Å
[29]. aGaAs= 5.653 Å is the lattice constant of GaAs.

Thickness homogeneity and layer composition were characterized by recording (004) X-ray ω/
2θ curves for several positions in the layer surface. Small changes of 0.001 and 0.002� mm-1

have been detected for Δω and ΔθB, respectively. Bi composition is estimated to 3.7% with a
relative change of about 0.05% per mm. The layer thickness is about 50 nm. These values were
also compared to those deduced from simulated X-ray patterns using the dynamical theory

Figure 8. Diffraction pattern in the θ –2θ scan of X-ray diffraction measurement for a GaAs1-xBix layer grown on (100) Zn
doped GaAs substrate. The inset shows a zoom between 2θ = 63� and 68�.
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shown as dotted lines in Figure 9. The tetragonal distortion induced by the epitaxy is taken

into account using the elastic constants of GaAs.

The optimization of GaAsBi MOVPE growth conditions was detailed in our previous works [1,

2]. A good crystalline quality was obtained using a V/III ratio of about 9.5, trimethylbismuth

(TMBi) flow of 0.2 µmol min-1 and a growth temperature of 420�C. The measured Bi content

value is around 3.7%. The epitaxial layers show a low Bi island density on the surface [2]. It

should be noted that small deviations from optimal growth conditions may give rise to a

surface formation of big Bi droplets. The latter appear with a higher density and different

shapes for high TMBi flow (∼3 µmol min-1).

As a demonstrative example, Figure 10 illustrates the diffraction patterns of symmetric (004)

and asymmetric (115) reflections for the as-grown and annealed GaAsBi layers grown with

high TMBi flow. To check thermal stability, GaAsBi layer was annealed at 750�C for 15 min

under AsH3 flow. These curves present more diffraction peaks, other than that of the GaAs

substrate, located at 32.8, 32.5 and 32.12� in the left side of the substrate peak, and denoted as

GaAsBi(1), GaAsBi(2) and GaAsBi(3), respectively. The same diffraction peaks have been

detected in the (115) asymmetric configuration, but more shifted with respect to GaAs

Figure 9. In the top: HRXRD (004) experimental ω/2θ curve (solid line) and simulated curve (dotted line) of

GaAs0.963Bi0.37 layer grown on (100) Zn doped GaAs substrate. In the bottom: optimized scan of HRXRD (11L) reflection

plane. L is changed around 5.
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substrate peak. It seems that these three peaks are linked to different Bi contents in GaAsBi
layer. Based on the Vegard's law we have found: xGaAsBi(1) = 3.7%, xGaAsBi(2) = 8% and xGaAsBi(3)

= 14%. The obtained Bi contents are calculated after the determination of the lattice constants
perpendicular and parallel to GaAsBi surface using HRXRD measurements for the (004) and
(115) planes, respectively. For hypothetical zinc blend GaBi, the lattice constant is estimated to
be 6.324 Å [29]. More calculations details of Bi content are reported in the following Ref. [1].
We have also investigated the structural properties of the annealed layer at 750�C using
HRXRD. The measured diffraction curves show a remarkable stability versus thermal
annealing. In fact, the same curve shape was obtained for annealed sample (Figure 10). Bi
droplets are entirely removed from GaAsBi layer after annealing. This behaviour shows that
the existence of these droplets is not responsible of diffraction peaks appearance and confirms
the structural thermal stability of GaAsBi alloy (Figure 10).

To find out an eventual crystallographic tilting of this sample, we have achieved several ω
scans for different azimuthal angles ϕ for each resolved peak indicated by arrows and shown
in Figure 11. We report in Figure 11, for different azimuthal angles, the diffraction angles
variation of the substrate ωSubstrate and the layer ωGaAsBi for the three aforementioned peaks
(GaAsBi(1), GaAsBi(2) and GaAsBi(3)). All the measured amplitudes of the cosine variation of

Figure 10. HRXRD (004) and (115) experimental ω/2θ patterns of as-grown and annealed GaAsBi layers grown on GaAs
substrate at 420�C under 3 µmol min-1 of TMBi flow.

X-ray Scattering172



ωSubstrate and ωGaAsBi are about 1.18
�. Note that the given incertitude on GaAs substrate off cut

angle is about 1�, and then the GaAsBi layer is not tilted with respect to the substrate. The

splitting between the farthest GaAsBi(004) multiple diffraction peaks is about 0.68�. This value

is probably corresponding to a maximum tilt between GaAsBi grains which can be present in

the layer.

Ciatto et al. [30] have investigated the local structure around Bi atoms in GaAsBi layers. Their

X-ray absorption spectrometry results show that at 1.2% Bi content, Bi atoms are randomly

distributed. At 1.9%, Bi atoms tend to form next-nearest-neighbour pairs, and at 2.4% Bi

aggregates appear. In our work, the lowest Bi content in GaAsBi layer is around 3.7%, showing

that necessarily Bi aggregates are already formed in the layer.

X-ray diffraction measurements exhibit that growth under high TMBi flow leads to a compo-

sitional inhomogeneity, as well as the presence of liquid can affect the Bi incorporation. This

fact may be responsible of the XRD pendellösung fringes vanishing, and it was clearly seen

when growing GaAsBi under optimized conditions [1, 2]. Some caution is required when

interpreting X-ray profile of GaAsBi layers. The confusion can arise from metallic Bi diffraction

peak, which can appear in layers having Bi droplet on the surface. Since thermal annealing at

Figure 11. Diffraction angles variation of GaAs substrate (ωS) and GaAsBi layer (ωL) for the three aforementioned peaks

versus azimuthal angles ϕ.
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750�C have completely removed Bi islands from the surface, and diffraction curve are exactly

the same as before annealing, so this confirms that metallic Bi does not contribute to the

diffraction curve.

On interpreting our X-ray profile, the probable assumption is the presence of atomic disor-

der created by Bi during its incorporation in GaAs matrix. Indeed, the disorder becomes

more significant with increasing Bi content. In our case, this content is higher than 3.7%

which explains the important disorder and the appearance of several diffraction peaks.

There are some assumptions, like support phase separation in GaAsBi alloy [27], the pres-

ence of ‘micro regions’ with different Bi contents [31] or a difference in the strain state at

different depths [32].

3.4.2. InGaAs alloys

The lattice mismatch between GaAs and InGaAs alloy layers is relatively small which allows

pseudomorphic growth to take place. But uppermost layer can also be partially relaxed or

completely relaxed depending on the layer thickness and the indium composition. For a

quantitative analysis, the degree of relaxation is given by

R ¼
afilm−asubstrate

arelaxfilm −asubstrate
(14)

where afilm denotes the measured lattice constant of the film and the totally relaxed lattice

constant.R is equal to 1 for fully relaxed films and equal to 0 for pseudomorphic growth.

In this part, we explore a reciprocal space map (RSM) in order to investigate some structural

properties of prototype InGaAs alloys in relaxed or strained states.

The Bragg equation relates every X-ray reflex that can be detected with a set of parallel lattice

plane (hkl). However, the Laue condition attributes every X-ray reflex to reciprocal lattice

point which makes it appropriate to label the reflexes with the indices of their corresponding

reciprocal lattice points HKL. The maximum length of the scattering vector in the case of

backscattering (θB = 90�) is given by Qmax ¼ 2jkj ¼ 4π
λ
.

Whenever the scattering vector is equal to reciprocal lattice vector, an X-ray reflex is observed.

As a result, all reflexes which for a given wavelength λ are accessible for diffraction experi-

ments are situated within the hemisphere with radius equal to 4π
λ
(in right of Figure 12).

Such a scan can be carried out by combining the ω/2θ-scan with ω-scan mode in the following

way: first for a given length of the scattering angle a ω-scan is accomplished, then the ω/2θ-

scan mode is employed to change the length of the scattering vector by a small amount and

then again a ω-scan is performed and shown as reported in left of the Figure 12. With RSM

measurement, the graph can be presented either in angular coordinates or in reciprocal lattice

coordinates. Angular coordinates RSM is the x- and z-axes can be ω, 2θ, ω/2θ, or 2θ/ω.

Reciprocal coordinates RSM shows the graph in reciprocal lattice unit Qx and Qz, where can

be defined with the following equations [33]:
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QZ ¼
2
λ
sinθ cos ðω−θÞ

QX ¼
2
λ
sinθ sin ðω−θÞ

(15)

where λ = 1.5406 Å is the wavelength of CuK
α1 radiation, θ = 2θ/2 the angular position of the

detector and ω is the experimental Bragg angle for considered reflection.

ΔQZ and ΔQX are determined from the difference between measured angles for the substrate
and the layer. For (115) reflection on (001) substrate, the perpendicular lattice parameter of the
layer is obtained from ΔQZ ¼ 5

a⊥
−

5
as

where aGaAs=5.6325 Å is the lattice parameter of the GaAs substrate.

Other possible equivalent representations of reciprocal map are accessible, such as by that
representing the Bragg angle change by changing (hkl) indices.

Generally, the reciprocal maps show two intense peaks localized in ΔQX ¼ ΔQZ ¼ 0 relative to
the GaAs substrate and the in ΔQX≠ΔQZ≠0 relative to the layer.

3.4.2.1. InGaAs/GaAs relaxed layer

Figure 13 illustrates an example of 2D and 3Dmap representations for a sample InGaAs/GaAs.
In order to analyse maps topography with more facility, pedagogic representation as contour
curves of iso-intensity is reported in the same figure.

Using RSM, the analysis of material properties can be completed both qualitatively and
quantitatively. The last figure shows the illustration of a qualitative description of the change
of the layer peak position with respect to the substrate peak. Qualitatively, a symmetric RSM
scan can confirm that our sample is tilted or not. However, to determine whether our sample is
strained or relaxed, an asymmetric scan is needed.

Figure 12. Ewald construction illustrating the scattering geometry in the cases of symmetrical and asymmetrical reflexes.
The grey arrows show the scan directions for ω/2θ-scan and a ω-scan. The accessible reflections in conventional scattering
geometry are shown.
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3.4.2.2. InGaAs/GaAs strained layer

InGaAs epitaxial layer on GaAs(100) substrate was investigated by HRXRD in order to deter-

mine the structural properties of this strained structure. Figure 14 shows reciprocal space

Figure 13. 3D and 2D reciprocal space maps of In.08Ga.92As/GaAs structure, recorded around (004) and (115) nodes. In

the bottom, contour curves of iso-intensity are drawn. Diffusion vectors Q
!

ð004Þ and Q
!

ð115Þ were added to corresponding

RSM.
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Figure 14. Reciprocal space mapping of In.08Ga.92As/GaAs structure, recorded around (004), (115) and ð115Þ nodes.

Diffusion vector Q
!

ðhhlÞ was added to the corresponding RSM.
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maps (RSM) of an InGaAs/GaAs sample in two-dimensional representation of iso-intensity

curves around (004), (115) and ð115Þ nodes. Note that both spots of InGaAs active layer and

GaAs substrate, relative to (004) symmetric reflection, were aligned along <001> direction.

The obtained result confirms the absence of tilt between the active layer and the substrate. In

addition, diffraction spots from (115) and ð115Þ asymmetric reflections were also aligned

along the growth direction, which was different from that of scattering vector Q
!
. Sample was

then strained and pseudomorphed. A fully strained epilayer adapts its planar lattice fully with

the planar lattice of the substrate (Figure 14).

4. Conclusions

This chapter has covered a range of applications of HRXRD technique from simple rocking

curve scans (ω and ω/2θ) to space mapping cartography. Routine measurements applied to

particular heterostructures such as GaAs/GaAs(001), GaN/Si(111), GaAsBi/GaAs(001)

and InGaAs/GaAs(001) are reported in order to bring the capability of analysis of this

technique. The former is a powerful tool that can provide accurate information on the

structural properties of the analysed material. Indeed, the method is sensitive enough to

determine the composition, thickness and perfection of the epitaxial layers of compound

semiconductors.

The application of high-resolution diffraction space mapping is more prevalent since it is now

possible to obtain a whole wealth of structural parameters other than just the thickness or

composition. This is a developing field and this technique can be considered to determine the

deviation from perfection.
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Abstract

In the field of biological studies, next to the standard methods, new tools are offered by
contemporary  physics.  X‐ray  spectroscopic  techniques  enable  probing  electronic
structure  of  occupied  and unoccupied  states  of  studied  atom and distinguish  the
oxidation state, local geometry, and ligand type of elements that occur in biological
material. Direct analysis using X‐ray spectroscopy avoids many chemical preparation
steps that might modify biological samples. The information obtained gives us insight
into important biochemical processes all under physiological conditions. In this chapter
we focus our attention to the application of X‐ray spectroscopy to the study of biological
samples, with special emphasis on mechanisms revealing interaction between DNA and
different cytotoxic agents and in the determination of changes in oxidation state of
different elements in pathologically altered human cells and tissue.

Keywords: X‐ray spectroscopy, XAS, XES, DNA, chemical speciation

1. Introduction

X‐ray spectroscopy is a powerful method giving the insight into the chemical and electronic
structure of studied samples. Since twentieth century, it has been extensively used in a plethora
or research fields starting from solid‐state physics [1, 2] and followed by chemical [3] and
environmental sciences [4], archeological and art research [5], as well as biological and health
studies [6]. The advantages of this technique is its elemental specificity and high penetration
depth of probe X‐rays resulting in the possibility to undertake in situ experiments that provide
information about the sample under ambient/operational conditions, that is, direct observation
of species at  the molecular level  in low (biological)  concentrations without the need for

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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preconcentration, extraction, or crystallization [7, 8]. For these reasons, X‐ray spectroscopy has
been recognized as the valuable addition to classical methods used in biological sciences and
many improvements have been made in the experimental techniques as well as data analysis
and interpretation. Research includes the simplest systems, such as single compounds, as well
as more complex and heterogeneous structures such as cells and tissues. The examples of
applications are, among others, the structural characterization of chloroperoxidase compound
I [9], the determination of ligand environment of zinc in different tissues of Zn‐hyperaccumu‐
lating plants [10] and chemical structure of metalloproteins [11]. A lot of researches concern
changes in oxidation states of trace elements in case of different pathologically altered cells and
tissues, for example the studies of differences in iron and zinc oxidation state contained in healthy
and neoplastic tissues of the human brain [12], iron in normal and stenotic human aortic valves
[13] or copper inside single neurons from Parkinson’s disease and control substantia nigra [14].
Another group of application is identification of elements’ chemical species in biological systems,
like sulfur in erythrocytes and blood plasma [15], selenium in human cancer cells [16], as well
as arsenic in various cell structures [17]. X‐ray spectroscopy gives also the opportunity to follow
biologically  relevant  processes  in  time‐resolved experiments  including the  ultrafast  time
domain. The processes studied are for example excitation of Mn cluster in photosystem II [18]
and recombination of myoglobin following the photolysis of NO [19]. The development of new
X‐ray sources and X‐ray free electron lasers (XFELs) will make possible to study the dynamics
of biological systems with femtosecond time resolution, which will elucidate the mechanisms
of many important bioprocesses.

The need for more sensitive research methods in medical sciences is forced mostly by the
increasing incidence rate of the diseases of affluence, primarily cancer and cardiovascular
diseases [20]. These types of studies are focused on two main goals—effective diagnosis on the
early stage of the disease and design of efficient therapy. This can be reached, for example, by
the discovery and validation of new biomarkers to understand the etiopathology of diseases
and by studying new, alternative treatment methods like, for example, novel potential drugs
and their interaction with the components of living cells. This review summarizes our latest
efforts in applying X‐ray spectroscopy to study different biological systems starting from the
impact of different damaging agents on the model of DNA molecule and followed by the
chemical speciation in the studies of cancerous cell lines and human tissues. Chosen topics
show the variety of medically important subjects that can be studied with X‐ray spectroscopy
and its undeniable role as a technique complementary to classical methods.

2. Principals of X‐ray spectroscopy techniques

X‐ray spectroscopic methods are atom‐specific techniques, using X‐ray excitation to gather
information about the electronic and geometric structure of the studied system. X‐rays in the
range from several to few tens of keVs are absorbed by matter mainly through the photoelectric
effect. In this process, an X‐ray photon with sufficient energy is absorbed by an electron in a
tightly bound quantum core level (such as the 1s, 2s or 2p) of an atom. A core electron is
promoted to higher, unoccupied state or to the continuum. Following an absorption event, the
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atom is in an excited state, with one of the core electron levels left empty (a core hole). During
the decay of this intermediate excited state, the core hole is filled by another inner‐ or valence‐
shell electron. The decay from the excited to the final state is accompanied by the emission of
an X‐ray photon, which energy depends on electronic levels involved in the process or by the
emission of an Auger electron or Coster‐Kroning electron. But the latter phenomenon will not
be discussed in this chapter. X‐ray absorption and X‐ray emission spectroscopy (XAS and XES,
respectively) are devoted to the study aforementioned processes. XAS provides information
about the unoccupied electronic density of states of an atom whereas XES reflects occupied
density of states, and when applied together, providing the detailed picture of the molecular
orbitals [21].

The absorption process is described by the absorption coefficient μ in the function of incidence
energy, where we can distinguish two regions—a sharp rise in absorption (an absorption edge
corresponding to the promotion of the core level electron to the higher state) and the region
above absorption edge, characterized by the rich structure. Therefore, XAS spectrum is divided
into two parts: the X‐ray absorption near‐edge structure (XANES)—typically within 30 eV of
the main absorption edge, and the extended X‐ray absorption fine‐structure (EXAFS). XAS
spectra are sensitive to the formal oxidation state, coordination chemistry, and the distances,
coordination number, and species of the atoms surrounding the selected element. K‐ and L‐
level X‐ray emission spectra, reflecting the energy distribution of photons emitted by the
atoms, can be divided into α and β regions. α lines are characterized by high transition yields
but provide little direct chemical information. On the other hand, β lines associated with
satellites are being sensitive to chemical environment of the atom, but are much weaker in
intensity. For example, two ranges may be recognized around X‐ray emission spectrum of Kβ
line: Kβ mainline consisting of metal 3p to metal 1s transitions and the valence‐to‐core (V2C
Kβ2, 5) region comprised of transitions from valence, ligand‐localized orbitals to the metal 1s.
Both have been shown to contain valuable chemical information—the Kβ mainline is sensitive
to the metal spin state as well as the metal‐ligand covalence [22] while the V2C region contains
information about ligand identity, electronic structure, and metal‐ligand bond length [23].

The more detailed information about the electronic structure of studied systems can be
obtained by the use of resonant X‐ray emission spectroscopy (RXES, also called resonant
inelastic X‐ray scattering (RIXS)) that is characterized by high sensitivity. RXES, which is
photon‐in photon‐out spectroscopy, combines X‐ray absorption and X‐ray emission informa‐
tion. RXES experiments can be performed with the use of high‐energy resolution X‐ray
spectrometers, the powerful instruments used to determine the electronic structure of matter
that have found many applications in a variety of scientific areas [24–28]. In general, X‐ray
spectrometers rely on the X‐ray dispersion by a crystal providing high‐energy resolution for
X‐ray detection. In order to access detailed information about the electronic structure of matter,
the energy resolution has to be around 0.1–5 eV in order to be comparable with the natural
lifetimes of studied electronic states of an atom [29, 30]. There are three relevant X‐ray emission
spectrometer geometries: von Hamos [31, 32], Johannson [33], and Johann [34]. In the RXES
studies presented in this review, the von Hamos‐type spectrometer has been used with
segmented analyzer crystal which disperses the photon energy along one axis and focuses the
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X‐ray photons along the other axis [35]. Setup scheme for typical RXES experiment under
physiological conditions is presented in Figure 1.

Figure 1. Schematic representation of the experimental setup used in in situ RXES experiment [7]. Reproduced by per‐
mission of The Royal Society of Chemistry.

The sample is placed at the center of the crystal curvature, and the X‐rays are imaged on either
a 1D strip detector or a 2D detector. This generates an emission spectrum in a single measure‐
ment without any detector or crystal motion. By scanning the incidence energy, one can obtain
full RXES plane. A cut in the plane performed at maximum emission energy results in high‐
resolution X‐ray absorption spectrum (HR‐XAS) that, due to reduced lifetime broadening,
provides detailed information about very small variations in the unoccupied electronic states.
The example of RXES plane measured for cisplatin compound is presented in Figure 2. It shows
the states generated by the resonant excitation of a 2p3/2 electron into the Pt 5d orbitals (L3‐edge
transition). Schematically shown horizontal and vertical cuts along the RXES plane correspond
to the Lα1 lines of the X‐ray emission spectrum (XES) and high‐resolution X‐ray absorption
spectrum (HR‐XAS) profiles, which provide information on occupied and unoccupied
electronic states of the metal, respectively.

Figure 2. Pt L3‐edge RXES map of cisplatin compound [7]. Reproduced by permission of The Royal Society of Chemis‐
try.

In parallel to the development of the experimental aspects of X‐ray spectroscopy, the significant
progress has been done in the theory and ab initio calculations of XAS and XES spectra that
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enables detailed qualitative and quantitative analysis of experiment. Among others, two
representatives of ab initio codes are FEFF9.0 [36] and FDMNES [37]. FEFF9.0, based on Green's
Function, is automated software for ab initio multiple scattering calculations of X‐ray absorp‐
tion and X‐ray emission signals and various other signals for solids, clusters, or molecules. The
code provides yields for X‐ray scattering amplitudes that may be directly compared to
measured RXES signals. Recently, code was upgraded with several new features for more
precise and more realistic calculations, which include ab initio Debye‐Waller factors, improved
treatment of inelastic loses and core‐hole interaction as well as more accurate treatment of
crystalline systems with k‐space calculations of the Green's function. Similarly, to FEFF
software, FDMNES provides yields for X‐ray scattering amplitudes that may be directly
compared to measured experimental spectra. Nevertheless, unlike FEFF, which is based on
self‐consistent spherical muffin‐tin scattering potentials, the FDMNES employs the finite
difference method (FDM) based on density functional theory (DFT) with a potential exchange
correlation depending on the local electron density. Therefore, FDMNES may provide more
accurate density of states calculations, especially for surface states, but at cost of much longer
computation times.

3. Chemical analysis of antitumor compounds

It is beyond doubt that, in case of cancerous diseases, the effective therapy is needed. The
majority of drugs used in cancer treatments are cytotoxic (cell killing) and interfere with the
cells’ DNA. Consequently, the DNA‐drug interaction mechanism is of the primary interest
when new antitumor compounds are studied. The development of new anticancer drugs is
forced by the strong side effects and chemoresistance, both being induced when commonly
used platinum‐based chemotherapeutics are applied. The binding mechanism of newly
synthesized complexes to DNA is one of the most important characteristics to be determined
for identification of drug–DNA activity. This can be probed with direct techniques, like nuclear
magnetic resonance (NMR) or crystallography. However, these approaches very often require
harsh sample preparation that may lead to difficulties in the interpretation of the results.
Therefore, simultaneously to the development of new routes of drug synthesis and studying
drug‐DNA interaction, further development of experimental techniques is necessary. Most
importantly, detailed structural and electronic information of the samples has to be retrieved
under in situ conditions with the ability to control the sample environment and mimicking real
physiological conditions.

3.1. Chemical speciation

During the phase of designing new potential antitumor compound, it is important to under‐
stand how its structure influences its activity. Especially, it is essential to apprehend why
different diastereomers of metal compounds are showing differences in reactivity that
sometimes cannot be justified by simple steric effects. In order to study the effect of stereo‐
chemistry on the electronic structure around the metal center, RXES technique was used [38].
Two chiral platinum (II) compounds [39], namely (1S,2S)‐ and (1R,2R)‐1‐(4‐fluorophenyl)‐3‐
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isopropyl‐1,2‐diaminedichloro platinum(II) (trans and cis, respectively), were studied. Cis
isomer exhibits 50‐times higher anticancer activity than the trans one [39]. Pt L3‐edge RXES
spectra of the studied samples were collected with the use of wavelength‐dispersive X‐ray
spectrometer in von Hamos geometry. The experimental setup allows the simultaneous
detection of Lα1 and valence‐to‐core (V2C) signals and therefore from obtained maps, HR‐XAS
and V2C spectra were extracted by performing cuts at RXES plane. Experimental data were
complemented with theoretical FEFF9.0 calculations of orbital contribution to the measured
signals. This approach gave us the information about the density of occupied and unoccupied
electronic states. Figure 3 presents the comparison of experimental results obtained for trans
and cis compounds.

Figure 3. Comparison of the measured HR‐XAS (top) and V2C emission (bottom) spectra between trans and cis Pt‐de‐
rivatives. Difference profile is the result of subtracting trans profile from the cis profile [38]. Reproduced by permission
of The Royal Society of Chemistry.

Calculated differential signal for both HR‐XAS and V2C spectra reveals significant differences
that can be associated with the increase of anticancer activity upon configuration inversion
from trans to cis. In case of HR‐XAS, the configuration change from trans to cis shifts the position
of the white line to higher energies and increases its intensity, which is caused by increase in
empty electronic states. This is related with the increase in the ability to form new bonds and
strengthening the formed ones. More pronounced differences can be observed in case of V2C
spectra. By analyzing the calculated orbital contributions (Figure 4), one can notice that two
distinct peaks in V2C trans spectrum are resulting from the overlap of filled states of Pt‐5d and
Cl‐2p with F‐2p states forming a shoulder. In contrast, in cis spectrum, Pt‐5d and Cl‐2p do not
overlap significantly and F‐2p orbital is shifted toward higher energy, which results in a loss
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of the shoulder and overlap of the two peaks, resolvable in case of trans spectrum. The same
analysis was performed in order to compare the effect of substitution of various ligands in the
studied compounds, and the differences in HR‐XAS and V2C spectra were also observed [38]
showing that changes in R1 and R2 positions influence Pt electronic configuration.

Figure 4. Orbital contribution for V2C emission spectra for trans and cis Pt‐derivatives [38]. Reproduced by permission
of The Royal Society of Chemistry.

As it was shown, the RXES technique is sensitive to changes of electronic structure of metal‐
lodrugs that arise not only from the changes in the structure of ligands bonded directly to the
studied atom but also from the stereochemistry of further neighbors. Therefore, high chemical
sensitivity of this method makes it ideal for the studies of anticancer drug mechanism in in
situ/in vivo conditions.

3.2. The mechanism of action of chemotherapeutic drugs

In further studies, RXES method was also used to disentangle the DNA‐drug interaction
mechanism [7]. The studies focused on well‐known cisplatin (cis‐diamminedichloroplati‐
num(II)) compound that is widely used in treating a variety of cancers such as testicular,
ovarian, head, and neck tumors [40]. Although very efficient, the use of cisplatin is still dose‐
limited by side effects and inherited or acquired resistance phenomena, only partially amended
by employment of new platinum drugs [41]. Cisplatin action mechanism was only confirmed
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via X‐ray structural analysis to lead to the formation of intrastrand cross‐links (cis‐
[Pt(NH3)2{d(GpG)‐N7(1),‐N7(2)}]) with DNA 20 years after its implementation [42, 43].

RXES experiment was performed on cisplatin samples incubated for 24 h with calf thymus
DNA. In order to follow the full mechanism of cisplatin binding, aqueous and buffer solution
(physiological serum) of the drug was also studied. The intensity of the main resonance in the
measured RXES Pt L3‐edge map depends directly on the unoccupancy values in the 5d orbitals,
which are sensitive to the type of coordinating ligand, bonding strength and angle. Thus,
changes in the structure around platinum atom can be easily detected by measuring its density
of states in the 5d orbital. In situ RXES experiment was combined with theoretical calculations
performed with FEFF9.0 code. The differential RXES maps (ΔRXES) resulting from experi‐
mental data obtained for cisplatin in aqueous and buffer solution and cisplatin incubated with
DNA are presented in Figure 5(a and b). The results are compared with theoretically calculated
spectra for different reaction pathways.

The analysis showed that the hydration of cisplatin in a buffer solution leads to the formation
of a mono‐ and a diaqua complexes (cis‐[PtCl(NH3)2(H2O)]+ and cis‐[Pt(NH3)2(H2O)2]2+,
respectively). Since both complexes induce similar changes in RXES spectra, it is difficult to
judge which of the structures is predominant. Nevertheless, other studies [44, 45] revealed that
both structures are likely to play a role in the reaction with DNA. Further, we compare the
differential RXES map resulting from the addition of calf thymus DNA to the aquated cisplatin
with calculated differences. Calculations were performed for both hydration products and
revealed that the final structure of cisplatin–DNA adduct is cis‐[Pt(NH3)2‐{d(GpG)‐N7(1),‐
N7(2)}], which means that cisplatin bonds to N(7) atoms of adjacent guanines in DNA strand,
which is consistent with X‐ray crystallography results [42, 43]. Following step in data analysis
was the extraction of HR‐XAS spectra from RXES maps at constant emission energy of ∼9443 
eV along with FEFF9.0 calculations of orbital contributions for obtained signals (see Figure 6).

Figure 5. ΔRXES maps resulting from (a) cisplatin hydration in buffer solution. The result is compared with theoretical
predictions (top) loss of two chloride ions; and (bottom) loss of a chloride ion, (b) resulting from the bonding of the
aquated cisplatin with DNA. The result is compared with theoretical predictions (top) diaqua complex + DNA; and
(bottom) monoaqua complex + DNA [7]. Reproduced by permission of The Royal Society of Chemistry.
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Figure 6. HR‐XAS extracted from the RXES maps of (top panel) cisplatin in deionized water (red); cisplatin in buffer
solution (blue); and cisplatin in buffer solution + DNA. (black). Pt 5d‐density of states orbital contribution computed
with FEFF9.0 (subsequent panels) [7]. Reproduced by permission of The Royal Society of Chemistry.

Changes in HR‐XAS signal are clearly visible and can be interpreted by the changes in the
electronic density of states of platinum and neighboring atoms. In case of hydration products,
changes are associated with the substitution of Cl ligands with water molecules that lead to
the removal of Cl p‐orbital contribution and the appearance of a contribution due to the O p‐
orbitals from the water molecules that overlap less with Pt d‐orbitals indicating weaker
bonding. In case of cisplatin‐DNA complex, HR‐XAS is reflecting strong hybridization of Pt
d‐orbitals and p‐orbitals of N(7) atoms of guanines indicating that the formed bonds are
significantly stronger than Pt‐Cl (cisplatin) and Pt‐O (mono‐ and diaqua complexes).

The presented methodology has the potential to shorten the time from drug development to
drug application by decades because the process is very sensitive and fairly quick, since it does
not require extraction and/or preconcentration. The measurements yield direct information of
bonding motifs under relevant conditions and in a time‐resolved fashion. Furthermore, the
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studies can be coupled with the most recent advance in theoretical calculations, which brings
an even further dimension when talking about drug action mechanism understanding. RXES
provides both basis and confirmation of theoretical study findings, which decreases the
computational time tremendously.

We foresee this technique applied to all sorts of systems, and cells as the targets, which is
enabled by X‐ray probe of high penetration depth and high chemical speciation. The advent
of von Hamos dispersive‐type spectrometer to follow the system and improved sample
delivery systems, such as liquid jet [46], ensures measurements under beam damage‐free
conditions.

4. Investigating DNA radiation damage

Since many years, more effort is put into the studies of the impact of radiation on human
organism. Such research is carried out both in the context of radiation protection and therapy
purposes. One of the most important biomolecules being strongly linked to biological radio‐
sensitivity is DNA, which damage may trigger cell death or genomic instability. Common
damage types caused by radiation are as follows: single‐strand breaks (SSB) and double‐strand
breaks (DSB), base damage, and DNA‐DNA and DNA‐protein cross‐links. The type and
energy of radiation determine the probability of particular kinds of DNA damage production.
The interactions of various kinds of radiation with DNA are complex, providing a spectrum
of changes that vary in number and distribution. The molecular lesions are caused by either
direct ionization/excitation of DNA or indirectly, for example, through the ionization of water
and the formation of damaging‐reactive hydroxyl radicals. Nevertheless, there are still
unanswered questions concerning the detailed mechanism of DNA damage. For instance, the
influence of low radiation doses, UV radiation, and the aspect of indirect effects is of particular
interest. The biochemical and spectroscopic methods that are commonly used in these kinds
of studies can identify the possible damage types and provide information about the timescale
for lesion formation, but they are not directly sensitive to the lesion structure. Moreover, these
methods typically involve DNA degradation, processing, staining, or labeling procedures,
which by themselves may alter the DNA damage [47]. Therefore, a new experimental approach
was proposed by us [48] in order to study changes in the molecular structure of the DNA
backbone due to the interaction with various radiation types. Using X‐ray absorption spec‐
troscopy (XAS) at the phosphorus K‐edge, the influence of radiation on both the local geometric
and electronic structure around the sugar phosphate backbone was probed. The local structure
around the P atoms in DNA is sensitive to the different forms of damage. The DNA strand
breaks are linked to bond cleavage in the DNA backbone that can produce 5′‐phosphate (5′‐
PO4), 3′‐phosphate (3′‐PO4), and 3′‐phosphoglycolate (3′‐PG) termini. Further, the formation
of photolesions such as the cyclobutane pyrimidine dimer (CPD) changes the molecular
conformation resulting in a distortion around the P atom. In Figure 7, the structure of different
damage sites is presented.
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Figure 7. (a) Chemical structure of the fragment of DNA strand. Arrows indicate the bonds that can be broken and
lead to 1: 3′‐termini; 2: 5′‐termini. (b) Structures of the four lesion types: 3′‐phosphate, 3′‐phosphoglycolate, 5′‐phos‐
phate, and CPD. Distorted PO4 groups are highlighted with orange circles, reproduced from elsewhere with permis‐
sion [48].

It is expected that various geometries are obtained depending on the form and energy of the
radiation used. In our studies, we focused on two different radiation types, namely UV‐A and
proton radiation. UV‐A (315–400 nm) is a main part of UV solar light that is considered as most
serious environmental carcinogen. Although its absorption in DNA is rather small, it pene‐
trates our skin very efficiently and can reach its deeper layers [49]. UV‐A can cause several
damage types and among them the most pronounced are single‐ and double‐strand breaks
and CPDs [50], which are produced only by UV radiation. In contrast, proton radiation
produces DNA strand breaks but no CPDs. Proton radiation is the most common particle
radiation used in cancer therapy of a variety of tumors, including those of the central nervous
system, eye, lung, breast, prostate, head, and neck, as well as sarcomas and many pediatric
cancers [51]; therefore, its detailed interaction with biomolecules has to be known.

The concept of presented studies [48] was to combine XAS experiment with theoretical
calculations in order to identify the damage types and their structure. As a model sample, calf
thymus DNA was used because its structure is almost identical with human DNA [52]. X‐ray
absorption spectra were collected for aqueous solutions of DNA irradiated with UV‐A and
protons, as well as for non‐irradiated DNA that was used as a reference sample. Next, the
spectral differences were calculated for P K‐edge spectra obtained for irradiated and non‐
irradiated DNA (Figure 8(a)).

Simultaneously, P K‐edge XAS spectra were calculated theoretically for each possible damage
type (see structures in Figure 7), using FDMNES code, and the same procedure, as in case of
experimental data, to obtain spectral differences was applied. Among others, the differences
showed changes in the intensity of main peak in case of 3′‐ and 5′‐phosphate that can be
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associated with the break in one of the C‐O bonds around PO4 group, and a shift toward higher
energies in case of CPD structure, associated with decreasing bond angle in O‐P‐O bond. Next,
experimental differences were fitted with theoretical ones. The results of the fit for UV‐A
irradiated DNA are shown in Figure 8(b). It was shown that the experimental difference can
be reconstructed by the combination of theoretical spectra of 3′‐phosphate, CPD, and 5′‐
phosphate with relative ratios 56% (±6.2%), 32% (±12%), and 12% (±6.8%), respectively. It
indicates that the major damage types are strand breaks with predominant 3′‐phosphate
termini structure. Second group of damage is the formation of CPDs, which presence confirms
direct absorption of UV‐A radiation by DNA molecule. In case of the spectra obtained for
proton‐irradiated DNA, the same analysis was performed and it revealed that protons produce
mainly 3′‐phosphate (74% ± 17.6%) and 5′‐phosphate (26% ± 19.6%) lesions. No CPDs were
detected, supportive with the fact that they are only produced by UV radiation. The results for
both irradiation types show that the bond between 5′‐carbon atom of deoxyribose and oxygen
in the phosphate group is most likely to be broken in the DNA backbone.

Figure 8. (a) (top) Phosphorus K‐edge x‐ray absorption spectra of intact and UVA‐irradiated aqueous DNA samples;
(bottom) P K‐edge XAS difference signal between the spectrum of damaged and reference DNA sample. (b) The exper‐
imental difference of P K‐edge XAS obtained for UVA‐irradiated DNA sample fitted with the theoretical spectra. Re‐
produced from elsewhere with permission [48].

The foregoing approach of determining DNA damage can be easily implemented to study the
effect of any damaging agents like various radiation types and chemical compounds. As it was
shown, XAS is sensitive to the structure of the produced damage and can provide information
about their relative ratios; therefore, it can be used in studies revealing the mechanism of
damage development. Especially, it is important to study first stages of damage formation,
since, as Boudaïffa et al. [53] suggested, “it is only through a complete understanding of such
early events in the generation of genotoxic damage that we may hope to eventually manipulate
the effects of ionizing radiation at a molecular level.” It is foreseen that the developed meth‐
odology can be used in the time‐resolved experiments on lesion formation at the X‐ray free

X-ray Scattering194



electron lasers (XFELs), which give the opportunity to perform X‐ray spectroscopy studies
with ultrafast timescales.

5. Studies of changes in chemical forms of sulfur in case of prostate cancer

According to the World Health Organization, “cancer is the uncontrolled growth of cells, which
can invade and spread to distant sites of the body. Cancer can have severe health consequences
and is a leading cause of death” [20]. It comprises 13% of all deaths worldwide and among
more than 100 types of cancerous diseases, each requiring unique diagnostic and treatment;
prostate cancer is the second most common type in men [20]. As in the case of other cancerous
diseases, one of the main issues in prostate cancer research is represented by the discovery and
validation of new cancer biomarkers to understand its etiopathology for both diagnosis and
new therapies design. A biomarker of cancer can be any structural and/or functional detectable
change connected with a cancer disease in human individuals, for example, in genes, proteins,
or metabolites [54]. Ideal experimental method to identify such changes should be highly
sensitive, specific, and characterized by as minimal as possible sample manipulation. The
studies presented in this section take advantage of X‐ray spectroscopy to study sulfur species
in prostate cancer cell lines and tissue [6, 8, 55, 56]. Sulfur is a key element in human organism.
In biological systems, sulfur is present in all of its oxidation state from the reduced one (‐2) to
the most oxidized one (+6). First of all, it is a part of two amino acids—cysteine and methionine
—and their derivatives, which are building blocks of many important proteins. Further,
another important compound is the major low‐molecular‐weight thiol glutathione (GSH),
which is involved in the defense against reactive oxygen species that disrupts homeostasis as
observed in several pathological conditions [57]. In its oxidized form, sulfur is present for
example in sulfates, like chondroitin sulfate, the glucosaminoglycan (GAG) occurring in
extracellular matrix that affects proliferation and cell division during growth and differentia‐
tion of tissues. Increased expression of chondroitin sulfate is associated with the development
of malignant lesions in various tissues, and it was shown that in case of prostate cancer, it
indicates high tumor malignancy [58, 59]. Additionally, sulfenic, sulfinic, and sulfonic deriv‐
atives may be formed during severe oxidation stress that is strongly associated with cancero‐
genesis and their presence in prostate cells or their surrounding may indicate dysregulated
redox balance [60]. Because of its sensitivity, X‐ray absorption spectroscopy accompanied by
careful data analysis was applied to such a complex and heterogenic samples.

5.1. Sulfur speciation in prostate cancer cell lines

Commercially available cell lines are often used as a model sample in different cancer research.
In the first part of our experiment, three commercial prostate cancer cell lines and one non‐
cancerous cell lines were used. They were as follows: PC‐3 cell line, derived from advanced
androgen independent bone metastasized prostate cancer; DU145 cell line, derived from brain
metastasis; LNCaP (androgen‐sensitive human prostate adenocarcinoma cells), derived from
the left supraclavicular lymph node metastasis; and PZ‐HPV‐7, derived from epithelial cells
cultured from normal tissue obtained from the peripheral zone of the prostate. Sulfur K‐edge
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X‐ray absorption spectra were acquired on the paraffin‐fixed, dried layer of cells, placed on
Mylar foil. Typical spectra obtained for each cell type are presented in Figure 9(a).

All of the spectra are characterized by two strong features at energies 2472.4 and 2480.0 eV
that, after the comparison with the spectra of reference compounds [6], were identified as the
signature of reduced and oxidized forms of sulfur. Although the positions of the main features
are identical in all spectra, they differ by the intensity. Preliminary analysis performed with
the use of peak fitting method to determine the area under the peaks showed that the content
of reduced sulfur forms does not vary much between cell lines but significant differences are
present in the content of oxidized sulfur forms between cancerous and non‐cancerous cells [6,
8]. These preliminary results suggested that there might be changes in redox balance, and
therefore, the detailed analysis by linear combination fit method was performed with the use
of ATHENA software [61]. The method was used before, for example, to establish sulfur forms
in erythrocytes and plasma [15]. Experimental S K‐edge XAS spectra of prostate cells were
fitted with spectra of model sulfur‐bearing compounds that are likely to be present in human
cells. The chosen groups were as follows: amino acids, thiols, disulfides, sulfonates, and
sulfates. In case of sulfonates, two model compounds were used: taurine and cysteic acid. The
representative result of fitting procedure is shown in Figures 9(b) and 10 presents the results
of the fitting for all cell line types in the form of bar graphs together with standard deviation.

Figure 9. (a) The comparison of experimental S K‐edge XANES spectra of four different cell lines. (b) Example of ex‐
perimental sulfur K‐edge XANES spectrum (PC3 cells, dotted line) with a linear combination (solid thick line) of: 1.
amino acid, 2. thiol, 3. disulfide, 4. sulfonate (cysteic acid), 5. sulfonate (taurine), and 6. sulfate. Reproduced from else‐
where with permission [8].

In case of disulfide group, no differences were observed. There were very slight changes in
amino acids and sulfates content, and the most pronounced differences were shown in case of
thiols and sulfonates, especially between DU‐145 cells and control cells. Thiols group may be
associated mainly with reduced glutathione (GSH) and presented results for this group are
consistent with the studies of Canada et al. [62] in which it was shown that DU‐145 cells, in
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comparison with other prostate cancer cells, are characterized by the highest level of GSH.
GSH is known as a neutralizing agent of oxidizing species, produced during severe oxidative
stress that is considered as one of the major factors in development and progression of prostate
cancer [63]. The higher content might be also the indicator of active cell proliferation as it is
observed in cells with aggressive phenotype [64]. The sulfonates group consists mainly of the
metabolic products generated during the oxidation of cysteine. The other example is gluta‐
thione sulfonate (GSA) that is formed as a result of the interaction between reduced glutathione
and free radicals [65].

Figure 10. The content of the model groups of compounds in different cell lines obtained from linear combination fit.
The sulfonate content represents both cysteic acid and taurine content. The error bars were calculated as the standard
deviation of the determined mean values. Reproduced from elsewhere with permission [8].

The results obtained during the analysis of S K‐edge XAS spectra of prostate cell lines gave
insights into the potential biochemical changes that occur in cancer cells. The differences in the
content of thiols between various cancerous cell lines and non‐cancerous one may indicate a
greater free radical production in cancer cells and their increased proliferative activity. Clearly
visible is also the increase in the content of oxidized sulfur forms in case of cancer cells that
indicates the unbalanced redox status. Although it is not clear whether these differences are a
cause or consequence of malignant transformation, however, the results point out that this
process influences strongly the biochemistry of sulfur‐bearing compounds inside the cell.
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5.2. Distribution of different forms of sulfur in prostate cancer tissue

In prostate tissue, as in other tissues in human organism, we can find different types of cells
accompanied by extracellular matrix. Typical prostate is built of two main parts: prostatic
glands and stroma composed from smooth muscle cells and connective tissue. Therefore, such
a structure is far more complex than cell lines, in which all cells are of the same phenotype. To
analyze the distribution of different forms of the element of interest in tissue, XAS imaging
can be used and data need to be collected from the tissue area that covers different histological
parts. The method is based on the fact that different oxidation states of the same element can
be selectively excited by tuning the incidence energy. The generated fluorescence signal is
collected in point‐by‐point mode in the chosen sample area for each of the incidence energy.
The fraction of individual forms of the element can be extracted for each pixel by applying the
procedure described by Pickering et al. [66, 67]. The calculated relative concentrations can then
be used to generate 2D maps of the distribution of each form and compared with microscopic
image.

Our experiment [56] was performed on the tissue sections obtained during routine prostatec‐
tomies that were in a form of 15‐μm‐thick air‐dried slices placed on Mylar foil. The first step
was to measure full XAS spectra in few different points on the tissue in order to establish the
value of incidence energies that should be used in XAS imaging. The examples of spectra are
presented in Figure 11.

Figure 11. Sulfur K‐edge μ‐XANES spectra collected at different points in prostate tissue (left) together with the micro‐
scopic image of the tissue with marked measurements points (right). Spectra 1, 3, and 4 are measured in nodular part
while spectrum 2 in stroma. Reproduced from elsewhere with permission [56].

The two main features have the same energy position as the ones in prostate cancer cells.
Therefore, the scanning energies were set above these features (2473 and 2482 eV) to image
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reduced and oxidized forms of sulfur in the tissue. Additionally, scans were also performed
with energy 2477 eV, which is exciting energy of sulfur with intermediate oxidation state and
2500 eV, which excites total sulfur in the sample. The latter was used to normalize measured
fluorescence intensities for different pixels. The data for prostate cancer tissue were collected
with 10‐μm spatial resolution that was enough to analyze different histological parts. 2D
distribution maps of individual chemical forms of sulfur in three prostate cancer tissue samples
obtained from three different patients are presented in Figure 12. Maps are accompanied by
the microscopic image of the studied area.

Figure 12. Two‐dimensional maps of the distribution of individual chemical forms of sulfur in the selected areas of
three different prostate cancer tissue slices together with microscopic image with marked area of scanning. (a–c) Sam‐
ples derived from three different patients diagnosed with prostate cancer undergoing prostatectomy. Reproduced from
elsewhere with permission [56].

Based on the results, we observed that the majority of sulfur located in prostate tissue occurs
in reduced form, which is consistent with the results obtained for cell lines. This form is present
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in all histological structures but predominantly in glandular part of the tissue. In contrast, the
compounds containing sulfur with intermediate oxidation state occur in very small quantities
in studied samples and they are not correlated with the specific histological structures. Sulfur
with highest oxidation state is distributed unevenly, with higher content present in prostate
stroma. As in case of prostate cancer cells, the occurrence of highly oxidized forms of sulfur
may be the indicator of the production of oxidative derivatives of sulfur‐bearing compounds
resulting from the interaction with reactive oxygen species activity due to oxidative stress [60].
But in case of tissue structure, another source of sulfur with high oxidation state may be the
elevated concentration of chondroitin sulfate in extracellular matrix, the compound that plays
a potential role in aggressiveness of a tumor [58, 59].

Conclusions drawn from this experiment confirmed the results obtained for cell lines and
extended them with information about spatial distribution of the various forms of sulfur in
different histological parts of tissue. In case of heterogenous samples like human tissue, the
methodology applied here allows to study the distribution of various chemical species of the
same element without any chemical manipulation. In case of biologically essential elements,
the detection of changes in their biochemistry can help to elucidate the possible mechanism of
cancer development and progression.
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Abstract

Knowing  the  three-dimensional  structure  of  biological  macromolecules,  such  as
proteins  and DNA,  is  crucial  for  understanding the  functioning of  life.  Biological
crystallography, the main method of structural biology, which is the branch of biology
that studies the structure and spatial organization in biological macromolecules,  is
based on the study of X-ray diffraction by crystals of macromolecules. This article will
present the principle, methodology and limitations of solving biological structures by
crystallography.

Keywords: biological macromolecules, X-ray diffraction, monocristal, tridimensional
structure

1. Introduction

In 1953, James Watson and Francis Crick revealed the double helical structure of DNA using
the results of Rosalyn Franklin obtained by X-ray scattering on natural filaments formed by
DNA molecules [1].  Proteins,  the nanomachines essential to living organisms, have their
“manufacturing plan” encoded in their  DNA gene sequence [2].  During their  synthesis,
proteins  adopt  a  specific  three-dimensional  structure  that  allows  them to  perform their
functions within the cell. “Seeing” the structure of biological macromolecules, such as proteins
or nucleic acids (RNA or DNA), allows researchers to elucidate the mechanisms of live in all
organisms, and among many other applications, allows them to design new drugs [3].

“Seeing” proteins or nucleic acids in three dimensions, a dream or a reality? Could microscopy,
a technic known since more than 350 years that allows to visualize biological cells, be the right
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approach? Of course, the dimensions of these two objects, macromolecules and cells are very
different: The cell size ranges generally from 10 to 100 microns (10−6 m), the dimensions of
biological macromolecules, proteins or nucleic acids, are of the order of tens of angstroms
(10−10 m) (Figure 1). To reach atomic details, the method of choice is crystallography, whose
principle is based on the bombardment by X-ray of crystals composed of biological macro-
molecules [4].

Figure 1. Dimension of biological macromolecules represented at the same scale (picture provided by Dr Jérémie Pi-
ton). The length of a 60 base pairs DNA double helix is 204 Å.

Why using X-rays? Their wavelength is of the order of the angström and thus corresponds to
the distance between two bound atoms. Why using a crystal? To date, the conception of an X-
ray microscope encounters two obstacles. First, the signal from a single macromolecule is too
low, second, a device, such as lenses, generating a direct image of a macromolecules, does not
exist for X-rays. Using a crystal, that contains about 1015 identical macromolecules periodically
arranged in the three directions of space, overcomes these obstacles.

In only 50 years, crystallography has become the technique of choice for the determination of
structures of biological macromolecules at atomic scale, taking advantage of the major
advances in the scientific fields as diverse as molecular biology, biochemistry, computer
science, physics and more recently robotics. Today, crystallography is able to address the
determination of three-dimensional structures of macromolecules more and more complex,
more and more quickly. Currently, more than 25 crystal structures are deposited daily in the
Protein Data Bank (http://www.rcsb.org)1 [5].

1 The protein Data Bank (PDB) is a databank that contains 120,262 entries of macromolecules structures (protein, nucleic
acids, complexes), 107,455 have been solved by X-ray crystallography (July 2016).
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The physical principle of crystallography is based on X-ray diffraction by all the electrons
constituting the atoms of all the macromolecules contained in the crystal (Figure 2). The
analysis of these diffraction data then allows the crystallographer to calculate the electron
density, which is the distribution of the electron cloud of the macromolecule in the crystal. This
electron density provided it is sufficiently precise—this preciseness depends on the resolution
of the diffraction data—allows the localization of each atom of the molecule, and thus the
determination of its coordinates in the three-dimensional space [6].

Figure 2. The principle of crystallography. (A) A monochromatic X-ray beam bombards a crystal frozen in a cryo-loop
that rotates on itself. The observed diffraction spots are the result of the impact on the detector of the wave diffracted
by the electrons in the crystal. (B) Electron density map of a fragment of a macromolecule is represented (left). The
three-dimensional structure of a macromolecule (here a protein) is represented in three ways: all-atoms, backbone and
cartoon representation (see Figure 9).

To get this three-dimensional structure, several steps that falls within multiple disciplines are
required (Figure 3). Each of these steps represents potential bottlenecks that need to be
overcome. These are the production and the purification of the macromolecule, its crystalli-
zation, diffraction data collection and processing. Another crucial step is the determination of
the phases of the measured signal, absolutely required to calculate the electron density. The
last step is the refinement of the built structure, called the model, which will then be interpreted
in the context of its biological function. The analysis of the model will thus raise new questions
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leading to the resolution of other crystal structures, such as structure of a complex between
the studied protein and its partners [7]. We will in the following sections describe each of
these steps.

Figure 3. The main steps of the three-dimensional structure determination of biological macromolecules by crystallog-
raphy.

2. Steps upstream the structure determination

The first step, a step that falls within biology and includes molecular biology and biochemistry
techniques, is the production of highly pure macromolecule in large quantity. Once the
sequence of the macromolecule to be studied has been identified and characterized by
bioinformatics analyses, the sequence corresponding to the gene of the macromolecule is
cloned in an expression vector and produced classically in a bacterial organism (typically
Escherichia coli). The macromolecule is then extracted from the bacterial cells and purified using
chromatographic techniques. The prerequisite for the next step is to obtain a concentrated2 (of
the order of tens of grams per liter) and highly pure sample (greater than 98%) of the macro-
molecule.

The next bottleneck is based on physical chemistry, specifically crystallization which addresses
concepts such as solubility of molecules and their transition from soluble state to a solid

2 In a aqueous solution containing a buffer, salt and various additives.
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crystalline ordered state [8]. This step, built on statistical screenings plays with the variation
of parameters such as temperature, pH, concentrations of biological macromolecules, as well
as nature and concentration of crystallizing agents and various additives [9]. Obtaining a single
homogeneous crystal, that result to high quality diffraction data, represents a crucial step in
the process of determining a macromolecular structure. In order to increase the success rate,
crystallization robots are used today to screen more than several thousands of parameters. The
size (from tens to hundreds of microns) and the morphology of the crystals are highly variable
(Figure 4) and are not necessarily related to their diffracting power and quality.

Figure 4. Crystals of biological macromolecules. Left, a typical crystallization plate used in crystallization robots that
allows to screen 96 crystallization conditions. Middle, different crystals of macromolecule. Right, the crystal is shown
in its cryo-loop (see Section 2.). The black bar is 100 microns.

3. The diffraction data

The crystals obtained during the previous step are fished using a small loop (Figure 4), cryo-
cooled to protect them from radiation damage [10], and then placed into a monochromatic X-
ray beam produced by an appropriate source, either a rotating anode generator available in
crystallography laboratories or a synchrotron radiation, the latter producing significantly more
intense beams [11]. Under these conditions, the waves scattered by the electrons of the
macromolecules that are three-dimensionally ordered in the crystal add up in given directions
(the diffracted beam is characterized by a structure factor, Figure 7) and generate a diffraction
spot on the screen of the detector (Figure 5A). All the spots, regularly spaced, form the
diffraction pattern (Figure 5A). This diffraction pattern is reconstituted by using several
hundreds of images, each corresponding to an orientation of the crystal that rotates on itself
during the measurement of the diffraction data (Figure 2 and Figure 5B). The information
contained in each diffraction spot is characterized by the amplitude and the phase of the
structure factor characterizing the corresponding scattered wave.

The three-dimensional distribution of the spots is directly related to the cell parameters, e.g.
the three lengths of the parallelepiped that constitutes the volume element (the cell), which is
regularly repeated in space (Figure 6) and allows to describe the crystal. The distribution of
the spot intensities is directly related to the electron density distribution (the macromolecules)
in the cell. Mathematically, this means that the diffraction pattern is the Fourier transform of
the electron density (Figure 7).
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Figure 5. (A) The diffraction pattern (or Fourier transform) of a crystallized molecule generates a three-dimensional
spot lattice (bottom), whose background image corresponds to the Fourier transform of a single molecule (top). The
amplitude and phase of the diffracted beams are represented by the color brightness and the color hue, respectively
(Kevin Cowtan's Picture Book of Fourier Transforms (http://www.ysbl.york.ac.uk/~cowtan/fourier/fourier.html). (B)
Example of detector image constituting the diffraction pattern. Hundreds of images are usually recorded. The spots at
the image edge are high resolution spots, providing the most detailed information.

Figure 6. The macromolecules are ordered in the three directions of space and form the crystal packing (left). The
smallest volume that is repeated by translation in all directions of space is the cell (middle and right). It forms a paral-
lelepiped characterized by three vectors named a, b and c.

The electron density contained in one cell can thus be calculated by inverse Fourier transform,
a mathematical property of this transformation, provided the amplitude and the phase of all
the diffracted beams are known (Figure 7). Whereas the amplitude is directly proportional to
the intensity of the diffracted spots, the phase information is not experimentally measurable.

In summary, the crystal “realizes” a Fourier analysis producing diffraction data, and the
crystallographer will calculate a Fourier synthesis to get the electron density contained in one
cell (Figure 7).
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Figure 7. Schematic summary of the relationship between the diffraction (structure factors and diffraction spots) and
the electron density of the structure three-dimensionally packed in the crystal.

4. From the diffraction data to the electron density

Three main methods exist for the estimation of the phases [12]. We have to remember here that
the number of phases to be estimated is typically several tens to hundreds of thousands (the
phase of each spot for which the intensity has been measured has to be estimated).

The first method is molecular replacement. It uses the known structure of a homologous protein.
To date, approximately 60% of the structures found in the PDB were solved by this method
[5]. It consists of constructing a virtual crystal by placing the homologous structure in the cell
of the crystal studied using mathematical translation and rotation functions and comparing
the diffraction pattern calculated from this virtual crystal and the measured diffraction data.
Since the Fourier transforms of two homologous molecules placed in the same crystal are
similar, the calculated phases are an excellent approximation of the phases of the measured
signal [13–15].

The second method is multiple isomorphous replacement, which consists in diffusing heavy atoms
(electron-rich) in the crystal [16]. In the first protein structure determination, the phase problem
was solved using this method, those of the myoglobin and the hemoglobin [17, 18], by John
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Kendrew and Max Perutz in 1960. The presence of the heavy element slightly modifies the
diffraction intensities and the comparison of the diffraction pattern in the presence and absence
of these heavy elements allows the estimation of the phases by triangulation, after having
positioned the heavy atoms in the crystal lattice using methods known as Patterson functions
[19].

The third method is anomalous dispersion, a specific property of the diffraction pattern when
absorption of X-radiation is no longer negligible [20, 21]. This method consists in varying the
incident beam wavelength around the absorption edge of one of the atom type contained in
the molecule. Comparing the diffraction pattern at different wavelengths will allow the
estimation of the phases using methods similar to that of the isomorphous replacement [22].
Selenium is often used because it has an absorption edge near to the wavelengths used (e.g. 1
Å). For proteins, selenomethionine, an amino acid for which the sulfur is replaced by selenium,
is generally introduced biosynthetically [23]. In the case of nucleic acids, modified bases
containing bromine are frequently used [24].

5. From the electron density to the structural model

Once a first set of phases is estimated, a first electron density map is calculated. If this map is
sufficiently interpretable, the macromolecule can be built step by step in this map (Figure 8).
A combination of automated algorithm and manual method available through interactive
graphics softwares are used [25], leading to a final model composed of the three-dimensional
coordinates of each atom of the cell content constituted by one or several macromolecules.

From that first built model, the diffraction intensities are calculated by Fourier transform and
compared to the intensities experimentally measured. This comparison allows the step by step
improvement of the model. This cyclical process is called the crystallographic refinement,
alternating the search for global minimum of energy functions and manual reconstruction of
the model [26].

Figure 8. The calculation of the electron density map (left) allows the building of the atomic model step by step (mid-
dle) and leads to the three-dimensional model of the structure (right).
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6. Steps downstream the structure determination

The final step, downstream the structure determination by X-ray diffraction, concerns the
interpretation of the structure and its integration into the biological context [27–29]. It consists
in the understanding of the structural result as a three-dimensional object and the appreciation
of its function at the cellular or evolution level. The description of the interatomic interactions,
the secondary structures (Figure 9), the domains and their arrangement that defines the fold
or the tertiary structure (Figure 9), as well as the characterization of the shape, the electrostatic
properties and the quaternary structure based on the content of the cell in the crystal packing,
are often complemented by the study of the macromolecule in solution, to better characterize
its oligomeric (Figure 9) and its dynamic behavior, alone or in the presence of interactors, if
known. These studies use a variety of biophysical methods, such as mass spectrometry,
analytical ultracentrifugation, light scattering, microcalorimetry or surface plasmon resonance

Figure 9. (A) The protein structures are represented by three modes of representation (see also Figure 2). The “all-
atom” representation shows all the atoms in the protein, the representation “Cα backbone” shows only one atom of
each amino acid, the Cα carbon atom, and cartoon representation shows the secondary structures in the shape of a
helix for α-helices and in the form of arrows for β-strands. (B) Protein structures are described in four levels, from pri-
mary to quaternary structure.
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(Biacore® technology), etc … [30]. In the case of enzymes, these studies will be coupled with
enzymological approaches to determine the activity and the catalytic constants.

An analysis based on bioinformatics tools will allow to place the structure determined in the
context of structural and evolutionary knowledge at a given time [31]. The lessons learned
from these studies, often of primary importance, provide information including the classifi-
cation of the structure and its sequence within a family counterparts, on the distribution and
evolution of folding in the different domains of life (viruses, bacteria, archaea, eukaryotes), on
the possible function when it is unknown, on the catalytic site and its spatial conservation and
sequence, on the degree of oligomerization or on the existence of interaction with other
partners, proteins, nucleic acids or ligands. A final type of study seeks to place the three-
dimensional object into the context of the knowledge on the major biological mechanisms of
live, such as knowledge on gene expression with transcriptomics, on complex formation with
interactomics, etc … This information will include the characterization of the partners of the
studied macromolecule at the scale of the cell or the whole organism.

All these steps, from the structure determination to the biological interpretation, far from being
the end of the story, are often the beginnings of new structural studies (Figure 3). These can
be articulated around analyses of the relative importance of the components of the macromo-
lecule, the aminoacids, by determining the structure of mutants, or the studies of the interac-
tions with partners by determining the structure of macromolecular complexes.
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