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Abstract

This chapter presents a method of calibration for scanning electron microscopes
(SEMs). The described calibration method is a twofold step. The first step evaluates
the dynamical drift parameters. The second step estimates the parameters of the
geometric projection and the static distortion. Both steps process the calibration
parameters across the range of magnification scales, thanks to a representation with
partial differential equations. The chapter is provided with an example of calibration
of the JEOL JSM 820 and an example of application in metrology. The presented
method is not the unique way of calibrating an SEM and can be a good start to
inspire other methods of calibration.

Keywords: Calibration of microscopes, Drift calibration, Distortion calibration,

Projection calibration

1. Introduction

SEM calibration is required in many applications: 3D reconstruction of microscale and
nanoscale specimens [1–3], deformation measurement [4], nanomaterial tracking [3, 5, 6],
positioning and handling [7], mobile robot positioning [8], etc. The image acquisition process
of a standard SEM has usually three stages: (i) The conditioning of the electron beam from
the electron gun to the area of the observed specimen. In this stage, the electron beam
goes through condensation process by magnetic lenses and a final deflection coils that move
the beam in a raster fashion over a rectangular area of the specimen. (ii) The interaction
between the deflected beam and the observed object, usually called specimen. When the
deflected beam hits the specimen, it results in an emission of energy that can be amplified
and detected by specific electronic detectors. (iii) The conversion of the emitted energy to
pixel intensity. In this process, each position of the deflected beam that hits the specimen
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corresponds to a pixel in the image. An appropriate transform between the detected energy
and the gray-scale values is then applied to obtain the corresponding pixel intensity. In
the case of a distortion-free imaging process, the obtained image would be the result of
the projection of the 3D rastered area onto the image plane. According to an increasing
magnification scale, this projection goes from the perspective for small magnification to the
weak perspective for average magnification and ends up with orthographic projection with
high magnification. However in reality, stages (i) and (ii) bring some distortion artifacts to
these projection transforms. Indeed, the hysteresis effect of the magnetic coils distorts the
deflected beam during the observation process. These distortions cause some drifts of the
pixels from their original projected positions. For instance, these drifts can exceed tenth
of pixels (hundreds of microns) in an hour at 10 k× magnification with a JEOL JSM 820.
These drifts can be modeled as a combination of static (spatial) and dynamic (spatiotemporal)
mappings which will be composed with the projection mapping to obtain the acquired image.

State-of-the-art studies have established that dynamical drift is time dependent and
magnification dependent but space independent [9]. Among estimation methods, the drift
was estimated in full field based on digital image correlation (DIC) in [9–12]. In [13], it
was estimated in the frequency domain using FFT. The trajectory flow of the drift over time
has been modeled using of B-spline curve fitting [9]. A second-order dynamical system
embedded in a Kalman filter was tested and validated to model a thermal drift calibration in
scanning probe microscopy [14]. The spatial calibration which involves both static distortion
calibration and projection calibration was modeled similarly as with classic optical imaging
systems [15, 16]. Some state-of-the-art works assumed a non-radial behavior of the static
distortion and address this problem using B-splines to fit the spatial evolution of distortion
and then warp it to a 3D-to-2D projection. Other works considered a perspective projection
in the case of low magnifications (up to 5 k×) and an orthographic projection in the case of
high magnifications (more than 5 k×) [1, 9, 17, 18].

In this chapter, we go through an empirical calibration method to fit a system of partial
differential equations (PDEs). The partial derivatives of the calibration parameters are
estimated with respect to time and magnification. These parameters include the amount
of drift in pixel, the amount of static distortion, the focal length, and the principal point.
This modeling provides a systematic and flexible solution to this calibration problem. It
allows us to smoothly update calibration parameters across the variation of magnification
scales and to continuously compensate pixel drifts during experiments.

1.1. Notations

Two-dimensional points in homogeneous coordinates are denoted by symbols in typewriter
font (e.g., u = (ux, uy, 1)T). Three-dimensional points are indicated by plain letters (e.g.,

C = (Cx, Cy, Cz)T). Matrices are denoted by uppercase sans serif font (e.g., A). This notation
is also adopted for n-dimensional vectors. However, vectors providing a direction in 3D are

represented using plain lowercase topped by an arrow (e.g., ~l). For convenience, and given

two 3× 1 vectors~l and ~m, the dot product is indicated either using < . , . > or using regular

matrix/vector multiplication (e.g., <~l, ~m >= ~l T ~m), and the cross product is carried either

using the symbol × or using the skew symmetric matrix (e.g.,~l × ~m = [~l]× ~m). ||.||2 denotes
the vector 2-norm in any real vector space Rn of finite dimension n. The symbols µm and nm
designate, respectively, micrometer and nanometer unit distances. The abbreviation “w.r.t.”
stands for “with respect to.”

Modern Electron Microscopy in Physical and Life Sciences28
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Figure 1. Scanning electron microscope with the corresponding imaging model.

500 nm

500 nm
 100 μm

Figure 2. Left figure: Gold-on-carbon specimen. Right figure: Multi-scale calibration grid designed at FEMTO-ST lab.

2. Formulation of the imaging model

The imaging model of a SEM is the composition of three mappings [19, 20] which are
depicted in Figure 1:

1. A pixel-drift mapping from drifted to non-drifted image. It is both magnification and time
dependent. To experimentally quantify this drift, we acquire images of a usual specimen
(see Figure 2 left) at different times and for different magnifications. Correlation in the

Spatiotemporal Calibration of Electron Microscopes
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frequency domain of successive pairs of images is used to estimate the drift [13]. The
dynamic of the drift with respect to time t and magnification g is modeled by two partial
differential equations (PDEs) whose coefficients are estimated by means of the principal
differential analysis (PDA) approach [21].

2. A spatial distortion mapping which is magnification dependent. It may concern both
radial and tangential distortions [22]. In this chapter, we consider only radial distortions.

3. A 3D-to-2D projection mapping. The type of projection to be applied depends on
the magnification. For low magnifications, it can be considered as central perspective
projection. But for magnifications above 1000×, it should be interpreted as parallel
projective [9]. A specific calibration specimen is used [20]; see Figure 2 right. It contains
squares of various sizes, enabling the calibration over a wide range of magnification.
Images of this specimen are acquired for various magnifications and poses. An
image-centered radial and tangential model that expresses the distorted points w.r.t. the
undistorted points is developed. PDEs with respect to magnification of the evolution
of the static distortion parameters are established. The estimation of the projection
matrix where the magnification factor is embedded is proposed. A bundle-adjustment
optimization [23] of the reprojection error between 3D points and their corresponding
image pixels allows us to refine the estimated parameters.

Mathematically speaking, the above description can be formalized as:

q̂ = T
d
t,g(T

s
g(Πg Q)), (1)

where Q is a 3D point of the observed specimen. q̂ is the corresponding acquired image
pixel. Td

t,g : R2
→ R

2 and T
s
g : R2

→ R
2 are two-dimensional mappings (images x-axis and

y-axis) which respectively represent the dynamical drift and the static distortion. Πg is the
3D-to-2D projective mapping. To retrieve a 3D ray incident from a 3D point of scanned scene,
the corresponding pixel is first corrected from the drift effect; then it is statically undistorted
and finally back-projected. In the following, we show how to estimate these mappings. Also,
we provide examples of application on a JEOL JSM 820 SEM in secondary electron (SE)
imaging mode for time ranging from 0 to 30 min and magnification ranging from 100× to
10 k×.

3. Magnification-smooth dynamical drift modeling and calibration

3.1. Drift modeling

The dynamical drift of an image frame at a time t can be represented as a trajectory flow
(x(t), y(t))T of pixels with respect to time:

Ît(x0 + x(x0, y0, t), y0 + y(x0, y0, t)) = It(x0, y0), (2)

where Ît is the intensity of the acquired image which is submitted to drift. It is the ideal
image without drift effects. (x0, y0)

T is the non-drifted pixel position and (x(t), y(t))T is
the amount of drift. As described previously, SEM images are produced pixel by pixel with

Modern Electron Microscopy in Physical and Life Sciences30
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a rastering process. An exact identification of the drift should be to follow the amount of
drift flow in a pixel-wise manner (x(x0, t), y(y0, t))T . In [10, 19], a full-field correction of the
image drift is proposed. For SEMs where the acquisition time tF of one frame is faster than
the pixel-wise dynamic of the drift, it can be assumed as being a global pixel drift between
frames especially at low magnification (less than 5000×). This global drift displacement can
be easily assessed using image cross-correlation computation between frames. In this case,
the first acquired image is considered as the ideal one at t = 0. Taking into account this
assumption, equation (2) can be reconsidered as

Î0(x0, y0) = I0(x0, y0), (3)

Ît(x0 + δx(t), y0 + δy(t)) = Ît+1(x0, y0). (4)

From now on, we drop the hat symbol on the notation of acquired image unless it is worth
to mention it. If two successive image frames It−1 and It contain the same view at different
pixel positions, the cross-correlation integral has a large value at the vector (δx(t), δy(t))T

which corresponds to the drift of the features.

(δx(t), δy(t)) = arg max
x,y

{

CIt−1,It
(x, y)

}

, (5)

with

CIt−1,It
(x, y) = ∑

i
∑

j

It−1(i, j) It(i + x, j + y), (6)

where i+ x, j+ y, x, and y are pixel coordinates running over the image domain. According to
[10], at magnification higher than 5000×, the dynamical drift varies even during the scanning
process. It showed that the amount of drift variation within an image ranged from 0.3 to 0.9
pixels at 10 k×. In this chapter, the use of an EKF allows us to face this amount of single
pixel drift by assuming a Gaussian noise of 1 pixel in the state model [19].

For a given magnification range from g0 to g f with a step G and a time interval from t0 to t f

with an image acquisition at each sample time T, the image drifts are estimated as follows:

for g = g0 to g f with step G do

for t = t0 to t f with step T do

acquire images of the specimen pattern;
estimate drift elements δx and δy between frame t0 and current frame;

end

end
Algorithm 1: Processing of Drift Data.

At the end of this step, two data matrices ∆x(t, g) and ∆y(t, g) of
t f −t0

T rows and
g f −g0

G
columns are obtained. The next step is to use this data drift and PDA to evaluate the
dynamics of the drift trajectory functions ∆x(t, g) and ∆y(t, g).

Spatiotemporal Calibration of Electron Microscopes
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Blob

   1 μm    1 μm   1 μm

Figure 3. An example of drift behavior. The image size is of 512 × 512 pixels. Left figure: The initial figure. Middle
figure: After 15 min, the enclosed feature and all the image features have moved. Right figure: The results of the
intercorrelation between the two images. The distance between the blob and the center of the image represents the
amount of drift.

3.2. Estimating PDEs of the dynamical drift

When describing PDA for linear PDE models, Ramsay and Silverman [24] view the system
dynamics as a linear differential operator (LDO) acting upon the process variables. For
example, let ∆x(t, gi) be the observed data drift which varies w.r.t. the time parameter t at
sampled time T from t = t0 until t = t f . Let Dmxi be the mth derivative of the function
∆x(t, g) w.r.t. t. The function ∆x(t, g) is assumed to be square integrable. In this chapter, we
consider the identification of a second-order LDO which determines the first (speed)- and
second (acceleration)-order parameters of the dynamic of the drift [19]:

L = wx
0 + wx

1 D + D2 (7)

that comes as close as possible to satisfy the homogeneous linear differential equation:

L . ∆x = 0 (8)

In other words, if we estimate the first and second derivatives D∆x and D2
∆x of ∆x(t, gi)

w.r.t. time using finite differences, we wish the operator L to annihilate the drift function
∆x(t, g) as nearly as possible. Thus, we seek a linear differential equation model so that our
data satisfies:

D2
∆x = −wx

0(gi)∆x − wx
1(gi)D ∆x (9)

to the best possible degree of approximation. To carry out PDA, we adopt a least squares
approach to the fitting of the differential equation model. The fitting criterion is to minimize,
over

(

wx
0(gi) wx

1(gi)
)

, the sum of squared norms:

J =

∥

∥

∥

∥

A

(

wx
0(gi)

wx
1(gi)

)

+ b

∥

∥

∥

∥

2

(10)

Modern Electron Microscopy in Physical and Life Sciences32
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where

A =







∆x(t0, gi) D∆x(t0, gi)
...

...
∆x(t f , gi) D∆x(t f , gi)






, b =







D2
∆x(t0, gi)

...
D2

∆x(t f , gi)






(11)

A is a matrix of
t f −t0

T rows and 2 columns and is always of rank 2. b is a vector of
t f −t0

T
elements. The solution of such an overdetermined least square problem is given as

(

wx
0(gi)

wx
1(gi)

)

= (A⊤
A)−1

Ab (12)

Solving equation (12) for each gi = g0, g0 + G, . . . , g f gives rise to the following weight
matrix:

W =

(

wx
0(g0) wx

0(g0 + G) · · · wx
0(g f )

wx
1(g0) wx

1(g0 + G) · · · wx
1(g f )

)

(13)

W is a matrix of 2 rows and
g f −g0

G columns. The first row represents a discrete sampling of
the function wx

0(g) and the second row a discrete sampling of wx
1(g). Once again, computing

the first- and second-order derivatives of the first and the second row using finite differences
on the variation of the magnification gives rise to two differential equations, driving wx

0 and
wx

1 variation w.r.t. magnification:

D2
gwi = −α0iwi − α1iDgwi, i = 0, 1 (14)

The two real valued vectors
(

α0i α1i

)

, i = 0, 1 are estimated as in equation (12) after
constructing the corresponding matrix A and vector b by using matrix W, the first and second
finite differences of each row w.r.t. g. Equation (14) becomes then a PDE of second order that
can be easily solved.

Henceforth, the differential equation related to drift function ∆x can be expressed w.r.t.
smooth magnification-dependent weight functions:

D2
∆x = −wx

0(g)∆x − wx
1(g)D ∆x, g ∈ [g0, g f ] (15)

Finally, equation (15) can be solved as a second-order PDE giving rise to a smooth drift
function ∆(t, g). The development conducted to represent ∆x can be easily followed to
represent ∆y:

D2
∆y = −w

y
0(g)∆y − w

y
1(g)D ∆y, g ∈ [g0, g f ] (16)

In order to take into account the noise in the data estimation and the finite differences
computation, we choose to embed the differential equations (15) and (16) related to ∆x and
∆y in an EKF using a state modeling of the drift function.

Spatiotemporal Calibration of Electron Microscopes
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3.3. Embedding PDEs of the drift in an EKF

If we assume that x(g, t) and y(g, t) are corrupted by a zero mean Gaussian noise ωx(g, t)
and ωy(g, t) with covariance Qx(g) and Qy(g), then the stochastic state model can be written
as

x(g, t + T) =

(
0 1

−wx
0(g) −wx

1(g)

)

︸ ︷︷ ︸

Ax(g)

x(g, t) + ωx(g, t)

x(g, t) =
(
1 0

)

︸ ︷︷ ︸

C

x(g, t) + γx(g, t)

(17)

y(g, t + T) =

(
0 1

−w
y
0(g) −w

y
1(g)

)

︸ ︷︷ ︸

Ay(g)

y(g, t) + ωy(g, t)

y(g, t) =
(
1 0

)

︸ ︷︷ ︸

C

y(g, t) + γy(g, t)

(18)

where x(g, t) =
(
x(g, t), vx(g, t)

)⊤
and y(g, t) =

(
y(g, t), vy(g, t)

)⊤
are the state vectors with

vx and vy the speeds of the drift. The observed variable being the displacement flow x(g, t)
and y(g, t), they are assumed to be corrupted by zero mean Gaussian noises γx(g, t) and
γy(g, t) of covariances Rx(g) and Ry(g) . This space model representation allows us to write
the EKF time update and prediction equations:

x̂(g, t + T|t) = Ax(g)x̂(g, t + T|t) (predicted state drift),

Px(g, t + T|t) = Ax(g)Px(g, t|t)A⊤
x (g) +Qx(g) (predicted covariance drift),

(19)

Kx(g, t) = Px(g, t|t − T)C
(

CPx(g, t|t − T)C⊤ + Rx(g, t)
)−1

(optimal Kalman gain),

x̂(g, t|t) = x̂(g, t|t − T) +Kx(t) (x̃(g, t)− Cx̂(g, t|t − T)) (updated state drift),
Px(g, t|t) = (I−Kx(t)C)Px(g, t|t − T) (updated covariance drift),

(20)

The same EKF equations can be stated for the drift flow y(g, t).

3.4. The multi-scale drift calibration algorithm

In summary, the multi-scale drift flow is characterized in both magnification axis and
time axis. Therefore, using the PDA approach, the PDEs w.r.t. time and the PDEs w.r.t.
magnification are assessed. Assume a calibration through the range [g0, g f ] of magnifications.
A calibration pattern with random shapes is positioned upon the stage inside the chamber.

Modern Electron Microscopy in Physical and Life Sciences34
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The scene is static, and a set of images are taken at each sample time T. The different steps
of the dynamical drift calibration can be summarized in Algorithm 2.

Data: ∆x(t, g), ∆y(t, g)
for g = g0 to g f with step G do

estimate wx
0(gi), wx

1(gi) with equation (10);

estimate w
y
0(gi), w

y
1(gi) with equation (10);

end
estimate α00 and α10 as in equation (10);
estimate α01 and α11 as in equation (10);
embed equations (13) and (14) in an EKF as explained in Section 3.3;

Algorithm 2: Dynamical drift calibration

condenser lenses

electron gun

aperture

scan coils

objective lens

inside chamber

S.E. detector

Figure 4. The JSM 820 SEM manufactured by JEOL.

3.5. An example of dynamical drift calibration of the JEOL JSM 820

In this paragraph, we show how to use the method developed so far to calibrate the
dynamical drift of the JSM 820, a SEM manufactured by JEOL (see Figure 4 for an illustration).
The electron gun is equipped with a tungsten filament that can support from 0.3 kV up to
30 kV of acceleration voltage. The acquired images have a size of 512 × 512 pixels. The
acceleration voltage is 15 kV, the scan rate is 15 frames per second, and the number of scans
average is 8. The calibration is done for magnifications from g0 = 100× up to g f = 30 k×.

3.5.1. Data drift estimation

To assess the pixel displacement between two frames, a specimen of particles of gold deposed
above a layer of carbon is used (Figure 2 left). The particles are randomly positioned and
have random shapes of different sizes so that the maximum of cross-correlation images of

Spatiotemporal Calibration of Electron Microscopes
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such a sample can be calculated with less errors [10]. According to the cross-correlation
theorem [25], the cross-correlation can be calculated using the Fourier transform. The widely
used FFTW3 [26] library is applied for Fourier transform calculations. In order to improve
the accuracy of the peak calculation, the cross-correlation is combined with the frequency
filtering. A set of 55 images per magnification scale are taken every 30 s. The magnification
scale is tuned from 100× until 10 k×. Some of these images are shown in Figure 5 with an
illustration of the cross-correlation, resulting peaks between the first frame and the following
frames. The pixel displacement vector of all images across time and magnification is depicted
in Figure 6. It can be shown that at higher magnification, the drift is more important and can
reach up to (20, 90)T pixel after 20 min of image acquisition. Now, the multi-scale calibration
method of Section 3.4 can be applied. The first 30 images of each scale are used to construct
the PDA model, and the 25 last images are used as validation data.

F4

F1 F2 F3

t1
t2 t3 t4

F4

F1 F2 F3

t1
t2 t3 t4

F4

time

time

time

magnification

10kX

15kX

20kX

F1 F2 F3

t1
t2 t3 t4

F4

F1 F2 F3

t1
t2 t3 t4

F4

F1 F2 F3

t1
t2 t3 t4

F4

time

time

time

magnification

10kX

15kX

20kX

F1 F2 F3

t1
t2 t3 t4

Figure 5. Left figure: A sample of images at four successive times along three magnification scales. Right figure: The
bright point shows the maximum of the cross-correlation function between the first frame and the following frames. It
can be seen that it moves after some acquisition time.
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Figure 6. The pixel drift across time and magnification (left, image x-axis; right, image y-axis).
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Figure 7. The Kalman filter prediction absolute error across time and magnification (left, image x-axis; right, image
y-axis). Less than 0.9 pixel error in the x-axis and less than 1 pixel error in the y-axis. 0.28 pixel of global RMS error in
the x-axis and 0.23 pixel of RMS error in the y-axis can be observed.

3.5.2. PDE estimation of the dynamical drift and EKF embedding

Using PDA, the estimated differential equations associated to wx
0 and wx

1 are

D2
gwx

0 = −169.31 wx
0 + 0.55 · 10−2Dgwx

0

wx
0(g0) = −1.27 · 10−7, wx

0(g f ) = −1.91 · 10−5,
(21)

D2
gwx

1 = 9.61 104 wx
1 − 0.17Dgwx

1

wx
1(g0) = 3.01 · 10−4, wx

1(g f ) = 0.04,
(22)

Similarly, the weights w
y
0(g) and w

y
1(g) describing the ODE of ∆y(t, g) are the solution of the

two following differential equations:

D2
gw

y
0 = −169.31 w

y
0 + 0.0055Dgw

y
0

w
y
0(g0) = −1.20 · 10−6, w

y
0(g f ) = −1.44 · 10−6,

(23)

D2
gw

y
1 = 9.61 104 w

y
1 − 0.17Dgw

y
1

w
y
1(g0) = 0.16 · 10−2, w

y
1(g f ) = 0.14 · 10−2,

(24)

The PDA study of the collected data shows that the time dependence is more likely to be
a second-order differential equation and so is for the magnification dependence. This order
may not be accurate because of the noise in the data. Thus, to take into account this noise,
the two dynamical models of equations (15) and (16) are embedded in an EKF. The Gaussian
noise associated to the state model and observation of ∆x and ∆y has a zero mean and 0.25
pixels of standard deviation. The plots of the prediction error are shown in Figure 7. Less
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than 0.9 pixel error in the x-axis and less than 1 pixel error in the y-axis can be observed.
Also, 0.28 pixel of global RMS error in the x-axis and 0.23 pixel of RMS error in the y-axis
can be observed.

4. Multi-scale static calibration

The multi-scale static calibration concerns the estimation of the static distortion parameters as
well as the projection parameters. They are independent of time, but they are magnification
dependent.

4.1. Static distortion calibration

In contrast with the dynamical drift, at low magnification, the static distortion is much more
significant than at high magnification. This is due to the fact that at high magnification, the
scanned area is much smaller than at low ones.

4.1.1. The static distortion model

The most commonly used distortion model represents this physical phenomenon as a
decentered distortion which has both a radial and tangential component [27]:

qd − e =
2

1 +
√

1 − 4 ξr r2
u

(qu − e)

︸ ︷︷ ︸

radial

+ ξt(r
2
u + 2(xd − xu)2)

︸ ︷︷ ︸

tangential

, (25)

where ξr, ξt are, respectively, the radial and tangential distortion parameters. e is the center
of distortion and
λ = 2/1 +

√

1 − 4 ξr r2
u is called the factor of distortion.

4.1.2. Estimation of the center of distortion

The estimation of the center of distortion requires the use of a geometrically structured
calibration pattern as the one shown in Figure 8. It consists on a planar grid of vertices
{qc

i }i∈N. The positions of the points qc
i are assumed to be known in a Euclidean coordinate

frame attached to the grid. If qd
i are the corresponding points in the distorted image, then

each pair of points (qc
i , qd

i ) is linked by the epipolar relation proposed in [28] and stated as

qd
i [e]xH
︸ ︷︷ ︸

F

qc
i = 0. (26)

[e]x is the skew-symmetric 3× 3 matrix representing the cross product. H is the homography
between the planar grid and the image plane. The matrix F may be called the fundamental
matrix for radial distortion. It may be estimated using state-of-the-art methods [15], and the
center of radial distortion can be estimated as the left epipole. In the case of no presence
of radial distortion, the estimation of the fundamental matrix is unstable, and the value of
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Figure 8. An example of static distortion at 400× of magnification. The image size is of 512 × 512 pixels, and the size
of the squares is of 25µm per side. The estimated center of distortion is at ∼ (290, 300)T pixels.

e is meaningless. This situation can be detected during the estimation of the fundamental
matrix.

The estimation of the distortion parameters ξr and ξt is processed iteratively. It is first
assumed that ξt = 0 and estimate e. Then ξt and ξr are initialized to zero and estimated
using bundle adjustment methods [23].

4.2. Projection model

The 3D-to-2D projection mapping can vary from perspective to orthographic. State-of-the-art
works [18, 29] use either a perspective model at low magnification or an orthographic
projection for high magnification with projection switch at the magnification of
transition which is experimentally determined (usually 5 k×). In this chapter, a
magnification-dependent projection model which smoothly switches from a perspective
projection to an orthographic projection is detailed [20]. A perspective camera model can
be written as

P0 = KR[I − C] = K







~r1
T
−~r1

TC

~r2
T
−~r2

TC

~r3
T
−~r3

TC






, (27)

where C ∈ R3 is the position of the projection center. R ∈ SO(3) is the orientation of the
projection frame. ~ri is the i-th row of R, and K is the matrix of intrinsics of the form

K =





a f s px

0 a−1 f py

0 0 1



 . (28)
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f , a, and s are, respectively, the focal length, the ratio factor, and the skew parameter.
(px, py)T are the coordinates of the principal point e0. The principal ray of the imaging

system is in the direction of the vector ~r3, and the value d0 = −~r3
TC is the distance of the

planar grid origin from the camera center in the direction of the principal ray.

Multiplying the magnification by a scale factor g acts similarly as moving the camera center
backward along the principal ray. The center of the camera is then moved to C − g ~r3.
Replacing C by C − g ~r3 in equation (27) gives the projection matrix at magnification g:

Pg = Kg







~r1
T
−~r1

T(C − g ~r3)

~r2
T
−~r2

T(C − g ~r3)

~r3
T
−~r3

T(C − g ~r3)






= Kg







~r1
T
−~r1

TC

~r2
T
−~r2

TC

~r3
T dg






, (29)

where the terms ~ri
T
~r3 are zeros for i = 1, 2 because R is a rotation matrix. The scalar

dg = −~r3
TC + g is the depth of the world origin with respect to the imaging system center in

the direction of the principal ray ~r3. The effect of zooming by a factor g is to move an image
point qu on a line radiating from the principal point e0 to the point q′u = gqu + (1 − g)e0.
From similar triangles, we obtain that

g =
fg

f0
=

dg

d0
(30)

The resulting projection matrix at a magnification g is

Pg = K





g 0 0
0 g 0
0 0 1











~r1
T
−~r1

TC

~r2
T
−~r2

TC

~r3
T dg






(31)

= gK







~r1
T

−~r1
TC

~r2
T

−~r2
TC

~r3
T g−1 d0







When g → ∞, the projection mapping tends to an orthographic projection.

4.3. The static calibration method

Let us consider a calibration at the interval of magnification [g0, gt]. This range is uniformly
discretized at a sampling step of δg. The different steps of the static calibration can be
outlined by Algorithm 3.

To estimate f (g), a(g), and s(g), we use second-order PDEs and we drive the same reasoning
as the computation of drift PDEs in Section 3.4. Since f , a, and s are time independent, only
one PDE of second-order is estimated for each parameter.
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for g = g0 to g f with step G do
Data: A set of N image with grid points
calibrate the projection matrix assuming ξr(gi) = 0 and ξt(gi) = 0 [15];
comptue f (gi), s(gi) and a(gi). estimate distortion center e(gi) as explained in
Section 4.1.2;
if e(gi) is not degenerate then

initialize ξt and ξr to zero and estimate them using bundle adjustment method[23];
else

set e(gi) to the principal point and ξr = 0;
initialize ξt to zero and estimate it using bundle adjustment method[23];

end

end
estimate f (g), a(g) and s(g) using PDA;

Algorithm 3: Static calibration

4.4. Static calibration of the JEOL JSM 820

This calibration is done with a multi-scale planar grid; see Figure 2 right [20]. This grid
contains multiple chessboards of different sizes: 25µm, 10µm, 5µm, 2µm, and 1µm; see
Figure 9. The grid calibration points {Qc

i }i∈N are selected, and three images are taken for
each magnification scale g. This calibration is done for magnifications from g0 = 100× up
to g f = 10 k× with a step of 500×. The static calibration follows the procedure explained in
Section 4.3. The following results were obtained [20]:

Figure 9. From left to right: Square side sizes are, respectively, of 25µm, 10µm, 5µm, and 1µm.

PDE g1 = 100× g2 = 10 k× solution

ex ëx = −0.02ex 230.21 225.08 ex(g) = 230 + 10(1 − exp(2
g

106 ))

ey ëy = −0.02ey 270.34 265.10 ey(g) = 270 + 10(1 − exp(2
g

106 ))

PDE g1 = 100× g2 = 10 k×
ξr ξ̈r = −0.0086ξ̇r + 0.015ξr 0.003 0.002

ξt ξ̈t = −0.0042ξ̇r + 0.0007ξr −7 · 10−7 −59 · 10−8

and solutions are

ξr(g) = 0.003 − 13 · 10−12g − 6 · 10−9g2

ξt(g) = −7 · 10−7 − 13 · 10−13g + 6 · 10−13g2
(32)
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PDE g1 = 100× g2 = 10 k×

focal length ḟ − 0.35 · 10−4 = 0 0.35 · 104

aspect ratio 1013 ä = −0.2225 ȧ + 0.0017 a 1 1.1

skew 1013 s̈ = −0.2059 ṡ + 0.0016 s 10−3 1.9 · 10−3

and solutions are

f (g) = 0.35 · 10−4 g

a(g) = 0.05(g · 10−4) + 0.95(g · 10−4)2

s(g) =
−0.05 + 0.65(g · 10−4) + 0.40(g · 10−4)2

103

(33)

The calibration results show variations of 10 pixels at most around a median principal point
of (245, 260)T pixel. Finally, Figure 10 shows the RMS reprojection error between image
points and back-projected planar grid points. It corresponds to a median value of 7 pixels
without any correction and to 3 pixels after drift compensation, and without distortion
correction, it decreases down to 1.45 pixel with both drift and distortion correction.
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Figure 10. The RMS reprojection error through magnification scales. The average RMS error is about 0.9 pixel.

5. A small toy application: Cantilever deformation measurement

As a simple application to conclude this chapter, we propose to quantify the deformations of
a cantilever that we deform with a micromanipulator. The cantilever is 35µm long, 3.5µm
wide, and 300 nm thick. The micromanipulator is the Kleindiek MM3A-EM with a rigid
tool mounted on the tip. The cantilever is fixed within a holder and is deformed by the
moving of the tool tip; see Figure 11. Such an experiment may have several applications
in the mechanical characterization of cantilevers [30], of biological deformable objects [31],
etc. To check the accuracy of the calibration process, a simple test can be made. We
estimate the repeatability of the measures for three different magnifications: 190×, 230×,
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and 260× [20]. The deformation measures which evaluate our calibration method use the
magnification-smooth calibration parameters described in the previous section. It is worth to
notice that these parameters were not estimated directly at these three magnification scales,
but the estimated magnification-smooth functions allow us to find the calibration parameters
at any magnification factor in the range [100× , 10 k×]. A set of 11 configurations are taken
for each magnification factor (11 × 3 images). Initially the cantilever is straight and free
from any contact with the planar surface. Then, it comes close to the tip of the cantilever
which is progressively pushed forward by the MM3A-EM. After 7 × 3 acquired images at
different configurations of the deformation, the cantilever is progressively dragged backward
to the initial contact-free configuration; see Figure 12. Through the whole experiment, a
time tracking frame acquisition is automatically processed using the PC processor’s clock
trigger. This time acquisition is important to retrieve the amount of pixel by which the
acquired images have drifted. The acquired images are undrifted and undistorted with the
estimated calibration parameters. We assume that during the deformation, the cantilever
sweeps a virtual plane. The affine homography between image pixels and this deformation
plane is estimated [16] by taking into account the estimated parameters of the projection
model. The Euclidean stratification is done using the length of the cantilever provided by
the manufacturer. The stratified homography gives us the mapping between distances in
the image and their corresponding metric values in the deformation plane. The amount of
deformation is measured as the distance between the tip of the cantilever at rest and its
position after deformation. The measured deformation reaches a maximum of 250 nm. After
drift and distortion correction, the standard deviation of the error among the three scales is
of about 10 nm which is an acceptable amount of error at this scale of magnification.

2

4

3

4

3

1

Figure 11. The setup of the example: 1. Holder of the cantilever; 2. Kleindiek MM3A-EM; 3. deforming tool; and 4.
cantilever.
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Figure 12. Three configurations of deformation (pose: 2, 7 and 10) at the three different magnification factors. The
maximum of the deformation is at pose 7. Poses: 1 and 11 are contact-free between the cantilever and the plan.
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Figure 13. Left figure: Measured deformation without neither drift compensation nor static distortion correction.
Middle figure: Measured deformation after drift compensation but without static distortion correction. Right figure:
Deformation measures for the three magnification scales with drift and static distortion correction. The repeatability
10 nm. It can be seen that the drift and distortion correction improve considerably the repeatability of the measurements
for the three scales.
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6. Conclusion

In this chapter, a spatiotemporal calibration model for SEM imaging systems was presented.
This model has the advantage of being smooth with respect to magnification scales. Both
dynamic (temporal) and static (spatial) mappings are treated. The evolution over time and
magnification of the pixel drifts and of the spatial distortion and projection matrices are
modeled by mean of PDA.
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Abstract

The general trend for reducing the energies of primary electrons in electron microscopy
has been faced with a gradual deterioration of the image resolution. Biasing the sample to
a high negative voltage and making the electrons arbitrarily slow solely on and inside the
sample has shown itself to be far more feasible than originally expected. The fundamental
aberration coefficients (spherical and chromatic) of a combination of an objective lens and
an immersion electrostatic lens formed by the biased sample decrease with the decreasing
landing energy of the electrons. As a result, the spot size in scanning systems may be‐
come nearly independent of the landing energy of the electrons. The requirements placed
on samples are strict but feasible, and detection of signal electrons is greatly facilitated by
the acceleration of both reflected and transmitted electrons in the field of the biased sam‐
ple and their collimation toward the optical axis. The interaction of slow electrons is not
only more intensive than that at standard energies but even scattering phenomena ap‐
pear which are not otherwise observed. Several application examples are presented. The
benefits of very low energy EM are still being uncovered after its having been in routine
use for several years.

Keywords: Scanning electron microscopy, scanning transmission electron microscopy,
slow electrons, electron microscopy of materials, biomedical electron microscopy

1. Introduction

Historically, progress in electron microscopy and its applications in virtually all branches of
science and technology, including health care, was “instrument driven” in the initial decades
until around the end of the previous millennium. During this time, efforts in developing
instrumentation and methodology were concentrated primarily on improving the image
resolution up to its physical limitations. If we restrict ourselves to scanning microscopy
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techniques, the goal was to minimize the dimensions of the spot of the primary beam incident
on a sample. A second aim was to seek possibilities of combining the basic electron optical
imaging tool with various analytical attachments. Tailoring the ultimate solution of the
instrument to a specific microstructure- or nanostructure-bound task was not unfamiliar but
certainly did not predominate. Progressively enhanced tools for the computer-aided simula‐
tion of the properties of electron optical elements and systems up to the complete simulation
of the imaging process enabled the community of instrumentation scientists to turn to the
design of a device according to the quantities and processes that are to be monitored and
measured. A concentration on the deeper understanding of the collection of the image signal
via identification of those parts of the energy and angular distributions of the emitted species
that are acquired by detectors goes hand-in-hand with this. To put it more simply, under‐
standing and interpretation of the image begins to overshadow the problems of generating
and shaping the exciting primary electron beam. This kind of activity is surely facilitated if the
energy of the electrons incident on the sample can be freely chosen in such a way that this
degree of freedom can be fully utilized.

The range of energies of the primary electron beam available for the formation of sufficiently
sharp beams in the scanning electron microscope (SEM) was for a long time limited by the
practical obstacles that emerge when lowering the beam energy. These include the decreasing
efficiency of extraction of electrons from the gun cathode, the increasing undesired manifes‐
tation of external spurious influences in proportion to the time of flight of the beam, and, most
importantly, the enlargement of the size of the disks of confusion due to chromatic and
diffraction aberrations making the primary spot dimension steeply extending toward low
energies. However, since the very beginning of the electron microscopy era, the possibility of
having an electron energy very low at the sample and sufficiently high in the column was
known from devices using immersion objective lenses [1,2]. These traditionally appear in
emission electron microscopes, where the sample itself is the source of electrons, mostly excited
by incident photons, which are usually emitted at units or tens of electronvolts and strongly
accelerated immediately above the sample surface biased to a high negative potential.
Moreover, the idea of reverting the ray path and using the sample bias to retard the impinging
primary beam generated and formed at a high energy in a standard electron gun and column
is similarly old [3]. This idea appeared in the literature several times in the following years,
though without serious attempts at implementation, with the exception of a study presenting
the very first experimental results but nevertheless not at a convincing quality [4]. Surprisingly,
the first successful implementation of the idea of retarding the electron beam just on the sample
was not conditioned by preliminary simulation studies or the assembly of a dedicated device;
enough courage to take on a task generally considered to have little prospects was sufficient
[5,6]. The crucial objection met at the very beginning was the anticipated existence of various
lateral fields close to the sample surface that would destroy the image by smearing both the
primary and signal fluxes when they are so slow. Practical experience proved much less critical,
and the first series of micrographs of a quality consistent through the full energy range down
to 1 eV was published in 1993 [7].
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The first decade of collecting experience with this innovative SEM mode was summarized in
a review [8], and shorter reviews were then published at intervals of a few years [9,10]. More
specific reviews concerning materials science and nanotechnology applications have appeared
recently [11,12]. Here, we are to extend the series of reviews presenting in brief the instrumental
and methodological fundamentals and listing the recent successful application examples.

2. Motivation

When operating the scanning electron microscope (SEM) between, say, 5 and 10 keV, we enjoy
an optimum compromise between conditions governing the primary beam formation and
those characterizing the beam-sample interaction. We are able to extract sufficient electron
current from all main types of sources and transport the beam over a column of tens of
centimeters in length at a constant energy with a reasonable impact of spurious influences.
Similarly, the corresponding wavelength of electrons and the energy spread of the beam in
tenths of electronvolts, together with main aberration coefficients in millimeters, enable us to
get a spot size of 1 nm or even slightly less. At the same time, the interaction volume of electrons
of this speed in solids varies between units and hundreds of nanometers in size according to
the sample material, although the true image resolution might be nearer to the spot size,
provided sufficiently sharp structure details are present on the sample surface. Total yields of
secondary and backscattered electrons are more or less comparable and can be easily separated
as image signals. Conventional detectors acquire a part of the secondary electron (SE) emission
attracted to a side-attached assembly with a front bias or a hollow cone of straight trajectories
of backscattered electrons (BSE) with a ring-shaped diode or scintillator. The relief contrast of
SE and material and channeling contrasts of BSE dominate routine SEM practice.

The observation of thin samples in a scanning transmission electron microscope (STEM) is
traditionally performed at around 200 keV in dedicated instruments and around 30 keV in
SEM devices equipped with a STEM attachment. While tissue sections for the former micro‐
scopes are prepared at hundreds of nanometers in thickness and samples containing heavier
elements are correspondingly thinner, at tens of kiloelectronvolts, we have to go down to 100
nm and below. Detectors of transmitted electrons are split into several concentric rings so that
the signal species can be sorted according to the scattering angle from the optical axis. This
helps in obtaining sufficient contrasts from samples providing larger differences in local
thickness or in atomic numbers of constituting elements. Of utmost importance here are the
challenges of sample preparation, mainly as regards the aims of highlighting certain structure
details considered interesting. Thanks to the concentrated illumination of primary electrons,
samples for STEM can be somewhat thicker than those for TEM, but otherwise the experi‐
mentation issues are similar.

The traditional arrangement characterized above suffers from several drawbacks. Fast primary
electrons interact mainly with atom cores, elastic forward scattering dominates, and inelastic
scattering is weak. Scattering phenomena can be mostly explained within the laws of classical
physics and the emitted signals do not respond to the quantum mechanical interior of the

Scanning Electron Microscopy with a Retarded Primary Beam
http://dx.doi.org/10.5772/62054

51



samples. The interaction volume of the beam in solid targets is too large, for which reason
embedded structures such as precipitates are imaged fuzzy and both thin surface films and a
great many relief details are invisible. The majority of signal species generated in depth do not
penetrate to the surface to be emitted. Nonconductive materials charge up negatively to a
surface potential in the kilovolt range. The edge effect, i.e. overbrightening of steeply inclined
surface facets, impedes the measurement of distances and dimensions in SEM images. Fast
BSE move along straight trajectories and the majority of them escape detection and impinge
on the chamber walls. The main problems of STEM at standard energies include low contrasts,
particularly with samples of living matter that need to be prepared with salts of heavy metals
that highlight some but not all structure details, and the averaging of structure details across
the sample thickness, which may hide some of them completely.

When decreasing the primary beam energy well below 5 keV or even to hundreds, tens, or
units of electronvolts, we enter a different world of imaging conditions. Scattering events are
increasingly dependent on the complete 3D potential distribution inside the target, i.e. they
sense truncation of atomic potential by electrons and electron-electron interactions in general.
Inelastic scattering and elastic backscattering become more important, so the crystallinity
contribution to image contrast is enhanced. Below about 30 to 40 eV, electrons entering the
target start behaving as Bloch waves, so their penetration inside is conditioned by the presence
of unoccupied electron states in the particular direction and slow electron reflectivity can serve
as a measure for the density of states and, therefore, can serve to fingerprint the orientation of
grains in polycrystals, for example [13–15]. Interaction volume diminishes and information
carried by emitted electrons is better localized laterally, while the surface sensitivity also
increases, enabling one to observe all surface details and coverage. The edge effect disappears
when the penetration depth stops exceeding the escape depth of signal species. Surface
charging is reduced with increasing yield of SE, and at the “critical energy”, at which the fluxes
of incident and outgoing electrons are identical, no charge is dissipated and noncharging
microscopy is possible under any vacuum conditions. The total yield of signal electrons reaches
its maximum somewhere in the range of hundreds of electronvolts, exceeding the unit level
with minor exceptions. In this range, nonconductive samples charge positively, although
charge balance is again achieved at the even lower first critical energy. The positive charging
is moderate only, thanks to the partial retraction of the slowest emitted electrons by the field
of the surface potential. The wavelength of electrons extends, and when it becomes similar to
interatomic distances at units of electronvolts, interference of waves reflected on both sides of
surface atomic steps (divided wavefront interference) or on both surfaces of ultrathin surface
coatings (divided amplitude interference) becomes a new contrast mechanism. As in LEED,
backscattering in the range of tens of electronvolts concentrates BSE to diffracted spots that
may reveal the surface crystallinity when selectively detected. Moreover, electrons leaving the
sample close above the surface barrier are partially reflected, so the height and shape of the
barrier contribute to the imaging signal.

When reducing the primary beam energy in a STEM, we obtain, first and foremost, higher
contrast. The differential cross-sections governing both the elastic and the inelastic scattering
mechanisms are inversely proportional to the energy of electrons, mostly to energy squared.
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For this reason, the spatial density of the generation of the image information steeply increases
so that, below 1 keV, we can get, for example, on tissue sections containing no agents with
heavy metal salts not only very high contrast but also all structure details visualized, including
those normally not highlighted with postfixation or staining media [16]. Naturally, the sections
have to be thinner. For the range of hundreds of electronvolts, thicknesses below 10 nm are
desirable. The production of such sections is, however, already feasible [17]. Moreover, thanks
to reduced in-depth averaging of image layers, we get the chance of revealing tiny details
unknown to date. With true 2D crystals of a single atom thickness, such as graphene, we can
get nonnegligible electron penetration down to 1 eV [18] and obtain data that is extremely
valuable for applications in nanoelectronics, for example.

The reasons for reducing the energy of electron incidence on targets in the scanning devices
down to the lowest values, including the principle of implementation described below, have
existed in the historical literature from the very beginning of the electron microscopy era and
have been permanently demonstrated and supported more recently with indisputable results
from the beginning of the 1990s. Starting from the 12th EUREM in Brno in 2000, the method
was discussed at all large microscopy conferences and congresses in dedicated sessions. Still,
the first commercially available SEMs allowing operation at tens of electronvolts did not
appear until 2006/2007, and even then, the volume of application results in the literature
remained extremely limited. Only quite recently, in the last 3 or 4 years, the “cathode lens”
method has become a widely used standard tool in SEM practice. This circumstance starts
erasing reasons for compiling review texts addressing just the method and transfers the
observation material to reviews devoted to families of specimens. Nevertheless, the aim of this
chapter is to summarize the fundamentals of the method, although it also features a list of
successful applications in which very low energy SEM provides an important added value.

3. Implementation

The problem of having very slow electrons on the sample surface and fast electrons in the
column outside the sample was solved as early as 1932 with the immersion objective lens [1].
The first considerations counted on the sample as the source of electrons, but since 1942 a
design has existed for an electron microscope delivering fast electrons toward the sample
biased to a high negative potential in order to retard the electrons immediately before their
impact on the sample surface [3]. The leading idea at that time was to reach energies of impact
that produce the maximum yield of secondary electrons. For these reasons, there was really
nothing new in the attempts to revitalize the principle that appeared sporadically over the
following 50 years, though without convincing experimental results. With hindsight, we can
now say that past attempts were probably not initiated with sufficient seriousness because of
doubts connected with the necessity of heavy biasing of the specimen, which indicated
conditions that were later shown to be not so strict, such as the necessity of having the sample
surface very finely polished, similarly to the electrodes of electrostatic lenses.

The principle of implementation of very low energy SEM and STEM is simply as follows: the
sample is biased to a high negative potential similar to the negative potential of the cathode
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in the electron gun of the microscope. The energy of electron impact on the sample is then
given by the difference between the two potentials. An adverse factor here is the fact that, while
the potential values are subtracted, their fluctuations are added, which amplifies the noise at
the lowest impact energies quite substantially. It is much better to implement a “low voltage
booster”, i.e. a positively biased axial tube insulated from the surrounding column that
accelerates electrons just behind the gun anode and returns them to their original energy at
the end of the objective lens [19,20]. The impact energy is then simply provided by another
supply connected between the gun cathode and the sample. If we close the booster field at the
end of the objective lens, we get a compound lens consisting of a (usually magnetic) focusing
lens and an electrostatic retarding lens, an assembly long known [21] and incorporated into
many commercially available electron microscopes under the name the Gemini lens.

The core concern is to know the electron optical parameters of the combination of the objective
lens of the SEM with the electrostatic field above the sample. This field is, in fact, generated in
a two-electrode immersion electrostatic lens with the sample serving as the cathode; this
assembly is often called the “cathode lens” (CL). The anode of this lens has to have a central
bore of some kind passing the primary beam so its field can be seen to be composed of a
homogeneous retarding field and a field penetrating through the anode bore. On a three-
electrode arrangement (cathode/grid/anode), Recknagel [2] derived an image formation theory
employing expansion in ε/U, where ε is the electron energy in the surface plane of the sample
and U is the acceleration voltage inside the lens. The analysis by Lenc and Müllerová [22,23],
considering the anode field approximated with a second-order polynomial within a thin
transition region in the anode plane, is more transparent. The main quantities, i.e. the spherical
CS and chromatic CC aberration coefficients, were written (for large ratios EP/E) as [23]
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where E is the landing energy of electrons, EP is the primary energy before retardation in the
cathode lens, l is the length of the cathode lens field, D is the diameter of the anode bore, and
CS

f and CC
f are the relevant aberration coefficients of the focusing objective lens. Obviously,

the lower the landing energy of the electrons, the smaller the aberration coefficients, which is
a relationship opposite to that valid for standard configurations without immersion, i.e. with
energy independent aberrations. When decreasing the landing energy down to units of
electronvolts, the aberration coefficients tend to fall in the micrometer range, which compen‐
sates very efficiently for other influences adverse from the point of view of image resolution.
In Figure 1, we see typical energy dependences of the spot size for the sample bias switched
on and off, in both cases with the beam aperture tailored separately to each landing energy,
together with a particular case of the beam aperture before retardation fixed to a value
optimum for a certain landing energy. At very low energies, the spot size deteriorates
proportionally to E-3/4 in the standard SEM, while the cathode lens reduces this slope to E-1/4.
For larger aberrations of the focusing lens, we can even get an energy-independent spot size [8].
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We should mention here that, in the case of the Gemini compound lens, the working distance
of the immersion electrostatic lens is nonzero (in contrast to the CL), so the basic aberration
coefficients do not keep decreasing proportionally to the landing energy E without limitations,
but the relevant equations contain an “absolute” member proportional to the working distance
[24] so the spot size remains acceptable only down to a certain energy threshold. A comparison
of the Gemini and cathode lenses is discussed in great detail in Ref. [25].

Figure 1. Energy dependences of the spot size for a typical magnetic focusing lens combined with a cathode lens.

The advantages of an assembly containing a cathode lens include the landing energy of
electrons easily adjustable by the sample bias with the alignment of the microscope column
untouched. Nevertheless, by altering the bias, we also vary the optical parameters of the
electrostatic lens, first and foremost, the object distance of the sharp spot size and the dimen‐
sions of the field of view currently adjusted with scanning coils or electrodes. Approximate
analytical calculations have shown these variations to be only moderate: at very low landing
energies, the final magnification ranges between 1/2 and 2/3 of that with the CL off, in
dependence on the position of the pivot point of the scanning system [7]. As regards the
underfocusing necessary to compensate the cathode lens action, this amounts to units of
micrometers per electronvolt at very low energies [7]. Algorithms suitable for correction of
magnification and focusing in dependence on the cathode lens excitation can be found in Ref.
[26]. Variations in the beam aperture and the beam impact angle with the landing energy are
more important. In well-adjusted CL, we decrease only the axial component of the velocity of
electrons, so the beam aperture enlarges, roughly in proportion to (EP/E)1/2. Similarly, ampli‐
fication always occurs to the angle of impact of the primary beam on the sample surface when
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the rocking style of scanning is employed with a pivot point above the sample. Although the
impact angle normally grows toward the margin of the field of view quite negligibly, after this
“amplification”, it has to be considered, particularly when imaging crystalline samples
exhibiting channeling contrast. At very low energies, we also have the field of view restricted
by the total reflection of electrons taking place at a distance from the optical axis at which the
glancing impact of electrons is achieved.

The cathode lens is aligned when the above-sample field is homogeneous and the nondeflected
primary beam impacts normally on the sample. If any sample tilt is required, we have to count
on some smearing of the primary spot due to the lateral field generated by the tilt. Moreover,
the inclination of the beam by the mechanical tilt angle is again multiplied by the ratio of axial
velocities before and after retardation. In this case, multiplication of the impact angle might
prove advantageous. Practical experience has shown that all these apparent drawbacks of an
assembly containing a cathode lens are manageable in practice without placing a great burden
on the operator.

The alignment of the cathode lens consists of placing the anode bore on the optical axis and
adjusting the sample by means of slight tilts to a parallel position with respect to the anode.
Both these conditions are easily controllable with an anode made from a scintillator plate,
preferably single crystal, sensitive on both sides. We then “see” the upper surface of the anode/
detector and, at low magnification, can align its bore laterally to the screen center. At very low
energies, we begin observing the above-sample assembly by means of electrons backscattered
from the sample surface near the total reflection. Electrons emitted from individual sites on
the sample are collimated in the strong field into narrow bundles so those emitted around the
center of the field of view mostly escape through the anode bore. For this reason, we see the
same anode bore dark from the bottom, and when both these circles are made concentric, the
CL field is homogeneous. Reliable adjustment requires a sample stage equipped with two
independent, mutually perpendicular sample tilts. A combination of sample tilt and rotation
may also be helpful. The alignment is illustrated in Figure 2. The same approach may also be
successful for other versions of the anode if the anode bore can be made visible around the
view-field center.

The adverse external influences typical of the SEM include stray fields, primarily an external
magnetic field. The deflection of the primary beam due to such a field depends on the time of
flight of the beam, which decreases when reducing the range of flying at low energy. This is
minimized in the case of zero working distance of the immersion lens, i.e. the cathode lens.
When comparing the deflection at 20 keV and 200 eV, we get a ratio of 1:10 without the cathode
lens but just 1:1.5 if the landing energy of 200 eV is obtained by retardation from 20 keV in the
CL [25].

A strong electric field around the sample affects the primary electrons, although it affects the
signal species even more because of their widely varying energy and directions of motion.
Now, let us consider the negatively biased sample inserted between two grounded detectors,
of which the upper one is either the CL anode or any detector above the anode to which
electrons are passing through the anode bore and the lower detector is of an arrangement
typical for the scanning transmission electron microscope (STEM) instrument. The homoge‐

Modern Electron Microscopy in Physical and Life Sciences56



neous field of the CL accelerates the backscattered or transmitted electrons off the sample
surface and collimates them into a bundle of a width decreasing with increasing field strength.
The complete angular distribution for the full polar angle range (0, π/2) is concentrated in a
circle of diameter [8].

4
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where ke is the ratio of the final and initial energies of the emitted electrons. Generally, electrons
are emitted at energies ranging between zero and the landing energy E, and although this
interval may be quite short in comparison to the final energy, the factor ke may vary widely.
We then get the signal electrons in the anode plane sorted according to their emission energy,
which enables a certain energy filtering. In particular, secondary electrons (SE), if released at
a low landing energy, are usually collimated to within a diameter of tenths of millimeters so
they mostly escape through the anode bore, and if the anode also serves as the detector, we
get an image signal composed almost exclusively of backscattered electrons (BSE). It is
important that the complete BSE emission is usually collimated to a diameter in units of
millimeters so we also acquire BSE emitted at large angles with respect to the surface normal
that are usually omitted in conventional SEMs. As we will see later, SE also contribute to the
transmitted electron (TE) signal acquired with a below-sample situated detector because they
are accelerated similarly as TE passing the sample with various energy losses. Having the TE
detector composed of traditional concentric sensitive detector rings for acquisition of bright-
field (BF), dark-field (DF) and high-angle annular dark-field (HAADF) signal components, we
should get SE in the BF channel only.

Figure 2. Illustration of a well-aligned cathode lens: the bored scintillator disc of the BSE detector also serving as the
anode (A), sample surface biased to a mirroring voltage (exceeding the acceleration voltage in the gun) (B), and mirror
image of detector bore (the irregular contour is due to the unevenness of the sample consisting of a foil deposited on a
mesh) (C).
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In modern SEMs, the sample is often immersed in a strong magnetic field of an open objective
lens in order to improve the electron optical parameters of the column. When combining the
open magnetic focusing lens with the CL, we face the question of the trajectories of signal
electrons, particularly as regards the interpretation of their initial angular distribution on the
basis of currents obtained in detector channels. As Figure 3 shows, the mismatch in the angular
distribution normally appearing with the sample in a magnetic field is nearly fully eliminated
by means of the electric field for ke = 11.

Figure 3. Trajectories of elastically backscattered and transmitted electrons from a sample immersed in the magnetic
field of an open magnetic lens (a), from a sample to which the primary electrons are retarded 11 times (b), and from a
sample surrounded by both fields (c).

As regards the detectors themselves, they are impacted by electrons accelerated approximately
to the energy of electrons acquired in the microscope gun. The standard BSE detectors of SEMs,
whether scintillator-based or semiconductor, are tailored to this energy, so no special precau‐
tions regarding detection are needed; every BSE detector installed in a particular SEM will
work when we bias the sample and create a CL in its surroundings. Alternatives are listed in
Ref. [8].

Slower electrons penetrate more shallowly into targets so the information depth of low-energy
electron imaging shortens. Increased surface sensitivity provides enhanced information about
the topography and possible coating of the surface, naturally including any contamination that
may have concealed the surface to be examined. At hundreds of electronvolts and below, we
enter the branch of instrumentation normally employed by surface physics methods such as
low-energy electron diffraction, photoelectron, or Auger electron spectroscopy, in which
ultrahigh vacuum (UHV) conditions are used and any sources of hydrocarbons have to be
avoided. Experience has confirmed this assumption, although there is still the chance of
improving surface cleanliness even under standard high (though dry) vacuum conditions
where we have to remove primarily the adsorbed hydrocarbons loaded with the sample.
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Electrons at energies below 50 eV have proven themselves in removing the hydrocarbon
molecules instead of decomposing them and creating the well-known carbonaceous contam‐
ination marking previous fields of view in the SEM [18,27,28]. This kind of cleaning caused,
for example, the transmissivity of single-layer graphene to increase 2.5 times after bombard‐
ment with a dose of 1.3 Ccm-2 of 40 eV electrons [18].

Here we should provide answers to two frequently asked questions: How flat/smooth should
the sample surface be? The CL field strength is usually about 2 or 3 kV/mm, i.e. 2 or 3 V/µm.
Similarly strong lateral fields are generated with steeply inclined facets of surface unevenness
details, with protrusions being more critical than dips. The tolerable relief height then depends
on the landing energy we want to use. Protrusions in units of micrometers in height are well
acceptable down to tens of electronvolts, whereas, at units of electronvolts, we can observe
certain image deformations around surface steps around 1 µm in height. However, gently
undulating surface structures with a p-p distance in units of micrometers are usually not
apparent at all as disruptive damage to the image but are visible as surface topography details.

Can we image nonconductive samples? When placing a slab made from an insulating material
on the conductive base of the sample holder and biasing the holder with respect to the
surrounding ground, we get a situation equivalent to a capacitor with multilayer dielectric,
composed here of a vacuum and a nonconductive sample slab. The potential drop then splits
to both media according to their dielectric constants, so we get a somewhat lower negative
bias on the sample surface than that led to the holder. However, when applying “good
practice” in calibrating the landing energy scale, which consists of identifying its zero accord‐
ing to the disappearance of all topography details on a sample area as flat as available, we do
not need to know the potential drop over the sample. What remains is to consider the landing
energy scale modified according to the division between the sample and vacuum of every volt
added to the holder bias, thereby giving the sample surface potential changed by less than 1
V. The potential drop across the sample can be detected when also checking the zero landing
energy on the holder aside from the sample and the difference in both holder biases so
determined can be used to correct the landing energy scale.

Since around a decade ago, the main producers of electron microscopes have been offering a
cathode lens mode in their new instrument types, calling it beam deceleration, gentle beam,
or decelerating optics. However, advances in the collection of new application results have
been slow and seem to have been accelerating only quite recently as the Microscopy and
Microanalysis Meeting 2015 has indicated. Owners of older SEMs are not completely excluded
from enjoying the advantages of the CL mode in their instruments: simpler microscopes, more
feasible adaptation; see Ref. [7]. The detection issue is solved by any functional BSE detector.
All that is necessary is to insulate the sample from the stage and to connect it to a high-voltage
feedthrough into the sample chamber. It is usually sufficient to insert the sample into a capsule
made from a good insulating material and then load this capsule onto the stage. What remains
is to connect the sample to the feedthrough in a way that does not cause havoc in the sample
movements. More obstacles appear, of course, if the sample is loaded via an airlock. Never‐
theless, plenty of positive experience was gathered with such adaptations in the 1990s.
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4. Applications

Since the CL mode was first used for the practical examination of SEM samples, we have
continued to map various families of samples in order to identify possible added value
introduced by this mode. If the results of such a survey are to be efficiently demonstrated, it
would seem to be natural to compare side-by-side micrographs taken at conventional energies
at several kiloelectronvolts or more, with CL mode images differing not only in terms of the
significantly reduced landing energy of electrons but usually also in terms of the collection of
a broader or even complete angular distribution of backscattered electrons. In this chapter, we
will follow this style of presentation for a selection of sample types often appearing in SEM
practice.

4.1. Surfaces

The most straightforward expectation connected with decreasing the landing energy of
primary electrons on the sample is their reduced penetration into the sample. Shortened
information depth, along with reduced lateral diffusion, produces enhanced surface sensitiv‐
ity, i.e. improved visibility of topographic details such as tiny dips, protrusions, and ridges,
and also the sudden appearance of very thin surface coverage that is fully transparent and
invisible at conventional energies. When comparing the two frames in Figure 4, we can identify
examples of both these types of differences. Here, the penetration depth of primary electrons
is the main factor; however, as shown below, the contribution of signal electrons from a broad
range of polar angles of emission also plays a role.

Figure 4. Carbon nitride film 200 nm in thickness deposited on a silicon substrate covered by around 5-nm-thick native
SiOx, delaminated due to compressive stress, CL mode, primary energy 9 keV.

The example shown in Figure 5 addresses a typical three-dimensional (3D) sample in which
imaging of a highly complex surface structure requires the dimensions of the interaction
volume of primary electrons in the material not exceeding the dimensions of the 3D details to
be observed. The averaging of information over the volume from which BSE are capable of
reaching the surface to be emitted smears out details smaller than, for example, hundreds of
nanometers at 10 keV. Nevertheless, the interfaces between “bubbles” and vacuum are
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reproduced relatively sharply because the signal in pixels situated closely outside these
bubbles does not include electrons diffusing through the material, so that the averaging is
abruptly terminated at the margin.

Figure 5. Mesoporous carbon nitride foam as a carrier for catalytic gold nanoparticles, CL mode, primary energy 10
keV.

We might complete the paragraph concerning surface imaging with one problematic issue
often mentioned where low electron energies are concerned. It has been said many times that
decreasing the energy of incident electrons leads to reduced radiation damage of the sample.
On one hand, every electron brings less energy, so certain inelastic events may no longer take
place. On the other hand, the penetration depth shortens with decreasing energy faster than
linearly, so dissipation of the delivered energy takes place in significantly shallower subsurface
layer at growing spatial density of the dissipated power. From this point of view, the radiation
damage connected with mechanisms active down to any particular low energy grows
downward this energy. A well-known example is the creation of “black rectangles” marking
the fields of view bombarded for a longer time with illuminating electrons. This carbonaceous
contamination comes from the decomposition of adsorbed hydrocarbons under the impact of
electrons. The more intense frames of these rectangles are caused by diffusion of the hydro‐
carbon molecules from the surrounding, so the phenomenon might be partly suppressed if we
first immobilize the hydrocarbons around the next field of observation by electron impact. It
is easy to verify that the intensity of this kind of contamination increases down to 100÷200 eV,
i.e. to the fuzzy threshold of the shortest inelastic mean free path of electrons in solids, and
only then fades out. Below some 50 eV, the radiation damage may usually be neglected.

4.2. Immersed objects

In the previous paragraph, we presented samples with a heterogeneous or buckled or
discontinuous surface coating and with a ragged spatial structure containing tiny protrusions
and depressions. However, even when the sample is ideally flat and smooth and not covered
with any thin layer, we may be confronted with imaging issues in cases in which very small
objects are immersed just below the surface with the object tops lying on the same level as the

Scanning Electron Microscopy with a Retarded Primary Beam
http://dx.doi.org/10.5772/62054

61



neighboring surface. Good examples are precipitates in alloys prepared with an overall flat
and smooth surface as shown in Figure 6. Here, we compare standard SEM micrographs at 10
keV in the BSE and SE signals. Precipitates are apparent in both frames, but most appear fuzzy.
In the BSE image, the main contrast contribution comes from the atomic number difference,
i.e. “material contrast”. The precipitates are composed of either Mg2Si or Mg3Si [30,31], so the
difference of the mean atomic number with respect to that of Al is only 0.33 or 0.5, which is
obviously sufficient for good contrast. The relatively sharp edges of the precipitates indicate
an in-depth thickness much smaller than the information depth of the imaging, which reveals
the margin information borne only by the BSE scattered in the narrow upper part of the pear-
shaped interaction volume. In contrast to this, the SE appearance of the precipitates is fuzzier
due to the contribution of the SE2 species released by BSE returning from the sample depth in
a broad flux. The CL mode frame, thanks to much smaller interaction volume, not only shows
quite sharp edges of the precipitates but also reveals their internal structure with a bright frame
and dark core. The explanation of the internal structure obviously also has to incorporate the
crystal structure of the precipitates, providing a specific contrast contribution when a suffi‐
ciently broad angular range of BSE is acquired, as we will show below.

Figure 6. Precipitates in Al-1.0 mass% Mg2Si with 0.4% excess Mg alloy, annealed, quenched, and age hardened: stand‐
ard BSE image at 10 keV taken with a coaxial detector (a), SE image at 10 keV taken with a side-attached Everhart-
Thornley detector (b), and the cathode lens image at 1,500 eV for 10 keV primary energy (c).

4.3. Local crystallinity

At high or medium electron energies, i.e. down to hundreds of electronvolts, the local
crystallinity of the sample manifests itself in the channeling contrast. Incoming electrons are
scattered at a rate proportional to the density of atomic planes they face, and if dense planes
are inclined or even perpendicular to the surface, electrons penetrate into depth along
interatomic channels and the probability of their backscattering decreases. For this reason, we
get a BSE signal dependent on the local crystallinity. At hundreds of electronvolts, the
scattering on atom cores begins to be combined with interaction with electrons in the target
[32], and at even lower energies, below some 30 or 40 eV, the scattering is on a pure electron
basis. If the incident electrons are of an energy close above the vacuum level, after gaining the
inner potential, they appear within unoccupied energy bands that are already modified with
the internal 3D potential distribution from the parabolic bands of free electrons and hence
acquire a dispersion characteristic to the crystal system and its spatial orientation. Effectively,
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the impinging electrons convert into Bloch waves and move preferentially in directions of a
high density of states. The reflectivity of electrons this slow then depends on the local density
of states in the direction of impact of electrons on the crystal, i.e. electron states coupled to the
incident electron wave. These have a surface-parallel wave vector component equal to that of
the incident wave or differing in any surface reciprocal lattice vector [13,15,33].

We have already mentioned the enhanced crystal information contained in the BSE signal
acquired at angles further from the surface normal. As we see in Figure 7, the polar-angle-
sorted BSE imaging is composed of multiple contributions. The sample shown in this figure
does not exhibit any local material contrast of details distinguishable at the given magnifica‐
tion, so we can compare contrasts of the grain orientation, grain boundaries, and the surface
topography. Visibility of the grain boundaries dominates nearest to the optical axis; at higher
angles and at angles near to 90°, we get the topography, whereas, between these angular
intervals, the signal dependence on the grain orientation is most pronounced. Possible material
contrast would appear at angles near to the optical axis. When assessing this figure, we should
take into account that SE are also accelerated in the cathode lens field and then appear
detectable very near to the optical axis. Their contribution is responsible for the edge effect
visible in Figure 7a. Thus, as follows from Figure 7, the crystal contrast is best acquired at
emission angles above 40° or 50° that are abandoned in conventional configurations of BSE
detectors.

Figure 7. TRIP-aided bainitic ferrite (TBF) steel, imaged in the CL mode at 500 eV with primary energy of 4.5 keV,
micrographs taken within the polar angle ranges of backscattered electrons: 0°–15° (a), 17°–26° (b), 28°–42° (c), 44°–61°
(d), and 63°–90° (e).

Now, let us turn to the electron energy dependence of the crystal contrast. As Figure 8 shows,
the acicular martensite structure is best visible around 500 eV, whereas, at kiloelectronvolt
energies and also at tens of electronvolts, this kind of contrast is much weaker. The proposed
explanation is as follows: at units of kiloelectronvolts, the image information is averaged
within the depth range exceeding 100 nm, so the thin martensitic whiskers variously rotated
with respect to the electron impact direction are averaged as regards their channeling ability,
which reduces the resulting contrast. Moreover, this micrograph was taken with the cathode
lens off, so only the BSE moving along straight trajectories within a rather narrow angular
interval were acquired and the high-angle BSE providing more crystal contrast were aban‐
doned. An optimum balance between the information depth and the thickness of the contrast
producing structure details appears somewhere around 500 eV, and here, the full emission of
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the BSE is also detected. At 50 eV, the information depth falls below 1 nm, to which subsurface
layer the structure features responsible for the contrast obviously do not raise. Having the
information depth incorporating only two to three atomic layers, we may see only the surface
reconstructed crystal that tends to convert differently oriented grains to rather unified
structure. Another view might be based on a general fading of the channeling contrast at these
energies.

Figure 8. Martensitic steel imaged in the CL mode with a primary energy of 6 keV.

Figure 9 refers to the above-mentioned contrast mechanism connected with the local density
of electron states. We have to restrict ourselves to energies at which the absorption of hot
electrons, proportional to the imaginary part of the crystal potential, is sufficiently low in order
not to overwhelm the expected phenomenon [34]. As we see in the EBSD map, two of the Al
grains in Figure 9, grains A and B, are near the orientation (111). Their reflectivity curves in
Figure 9d are really quite similar, at least as regards the positions of the maxima and minima.
The orientation of grain C is nearer to the middle of the color-coding stereographic triangle
and the corresponding reflectivity dependence differs mainly below 20 eV. Grain D with an
orientation near to (100) has a very different reflectivity. Obviously, having available reference
curves for fundamental orientations of a particular crystal, we may be able to identify orien‐
tations of grains in a polycrystal of the same material [15]. As a potential alternative to the
commonly used EBSD method, this approach would require an investment of decades of effort
in data processing algorithms and tools, as was made during EBSD development. In principle,
the low-energy reflectivity method offers better spatial resolution available at lower energy
with a nontilted sample and faster data acquisition, thanks to only one-dimensional data
collected for every pixel.

4.4. Internal stress

In heavily deformed materials, some residual internal stress remains even after any deforming
action is terminated. Consequently, elastic or plastic deformation of the crystal or of the grains
in a polycrystal exists and should be observable in view of the importance of this parameter
for material development and diagnostics. In relaxed grains, the BSE signal level revealing the
penetration of primary electrons along the interatomic channels is constant over the grain area
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up to the grain boundary where dislocations and other defects are normally clustered. If
microscopic deformations exist inside a grain, the conditions for the channeling of electrons
vary even inside the grain, which leads to signal variations proportional to the extent of
deformation and correspondingly distributed. Gradual signal variations without abrupt
changeovers are characteristic, as Figure 10 demonstrates on a margin of the Vickers indent.
On the inclined wall of the indent, we may observe plastically deformed grains of internally
varying brightness owing to changes in crystallographic orientation, whereas, outside the
indent, the grains are of a constant signal over their full area.

Figure 10. Margin of a Vickers indent in an annealed polycrystalline Cu sample, CL mode at 500 eV showing the resid‐
ual stress distribution inside the indent (left) and relaxed grains (right).

Figure 11 demonstrates the dependence of the visibility of grain deformation on the energy of
electrons. Similarly as in Figure 8, we have the contrast culminating around 500 eV and nearly
invisible at the nonreduced primary beam energy or at 50 eV. The reasons for this phenomenon

Figure 9. Identification of crystal grains in Al on the basis of reflectivity of very slow electrons: EBSD map (a), CL
mode micrographs (b and c), and energy dependence of the reflectivity of selected grains (d) (reproduced from Ref.
[29]).
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are very probably identical to those regarding contrasts between relaxed grains, as discussed
in the previous paragraph.

4.5. Semiconductors

The measurement of the local density of active dopants in semiconductors is of crucial
importance for semiconductor technology in its all versions and phases, particularly as regards
integrated circuits. While silicon wafers recently began achieving 45 cm in diameter, the
characteristic dimensions of circuit structure details have been stepwise diminished from 45
to 32 nm and then to 22 nm, allegedly with 16 nm as the future prospect. The gigantic number
of doped patterns excludes any true interoperational checks during production, but the
possibility of measuring both the critical dimensions and true local density of a dopant still
poses a difficult task for instrumentation designers. Thanks to its nondestructive application,
the flexible size of the field of observation, resolution below 1 nm, and possible response to all
sample characteristics including topography, chemistry, crystallinity, and electronics, SEM is
traditionally considered the most suitable diagnostic method. However, important obstacles
have hindered the development of this SEM application. The measurement of the critical
dimensions of patterns faces the edge effect, i.e. overbrightening of the margins of surface steps
imaged with secondary electrons that are also emitted from the sidewall as an extended
surface. The edge effect disappears when the penetration depth of primary electrons drops
beneath the escape depth of SE; with silicon sample, this happens at a landing energy of around
300 eV [35], which requires the use of the CL mode. Although the visibility of doped patterns
was verified long ago [36], the explanation of dopant contrast has fluctuated between a great
many alternatives. A review of this topic up to 2000 [37] considered the governing factor to be
the difference in ionization energy between p- and n-types and its balancing by above-surface
electric “patch fields”. Later works incorporated below-surface fields on the junction between
semiconductor and carbonaceous contamination [38] and the filtering action of the surface
potential barrier [39]. The first observations of doped semiconductors in the CL mode [40]
provided data about the contrast dependence on the external electric field of the CL and on
vacuum conditions and the configuration of the detector. An explanation of these observations
relied on the influence of surface passivation and the CL field causing the dopant contrast
enhanced with respect to conventional SEM imaging.

This chapter does not aim to make a decision about the proposed models of the dopant contrast
mechanism but merely to gather the most important experimental data. In order to avoid the

Figure 11. X210Cr12 ledeburitic steel heated to a semisolid state, heavily deformed and cooled, CL mode micrographs
for the primary energy of 6 keV.
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low repeatability of data recorded in the past on series of samples with only one density of
dopant per sample, which was to a certain extent the result of nonidentical surface treatment
causing differences in the potential barrier, our samples were prepared with patterns doped
by four different dopant densities. Figure 12 confirms the main relation known for a long time,
namely, the higher imaging signal from p-type patterns compared to n-type patterns. As we
see, the dopant contrast increases from 4 keV to 1 keV. At 4 keV (and primary energy 7 keV),
SE are accelerated to 3 keV before detection, which is not sufficient to obtain a high signal from
a scintillator covered with a metallic layer. This change of landing energy also causes acquis‐
ition of a broader flux of BSE, which are collected completely at 1 keV. Simultaneously, the
slowest SE escape detection through the central detector bore, although faster SE still contrib‐
ute to the image. However, this finding indicating an increase in contrast due to the loss of the
slowest SE somewhat contradicts the measurement of the p/n contrast made with energy
filtering of the SE in which the contrast carried by SE up to 10 eV was higher than that for the
full SE emission [41]. In our case, SE below 3 eV escape detection fully, whereas, at higher
energies, the central parts of the collimated SE flux are not detected. An important factor is
that, at around 1 keV, the image contrast is reliably proportional to the dopant density and can
be quantified for the sake of density measurement.

When going down with landing energy of electrons, the dopant contrast in Figure 12 dimin‐
ishes and at tens of electronvolts inverts, giving the p-type patterns darker than the n-type
background. No explanation has yet been proposed for this phenomenon, connected solely
with the BSE emission because SE completely escape through the detector bore. Down to units
of electronvolts, this inversed contrast is enhanced, but its dependence on the dopant density
is much weaker. Near to zero energy, one more contrast inversion appears and we again get
brighter p-type silicon. This effect is discussed below.

Figure 12. p-type doped patterns of dopant concentrations: 1019 cm-3 (B), 1018 cm-3 (C), 1017 cm-3 (D), and 1016 cm-3 (E) on
an n-type substrate (1015 cm-3, A), etched in the Buffered Oxide Etch, CL mode, primary beam energy 7 keV, current
500 pA.
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It is no great surprise that the “opposite” structure of n-type patterns on a p-type substrate in
Figure 13 exhibits an opposite brightness relation with darker strips. Again, we have the
contrast increasing toward 1 keV, now with a less pronounced proportionality between the
contrast and the dopant density. At tens of electronvolts, the contrast inverts again and
becomes more dependent on the dopant density. No important change takes place near the
mirror image.

Figure 13. n-type doped patterns of dopant concentrations: 1019 cm-3 (B), 1018 cm-3 (C), 1017 cm-3 (D), and 1016 cm-3 (E) on
a p-type substrate (1015 cm-3, A), etched in the Buffered Oxide Etch, CL mode, primary beam energy 6 keV, current 500
pA.

Important findings concern the influence of the surface status on the observed contrasts.
Particularly, under standard vacuum conditions, when carbonaceous contamination is always
present, we observe contrast dependence on the rate of contamination, impact angle of primary
electrons, electron dose, detector geometry and position, etc. [42]. However, even the mere
storage of an originally etched sample in air for several weeks leads to inversion of the contrast
in the UHV microscope (see Figure 14).

Figure 14. n-type patterns on a p-type substrate (see Figure 13) after etching in the Buffered Oxide Etch (a) and after
several weeks in air (b).

Now, let us return to the ultimate inversion of the p/n contrast on a p-type pattern/n-type
substrate sample near zero landing energy. Here, we obtain an extremely high signal from p-
type patterns though with variously shaped black dots (Figure 15). The measurement shows
that we are getting a “full” contrast here between the total beam current and no current. The
explanation was based on the injection of electrons in the p-type patterns and their recombi‐
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nation and on the ability of the small surface charge around 1 V thereby created to decrease
the very low landing energy of incident electrons near enough conditions of total reflection
[43]. The total reflection of the primary electron beam is directed toward the above-sample
detector based on the bored scintillator disc, so we get white pixels where the reflected ray hits
the scintillator surface and a black area where it hits the bore.

In Figure 15, we see the phenomenon dependent on the mutual position of the group of
patterns and the detector and also on the beam current and dose. Obviously, the emergence
of this phenomenon depends on a certain relationship between the electron dose sufficient to
cause it and dopant density, which may offer another tool for measuring this density.

4.6. Thin sections

An extremely important family of microscopic samples consists of thin sections of tissues or
more generally of live matter and various organic materials. These samples are usually
amorphous and composed of light elements. For microscopic observation, they are cut into
layers of submicrometer thicknesses and observed in TEM or STEM, traditionally using
electrons in a range of hundreds of kiloelectronvolts and more recently of tens of kiloelectron‐

Figure 15. Total reflection phenomena on p-type doped patterns: lateral shifts of the pattern group influencing which
pixels illuminate the active detector area around the central bore (a–d); dependence of pattern charging on the landing
beam current: 30 pA (e); 100 pA (f); 600 pA (g); and 1.5 nA (h); and dependence on the electron dose proportional to
the pixel dwell time: 560 ns (i); 1.76 µs (j); 5.36 µs (k); and 48.56 µs (l).
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volts. An exception to this is low-voltage TEM operated at around 5 keV [44,45]; the success
of this instrument is based on partially overcoming difficulties with the achievement of a
sufficient image contrast in structures composed of light elements. In order to get good image
contrast, sophisticated preparation procedures have been elaborated, particularly for tissue
sections. These include fixation in various agents, immersion in resins, postfixation with
osmium tetroxide, and staining with agents such as uranyl acetate or lead citrate. High contrast
is then obtained where the heavy metal species from the chemicals used in preparation are
located. Unfortunately, only some details of the structure are highlighted in this way, mainly
with staining. When using STEM equipped with a CL mode and decreasing the landing energy
of electrons, we observe a dramatic increase in contrast even when no heavy metal-containing
substances are used in preparation [16] (see Figure 16).

Figure 16. Section of mouse heart muscle, not fixed with osmium tetroxide and not stained: 10 nm section imaged by
conventional TEM at 80 keV (a), CL mode micrograph taken at 500 eV with a primary energy of 4.5 keV (b), and ener‐
gy dependence of the contrast of this sample in the CL mode (c).

An important finding made in a pioneering study [16] concerns changes in the embedding
resin. It has been known that the resin is partially “radiation damaged” under electron
bombardment with the consequence of the increased electron transmissivity of sections, but
this increase was moderate only. The rate of this effect was compared at various electron
energies, and whereas 5 keV STEM increases the transmitted flux two times after a dose of
about 5×10-3 Ccm-2, at 500 eV, the increase was 20× at a doubled dose [16]. The idea is that,
under electron impact, the resin is partly depolymerized and monomers are then released from
the surface; no losses in the observable structure details have been discovered after this
“ultimate” preparation step performed in situ.

Sections for ultralow-energy STEM have to be very thin, preferably below 10 nm [17]. These
are transparent down to 500 eV if “electron bombardment thinning” is utilized and micro‐
graphs have even been taken at tens of electronvolts. The advantages here include averaging
of image details over a much shorter trajectory across the layer, which may reveal some
features, usually bright spots, not observable in thicker sections at any electron energy.

The application of ultralow-energy STEM in polymers, polymer blends, and composites forms
a branch to be examined next.
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4.7. 2D crystals

Intuitively, crystalline layers should be more transparent for slow electrons than amorphous
sections because of the expected possibility of channeling among atomic planes or columns.
For this reason, ultralow-energy STEM with the cathode lens mode has been applied to 2D
crystals, firstly to graphene. The first results were achieved when comparing the Raman
spectroscopy identification of flakes of a certain thickness with STEM observation [46]. Even
flakes exhibiting a Raman spectrum corresponding to single-layer graphene were found to be
composed of tiny flakes of various thicknesses and small holes. This finding argues in favor
of introducing CL-mode STEM as an acknowledged method for the diagnostics of graphene
and other 2D crystals.

Because the available graphene samples are generally composed of flakes only rarely exceed‐
ing micrometer sizes and usually overlapping each other at least partly, we need first and
foremost to be able to obtain sufficient contrast between sites differing in thickness by a single
layer of carbon atoms. As we see in Figure 17, this demand is met at about 100 eV in the
transmission mode, whereas this kind of contrast is not available in the BSE signal.

Figure 17. CVD graphene samples deposited on lacey carbon lying on a copper mesh, commercially available sample
declared as three- to five-layer graphene: reflected signal for 1 keV (a) and 100 eV (b) landing energies and transmitted
signal for 1 keV (c) and 100 eV (d).

One sort of commercially available graphene is a polycrystalline, CVD prepared material
deposited on lacey carbon with eyes of up to 1 or 2 µm in diameter, which was used in our
study. In Figure 18, we see the layer-by-layer contrast at higher magnification in a standard
vacuum microscope, together with a detailed frame showing the polycrystalline structure of
individual domains, though of continuous single-layer graphene (1LG hereinafter). These
samples have been used for the measurement of the electron transmissivity through various
numbers of graphene layers, assuming that the total area of nucleation centers visible in Figure
18a is negligible when averaging the transmitted signal over the lacey eye, and similarly, the
existence of the domains does not influence the result.

We can notice in Figure 18d the electron penetration through the sample even at 4 eV. In fact,
transmitted current was measurable down to or even below 1 eV. This enabled us to measure
the transmissivity across the full energy scale from kiloelectronvolts to 1 eV. The result in
Figure 19 was surprising in view of the expected increase in the inelastic mean free path of
electrons below about 50 eV, which is not only generally observed [47] but also results from
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calculations [48]. The explanation should be sought in the fact that graphene in flakes suffi‐
ciently exceeding units of nanometers in size does not have an energy gap between the valence
and conductance bands meeting at the Dirac point [49]. This causes interband transitions as
the inelastic scattering mechanism working down to arbitrarily low energy losses in scattering
events.

Figure 19. Energy dependence of the transmissivity of slow electrons through single-layer graphene.

In Figure 19, we see the transmissivity apparently exceeding 100% above 200 eV. This effect is
caused by SE released inside the sample with original direction of movement toward the
bottom surface where they are emitted and accelerated toward the detector together with the
transmitted primary electrons. The excess current is then balanced from the earth. A detailed
measurement of the electron transmissivity has been performed for up to 7LG. The ratio of
transmissivities 1LG/7LG was found to be largest at 40 eV (over 6), so this energy is recom‐
mended for the reliable counting of graphene layers [18].

Electron microscopy of graphene below 10 eV was also examined in the reflection mode in a
low-energy electron microscope (LEEM) [50]. The BSE signal was found oscillating in such a
way that n layers of graphene (grown on various surfaces or free standing) produce n-1 minima
in the reflectivity between 0 and 8 eV [50,51]. We have also verified this relation in STEM and

Figure 18. CVD graphene (see Figure 17) in transmitted electrons at higher magnification, 220 eV (a) and 1 keV (b), and
at lowest energies, 40 eV (c) and 4 eV (d).
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were even able to confirm experimentally the second band of oscillations predicted by
calculations in the range between 13 and 20 eV [27]. Oscillations are demonstrated in Figure
20 on a stack of multiple layers of graphene.

Finally, let us return to the “radiation damage” created by very slow electrons, mentioned
above in connection with the decomposition of the resin in which the tissue section was
embedded. Electrons below 40 or 50 eV were found to effectively clean the graphene samples
increasing their transmissivity: a dose of 1.5 Ccm-2 of 40 eV electrons increased the transmis‐
sivity of 1LG 2.5 times [18]. With graphene as a single atomic layer, there are no possible doubts
about the mechanism of this radiation damage — if the sample is not bored, the only alternative
is the removal of adsorbed gases, which was observed even under standard vacuum condi‐
tions. We suppose the removal of the hydrocarbon molecules instead of their decomposition
normally generating the carbonaceous contamination, as happens immediately when increas‐
ing energy to, say, 200 eV. This kind of in situ surface cleaning promises a method for some
surface studies performed outside UHV.

In Figure 21, the cleaning of graphene with slow electrons is shown on decreased reflectivity
and increased transmissivity of longer bombarded parts of the fields of view.

Figure 21. Demonstration of the cleaning effect of bombardment with very slow electrons, single-layer graphene, CL
mode at 30 eV: original state shown in reflected (a) and transmitted (d) signal, decreased reflectivity (b), and increased
transmissivity (c) after impact of about 1 Ccm-2 of 30 eV electrons.

An observation of graphene samples grown on substrates at very low energies also makes it
possible to distinguish between overlayer and underlayer growth of the second layer. A

Figure 20. Multilayer graphene deposited by the CVD technique on a Cu foil, CL mode micrographs taken for the pri‐
mary energy 6 keV.
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decision is made according to the comparison of micrographs taken at few hundreds of
electronvolts, when all the “wedding cake” of stacked layers is visible, with a frame at units
of electronvolts when we see only the topmost layer [27].

5. Conclusions

During a little more than 20 years of laboratory existence and nearly a full decade since the
introduction of a commercial device, the cathode lens mode has slowly ceased to be considered
a methodological novelty. If any future review of the method is to be written, its content will
probably be limited to a particular type of samples and place the emphasis on models of
contrast mechanisms rather than the mere comparison of the traditional and new appearance
of micrographs. However, this time the older approach has been chosen. We have seen above
that not all effects observed even when examining quite common samples have already been
satisfactorily explained. This chapter aims to encourage colleagues capable of creating the
desired physical models.
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Abstract

Commercial MgAlZn alloy AZ31 was processed by two techniques of severe plastic de‐
formation (SPD): equal channel angular pressing and high pressure torsion. Several mi‐
croscopic techniques, namely light, scanning and transmission electron microscopy,
electron backscatter diffraction, and automated crystallographic orientation mapping
were employed to characterize the details of microstructure evolution and grain fragmen‐
tation of the alloy as a function of strain imposed to the material using these SPD techni‐
ques. The advantages and drawbacks of these techniques, as well as the limits of their
resolution, are discussed in detail. The results of microstructure observations indicate the
effectiveness of grain refinement by severe plastic deformation in this alloy. The thermal
stability of ultrafine-grained structure that is important for practical applications is also
discussed.

Keywords: Magnesium, ECAP, HPT, grain refinement, thermal stability

1. Introduction

Due to its low density, magnesium alloys are very attractive materials for structural compo‐
nents in automotive, aerospace and other transport industries with the potential to replace
steel or aluminium alloys in various applications [1]. Nevertheless, the use of magnesium
alloys in more complex applications is limited because of the problems associated with poor
corrosion and creep resistance and above all the low ductility. The limited ductility is a
consequence of the hexagonal structure providing the lack of independent slip systems and
the large difference in the values of the critical resolved shear stress in different slip systems.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



Moreover, the strong deformation textures and stress anisotropy in magnesium alloys reduces
significantly the variety of possible industrial applications.

The mechanical and other essential properties determining the application of magnesium
alloys may be improved by refining the grain size to the submicrocrystalline or even nano‐
crystalline level. In the last three decades, a variety of new techniques have been proposed for
the production of the ultra-fine grain (UFG) structures in materials. The common feature of all
these techniques is the imposition of large straining and consequent introduction of very high
density of lattice defects in the material resulting in exceptional grain refinement. Since these
procedures introduce severe plastic deformation (SPD) to bulk solids, it became convenient to
describe all of them as SPD processing. Several processes of SPD are now available but only
two of them receiving the most attention at present time, in particular, equal channel angular
pressing (ECAP) and high-pressure torsion (HPT) [2–5].

The practical applications of the UFG materials are limited due to low microstructure stability
at elevated temperatures that complicates the processing of final products. Thermal stability
depends on many variables, such as stacking fault energy of the material, processing, or
properties of grain boundaries [6]. Microstructure stability can be improved by various
alloying elements or composite reinforcements.

In order to understand the microscopic mechanisms of grain fragmentation during SPD
processing, detailed characterization of the microstructure is needed. The objective of this
review paper is to employ a wide variety of standard and enhanced microscopic techniques
to characterize the microstructure evolution of the UFG magnesium alloy AZ31 by employing
several microscopic techniques, in particular, light microscopy, scanning electron microscopy
(SEM), transmission electron microscopy (TEM), electron backscatter diffraction (EBSD), and
a new sophisticated microscopic method—automated crystallographic orientation mapping
in a TEM (ACOM-TEM).

2. Experiment

The commercial magnesium alloy AZ31 (3 wt. % of Al, 0.8 wt. % of Zn, and 0.2 wt. % of Mn)
was used in this investigation. Two most popular techniques of severe plastic deformation
were employed for material processing and microstructure refinement, namely equal-channel
angular pressing preceded by hot extrusion (EX-ECAP) and high-pressure torsion (HPT).

2.1. Equal-channel angular pressing

Equal-channel angular pressing (ECAP) is one of the most developed and also commercially
used SPD procedures. ECAP was invented by Segal et al. in the 1970s and 1980s in the former
Soviet Union [7]. Since its invention, ECAP has become well-known and widely used techni‐
que. Nowadays, ECAP is a commonly used SPD method applicable in many branches of
industries. The main advantage of the ECAP technique is the same cross-sectional dimensions
of the specimens before and after pressing. This fact allows repetitive pressing and the
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accumulation of strain in the specimen. Furthermore, the ECAP is a quite simple process
commonly used worldwide.

The ECAP die consists of two channels with the same cross-section. Generally, the ECAP die
is characterized by two angles: Φ, which is formed by these two channels, and the angle Ψ that
indicates the outer arc of curvature at the intersection of the two channels (see Figure 1).

Figure 1. The scheme of pressing of the rectangular sample with the square cross-section through the ECAP die a) with
Ψ = 0 and b) Ψ ≠ 0 [8].

The specimen pressed through the ECAP die is deformed by a simple shear in the intersection
point of the channels. The imposed strain in each ECAP pass is dependent primarily upon the
angle Φ and, to a lesser extent, on the angle Ψ. It can be shown from the first principles that
the imposed strain εN after N passes is given by a relation in the form [8]:
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2.2. High-pressure torsion

High-pressure torsion (HPT) is another well-known SPD technique. In this method, the
mechanical properties of a material are improved by a high pressure and concurrent torsional
straining [9]. HPT was also for the first time applied to metals in the former Soviet Union in
the 1980s [10]. The experimental setup of HPT is schematically illustrated in Figure 2.

The typical size of the disk-shaped sample varies from 10 to 20 mm in diameter and about 1
mm in thickness. A disk sample is placed between two anvils where it is subjected to a
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compressive pressure of several GPa. Simultaneously, one of the anvils rotates and the
torsional strain is imposed to the sample.

Figure 2. Schematic of the HPT device showing the set-up, compression stage (stage I), and compression-torsion stage
(stage II) [11].

The total strain imposed by HPT in the sample can be calculated by different approaches. The
first widely used approach (Hencky/Eichinger) can be expressed by the logarithmic relation
[12]:

0
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= ç ÷

è ø
ò (2)

where N is the number of rotations, r represents the radius of the sample, and h0 and h its initial
and final thickness, respectively. The second possible approach (von Mises) using a model of
simple torsion could be expressed by the following linear relation [13]:
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where γ is the shear strain and θ is the rotation angle.

However, the real strain generated in the workpiece during HPT may be different depending
mainly on the die geometry and other factors. No unambiguous conclusion was adopted
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whether the Hencky or von Mises strain describes better the total strain imposed by HPT. Finite
element method (FEM) may be employed to analyze the plastic deformation distribution in
specimens processed by HPT. Several authors [14, 15] have used the FEM technique to
determine the stress distribution and other parameters, e.g., the influence of the coefficient of
friction, torque, etc. Recently, Lee et al. [13] employed a combined analysis of FEM and the
model of dislocation cell evolution to describe the local deformation in specimen processed by
HPT. The results of this study are shown in Figure 3.

 
 
Figure 3: FEM simulation of effective strain imposed by HPT. a) The effective strain 
distribution of the as compressed specimen (N=0), the specimens after  1/2 (N=1/2) and 1 turn 
(N=1). b) The effective strain distribution throughout the thickness of the specimens N=0, 
N=1/2, and N=1 in the top and mid-plane showing the comparison of the FEM simulations 
[13]  with the theoretical strain (Eq. 2.5). 
 
		2.3	 Material	processing	
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Figure 3. FEM simulation of effective strain imposed by HPT. a) The effective strain distribution of the as compressed
specimen (N=0), the specimens after 1/2 (N=1/2) and 1 turn (N=1). b) The effective strain distribution throughout the
thickness of the specimens N=0, N=1/2, and N=1 in the top and mid-plane showing the comparison of the FEM simula‐
tions [13] with the theoretical strain (Eq. 2.5).

2.3. Material processing

Prior to ECAP, the material was extruded at 350°C with an extrusion ratio of 22. ECAP pressing
was performed at 180°C following route Bc, i.e., rotating the sample 90° between the individual
passes, with the velocity of 50 mm/min. The angle Φ between two intersecting channels and
the corner angle Ψ were 90° and 0°, respectively. Both channels have a square cross section of
10 mm × 10 mm. A series of specimens after N = 1, 2, 4, 8, and 12 passes was processed by
ECAP. The as-extruded specimen was also included in the investigation as the reference
material (marked N = 0).

Prior to HPT, the material was homogenized at 390°C for 12 hours. After homogenization the
disk specimens of the diameter of 19 mm and the thickness of 1-2 mm were cut from the billet.
These specimens were processed by quasi-constrained HPT at room temperature for N = ¼,
½, 1, 5, and 15 rotations. In addition to samples subjected to various number N of HPT rotations,
a sample that was pressed only between the anvils but not subjected to any HPT rotation (N
= 0) was investigated as well.
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2.4. Experimental techniques of microstructure investigation

2.4.1. Light microscopy

The specimen surface for light microscopy observation needs to be plain, without impurities
or scratches. Polypropylene was used for mounting the specimens for better manipulation.
Mounted specimens were prepared by three consequent procedures: mechanical grinding,
polishing, and etching. In the first step, the specimens were mechanically grinded on watered
abrasive papers. Then the specimens were polished on a polishing disc with polishing
suspension of grade 3 and 1 μm. Using this procedure, flat specimens with minimum surface
scratches were obtained. Finally, the polished samples were etched by a diluted solution of
picric acid. The time period of etching has to be optimized to attain the best possible visibility
and no artefacts on the surface [16].

2.4.2. Electron Backscatter Diffraction (EBSD)

Electron backscatter diffraction (EBSD) is a microstructural crystallographic technique for
determining crystallographic orientation. Texture, grain size and distribution, the misorien‐
tation and shape of individual grains, the types of grain boundaries, and many other micro‐
structural features may be obtained from EBSD results.

The principle of the EBSD method is that the accelerated high-energy electrons interact with
the atomic lattice of the crystalline material  and form the so-called Kikuchi lines on the
screen.  The  measurement  is  done  automatically  with  a  defined  step.  The  formation  of
Kikuchi lines is caused by inelastic electron scattering. The inelastically scattered electron
wavelength is slightly higher than the wavelength of elastically scattered electrons and the
inelastic scattered electron intensity decreases with increasing scattering angle. In certain
crystal orientations, some planes satisfy the Bragg condition (with diffraction angle θ), and
the inelastically scattered electrons are Bragg diffracted. These electrons are called Kiku‐
chi electrons. Kikuchi electrons move along conical surfaces whose top angle is equal (π −
2θ) and the axis of diffraction planes is the normal line. Two hyperbolas are formed by the
intersection of the conical surfaces and a screen. The hyperbolas seem like straight lines in
the central part of the electron diffractogram and the distance between lines corresponds
to the angle 2θ [16].

The SEM FEI Quanta 200 FX equipped with EDAX EBSD camera and OIM software was
utilized for EBSD observations. A field emission gun (FEG) of a Schottky type was used as a
source of electrons in the microscope. Beam voltage in the range from 500 V to 30 kV is
applicable. The acceleration voltage employed was 10 kV.

The samples for EBSD investigation were first mechanically grinded on watered abrasive
papers of grade 800, 1200, 2400, and 4000, respectively. Then the specimens were mechanically
polished with diamond suspensions for water-sensitive materials of grade 3, 1, and ¼ μm,
respectively. The final ion-polishing using a Gatan PIPS device was used to remove the surface
layer influenced by polishing.
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2.4.3. Transmission Electron Microscopy (TEM)

Transmission electron microscopy (TEM) is a technique that studies the local microstructure
of the material using a beam of high-energy electrons. The specimens for TEM have to be very
thin (≈ 100 nm depending on the acceleration voltage). An image is formed from the interaction
of the electrons transmitted through the specimen and focused on a fluorescent screen or CCD
camera.

The sample (thin foil) preparation consists of two steps: mechanical thinning and polishing.
The type of polishing depends on the physical and chemical properties of the material.

The specimens of AZ31 alloy were first cut from the billet plane X (perpendicular to the
extrusion direction) into slices of the thickness of approximately 1 mm. The slices were
mechanically grinded from both sides to the thickness of 100 μm. The 3 mm diameter disks
were cut out of the thin slices and dimpled from one side to the thickness of approximately 30
μm using the Gatan dimple grinder. This dimpling technique reduces electrolytic or ion
polishing times and ensures that the ultra-thin area is done in the central part of the foil.

Ion polishing is used for materials that cannot be polished electrolytically. It is the case of many
Mg alloys including AZ31. Ion polishing is a method of removing very fine quantities of the
material. It uses an inert gas (argon) to generate a plasma stream that is emitted to the thinned
area of the sample and removes the individual layers of the material. Acceleration energies
vary usually from 2 to 4 keV. Ion beam always enters the sample. The penetration depth
depends on the angle between the direction of the ion beam and the sample surface. The
optimum conditions found for AZ31 were the following: acceleration voltage of 4 kV, angle of
incidence of 4°, and room temperature. In the final stage the acceleration, voltage was reduced
to 2 kV and the angle of incidence to 2°. The specimen preparation for TEM is finished when
a small hole is formed in the foil and the surrounding area is thin enough to allow high-energy
electrons to pass through the specimen. The schematic of the Precision Ion-Polishing System
(PIPS) used for ion polishing is displayed in Figure 4 [17].

The microstructure observations were made with the TEM JEOL 2000FX at Charles University
in Prague. The applied accelerated voltage was 200 kV.

2.4.4. Automated Crystallographic Orientation Mapping in a TEM (ACOM-TEM)

Automated crystallographic orientation mapping in a TEM (ACOM-TEM) is an effective
technique for mapping phase and crystal orientation and an alternative to the well-known
EBSD attachment SEM based on the Kikuchi lines. ACOM-TEM was first introduced by
Schwarzer et al. [18]. This method of microstructural characterization represents a powerful
tool especially for UFG or nano-grained materials where the limited resolution of SEM
disallows EBSD scans. Its basic principle is similar to EBDS mapping—a selected area is
scanned with defined step size and the electron diffraction patterns are collected using an
external CCD camera. Off-line, every diffraction pattern is compared to the pre-calculated
template and the best match is selected. The main difference with respect to EBSD is that point
diffraction patterns are analyzed instead of Kikuchi lines, which significantly increases the
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precision of orientation determination. This type of ACOM-TEM device was developed in
Grenoble by E. Rauch et al. [19, 20].

The experimental measurements were carried out using a TEM Philips CM200 equipped with
a LaB6 gun at 200 kV at Université Libre de Bruxelles in Belgium. For the data treatment, TSL
OIM Analysis 5 was used.

3. Results and discussion

3.1. Microstructure evolution of AZ31 processed by ECAP

3.1.1. Light microscopy

The limited resolution of light microscopy allows to perform only overview images with no
structure details. Typical examples of microstructure evolution of extruded specimen and the
specimens processed by different number of ECAP passes (N) are shown in Figure 5. The
extruded sample microstructure shown in Figure 5a consists of two types of grains—several
large grains surrounded by many small grains. The microstructure developed only slightly
after the first and the second ECAP pass, the bimodal structure is still observed (see Figure
5b). The microstructure changes begin to be significant in light microscopy after 4 ECAP passes.
One can see in Figure 5c that the large grains become smaller. However, the bimodal structure
is not observed after 8 and 12 ECAP passes. The homogeneous microstructure of sample after
12 ECAP passes is shown in Figure 5d.

Figure 4. Schematic illustration of Precision Ion-Polishing System (PIPS).
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a) Extruded material (N=0)  b) N = 2 

c) N = 4  d) N = 12 
 
Figure 5: The microstructure of the extruded and ECAPed AZ31 alloy.  
 
3.1.2	 EBSD	

  Figure 6 shows the microstructure and texture of the extruded AZ31 alloy. The EBSD  inverse pole 
figure map is in the extrusion direction (ED). The microstructure of the initial extruded bar (0P) consists of 
large  grains  of  50–100  m  mixed  with  relatively  fine  grains  of  2–5  m.  Most  grains  have  their 
crystallographic c‐axis perpendicular  to  the extrusion direction  (ED),  i.e.,   <10.0> axes parallel  to  the ED, 
which is typically found after extrusion of Mg alloys [21]. 
 

(a)  (b)

Figure 6: (a) EBSD orientation map and (b) recalculated pole figures of the extruded bar (0P), measured 
at the cross‐section transverse to the extrusion direction (contour level = 1, 2, …10). 

Figure 5. The microstructure of the extruded and ECAPed AZ31 alloy.

3.1.2. EBSD

Figure 6 shows the microstructure and texture of the extruded AZ31 alloy. The EBSD inverse
pole figure map is in the extrusion direction (ED). The microstructure of the initial extruded
bar (0P) consists of large grains of 50–100 ≈m mixed with relatively fine grains of 2–5 μm. Most
grains have their crystallographic c-axis perpendicular to the extrusion direction (ED), i.e.,
<10.0> axes parallel to the ED, which is typically found after extrusion of Mg alloys [21].

Figure 7 presents the microstructure and texture of the sample after 1 ECAP pass (1P). EBSD
measurements were carried out at the mid-part of the cross-section of the billet. Sample
coordinate system, i.e., X–Y–Z directions, which is used for representing the texture are
illustrated in Figure 7d.

As shown in Figure 7a, the bimodal distribution of grain sizes is still observed in the 1P sample.
A new texture component that corresponds to the basal poles rotated about 40° from the initial
orientation towards the pressing direction is visible in the 1P sample, Figure 7b. The mentioned
orientation change, however, is observed mainly in large grains (grain size> 10 μm). Figure
7c presents the (0001) pole figure of grains smaller than 3 μm in the 1P sample. The intensity
of the tilted basal poles is rather weak compared to the pole figure constructed using all grains.
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Moreover, the small grains (< 3 μm) with the tilted basal pole are found mainly in neighboring
areas around large grains.

These results regarding distinct textures depending on the grain sizes indicate that the shear
strain by the first ECAP pass is mainly accommodated within the large grains in accordance
with the Hall–Petch relation. The discontinuity of material flow caused by the inhomogeneous
deformation seems to be compensated by the occurrence of the dynamic recrystallization in
the vicinity of grain boundaries of large grains, such that the sample could be deformed
without failure.

Microstructural features of the sample after 2 ECAP passes (not shown here) are very similar
to those after 1 ECAP pass, i.e., the bimodal distribution of grain sizes and the orientation
change in large grains remain almost unchanged.

The amount of large grains decreases significantly after 4 ECAP passes (4P), and their size
becomes smaller when compared to the initial and the 1P samples (see Figure 8). As shown in
Figure 8a with dashed circles, the fine grains usually surround large grains. Unlike the 1P
sample, the fine grains (<3 μm) have mainly the orientation of the rotated basal poles in the 4P
sample (Figure 8c). It is clear that the texture heterogeneity depending on the grain size
disappears after 4 ECAP passes, compared pole figures evaluated from the whole area of the
EBSD measurement to that from fine grains, Figure 8b and c, respectively.

The microstructure and the texture of the sample after 12 ECAP passes (12P) are presented in
Figure 9. The 12P sample shows the homogeneous distribution of fine, almost equiaxed grains,
i.e., no large grains are visible. Figure 9a shows grain agglomerates with different colors
distributed along a diagonal line. This indicates the heterogeneity in texture depending on the
locations. This texture inhomogeneity can be understood as a result of non-uniform deforma‐
tion along the ECAP billet after multiple passes [22]. Though the heterogeneous texture is
visible, the fraction of the grains relating to the inhomogeneity is small such that the main
texture component is found at the rotated basal pole, Figure 9b.

 

(a)  (b) 
Figure 6: (a) EBSD orientation map and (b) recalculated pole figures of the extruded bar (0P), measured at the cross‐
section transverse to the extrusion direction (contour level = 1, 2, …10). 
 

Figure 7 presents the microstructure and texture of the sample after 1 ECAP pass (1P). EBSD measurements 
were carried out at the mid‐part of the cross‐section of the billet. Sample coordinate system,  i.e.,   X–Y–Z 
directions, which is used for representing the texture are illustrated in Figure 7d. 
As  shown  in  Figure 7a,  the bimodal distribution of  grain  sizes  is  still observed  in  the 1P  sample. A new 
texture  component  that  corresponds  to  the  basal  poles  rotated  about  40°  from  the  initial  orientation 
towards  the pressing direction  is visible  in  the 1P sample, Figure 7b. The mentioned orientation change, 
however, is observed mainly in large grains (grain size> 10 m). Figure 7c presents the (0001) pole figure of 
grains smaller than 3 m in the 1P sample. The intensity of the tilted basal poles is rather weak compared 
to the pole  figure constructed using all grains. Moreover,   the small grains  (< 3 m) with the tilted basal 
pole are found mainly in neighboring areas around large grains. 

These results regarding distinct textures depending on the grain sizes indicate that the shear strain 
by the first ECAP pass  is mainly accommodated within the  large grains  in accordance with the Hall–Petch 
relation.  The  discontinuity  of  material  flow  caused  by  the  inhomogeneous  deformation  seems  to  be 
compensated by the occurrence of the dynamic recrystallization in the vicinity of grain boundaries of large 
grains, such that the sample could be deformed without failure. 
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Figure 6. (a) EBSD orientation map and (b) recalculated pole figures of the extruded bar (0P), measured at the cross-
section transverse to the extrusion direction (contour level = 1, 2,...10).
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Figure 10 displays size distributions of fine grains (< 10 μm) after different numbers of ECAP
passes. The variation in the area fraction of large grains (>10 μm) is shown in Table 1. Grains
smaller than 3 μm present in the extruded sample (0P) become finer (μ 1 lm) after the first
ECAP pass. In subsequent ECAP passes no significant change in the size distribution in the
range of the relatively fine grains is observed, while the area fraction of grains larger than 10
≈m decreases gradually with ECAP passes, see Table 1.
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Figure 7: (a) EBSD orientation map of the sample after 1 ECAP pass, (b) (0001) pole figure calculated using all 
grains, (c) (0001) pole figure of grains smaller than 3 �m, and (d)  the scheme of the geometry of specimens for 
EBSD measurements (contour level = 1, 2, … 10). 
 

Microstructural  features of  the  sample after 2 ECAP passes  (not  shown here) are very  similar  to 
those after 1 ECAP pass,  i.e.,  the bimodal distribution of grain  sizes and  the orientation  change  in  large 
grains remain almost unchanged. 

The amount of large grains decreases significantly after 4 ECAP passes (4P), and their size becomes 
smaller when compared to the initial and the 1P samples (see Figure 8). As shown in Figure 8a with dashed 
circles,  the  fine grains usually  surround  large grains. Unlike  the 1P  sample,  the  fine grains  (<3 m) have 
mainly the orientation of the rotated basal poles  in the 4P sample  (Figure 8c).  It  is clear that the texture 
heterogeneity depending on the grain size disappears after 4 ECAP passes, compared pole figures evaluated 
from the whole area of the EBSD measurement to that from fine grains, Figure 8b and c, respectively. 
 

Figure 7. (a) EBSD orientation map of the sample after 1 ECAP pass, (b) (0001) pole figure calculated using all grains,
(c) (0001) pole figure of grains smaller than 3 μm, and (d) the scheme of the geometry of specimens for EBSD measure‐
ments (contour level = 1, 2,... 10).
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those after 1 ECAP pass,  i.e.,  the bimodal distribution of grain  sizes and  the orientation  change  in  large 
grains remain almost unchanged. 

The amount of large grains decreases significantly after 4 ECAP passes (4P), and their size becomes 
smaller when compared to the initial and the 1P samples (see Figure 8). As shown in Figure 8a with dashed 
circles,  the  fine grains usually  surround  large grains. Unlike  the 1P  sample,  the  fine grains  (<3 m) have 
mainly the orientation of the rotated basal poles  in the 4P sample  (Figure 8c).  It  is clear that the texture 
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Figure 8: (a) EBSD orientation map of the sample after 4 ECAP passes, (b)(0001) pole figure of all grains, and (c) 
grains smaller than 3 �m (contour level = 1, 2, … 10). 
 

The microstructure  and  the  texture  of  the  sample  after  12  ECAP  passes  (12P)  are  presented  in 
Figure 9. The 12P sample shows the homogeneous distribution of fine, almost equiaxed grains, i.e., no large 
grains  are  visible.  Figure 9a  shows  grain agglomerates with different  colors distributed  along a diagonal 
line. This  indicates  the heterogeneity  in  texture depending on  the  locations. This  texture  inhomogeneity 
can be understood as a result of non‐uniform deformation along the ECAP billet after multiple passes [22]. 
Though  the heterogeneous  texture  is  visible,  the  fraction of  the  grains  relating  to  the  inhomogeneity  is 
small such that the main texture component is found at the rotated basal pole, Figure 9b. 
 

Figure 8. (a) EBSD orientation map of the sample after 4 ECAP passes, (b)(0001) pole figure of all grains, and (c) grains
smaller than 3 μm (contour level = 1, 2,... 10).
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Figure 10. Grain size distributions within the range up to 10 μm and the area fraction of the grains larger than 10 μm
as a function of the ECAP pass number.

No. ECAP Passes 0 1 2 4 8

Area fraction of grains > 10μm 17.9% 18.1% 7.9% 2.8% None

Table 1. Area fraction of large grains as a function of ECAP pass number.
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Figure 9: (a) EBSD orientation map and (b) (0001) pole figure of the sample after 12 ECAP passes (contour level = 

Figure 9. (a) EBSD orientation map and (b) (0001) pole figure of the sample after 12 ECAP passes (contour level = 1, 2,...
15).
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number is shown in Figure 11. The LAGB fraction increases after 1 ECAP pass to μ 50%, and
is significantly reduced (≈20%) after two ECAP passes and remains almost unchanged as the
number of passes increases above 2. This stabilization of the HAGB formed by 2 ECAP passes
indicates that the dislocations generated by ECAP did not reach the level necessary for the
formation of dislocation in the cell-structure and further development of HAGB. Since the
ECAP in this study was carried out at moderate temperature, the dislocation annihilation
process by dynamic recovery occurred fast enough such that the grains could not be further
refined after 2 ECAP passes.

Figure 11. Variation of fraction of the HAGB and LAGB as functions of the ECAP pass number.

3.1.3. TEM

Additional detailed observations using TEM broadened the EBSD research. The samples for
TEM observations were cut perpendicular to the pressing direction from the EX-ECAPed billet
and prepared by mechanical grinding, dimpling, and ion polishing. The microstructure of
extruded samples is bimodal—consists of large grains of 50–100 μm mixed with relatively fine
grains of 2–5 μm. Figure 12 shows the area with smaller grains of the average size of few μm.
Typical twins are clearly seen in several grains. The (0001) basal texture of individual grains
in extruded magnesium alloy observed in EBSD measurements was confirmed by electron
diffraction analysis. The contrast of individual grains on this micrograph with typical low-
angle grain boundaries confirmed the analysis of diffraction patterns. The area of larger grains
had a typical heavily deformed structure with high density of tangled dislocations (not shown
here).

Figure 13 presents the microstructure of the specimen after 1 EX-ECAP pass. The bimodal
character of the microstructure did not change after the first ECAP pass; the average grain size
is only slightly smaller in comparison with the extruded material, see Figure 13a. However,
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one significant difference between these two micrographs is observed, namely the character
of grain boundaries. One can see many high-angle grain boundaries with typical thickness
fringe band contrast confirming their almost equilibrium state in this micrograph. On the other
hand, several grain boundaries remained in a non-equilibrium state with diffuse fuzzy contrast
and many dislocations lying in a grain boundary plane were also observed. Several areas with
high density of tangled dislocations with no or only exceptional signs of substructure forma‐
tion were found in this specimen, see Figure 13b.

Subsequent TEM observation confirmed that the microstructure of EX-ECAPed samples
changed only partly with increasing number of ECAP passes—fine grains were refined only
slightly while the large grain zones were refined significantly. Typical microstructure of the
sample processed by 2 EX-ECAP passes is shown in Figure 14.

Only fine grains of the average grain size in the submicrometer range were observed in the
micrographs of the specimens after 8 and 12 ECAP passes. Figure 15a presents the typical
microstructure of the sample after 8 passes. One can see that the grains in this micrograph are
equiaxed, and the grain size is approximately 800 nm. This material has significantly lower
density of dislocations and equilibrium grains boundaries. A few newly recrystallized very
small grains with no dislocations and sharp equilibrium boundaries were also found in the

Figure 12. Transmission electron micrograph of extruded AZ31 alloy.
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microstructure after 8 and 12 passes of ECAP as seen in Figure 15b. TEM observations confirm
the process of microstructure evolution and its fragmentation as observed by EBSD. In
particular, large grains were continuously refined during subsequent ECAP pressing while
the fine grains remained almost unchanged.

                 μ                      
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Figure 12: Transmission electron micrograph of extruded AZ31 alloy. 
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see many high‐angle grain boundaries with typical thickness  fringe band contrast confirming the    
equilibrium  state  in  this micrograph.  On  the  other  hand,  several  grain  boundaries  remained      ‐
equilibrium  state with diffuse  fuzzy contrast and many dislocations  lying  in a grain boundary     
also observed. Several areas with high density of tangled dislocations with no or only exceptio      
substructure formation were found in this specimen, see Figure 13b. 

 

 

 
a) 

 
b) 

Figure  13:  Transmission  electron  micrographs  of  AZ31  alloy  after  extrusion  and  1  pass  of  ECAP    
equilibrium and HAGB region and (b) nonequilibrium GB region. Figure 13. Transmission electron micrographs of AZ31 alloy after extrusion and 1 pass of ECAP, (a) equilibrium and

HAGB region and (b) nonequilibrium GB region.

Figure 14. Transmission electron micrograph of AZ31 alloy after extrusion and 2 passes of ECAP.
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Figure 14. Transmission electron micrograph of AZ31 alloy after extrusion and 2 passes of ECAP. 
 

                                   
                                 
                                     

                           
boundaries.  A  few  newly  recrystallized  very  small  grains  with  no  dislocations  and  sharp  equilibrium 
boundaries were also found in the microstructure after 8 and 12 passes of ECAP as seen in Figure 15b. TEM 
observations confirm the process of microstructure evolution and  its fragmentation as observed by EBSD. 
In particular, large grains were continuously refined during subsequent ECAP pressing while the fine grain  
remained almost unchanged. 
   

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2

	 Thermal	stability	of	the	UFG	structure	investigated	by	EBSD	

 

 
a) 

 

 
b) 

Figure 15. Transmission electron micrograph of the AZ31 alloy (a) after 8 passes of EX‐ECAP and (b) 
newly recrystallized small grains after 12 passes of EX‐ECAP. Figure 15. Transmission electron micrograph of the AZ31 alloy (a) after 8 passes of EX-ECAP and (b) newly recrystal‐

lized small grains after 12 passes of EX-ECAP.

3.2. Thermal stability of the UFG structure investigated by EBSD

Microscopic techniques, in particular EBSD, can also contribute to the characterization of
thermal stability of the UFG structure. The maintenance of the fine-grained structure is of
particular importance for many physical properties, e.g., the superplasticity, etc. [23, 24].

Series of specimens for thermal stability investigation were prepared by isochronal annealing
at the temperatures 150–500°C for 1 h followed by water-quench. The samples after extrusion
and 4 passes of ECAP were chosen as suitable materials because of their UFG and homoge‐
neous microstructure with relatively high dislocation density (see also Figure 8a).

The microstructure and grain size distribution of the specimen in the initial non-annealed
condition after extrusion and 4 passes of ECAP are shown in Figure 16a and 16b, respectively.
The microstructure is homogeneous comprising of very fine grains with an average size of 0.9
μm. The microstructure and grain sizes of the samples after 1 h of isochronal annealing at
150°C and 170°C (not shown here) are very similar to the non-annealed specimen.

Inhomogeneous grain growth is observed at higher annealing temperatures as displayed at
Figure 17. Some grains start to grow at temperatures of 190°C (Figure 17a) and 210°C (not
shown here). The fraction of coarse grains increases with increasing annealing temperature.
At the temperature of 250°C, some areas with original fine grains are still observed, see Figure
17b. However, the small grains are continuously disappearing at higher annealing tempera‐
tures and nearly no small grains are observed after annealing at 400°C, see Figure 17e. Please
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note that magnification of Figure 17d and 17e is two times smaller than the magnification of
the previous inverse pole figure maps; simultaneously, four times bigger area of the sample
(100 × 100 μm) is depicted in Figure 17d and 17e. Microstructure of the specimens annealed at
450°C and 500°C was observed by light microscope and is displayed in Figure 18.

Grain size distribution and average grain size of the samples studied by EBSD were calculated
from data measured in the area 100 × 100 μm for all annealing temperatures to achieve better
statistics. Statistical values from the samples studied by light microscopy were calculated from
two or more images in order to get more than 1000 grains for each sample. Grains intersecting
the edge of EBSD maps and light microscopy images were not included in the analysis. The
dependence of average grain size (number average) on annealing temperature is plotted in
Figure 19. In samples annealed at 250°C and 300°C, the average values were calculated from
the bimodal grain size distribution. The values of the average grain sizes are summarized in
Table 2.

Annealing
temperature [°C]

- 170 190 210 250 300 350 400 450 500

Average grain
size d [μm]

0.94 0.99 1.05 1.48 1.83 2.06 3.04 3.79 10.09 24.53

Table 2. The average grain sizes at different annealing temperatures.

Annealing twins observed after annealing at 250–400°C (see Figures 17b and 17e) were
excluded from grain size calculations to achieve true grain size values (twin boundaries were
ignored in grain size calculations, i.e., the twin is considered to be a part of the grain). All these

a) 

 

b) 
Figure 16: Microstructure of the AZ31 sample after extrusion and 4 passes of ECAP, (a) inverse pole figure 
map and (b) grain size distribution. 

 
Inhomogeneous grain growth is observed at higher annealing temperatures as displayed at Figure 

17.  Some  grains  start  to  grow  at  temperatures  of  190°C (Figure  17a)  and  210°C  (not  shown  here).  The 
fraction of  coarse grains  increases with  increasing annealing  temperature. At  the  temperature of 250°C, 
some  areas  with  original  fine  grains  are  still  observed,  see  Figure  17b.  However,  the  small  grains  are 
continuously disappearing at higher annealing temperatures and nearly no small grains are observed after 
annealing  at  400°C,  see  Figure 17e.  Please  note  that magnification  of  Figure 17d  and  17e  is  two  times 
smaller than the magnification of the previous inverse pole figure maps; simultaneously, four times bigger 
area  of  the  sample  (100 × 100 µm)  is  depicted  in  Figure 17d  and 17e. Microstructure  of  the  specimens 
annealed at 450°C and 500°C was observed by light microscope and is displayed in Figure 18. 

 

 
(a)  (b)

Figure 16. Microstructure of the AZ31 sample after extrusion and 4 passes of ECAP, (a) inverse pole figure map and (b)
grain size distribution.
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twins were determined as the tensile twins with misorientation angle of 86° [25]. Twin
fractions, fraction of twinned grains and the area fraction of twinned grains in samples after
annealing at T ≥ 250 °C are shown in Table 3.

fraction of  coarse grains  increases with  increasing annealing  temperature. At  the  temperature of 250°C, 
some  areas  with  original  fine  grains  are  still  observed,  see  Figure  17b.  However,  the  small  grains  are 
continuously disappearing at higher annealing temperatures and nearly no small grains are observed after 
annealing  at  400°C,  see  Figure 17e.  Please  note  that magnification  of  Figure 17d  and  17e  is  two  times 
smaller than the magnification of the previous inverse pole figure maps; simultaneously, four times bigger 
area  of  the  sample  (100 × 100 µm)  is  depicted  in  Figure 17d  and 17e. Microstructure  of  the  specimens 
annealed at 450°C and 500°C was observed by light microscope and is displayed in Figure 18. 

 

 
(a)  (b) 

 
(c)  (d) 

 
(e)   
Figure 17: Microstructure of the AZ31 EX‐ECAP specimen after 1 h of isochronal annealing at (a) 190°C, 

Figure 17. Microstructure of the AZ31 EX-ECAP specimen after 1 h of isochronal annealing at (a) 190°C, (b) 250°C, (c)
300°C, (d) 350°C, and (e) 400°C (EBSD inverse pole figure maps).
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Figure 18. Microstructure of the AZ31 EX-ECAP specimen after 1 h of isochronal annealing at (a) 450°C and (b) 500 °C
(light microscope images).

Figure 19. Dependence of the average grain size (number average, excluding twins) of the EX-ECAP AZ31 alloy on
annealing temperature after 1 h of isochronal annealing process.

Microstructure Evolution in Ultrafine-grained Magnesium Alloy AZ31 Processed by Severe Plastic Deformation
http://dx.doi.org/10.5772/61611

99



Annealing Temperature 250°C 300°C 350°C 400°C

Twin Fraction 0.13 0.12 0.16 0.14

Fraction of Twinned Grains 0.26 0.26 0.37 0.40

Area Fraction of Twinned Grains 0.55 0.52 0.60 0.71

Table 3. Twinning in isochronally annealed EX-ECAP AZ31 alloy.

3.3. Microstructure evolution in UFG AZ31 processed by HPT investigated by ACOM-TEM

The microstructure of the materials after SPD cannot be often observed by light microscopy
because of their very small grain sizes. EBSD is usually a much better and suitable method in
this case. However, even EBSD has some limitation in resolution or some “more local” method
could be required for microstructure observations. This often occurs in specimens processed
by high pressure torsion. This method proved to be more effective in grain refinement than
the ECAP due to mainly much larger strains imposed on the HPT disk during processing and
also lower temperatures of processing as compared to ECAP [2, 9]. TEM is a well-known
technique that usually solves the problem. ACOM-TEM is a very sophisticated method,
alternative to EBSD, which enables to study extremely fine-grained materials. We used this
technique for microstructure observations of the most deformed parts of HPT specimens. Due
to the inhomogeneous character of strain imposed to the material by HPT, disks processed by
HPT could be divided into three parts: center, middle, and periphery (see Figure 20).

Due to relatively low imposed strain after one HPT rotation, EBSD is sufficient to be employed
for microstructure observation. Figures 21a and 21b show deformed microstructures of the

Figure 20. Schematic illustration of three different parts of the disks processed by HPT.
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central and middle parts of the specimen after 1 turn studied by EBSD. The areas investigated
by EBSD could be relatively big—in our case it was the area 100 × 100 μm. The step size of
these measurements was 100 nm. Figure 21a displays a heavily deformed microstructure of
the central part of the specimen with a lot of multiple twinning. The microstructure of the
middle part of the sample after 1 HPT rotation, shown in Figure 21b, consists of several large
elongated grains with no twins and a lot of new grains of the average size of few microns.

The same middle part of this specimen was studied using ACOM-TEM and the typical results
are displayed in Figure 22a. Measurements were done with step size 20 nm, which is five times
smaller than the step size of the EBSD measurements. ACOM-TEM measurements confirmed
heterogeneous microstructures with large elongated grains and a lot of small grains. The
microstructure of the peripheral part (see Figure 22b) is homogeneous with very small grains
only (≈ 100–300 nm).

The same middle part of this specimen was studied using ACOM‐TEM and the typical results are 
displayed  in Figure 22a. Measurements were done with step size 20 nm, which  is  five  times smaller  than 
the  step  size  of  the  EBSD  measurements.  ACOM‐TEM  measurements  confirmed  heterogeneous 
microstructures with large elongated grains and a lot of small grains. The microstructure of the peripheral 
part (see Figure 22b) is homogeneous with very small grains only ( 100–300 nm). 

 

   
(a)    (b) 

Figure 21: EBSD IPF image of microstructure of the AZ31 sample after 1 turn of HPT, (a) central part 
and (b) middle part. 
 

 

 
  (a)  (b) 
Figure 22: ACOM‐TEM image of the microstructure of the AZ31 sample after 1 turn of HPT, 
(a) middle part and (b) periphery. 
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Figure 21. EBSD IPF image of microstructure of the AZ31 sample after 1 turn of HPT, (a) central part and (b) middle
part.

The sample, after 5 turns of HPT, was investigated using ACOM-TEM in the middle and the
peripheral part of the disk. The microstructure of the middle part (see Figure 23a) is comparable
with the middle part of the sample after 1 HPT rotation; it consists of large elongated deformed
grains and a lot of small grains surrounding the bigger grains. The microstructure of the
peripheral part of the disk after 5 HPT turns, shown in Figure 23b, is composed mainly of very
small grains. However, few remaining grains with the size of several microns could be still
observed in the peripheral part. The ACOM-TEM is a very local method where the relatively
small part of a thin foil could be investigated. Thus, the statistics of measurements of hetero‐
geneous microstructure is not sufficient. Preparation and investigation of more TEM foils is
needed to improve the statistics (despite each image consisting of observations at four different
zones of a foil).
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                    ‐            
displayed  in Figure 22a. Measurements were done with step size 20 nm, which  is  five  times smaller  than 
the  step  size  of  the  EBSD  measurements.  ACOM‐TEM  measurements  confirmed  heterogeneous 
microstructures with large elongated grains and a lot of small grains. The microstructure of the peripheral 
part (see Figure 22b) is homogeneous with very small grains only ( 100–300 nm). 

 
Figure 21: EBSD IPF image of microstructure of the AZ31 sample after 1 turn of HPT, (a) central part and (b) middle part. 

 
Figure 22: ACOM‐TEM  image of  the microstructure of  the AZ31 sample after 1  turn of HPT,  (a) middle part and  (b) 
periphery. 

 
The  sample,  after  5  turns  of  HPT,  was  investigated  using  ACOM‐TEM  in  the middle  and  the 

peripheral part of the disk. The microstructure of the middle part (see Figure 23a)  is comparable with the 
middle part of the sample after 1 HPT rotation; it consists of large elongated deformed grains and a lot of 
small grains surrounding the bigger grains. The microstructure of the peripheral part of the disk after 5 HPT 
turns, shown  in Figure 23b,  is composed mainly of very small grains. However,  few remaining grains with 
the  size of  several microns could be  still observed  in  the peripheral part. The ACOM‐TEM  is a very  local 
method  where  the  relatively  small  part  of  a  thin  foil  could  be  investigated.  Thus,  the  statistics  of 
measurements of heterogeneous microstructure  is not  sufficient. Preparation  and  investigation of more 
TEM  foils  is  needed  to  improve  the  statistics  (despite  each  image  consisting  of  observations  at  four 
different zones of a foil). 
 

   
(a)  (b) 

Figure  23:  ACOM‐TEM  image  of  the  microstructure  of  the  AZ31  sample  after  5  turns  of  HPT, 
(a) middle part and (b) periphery. 
 

 
Figures 24a and 24b display the microstructure of the middle and peripheral part of the disk after 

15  HPT  rotations,  respectively.  The  microstructure  of  both  parts  is  more  homogeneous  than  the 
microstructure of the same parts of the disk after 5 HPT turns.  

 

Figure 23. ACOM-TEM image of the microstructure of the AZ31 sample after 5 turns of HPT, (a) middle part and (b)
periphery.

Figures 24a and 24b display the microstructure of the middle and peripheral part of the disk
after 15 HPT rotations, respectively. The microstructure of both parts is more homogeneous
than the microstructure of the same parts of the disk after 5 HPT turns.

Grain size distributions of extremely fine grained microstructure of the peripheral parts of the
disks after 1 and 15 HPT rotations (see Figure 25) show that about 60%, and nearly 70%, of
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part (see Figure 22b) is homogeneous with very small grains only ( 100–300 nm). 

 
Figure 21: EBSD IPF image of microstructure of the AZ31 sample after 1 turn of HPT, (a) central part and (b) middle part. 

 

 
(a)  (b) 

Figure 22: ACOM‐TEM image of the microstructure of the AZ31 sample after 1 turn of HPT, (a) middle 
part and (b) periphery. 
 

The  sample,  after  5  turns  of  HPT,  was  investigated  using  ACOM‐TEM  in  the middle  and  the 
peripheral part of the disk. The microstructure of the middle part (see Figure 23a)  is comparable with the 
middle part of the sample after 1 HPT rotation; it consists of large elongated deformed grains and a lot of 
small grains surrounding the bigger grains. The microstructure of the peripheral part of the disk after 5 HPT 
turns, shown  in Figure 23b,  is composed mainly of very small grains. However,  few remaining grains with 
the  size of  several microns could be  still observed  in  the peripheral part. The ACOM‐TEM  is a very  local 
method  where  the  relatively  small  part  of  a  thin  foil  could  be  investigated.  Thus,  the  statistics  of 
measurements of heterogeneous microstructure  is not  sufficient. Preparation  and  investigation of more 
TEM  foils  is  needed  to  improve  the  statistics  (despite  each  image  consisting  of  observations  at  four 
different zones of a foil). 
 

Figure 22. ACOM-TEM image of the microstructure of the AZ31 sample after 1 turn of HPT, (a) middle part and (b)
periphery.
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grains, respectively, have a diameter of 100–200 nm that proves clearly the efficiency of grain
refinement by HPT.

a) 
 

b) 
Figure 25: Grain size distribution of the peripheral part of the disk after (a) 1 and (b) 15 rotations of HPT. 
 
 
4	 Conclusions	

Microstructure  evolution  in  ultra‐fine  grained magnesium  alloy AZ31  prepared  by  severe  plastic 
deformation was investigated by several experimental techniques. The following conclusions may be drawn 
from this investigation: 

 Due to limited resolution light microscopy may be employed to investigate the initial stages of grain 
fragmentation, i.e., the specimens processed by low number of ECAP passes or low number of HPT 
turns and especially in zones around the disk centers; 

 EBSD  proved  to  be  a  very  powerful  technique  for  the  investigation  of  various  stages  of  grain 
refinement. It allows to characterize not only the grain fragmentation, but also to determine other 
microstructural features as the grain size distribution and the grain boundary character distribution 
(the  fraction  of  LAGBS  vs. HAGBs),  as well  as  the  texture  evolution with  strain  imposed  to  the 
material by ECAP and/or HPT; 

 TEM allows to characterize the details of the microstructure, namely the dislocation arrangements, 
grain boundary character (equilibrium vs. nonequilibrium grain boundaries), twins, twin and other 
special boundaries, etc.; 

 The  special  technique  of  ACOM‐TEM may  be  used  to  characterize  the  terminal  stages  of  grain 
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Figure 25. Grain size distribution of the peripheral part of the disk after (a) 1 and (b) 15 rotations of HPT.

4. Conclusions

Microstructure evolution in ultra-fine grained magnesium alloy AZ31 prepared by severe
plastic deformation was investigated by several experimental techniques. The following
conclusions may be drawn from this investigation:
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Figure 23: ACOM‐TEM  image of  the microstructure of  the AZ31 sample after 5  turns of HPT,  (a) middle part and  (b) 
periphery. 

 
Figures 24a and 24b display the microstructure of the middle and peripheral part of the disk after 

15  HPT  rotations,  respectively.  The  microstructure  of  both  parts  is  more  homogeneous  than  the 
microstructure of the same parts of the disk after 5 HPT turns.  

 
  (a)  (b) 

Figure 24: ACOM‐TEM image of the microstructure of the AZ31 sample after 15 turns of HPT, (a) middle 
Figure 24. ACOM-TEM image of the microstructure of the AZ31 sample after 15 turns of HPT, (a) middle part and (b)
periphery.

Microstructure Evolution in Ultrafine-grained Magnesium Alloy AZ31 Processed by Severe Plastic Deformation
http://dx.doi.org/10.5772/61611

103



• Due to limited resolution light microscopy may be employed to investigate the initial stages
of grain fragmentation, i.e., the specimens processed by low number of ECAP passes or low
number of HPT turns and especially in zones around the disk centers;

• EBSD proved to be a very powerful technique for the investigation of various stages of grain
refinement. It allows to characterize not only the grain fragmentation, but also to determine
other microstructural features as the grain size distribution and the grain boundary
character distribution (the fraction of LAGBS vs. HAGBs), as well as the texture evolution
with strain imposed to the material by ECAP and/or HPT;

• TEM allows to characterize the details of the microstructure, namely the dislocation
arrangements, grain boundary character (equilibrium vs. nonequilibrium grain bounda‐
ries), twins, twin and other special boundaries, etc.;

• The special technique of ACOM-TEM may be used to characterize the terminal stages of
grain refinement (saturation) with grain sizes approaching to nanometer range (grain size
< 100 nm), which is typical for peripheral zones of specimens processed by multiple turns
of HPT;

• Complex microstructure characterization by different techniques of electron microscopy
allows to understand the microscopic mechanisms of grain refinement, grain fragmentation,
structure stability, as well as other important properties of ultra-fine grained materials
processed by severe plastic deformation.
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