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Chapter

Hierarchical Sliding Mode Control
for a 2D Ballbot That Is a Class of
Second-Order Underactuated
System
Dinh Ba Pham, Soon-Geul Lee,Thi Hang Bui

and Tien Phat Truong

Abstract

2D Ballbot is an actual under-actuated system with second-order nonholonomic
velocity constraints and input coupling case where only control input is employed to
control two outputs of the system. Controlling such a system is not easy because it
faces many changelings including nonlinearities, external disturbances, and uncer-
tainties. This study proposed a robust control system for a Ballbot mobile robot. The
proposed control scheme is constructed using the hierarchical sliding mode control
technique. The kinematics and dynamics of the Ballbot are derived. A Lyapunov
function is used to prove the stability of the closed-loop control system. The stabiliz-
ing and transferring problems are investigated through several simulations and
experiments by using the actual Ballbot platform.

Keywords: sliding mode control, Ballbot, under-actuated system, Lyapunov analysis,
stabilizing and transferring

1. Introduction

Ballbot has a body that balances on a single spherical wheel (ball). The robot uses a
drive mechanism consisting of three omnidirectional wheels (OWs) for a ball [1] to
ensure both stabilizing and transferring. The Ballbot can free travel in any direction on
plat plane, even if the robot is crowded with people in a common human-coexisting
environment.

An inherent property of the Ballbot system is a naturally nonlinear underactuated
multi-input multi-output system, in which the number of the control input signal is
less than the number of output signals. This property introduces the challenge related
to Ballbot control design. Several control designs were accomplished using a simplified
model (linear model) to overcome the complexities of the mathematical equations.
The linear model is the first way to deal with the complexity of the mathematical
equation of the Ballbot system. Reference [2] designed a control system based on a

1



state feedback controller to control stabilizing and transferring. The experimental
results showed the ability to stabilize and travel with loads in any direction. However,
it can be led only to small external disturbances. Studies in [3, 4] employed a double-
loop linear control system to stabilize a Ballbot. Their control system had two con-
trollers: a PI inner-loop controller and a linear quadratic regulator (LQR) outer-loop
controller. Kantor et al. [5] proposed a double-loop control system. Both inner-loop
and outer-loop controllers were PID controllers. Sukvichai and Parnichkun [6] used a
linear controller based on an LQR control scheme for a double-level Ballbot.

The second way to deal with the complexity of the mathematical equation of the
Ballbot system is to use nonlinear and intelligent controls such as partial feedback
linearization control (FLC), sliding mode control (SMC), or fuzzy control. Lotfiani
et al. [7] employed an SMC controller along fuzzy trajectory planning to control a
Ballbot to track the desired trajectory. Moreover, a collocated PFL method [8] was
introduced for a Ballbot. The open-loop trajectory generation with the collocated PFL
controller was simulated which showed a low position error.

Some researchers have studied intelligent control techniques. Reference [9]
suggested an intelligent tracking control system combined with a dual Mamdani-type
fuzzy control strategy and supervisory control technique for an omnidirectional
spherical mobile platform. The experiment results showed the position tracking
response of the robot. A fuzzy wavelet cerebellar-model-articulation controller [10]
was proposed for a team of multiple Ballbots.

SMC is a well-known and robust nonlinear control scheme. To enhance robustness
for both actuated [11] and under-actuated [12–19] systems, several controllers have
been employed the SMC control method. The application of SMC for Ballbot control
can be found in several previous studies. Ching-Wen et al. [20] introduced a hierar-
chical SMC based on backstepping to control stabilizing and agile trajectory tracking
of a Ballbot with exogenous disturbance. Reference [21] enhanced Ching-Wen’s
backstepping SMC using interval type 2 fuzzy neural networks for motion control of a
Ballbot with a four-motor inverse mouse ball-diving mechanism. However, these
studies only presented numerical simulations.

As mentioned, the Ballbot is naturally an under-actuated system in which the
number of the control inputs is less than the number of the outputs. The Ballbot
system is nonlinear. Moreover, the control design problem also faces uncertainties,
un-modeling, and disturbances. Thus, the SMC control scheme is a suitable approach
for the Ballbot system.

In this study, we designed a robust controller to control a Ballbot. The proposed
control scheme is a basis of the hierarchical SMC technique to execute two main tasks
including stabilizing the body on the top of the ball and maneuvering the ball on the
floor.

2. System model

2.1 Kinematic model

The general kinematics of the Ballbot is a relationship between _ϕk ¼ _φx _φy _φz

h iT
,

the angular velocity of the ball relative to the body frame, and _ψ i (i ¼ 1, 2, 3), the
angular velocities of the three OWs relative to the reference frame of the body. The
kinematics relationship of dual-row OWs was discussed in [22]. For the Ballbot, the
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three OWs, a kind of single-row OW, are mounted on the body of the robot. The
driving axes are separated by 120° in the x-y plane and each driving axis is sloped
downward by α.

The main assumptions for simplification of the system are:

i. Body and floor are absolute solids.

ii. No slippage occurs on the surfaces of the ball-floor and the ball-OW.

iii. The points of contact of the ball-ground and the OWs-ball are points of
contact.

The non-slip condition of the surface of the ball-OWs is met by requiring that the
projection of velocities of the ball at all contact points in the actuation direction of the
OW be the same and expressed mathematically as

_ψ irw ¼ _ϕk � Pi

� �

uwi, i ¼ 1, 2, 3, (1)

where Pi is the position vector from the center of the ball to the contact point i
between the ball and the ith OW in the body frame as indicated in Figure 1, uwi is the
vector of direction cosines of the ith OW contact point velocities in the actuation
directions, and rw is the radius of the OW.

Therefore, the angular velocities of the OWs are expressed as

_ψ i ¼
1

rw
_ϕk � Pi

� �

uwi, i ¼ 1, 2, 3: (2)

As shown in Figure 1, the position vector of the contact point Pi can be defined by

P1 ¼ rk sin α 0 rk cos α½ �T, (3a)

Figure 1.
Sketch of decomposed angular velocities of three OWs and a ball.
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P2,3 ¼ � 1

2
rk sin α �

ffiffiffi

3
p

2
rk sin α rk cos α

� �T

: (3b)

Furthermore, the direction cosine vectors that provide the corresponding direction
of the speed at the contact point between the OWs and the ball are defined by

uw1 ¼ 0 1 0½ �T, (4a)

uw2,3 ¼ ∓

ffiffiffi

3
p

2
� 1

2
0

� �T

: (4b)

Substituting (3a), (3b), (4a) and (4b) into (2) yields

_φx _φy _φz

� �T ¼ J αð Þ _ψ1 _ψ2 _ψ3½ �T, (5)

where J αð Þ is the Jacobian matrix of the system

J αð Þ ¼

� 2rw
3rk cos α

rw
3rk cos α

rw
3rk cos α

0 �
ffiffiffi

3
p

rw
3rk cos α

ffiffiffi

3
p

rw
3rk cos α

rw
3rk sin α

rw
3rk sin α

rw
3rk sin α

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

: (6)

The Jacobian matrix (6) represents the effect of the zenith angle on the motion
relationship between the ball and three single-row OWs.

2.2 Dynamic model

Figure 2 presents the planar model of the Ballbot. The system of the Ballbot is
modeled as a rigid cuboid on top of a ball to get a simple calculation of the system
parameters. The ball mass mk and OW mass mw are considered as point masses
concentrated at their centers. ma represents the equivalent mass of all components
including the body, drive mechanism, and other parts. Chosen generalized coordi-
nates of the Ballbot system include xk tð Þ, yk tð Þ, θx tð Þ, and θy tð Þ, here, xk tð Þ, yk tð Þ denote

Figure 2.
Planar model of the main driving system of the Ballbot.
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the position of the, θx tð Þ, and θy tð Þ are the orientation of the body around the x- and y-
axes. The control input is the resultant moment of the three actuators, whose x and y
terms are τx and τy.

The Ballbot system dynamics are described by obtaining the kinetic and potential
of the ball, body, and OWs. For the ball,

Tkx ¼
1

2
mk þ

Ik
r2k

	 


_y2k,Vkx ¼ 0, (7)

where rk is the ball radius and Ik is the ball momentum inertia.
The OWs are attached to the body of the Ballbot. Thus, only the rotational motion

of the OWs has to be calculated, that is,

Twx ¼
3Iwcos2α

4r2w
_yk þ rk _θx

� �2
,Vwx ¼ 0, (8)

where rw is the radius of each OW, α represents the zenith angle, and Iw indicates
the momentum inertia of each OW.

For the body,

Tax ¼
1

2
Ix _θ

2

x þ
1

2
ma _yk � l _θx cos θx

� �2 þ 1

2
mal

2 _θ
2

xsin
2θx,Vax ¼ magl cos θx, (9)

where Ix is the body momentum inertia around the x-axis, l represents the distance
from the ball center to the body mass center, and g denotes the gravitational acceleration.

In the y-z plane, the generalized coordinates of the Ballbot system are defined as

qx ¼ yk θx
� �T

and the friction vector

D _qx

� �

¼ by _yk brx _θx
� �T

, (10)

where by and brx are the viscous damping coefficients that model the ball-floor
friction and ball-body friction in the y-z plane, respectively.

The Lagrangian function Lx is expressed as

Lx ¼ Tx � Vx ¼ Tkx þ Twx þ Tax � Vkx þ Vwx þ Vaxð Þ

¼

1

2
mk þ

Ik
r2k

	 


_y2k þ
3Iwcos2α

4r2w
_yk þ rk _θx

� �2

þ 1

2
Ix _θ

2

x þ
1

2
ma _yk � l _θx cos θx

� �2 þ 1

2
mal

2 _θ
2

xsin
2θx �magl cos θx

0

B

B

B

@

1

C

C

C

A

, (11)

The Euler-Lagrange equation that describes the motion of the Ballbot is

d

dt

∂Lx

∂ _qx

	 


� ∂Lx

∂qx

¼ 1

rw

1

rk

� �

τx �D _qx

� �

: (12)

From (12), the dynamic equations on the y-z plane are expressed as follows:

€yka1 þ a4 � a3 cos θxð Þ€θx þ a3 _θ
2

x sin θx þ by _yk ¼ r�1
w τx, (13)
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a4 � a3 cos θxð Þ€yk þ €θxa2 þ brx _θx � a5 sin θx ¼ rkr
�1
w τx, (14)

where a1 ¼ mk þ Ikx
r2
k

þma þ 3Iwcos2α
2r2w

, a2 ¼ mal
2 þ 3Iwr

2
k
cos2α

2r2w
þ Ix, a3 ¼ mal, a4 ¼

3Iwcos2α
2r2w

rk, a5 ¼ magl, Ik refers to the ball momentum inertia, Iw is the OW momentum

inertia, Ix denotes the body momentum inertia about the x-axis, by and brx are the
viscous damping coefficients.

Then, (13) and (14) can be rewritten as follows:

€yk ¼ Fx1 qx, _qx

� �

þ Gx1 qx

� �

τx, (15)

€θx ¼ Fx2 qx, _qx

� �

þGx2 qx

� �

τx, (16)

where Fx1 qx, _qx

� �

¼ A�1
x a3 cos θx � a4ð Þ a5 sin θx � brx _θx

� �

� a2 a3 _θ
2

x sin θx þ by _yk

� �h i

,

Gx1 qx

� �

¼ A�1
x r�1

w a2 þ a3rk cos θx � a4rkð Þ,

Fx2 qx, _qx

� �

¼ A�1
x a4 � a3 cos θxð Þ a3 _θ

2

x sin θx þ by _yk

� �

þ a1 a5 sin θx � brx _θx
� �

h i

,

Gx2 qx

� �

¼ A�1
x r�1

w a3 cos θx � a4 þ a1rkð Þ,

Ax ¼ a1a2 � a4 � a3 cos θxð Þ2:

In the x-z plane, the mathematical equations describe the Ballbot system dynamics
as follows:

€xxb1 þ b4 cos θy � b3
� �

€θy � b4 _θ
2

y sin θy þ bx _xk ¼ �r�1
w τy, (17)

b4 cos θy � b3
� �

€xk þ €θyb2 � b5 sin θy þ bry _θy ¼ rkr
�1
w τy, (18)

where b1 ¼ mk þ Ik
r2
k

þ 3Iwcos2α
2r2w

þma, b2 ¼ 3Iwr2kcos
2α

2r2w
þmal

2 þ Iy, b3 ¼ 3Iwcos2α
2r2w

rk, b4 ¼
mal, b5 ¼ magl, Iy represents the body momentum inertia about the y-axis, bx and bry
are the viscous damping coefficients.

In the x-z plane, minimal coordinates of the Ballbot system denotes

qy ¼ xk θy
� �T

, then (17) and (18), are rewritten as follows:

€xk ¼ Fy1 qy, _qy

� �

þ Gy1 qy

� �

τy, (19)

€θy ¼ Fy2 qy, _qy

� �

þ Gy2 qy

� �

τy, (20)

where Fy1 qy, _qy

� �

¼ A�1
y b2 b4 sin θy _θ

2

y � bx _xk
� �

þ b3 � b4 cos θy
� �

b5 sin θy � bry _θy
� �

h i

,

Gy1 qy

� �

¼ �A�1
y r�1

w b2 � b3rk þ b4rk cos θy
� �

,

Fy2 qy, _qy

� �

¼ A�1
y b3 � b4 cos θy

� �

b4 sin θy _θ
2

y � bx _xk
� �

þ b1 b5 sin θy � bry _θy
� �

h i

,
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Gy2 qy

� �

¼ A�1
y r�1

w rkb1 � b3 þ b4 cos θy
� �

,

Ay ¼ b1a2 � b4 cos θy � b3
� �2

:

3. Control system design

3.1 Hierarchical sliding mode control design

It can be assumed that all state variables are measurable. To design this controller
in the y-z plane, first we introduce a suitable pair of SMSs

sx1 ¼ cx1ex1 þ _ex1

sx2 ¼ cx2ex2 þ _ex2



, (21)

where cx1 and cx2 are positive constants, ex1 and ex2 are tracking errors

ex1 ¼ yk � ykd
ex2 ¼ θx � θxd



, (22)

where ykd ¼ const denotes the desired position of the ball and θxd is the desired tilt
angle about the x-axis of the body.

When the Ballbot balances, it means that the desired tilt angle θxd ¼ 0. Then, (21)
can be rewritten as

sx1 ¼ cx1 yk � ykd
� �

þ _yk

sx2 ¼ cx2θx þ _θx

(

: (23)

Let _sx1 ¼ 0 and _sx2 ¼ 0, the equivalent control laws of the two subsystems can be
gotten as

τxeq1 ¼ �G�1
x1 qx

� �

cx1 _yk þ Fx1 qx, _qx

� �� �

, (24)

τxeq2 ¼ �G�1
x2 qx

� �

cx2 _θx þ Fx2 qx, _qx

� �� �

: (25)

The hierarchical SMC law is deduced as follows. The first layer SMS is defined
as Sx1 ¼ sx1. For the first layer SMS, the SMC law and the Lyapunov function are
defined as

τx1 ¼ τxeq1 þ τxsw1, (26)

and

Vx1 tð Þ ¼ 0:5S2x1, (27)

where τxsw1 is the switch control part of the first layer SMC. Differentiate Vx1 tð Þ
with respect to time t

_Vx1 tð Þ ¼ Sx1 _Sx1: (28)

7

Hierarchical Sliding Mode Control for a 2D Ballbot That Is a Class of Second-Order…
DOI: http://dx.doi.org/10.5772/intechopen.101855



Let

_Sx1 ¼ �kx1Sx1 � ηx1sign Sx1ð Þ, (29)

where kx1 and ηx1 are positive constants.
The first layer SMC law can be deduced from Eqs. (26) and (27), that is,

τx1 ¼ τxeq1 þG�1
x1 qx

� �

_Sx1: (30)

The second layer SMS is constructed based on the first layer SMS S1 and s2, as
shown in Figure 3.

Sx2 ¼ αxSx1 þ sx2, (31)

where αx is the sliding mode parameter.
For the second layer SMS, the SMC law and the Lyapunov function are defined as

τx2 ¼ τx1 þ τxeq2 þ τxsw2, (32)

and

Vx2 tð Þ ¼ 0:5S2x2, (33)

where τxsw2 is the switch control part of the second layer SMC.
Differentiating Vx2 tð Þ with respect to time t yields

_Vx2 tð Þ ¼ Sx2 _Sx2: (34)

Let

_Sx2 ¼ �kx2Sx2 � ηx2sign Sx2ð Þ, (35)

where kx2 and ηx2 are positive constants.
The total control law of the presented hierarchical SMC can be deduced as follows:

τx2 ¼
αxGx1 qx

� �

τxeq1 þ Gx2 qx

� �

τxeq2 þ _Sx2

αxGx1 qx

� �

þGx2 qx

� � : (36)

Figure 3.
Structure of hierarchical sliding mode surfaces.
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Similarly, the total control law of the hierarchical SMC in the x-z plane also given as

τy2 ¼
αyGy1 qy

� �

τyeq1 þGy2 qy

� �

τyeq2 þ _Sy2

αyGy1 qy

� �

þ Gy2 qy

� � : (37)

3.2 Stability analysis

Theorem 1: If considering the total control law (36) and the SMSs (23) and (31) for
the system dynamics (15) and (16), then SMSs, Sx1 and Sx2 are asymptotically stable.

Proof: Integrating both sides (34) with respect to time obtains

ð

t

0

_Vx2dτ ¼
ð

t

0

�ηx2 Sx2j j � kx2S
2
x2

� �

dτ, (38)

Then

Vx2 tð Þ � Vx2 0ð Þ ¼
ð

t

0

�ηx2 Sx2j j � kx2S
2
x2

� �

dτ, (39)

It can be found that

Vx2 0ð Þ ¼ Vx2 tð Þ þ
ð

t

0

ηx2 Sx2j j þ kx2S
2
x2

� �

dτ≥

ð

t

0

ηx2 Sx2j j þ kx2S
2
x2

� �

dτ: (40)

Therefore, it can be achieved that

lim
t!∞

ð

t

0

ηx2 Sx2j j þ kx2S
2
x2

� �

dτ≤Vx2 0ð Þ<∞:

By using Barbalat’s lemma [23], we can obtain that if t ! ∞ then ηx2 Sx2j j þ
kx2S

2
x2 ! 0. Then, lim

t!∞
Sx2 ¼ 0.

By applying Barbalat’s lemma, we can get lim
t!∞

Sx2 ¼ 0.

Thus, both Sx1 and Sx2 are asymptotically stable.
Theorem 2: If considering the control law (36) and the SMSs of (23) for the system

dynamics (15) and (16), then SMSs, sx1 and sx2, are also asymptotically stable.
Proof: From Theorem 1, the SMS of the ball subsystem dynamics is asymptotically

stable.
Now, we will prove that the SMS of the body subsystem dynamics is asymptoti-

cally stable. Limiting of both sides of (31) obtains

lim
t!∞

Sx2 ¼ lim
t!∞

αxSx1 þ sx2ð Þ ¼ αx lim
t!∞

Sx1

	 


þ lim
t!∞

sx2 ¼ lim
t!∞

sx2: (41)

The result of (41) shows lim
t!∞

sx2 ¼ lim
t!∞

Sx2 ¼ 0. It demonstrates that the SMS of

the body subsystem dynamics is asymptotically stable. Thus, the all SMSs of the
subsystems are asymptotically stable.
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Theorem 3: If considering total control law (36) and the SMSs (23) for the system
dynamics (15) and (16), assuming that all the state variables are equivalent

infinitesimal, then the parameter boundary of the SMS is 0< cx1 < lim
x!0

Fx1 qx, _qxð Þ
_yk

	 
�

�

�

�

�

�

�

�

and

0< cx2 < lim
x!0

Fx2 qx, _qxð Þ
_θx

	 
�

�

�

�

�

�

�

�

, where x ¼ qx _qx

� �

.

Proof: By solving sxi ¼ 0, the lower boundary of cxi can be obtained

sx1 ¼ cx1 yk � ykd
� �

þ _yk ¼ 0

sx2 ¼ cx2θx þ _θx ¼ 0

(

: (42)

The eigenvalue of (42) should be negative for meeting the system stability. Thus,
the lower boundary of cxi is cxi >0.

The upper boundary of cxi can be gotten from _sxi ¼ 0

_sx1 ¼ cx1 _yk þ Fx1 qx, _qx

� �

þ Gx1 qx

� �

τxeq1 ¼ 0

_sx2 ¼ cx2 _θx þ Fx2 qx, _qx

� �

þ Gx2 qx

� �

τxeq2 ¼ 0

(

: (43)

Therefore,

cx1 ¼
Fx1 qx, _qx

� �

þ Gx1 qx

� �

τxeq1
� �

_yk

�

�

�

�

�

�

�

�

cx2 ¼
Fx2 qx, _qx

� �

þGx2 qx

� �

τxeq2
� �

_θx

�

�

�

�

�

�

�

�

8

>

>

>

<

>

>

>

:

: (44)

Further, it can be got

cx1 <
Fx1 qx, _qx

� ��

�

�

�þ Gx1 qx

� �

τxeq1
�

�

�

�

� �

_yk
�

�

�

�

cx2 <
Fx2 qx, _qx

� ��

�

�

�þ Gx2 qx

� �

τxeq2
�

�

�

�

� �

_θx
�

�

�

�

8

>

>

>

>

<

>

>

>

>

:

: (45)

When the state of the subsystem keeps sliding on its SMS and converges to the
neighborhood of the control objective, the system can be treated as an autonomous

one. Thus, τxeqi ¼ 0 and the following inequation is gotten 0< cx1 < lim
x!0

Fx1 qx, _qxð Þ
_yk

	 
�

�

�

�

�

�

�

�

and 0< cx2 < lim
x!0

Fx2 qx, _qxð Þ
_θx

	 
�

�

�

�

�

�

�

�

.

The block diagram of the control system is shown in Figure 4. With the real motor
torques τ1, τ2, and τ3 as functions of the equivalent torques about the x- and y-axes, τx
and τy, in matrix form, yield [24].

τ1

τ2

τ3

2

6

4

3

7

5
¼

2

3 cos α
� 1

3 cos α
� 1

3 cos α

0

ffiffiffi

3
p

3 cos α
�

ffiffiffi

3
p

3 cos α

2

6

6

4

3

7

7

5

T

τx

τy

� �

: (46)

The corresponding simulation and experiment results will be given in the subse-
quent sections.
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4. Simulation result

A numerical simulation investigates the stabilize, robustness, and transfer of the
proposed controller for the Ballbot. The decoupled dynamics (15) and (16), and
(19) and (20) with the proposed control schemes (36) and (37) are modeled in
Matlab/Simulink real-time environment with ODE45 and a sampling time of
0.01 seconds.

The parameters of the Ballbot for both simulation and experiment are shown in
Table 1. For the numerical simulation, the control parameters are tuned by the
trial-and-error method and then selected as in Table 1.

Various simulations are conducted by considering the stabilizing controls with an
initial nonzero tilt angle and with external disturbances and tracking control.

4.1 Stabilizing control with nonzero initial tilt angles

In this simulation, the tilt angles about x- and y-axes are initialized as 6.3° and
�6.5°, respectively for checking the behavior. Simulation results are shown in
Figure 5. The tilt angles responses and the angular velocities are depicted in
Figure 5(a) and (b), respectively. The position of the ball is shown in Figure 5(c).
Figure 5(d) shows the curves of the control inputs.

These numerical results demonstrate that the proposed robust controller enables to
maintain stabilizing of the Ballbot.

Figure 4.
Block diagram of the control system.

System parameters Control gains

ma ¼ 116kg, Ix ¼ 16:25kgm2, Iy ¼ 15:85kgm2,

rw ¼ 0:1m, l ¼ 0:23m, Iw ¼ 0:26kgm2, rk ¼ 0:19m,

mk ¼ 11:4kg, Ik ¼ 0:165kgm2, bx ¼ by ¼ 5Ns=m,

brx ¼ bry ¼ 3:68Nms=rad, α ¼ 56°.

cx1 ¼ 0:01, cx2 ¼ 35, αx ¼ 0:05, ηx2 ¼ 0:1,

kx2 ¼ 10; cy1 ¼ 0:01, cy2 ¼ 17, αy ¼ 0:05,

ηy2 ¼ 0:1, ky2 ¼ 10

Table 1.
System parameters and control gains.
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Figure 5.
Simulation results of stabilizing while station-keeping. (a) Tilt angles of the body. (b) Angular velocities of the
body. (c) Trajectory of the contact point between the ball and the floor. (d) Control inputs.
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4.2 Stabilizing control with external disturbances

In the second simulation, the stabilizing control of the Ballbot is investigated under
an external disturbance. An external force of 300 N is applied to the Ballbot system at
the sixth second while the Ballbot is stabilizing on the floor. As the results, the body
tilt angles and angular tilt angles are depicted in Figure 6(a) and (b), respectively.
Under the external disturbance, The Ballbot cannot maintain its original position of
xk, yk
� �

¼ 0, 0ð Þ. Instead, the robot has traveled to a new position of xk, yk
� �

¼
�7:4cm, 3:1cmð Þ as shown in Figure 6(c). The control inputs by the proposed control
are converged to zeros after 2 seconds, as depicted in Figure 6(d).

4.3 Tracking control

In the third simulation, the Ballbot is commanded to track a rectangular trajectory
with a dimension of 75 cm � 90 cm in 40 s. The system responses of the tilt angles of
the body are shown in Figure 7(b). As indicated in Figure 7(a), the proposed control
system performs well in tracking desired rectangular trajectory.

5. Experiment result

In this section, several experiments on the actual Ballbot platform (Figure 8)
are implemented to further verify the performance of the proposed control system.
Especially, experiment for the robustness of the controller is executed under external
disturbances.

The robot control algorithm is programmed with multithread tasks so that the
control period is set to 15 ms. The program also consists of the torque conversion and
kinematic model [1] to estimate the position and velocity of the ball.

An inertial measurement unit (IMU) is utilized to measure the orientation and
angular rates of the Ballbot. The IMU includes an accelerometer and a gyro sensor.
Three encoders with a resolution of 4000 counts/rev are also utilized to obtain the
position of the ball. Full state variables of the Ballbot system can be obtained based on
the kinematics and the sensor fusion.

The drive mechanism is equipped with brushless DC actuators with a continuous
torque of 0.28 Nm and gearboxes with a ratio of 1:4 for driving the ball. Two 48 V
lithium battery packs supply power for the actuators and other devices with a working
time of several hours.

5.1 Stabilizing control with an initial nonzero tilt angle

This experiment investigates the stabilizing performance of the proposed hierar-
chical SMC with an actual Ballbot on the flat floor.

The initial position of the Ballbot is set as the origin point and the robot is set at 6.3°
in roll angle and� 6.5° in pitch angle. The stabilizing responses of the control system are
shown in Figure 9. The tilt angles of the body are presented in Figure 9(a) in which the
steady-state is 1.5 seconds and the steady-state errors of the roll and pitch are 0.4° and
0.5°, respectively. While the angular rates of the body are shown in Figure 9(b). The
proposed control system successfully controls the movement of the ball from an origin
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Figure 6.
Simulation results of robustness control. (a) Tilt angles of the body. (b) Angular velocities of the body.
(c) Trajectory of the contact point between the ball and floor. (d) Control inputs.
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Figure 7.
Simulation results of tracking a rectangular path. (a) Trajectory of the contact point between the ball and floor.
(b) Tilt angles of the body.

Figure 8.
The real Ballbot that is running. (a) Schematic design. (b)Without the cover. (c) Ballbot running. (d)Ballbot running.
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Figure 9.
Experiment results of stabilizing and station-keeping. (a) Tilt angles of the body. (b) Angular velocities of the
body. (c) Trajectory of the contact point between the ball and floor. (d) Control inputs.
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Figure 10.
Experiment results of robustness control performance. (a) Tilt angles of the body. (b) Angular velocities of the
body. (c) Trajectory of the contact point between the ball and floor. (d) Control inputs.
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point to the new point of (xk, yk) = (�14 cm, 2 cm) as shown in Figure 9(c). The
control input of the proposed control scheme is shown in Figure 9(d).

5.2 Stabilizing control under an external disturbance

The robustness performance of the proposed hierarchical SMC is evaluated by
applying the external disturbances to the robot. The experimental scenario is set as: at
the beginning, the robot is stabilizing at the origin position. Then the Ballbot is kicked.
The amount of the kick is about 300 N.

The tilt angles and angular rate of the body are shown in Figure 10(a) and (b).
Figure 10(c) shows the ball response along the x- and y-axes. Under the kick, the
robot moves from the origin position of (xk, yk) = (0, 0) to the new position of
(xk, yk) = (�0.92 cm, 1.65 cm) and then stabilizes at the new position. Torque control
input responses are also shown in Figure 10(d) to keep the stabilizing of the Ballbot.

5.3 Tracking control

In this experiment, the Ballbot is commanded to track the desired rectangular
trajectory with a dimension of 75 cm � 90 cm within 40 seconds. The system response
is presented in Figure 11. Figure 11(a) shows the trajectory of the ball on the floor.

Figure 11.
Experimental results of tracking a rectangular path. (a) Trajectory of the contact point between the ball and floor.
(b) Tilt angles of the body.
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There is some error while the robot tries to track the rectangular desired trajectory.
The position error occurs due to uncertainties, an un-modeling system.

The results demonstrate hierarchical SMC behaviors in stabilizing and transferring
control of the Ballbot.

6. Conclusions

In this study, a 2D model of the Ballbot is obtained using the Euler-Lagrange
equation and the decoupling method. A robust nonlinear controller based on the
hierarchical SMC technique is designed for the Ballbot to control stabilizing and
transferring. The capability of the closed-loop system with the hierarchical SMC is
achieved using the Lyapunov function. The performance and robustness of the hier-
archical SMC are examined under several tests in both simulation and experiment.
The simulation and experimental results demonstrate the capabilities of the proposed
controller for stabilizing and trajectory tracking.
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Chapter

PID Gain Tuning for Robust
Control of PMDC Motor for
External Disturbance Rejection
with Constrained Motor Parameter
Variations through H∞
Prasanth Venktareddy, Prashanth Narayanappa Anand

and Prakasha Pundareekane Kanchappa

Abstract

This chapter describes the controller modeling for PID gain tuning against the
external disturbances with constrained internal parameter variation of the PMDC
motor based on an optimization technique of H-infinity. To fit the goals in the H
infinite framework, auto tuning of the PID controller gains is used. Different perfor-
mance goals for tracking are preset as design objectives. Researchers in literature have
presented many Robust Control techniques for motor control applications. Methods
like back-stepping algorithms, fuzzy and neural based control systems, model
predictive control and SMC (Sliding Mode Control) are available in literature. In this
chapter, SC (speed control) of PMDC-motor is addressed with variations in outer load
disturbances and internal variations of the system parameters for a particular appli-
cation. C-PID (conventional PID controllers) is preferred, and equivalent robustness
characteristics are established using the H-infinity development procedures. The
optimization effort is to get simultaneous fast-tracking response and better
disturbance rejection.

Keywords: H-infinity, C-PID, PMDC motor, robust control, disturbance rejection

1. Introduction

This necessity of controller design modeling for proportional integral and
derivative (PID) gain tuning against the external disturbances with constrained inter-
nal parameter variation of the permanent magnet direct current (PMDC) motor based
on an optimization technique of H-infinity is highly recommended. Here, PID con-
troller with auto tuning of gains are used to match the goals in H infinity framework.
Different performance goals for tracking are preset as design objectives. The speed
control of PMDC-motor has so far attracted the attention of the researchers in recent
times and many approaches and improvements have been proposed for PMDC motor
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drives. PMDC motors are used in electrical equipment, computer peripherals, and
manipulators because of their precise speed control capabilities. C-PID controllers
have been in use since several years for different applications such as motor-control.
The classical tuning methods of PID controller, as well as response method of
Zeigler-Nichols frequency considers the system in the mode of oscillation to analyze
the tuning procedure [1]. Since the manual tuning of PID controller is not user
friendly, as it tends to be a tedious process though being simple in structure.

We know that PID controller fails to address instant tracking / regulation to get
robustness against disturbance rejection. The majority of the time, industrial controllers
are not properly tuned. Traditionally, motor control applications have better performed
in control execution for specific working conditions. Controller parameters can be
tuned for exact working conditions with an underlying assumption that the conditions
are ordered and defined. Basically, working conditions according to the framework that
are prone to variations leads to undesirable results if the variations are not accurately
introduced. As these controllers do not guarantees the robustness to inner and outer
disturbances, the outer disturbances and the system parameter variations have huge
impact on performance and degradation in the applications of motor control.

Researchers in literature have presented many Robust Control techniques for motor
control applications. Methods like back-stepping algorithms, fuzzy and neural based
control systems, model predictive control and sliding mode control (SMC) are available
in literature. The SMC based methodology stimulates the chattering phenomenon due
to switching function of the inherent discontinuity. In Eker [2], the authors have
demonstrated SMC for various applications of PMDC motor control. In Mamani et al.
[3] and Corradini et al. [4], semi-SMC, adaptive SMC and boundary layer control (BLC)
have been introduced as the development to classical style of Controlling the SMC and
reducing chattering impact. Until now, most of the heuristic engineering methods have
been developed to achieve optimal tuning of PID.

PID control with GA optimization based for the DC motor is implemented in Pal
et al. [5] and can be stimulated by the aid of normal development methods. These
methods have proven that the goal functions have degraded [6].

The PSO (Parasitic Swarm Optimization) is considered as the method of ideal struc-
ture to control of BLDC motor by PID control in Nasri et al. [7]. The major advantages
being ease of implementation and computational complexity, which facilitates meeting
constraints for some of the parameters apart from exhibiting fast convergence.

Position and speed control applications have been implemented using H-infinity-
based control [8] providing better robustness in performance against disturbances,
making this as an attractive alternative. To develop the Robust Controller, the NN
based H-infinity controller was presented in Premkumar et al. [9] that introduces the
DC motor H-infinity controller and has addressed parameter uncertainties.

In this chapter, SC application of PMDC-motor is addressed with variations in
outer load disturbances and internal variations of the system parameters. Controller is
also opted as C-PID and equivalent robustness characteristics are established using the
H-infinity development procedures. The optimization effort is to get simultaneous
fast-tracking response with better disturbance rejection.

2. PMDC motor model

Using supply current, motor speed and supply voltage relationship, we have the
PMDC motor mathematical model as:
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Here, R and L are resistance and inductance of motor coil, kb is denoted as the
constant of back Electromotive force, J is rotor inertia and kf is friction constant.

The representation of SS (state space) matrix of similar set of the equations is
given by:

dω

dt

i

ω

� �

¼

�
R

L
�
Kb

L
Km

J
�
K f

J

2

6

6

4

3

7

7

5

i

ω

� �

þ

1

L
0

2

4

3

5 (3)
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þ 0½ �u tð Þ (4)

The overall transfer function for the speed and input voltage, is expressed as:

ω sð Þ

u sð Þ
¼

Km

JLS2 þ JRþ LK f

� �

sþ KmKb þ RK f

(5)

The transfer function of PMDC motor model is considered for a specified output
speed and input voltage provided. The unknown motor parameters are prone to the
variations due to aging of motor and its wear and tear. The controller must be built to
offer resilience for each motor parameter within acceptable variation limits. The
parameters of nominal motor are chosen from the standard motor of Maxon-RE35.
The variation limits and motors parameters are given in Table 1. The proposed
controller design for disturbance rejection in this work is based on the presumption
that the PMDC motor internal parameter variations are within tolerable limits as
specified for Maxon-RE35. The proposed Robust Controller design is discussed in
subsequent section.

3. H∞ based robust controller design for disturbance rejection

The proposed controller design model should meet the desired specifications
within bounds of internal parameter variations. Figure below shows the variation in

Parameter Nominal value Variation (tolerable limit)

L 0.00063 H 41%

R 2.07 Ohm 40%

Viscous-friction (Kf) 0.000049 Nms rad�1 51%

EMF constant (Kb) 0.053 Vs rad�1 [0.013 to 0.1]

Armature-constant (Km) 0.053 NmA�1 [0.012 to 0.1]

Table 1.
The parameters of motor and their acceptable limits of variation.
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the gain of PMDC plant against variations of internal parameters. Similar variations
are represented in the domain of frequency via bode plot, that are shown in Figures 1
and 2. Henceforth, PID controller is designed to address variation in the model and
provide desired specifications for closed loop performance.

This chapter discusses the target specifications for better disturbance rejection and
simultaneously set the point tracking. Here, we assume that the control bandwidth,
exhibits increasing slope at the crossover frequency compared to disturbance rejec-
tion, allowing better gain within the bandwidth. The higher slope is described as lesser
phase margin resulting in acceptable overshoot in response to set point. In order to
match competing requirements of the tracking rejection and disturbance, the PID
controller with 2-DOF (Degree of Freedom) is used as transfer function.

u ¼ KP br� yð Þ þ
Ki

s
r� yð Þ þ

KDs

1þ T f s
cr� yð Þ (6)

Figure 1.
The variations in PMDC gain of motor plant for uncertain and nominal internal parameter variations.

Figure 2.
Bode plot of plant model subjected to the internal parameter variations.
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2-DOF (Degree of Freedom) PID controllers contain weighing coefficients associ-
ated with derivative and proportional terms. These weighing coefficients facilitate
effective disturbance rejection restraining maximization of the over-shoot under
optimal conditions. The PID controller of 2-DOF works better in moderating the
changes arising in the reference signal or control-signal.

The close loop control system is considered as shown in Figure 3. Here, the
external disturbances such as load variations on motor shafts and its torque variations
are added that influences on the motor parametric variations.

4. The performance goals for the optimization of H∞

The 2-DOF for controller can be tuned by utilizing the approach of H infinity
optimization. The open loop gain being a critical indicator of feedback loop behavior,
gain of open loop should be more than one in control bandwidth to confirm better DR
(Disturbance Rejection) and it must be lower than one outer of control bandwidth to
confirm insensitivity to measurement noise of unmodelled dynamics. The ideal per-
formance terms can be displayed regarding execution objectives. To accomplish a
decent disturbance rejection and tracking, three execution objectives/limitations are
forced on the tuning of controller gain (see discussion in previous section), which is as
follows:

i. “Tracking” – used to identify the RT (response time) to step input

ii. “ML (Minimum loop) gain” – used to recognize loop gain before the
frequency of crossover.

iii. “ML (Maximum loop) gain” – used to to identify the control bandwidth at
higher frequencies.

The CGs (Controller-gains) must be tuned with constraint i.e., function cost,
connected with every specification subjected to minimization in H-infinity frame-
work.

4.1 Tracking as an execution objective

The frequency domain specification for monitoring between output and input is
described in this performance target. This frequency domain constraint indicates the
most extreme relative error as a FF (frequency function). The ME (maximum error) is
given by:

Figure 3.
Block diagram with external disturbances (load variations).
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errormax ¼
errorpeak
� �

sþ ωc errordcð Þ

sþ ωc
(7)

where, ωc denotes cut-off frequency.
The scalar function f(x) describes the tracking goal, where x is denoted as a

tuneable vector of entire parameters in the system. The target optimization (TO) is to
modify the parameter function f(x), which is optimized. The scalar function for
tracking case is described using f(x):

f xð Þ ¼
1

errormax
T s, xð Þ � Ið Þ

�

�

�

�

�

�

�

�

∞

(8)

where,T(s, x) is symbolized as closed loop transfer function between input and
output.

4.2 Min-LG (minimum) as execution limitation

The minimal gain on the open loop frequency response at specified frequencies is
limited by this performance goal. The frequency dependent minimum gain constraint
in turn gives the inverse sensitivity function of minimum gain limit. The min
constraint gain characterizes the capacity of scalar function f(x) whereas the
advancement procedure attempts to drive lower value of f(x). The capacity of scalar
f(x) is defined as:

f xð Þ ¼ WS D�1SD
� ��

�

�

�

∞

(9)

where, WS is denoted as Min-LG profile and S is defined as sensitivity function.

4.3 Max loop gain as execution limitation

This execution goal aims at highest gain of open loop at the determined frequencies
in the given framework. The Max-LG can be characterized as the frequency domain
element. This type of constraint restrains upper limit on the corresponding sensitivity.
The maximum loop gain determines the scalar function f(x) given by:

f xð Þ ¼ WT D�1TD
� ��

�

�

�

∞

(10)

where, WT is symbolized as the reciprocal profile of the Max-LG. T is symbolized
as the function of complementary sensitivity.

5. Performance goal description

The three performance goals for the H-infinity minimization such as tracking,
maximum LG and minimum LG. The limits/range for these goals is expected as
represented in Figures 4–6 as:

• Tracking better than 2 sec
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Figure 4.
Performance goal 1: The response for desired tracking.

Figure 5.
Performance goal 2: The desired min-LG.

Figure 6.
Performance goal 3: The desired max-LG.

7

PID Gain Tuning for Robust Control of PMDC Motor for External Disturbance Rejection with…
DOI: http://dx.doi.org/10.5772/intechopen.102546



• Min-LG: to be higher below 0.5 rad/s.

• Max-LG: to be less beyond 4 rad/s and the roll off with at least 20db/decade.

6. Simulations and results

The motor model transfer function as described in Eq. (5) along with the con-
straints from Eqs. (6)–(10) is simulated using MATLAB Simulink.

To model the uncertainty of plant parameters, the specified motor parameters can
be used as variables. The PID controller of 2-DOF is characterized to have tunable
gains. The analysis point is where disturbance torques are calculated and disturbance
sensitiveness is determined. The performance goals as examined in Section 5 are
selected and H∞ minimization of the scalar function relating to the described
performance goals is evolved in this work. This results in optimal tuning of controller
gains and is tabulated as shown in Table 2.

The outcomes are presented in the following figures.
The Figure 7 represents response of TE (tracking error) of the tuned function

of closed loop transfer function. This plot represents the tracking error that is

Parameter Value

Kp 0.034

Tf 28.447

Kd �0.942

Ki 0.341

Table 2.
The resulting tuned parameters of 2-DOF PID from simulation for optimization.

Figure 7.
The performance goal 1: Desired v/s achieved.
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accomplished over all ranges of frequencies below the specified margin.
Correspondingly, the max-LG and achieved min-loop v/s ideal values are plotted in
Figures 8 and 9.

Figure 8 shows the achieved transient duration of proposed model is much less
that desired transient duration. Figures 10 and 11 demonstrates tracking performance
of the proposed model for any arbitrary input. In all cases, the set point of tracking can
be accomplished well within the prescribed 2 seconds limitations in system response.
From these plots, we infer that simulation of the proposed model guarantees motor
internal parameters to remain within tolerable limits of variations for any applied
arbitrary external disturbances. Further, the proposed model is tested for simulation
with 30 different randomly chosen external disturbances.

Figure 8.
The performance goal 2: Desired v/s achieved.

Figure 9.
The performance goal 3: Desired v/s achieved.
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It is significant to note that achieved performances are far superior to the focused
objectives. Additionally, H

∞
advancement of targeted goals outperforms over

expected performance. Out of several performance goals specified for PMDC motors,
our work presents simulation results for only three objectives. However, other goals
remain to be explored.

Figure 12 represents the disturbance rejection achieved for two different values of
proportional and derivative coefficients. The response for randomly chosen load dis-
turbances (30 arbitrary signals) with implicit effect on internal parameters is
presented in Figure 13. It can be observed that the response for the proposed robust
model for controller is well within the accepted bounds. It is worth to observe that the
disturbances attenuate well below the prescribed limit of 2 sec.

Figure 10.
The performance of tracking with 2-DOF PID controller.

Figure 11.
The performance of speed control to the pulse command (tracking better than the 2 sec).
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7. Conclusion

This work introduces the MO-optimization (Multi Objective) with three perfor-
mance goals in the structure of H∞ for tuning parameters of PID controller for PMDC
motor. The two simultaneous competing needs of disturbance rejection along with
input tracking are achieved with Robust Controller design with 2-DOF over distur-
bance rejection using H∞ framework. Hence, it is established that the PID controller
can be tuned, and corresponding gains can be achieved for a specified constraints/
performance capability. Further, H∞ provides a better and acceptable framework for
optimization.

Figure 12.
Disturbance rejection with the controller of 2-DOF PID.

Figure 13.
The response to 30 random disturbances with implicit parameter variations.
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Chapter

Role of Uncertainty in Model
Development and Control Design
for a Manufacturing Process
Rongfei Li and Francis F. Assadian

Abstract

The use of robotic technology has drastically increased in manufacturing in the
twenty-first century. But by utilizing their sensory cues, humans still outperform
machines, especially in the micro scale manufacturing, which requires high-precision
robot manipulators. These sensory cues naturally compensate for high level of uncer-
tainties that exist in the manufacturing environment. Uncertainties in performing
manufacturing tasks may come from measurement noise, model inaccuracy, joint
compliance (e.g., elasticity) etc. Although advanced metrology sensors and high-
precision microprocessors, which are utilized in nowadays robots, have compensated
for many structural and dynamic errors in robot positioning, but a well-designed
control algorithm still works as a comparable and cheaper alternative to reduce
uncertainties in automated manufacturing. Our work illustrates that a multi-robot
control system can reduce various uncertainties to a great amount.

Keywords: uncertainty, modeling, feedback control design, automated
manufacturing, robot arm system

1. Introduction

It is believed that the rapid emergence of Robotic technology in industry, and
specifically in manufacturing, in the century, will have positive impacts in many
aspects of our lives. We have already seen many applications of this technology in
macro scale, such as pick and place task [1]. However, there are still applications
where humans outperform machines, especially in the micro scale manufacturing,
which requires high-precision robot manipulators.

Accurate positioning of robot arms is very important in automated manufacturing
field. Over past several decades, we have seen great strides in the technology for
accurate positioning robots. We have seen researchers have tried to implement add-on
features such as real-time microprocessors, high precision motors, zero backlash gear
set, advanced metrology sensors and so on in today’s robots. Indeed, they have com-
pensated many structural and dynamic errors in robot positioning [2]. However, those
add-on features are usually very expensive and unnecessarily increase the cost during
the manufacturing process. Robotic systems that employ a well-designed sensor-based
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control strategies can reduce the cost and simultaneously obtain robustness against
disturbances and imprecisions from sensors or modeling.

The process of fastening and unfastening a screw is a mundane but a challenging
task in the automated manufacturing. We found recent research on this topic only
focuses on how robots should generate push/pull force on a driver [3]. The axial forces
and torques are first measured through sensors and then controlled to imitate human
approach of fastening and unfastening by applying similar amount of axial forces and
torques. This approach only considers tactile sensing, however, human beings, also
use the information from visual sensing to help with this task. To replicate visual
sensing in robots, for example, a camera system could be utilized to make sure a tool is
at the right pose (correct orientation and location where head of bolt and tail of
driver coincide). A visual system that can provide an accurate and repeatable
positional tracking of the tool becomes significantly important and useful not only in
this type of an application but also in many other applications of the automated
manufacturing [4].

In this work, we have designed a multi-robotic control system that simulates the
positioning process for fastening and unfastening applications and have examined
its robustness against various uncertainties, which may occur, in this process. This
control system is a visual servoing system where a camera is mounted on a robot
arm manipulator and provides vision data for the motion control of a second robot
manipulator with a tool. Both the Position-Based Visual Servoing (PBVS) and the
Image-Based Visual Servoing (IBVS) systems have been thoroughly investigated in
[5–8]. However, in this related work, in the visual servoing domain, the
development of the outer-loop controller is usually achieved with the PID
controller, or its simplified variations based only on a kinematic model of camera
[5, 8]. One improvement in this work is to use Youla robust control design tech-
nique [9] that includes both kinematics and dynamics in the model development
stage. The increase in the model fidelity for the control design can positively influence
the precision of the feature estimation and the control system stability for the high-
speed tasks. Benefits of our design are discussed in more details in the following
sections.

Position control algorithms for both the visual and the tool manipulation systems
are discussed in this Chapter. Especially, a combination of a feedforward and a feed-
back control architecture has been designed for the tool manipulation system, which
enables the tool to move fast to a desired location with a high precision in its final
pose. Simulation results for the Single Input Single Output (SISO) case in various
scenarios are presented and furthermore, the robustness to various noise sources in
this manufacturing process are examined.

2. Literature review

We have seen many efforts been made to improve the positioning accuracy of
robotic systems in the past few decades. An effective way to reduce the amount of
inaccuracy is to measure it with sensors and compensate is through feedback control
loop. Many metrology techniques have been investigated and applied for different
kinds of data capturing. Among them, three methods have gained the most popularity
in the recent research, namely, vision-based methods, tactile-based methods, and
vision-tactile integrated methods. In this section, we will briefly review those
approaches and their applications.
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2.1 Vision-based methods

The vision-based methods have been widely developed in the recent years and
used to determine position and orientation of target objects in robotic systems.
Zhu et al. discussed Abbe errors in a 2D vision system for robotic drilling. Four
laser displacement sensors were used to improve the accuracy of the vison-based
measurement system [10]. Liu et al. proposed a visual servoing method for
positioning in aircraft digital assembly [11, 12]. With the measurements from two
CCD cameras and four distances sensors, the proposed method can accurately align
the positioner’s ball-socket with the ball-head fixed on the aircraft structures in a finite
time.

In addition to mentioned applications, we have seen many contributions to the
vision-based methods in robotic manipulation. However, most of those researchers
focused on success rate of grasping on end-effector without enough analysis on the
positioning accuracy. Du et al. published a study for the robotic grasp detection by
visually localizing the object and estimating its pose [13]. Avigal et al. proposed a
6-DoFs grasp planning method using fast 3D reconstruction and grasp quality
convolutional neural network (CNN) [14]. Wu et al. proposed an end-to-end solution
for visual learning [15].

2.2 Tactile-based methods

In addition, with the development of tactile sensors in the last few years, we have
seen more and more focus on tactile-based methods in robotic positioning domain.
The tactile sensors can show contact states of the end-effector and the object in
robotic manipulations. The contact state can be used to determines objects’ relative
orientations and positions with respective to the gripper. Li et al. designed a tactile
sensor of GelSight and generated tactile maps for different poses of a small object in
the gripper [16]. He studied the localization and control manipulation for a specific
USB connector insertion task. Dong et al. studied the tactile-based insertion task for
dense box packing with two GelSlim fingers which are used to estimate object’s pose
error based on neural network [17]. Furthermore, Hogan et al. developed a tacile-
based feedback loop in order to control a dual-palm robotic system for dexterous
manipulations [18]. Those tactile-based methods can only realize relative accurate
positioning of the tool with the end-effector, but the positioning of the robot
manipulator itself is not addressed.

2.3 Vision-tactile integrated methods

Vision sensing can provide more environment information with a wide
measurement range, while tactile sensing can provide more detailed information in
robotic manipulations. Therefore, the vision–tactile integrated methods came into
being. Fazeli et al. proposed a hierarchical learning method for complex
manipulation skills with multisensory fusion in seeing and touching [19]. Gregorio
et al. developed a manipulation system for automatic electric wires insertion
performed by an industrial robot with a camera and tactile sensors implemented on a
commercial gripper [20].

According to the analysis, all the integrated sensory applications have achieved
accurate robotic manipulation tasks such as insertion and their performances have
been verified in experiments. However, the error space in those references is usually
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small and none of them has considered all the translational and rotational errors in 6
DoFs. Moreover, tactile-based or vision-tactile integrated methods will increase
expense of massive manufacturing because tactile sensors are more expensive
to purchase and maintain compared to visual sensors. Based on that, our work is to
explore the capability of the vison-based methods and design a new method to
improve the accuracy of positioning in the robot manipulation system.

3. Technical background

In the first part of this section, we will briefly discuss the algorithm of the tradi-
tional Image based visual servoing (IBVS) and its drawbacks. In the second part, we
will review sources of all possible uncertainties occurred in automated manufacturing
and existing approaches for reducing them.

3.1 A brief overview of the classical IBVS architecture

The control of the visual system, the eye-in-hand camera configuration [21], is
discussed in this section. The general visual servoing problem can be divided into two
categories: PBVS and IBVS [5]. This work focuses on the IBVS structure. Figure 1
shows the control block diagram for a classical IBVS architecture. In Figure 1,

s ¼ u, v½ �T is the image feature position vector, s ∗ ¼ u ∗ , v ∗½ �T is the target image
feature position vector, and their difference e ¼ s ∗ � s is the error vector. The IBVS
structure is a cascaded control loop with an outer controller and an inner joint
controller. The outer controller takes the feature error e as input and generates the
positional targets, which are denoted as _q in the Figure 1. The inner controller

Figure 1.
The block diagram of the classical IBVS control architecture.
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stabilizes the joints to generated positional targets from outer controller. Le is the
so-called interaction matrix [5], which is a 2-by-6 matrix, and relates the time deriv-
ative of the image feature s to the spatial velocity of the camera Vc, a column vector of
six-elements, by the following:

_s ¼ LeVc (1)

We can design a proportional controller to force the error to exponentially con-
verge to zero, i.e.:

_e ¼ �ke, k>0 (2)

Suppose the target image feature is a constant; that is _s ∗ = 0, hence, we can derive
from Eq. (2):

_e ¼ _s ∗ � _s ¼ �LeVc (3)

From Eqs. (2) and (3), one will be able to obtain:

Vc ¼ kLþ
e e (4)

where Lþ
e is the pseudoinverse of Le. The derivation of the interaction matrix with

a monocular camera is further explained next. We assume a point with the three-

dimension (3D) coordinates in the camera frame is given as PC ¼ XC,YC,ZC
� �

. We
further assume a zero-skew coefficient, i.e., sC ¼ 0 in Eq. (2) with a baseline distance

b ¼ 0, for a monocular camera model, then the image feature coordinate s ¼ u, v½ �T
can be expressed as:

u

v

� �
¼

f uX
C

ZC
þ u0

f vY
C

ZC
þ v0

2
6664

3
7775 (5)

Taking the time derivative of Eq. (5), we can obtain:

_u

_v

� �
¼

f u
_X
C
ZC � _Z

C
XC

� �

ZC
� 	2

f v
_Y
C
ZC � _Z

C
YC

� �

ZC
� 	2

2
6666664

3
7777775

(6)

The rigid body motion of a 3D point in the camera model can be derived as:

_P
C ¼ vC þ ωC � PC

⟺

_X
C ¼ vCX � ωC

YZ
C þ ωC

z Y
C

_Y
C ¼ vCY � ωC

ZX
C þ ωC

ZZ
C

_Z
C ¼ vCZ � ωC

XY
C þ ωC

y X
C

8
>>><
>>>:

(7)
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Substituting (7) into (6), and rearranging the terms, we obtain:

_u

_v

� �
¼

f u
ZC

0 � u� u0

ZC
� u� u0ð Þ v� v0ð Þ

f v

f u
2 þ u� u0ð Þ2

f u
� f u v� v0ð Þ

f v

0
f v
ZC

� v� v0

ZC
� f v

2 þ v� v0ð Þ2
f v

u� u0ð Þ v� v0ð Þ
f u

f v u� u0ð Þ
f u

2
6664

3
7775

vCX

vCY
vCZ

ωC
X

ωC
Y

ωC
Z

2
66666666664

3
77777777775

(8)

Eq. (8) can be simply written as:

_s ¼ LeVc ¼ Le
vC

ωC

� �
(9)

Some drawbacks of the classical IBVS are summarized next. To compute the

interaction matrix Le from Eq. (8), the depth ZC needs to be estimated. This can be
usually approximated as either the depth of the initial position or the depth of the
target position or their average value [5]. A careless estimation of the depth may lead
to a system instability. In addition, the design of the proportional controller is based
on, Eq. (1), the camera kinematic relationships, such that there is no dynamics con-
sidered in this model. The kinematic model is sufficient for very slow responding
system, however, for faster responses, one has to take into account the manipulator
dynamics along with the camera model.

In this work, we propose a new controller algorithm, similar to the classical IBVS
structure, where the controller is designed with the complete dynamic and kinematic
models of the robot manipulator and the camera. Furthermore, this algorithm does
not require any depth estimation, therefore, it will not be necessary to use the inter-
action matrix. The development of this new algorithm is presented in sections 6 and 7
of this Chapter.

3.2 A brief overview of sources of uncertainties and approaches for reduction

Uncertainties in automated manufacturing can originate from different sources.
We can divide these uncertainties into two categories: sensor measurement noise, and
dynamic and kinematic modeling errors from both the measurement system and the
robot manipulators. This section briefly reviews each uncertainty source including the
proposed methods for reducing these uncertainties.

3.2.1 A brief overview of a stereo camera model and its calibration

A camera model (i.e., the pin-hole model [22]) has been adopted in the visual
servoing techniques to generate an interaction matrix [5]. The object depth, the
distance between a point on the object and the camera center as illustrated in Figure 2,
needs to be either estimated or approximated by an interaction matrix [5]. One of the
methods is to directly measure the depth by a stereo (binocular) camera with the use
of two image planes [23].
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As shown in Figure 2, two identical cameras are separated by a baseline distance b.

An object point, PC ¼ XC,YC,ZC
� �T

, which is measured in the camera frame, at the

baseline center, is projected to two parallel virtual image planes, and each plane is

located between each optical center (Cl or CR) and the object point PC. The intrinsic
camera parameters relate the coordinates of the object point in the camera frame and
its corresponding image coordinates p ¼ u, vð Þ on each of the image plane with an
exact mathematical relationship. This relationship is given by:

Note: v coordinate on each image plane is not shown in the plot but is measured
along the axis that is perpendicular to and point out of the plot.

ul

vl

1

2
64

3
75 ¼ 1

ZC

f u sc u0

0 f v v0

0 0 1

2
64

3
75

XC

YC

ZC

2
64

3
75� b

2ZC

f u
0

0

2
64

3
75 (10)

ur

vr

1

2
64

3
75 ¼ 1

ZC

f u sc u0

0 f v v0

0 0 1

2
64

3
75

XC

YC

ZC

2
64

3
75þ b

2ZC

f u
0

0

2
64

3
75 (11)

Where, fu and f v are the horizontal and the vertical focal lengths, and, sc is a skew
coefficient. In most cases, fu and f v are different if the image horizontal and vertical
axes are not perpendicular. In order not to have negative pixel coordinates, the origin
of the image plane will be usually chosen at the upper left corner instead of the center.
u0 and v0 describe the coordinate offsets. The camera model uncertainties may
arise from the estimation of those camera intrinsic parameter values. The camera
calibration can be used to precisely estimate these values.

Figure 2.
The projection of a scene object on the stereo camera’s image planes.
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The stereo camera calibration has been well studied in [24–27]. As summarized in
[24], the calibration method can be divided into two broad categories: the photo-
grammetric calibration and the self-calibration. In the photogrammetric calibration
[25], the camera is calibrated by observing a calibration object whose geometry is well
known in the 3D space. These methods are very accurate but require an expensive
apparatus and elaborate setups [24]. The self-calibration [24, 26, 27] is performed by
finding the equivalences between the captured images of a static scene from different
perspectives. Although cheap and flexible, these methods are not always reliable [24].
The author in [24] proposed a new self-calibration technique that observe planar
pattern at different orientations and showed improved results.

3.2.2 A brief overview of the robot manipulator model and its calibration

In this work, we consider the elbow manipulators [28] with the spherical wrist in
the multi-robot system to move an end-effector freely in 6 degrees of freedoms
(dofs). This model of the robot has six links with three for the arms and the other
three for the wrist. The robot arms freely move the end effector to any position in the
reachable space with 3 dofs while the robot spherical wrists allow the end effector to
orient in any directions with another 3 dofs. For the elbow manipulators, a joint is
connected between each two adjacent links and there are in total six convolutional
joints. The specific industry model of this type is ABB IRB 4600 [29].

A commonly used convention for selecting and generating the reference frames in
the robotic applications is the Denavit-Hartenberg convention (or D-H convention)
[30]. Suppose each link is attached to a Cartesian coordinate frame, OiXiYiZi. In this
convention, each homogeneous transformation matrix Ai (from frame i� 1 to frame
i) can be represented as a product of four basic transformations:

Ai ¼ Rotz,qiTransz,diTransx,aiRotx,αi ¼

cqi �sqicαi sqi sαi aicqi
sqi cqicαi �cqi sαi aisqi
0 sαi cαi di

0 0 0 1

2
6664

3
7775 (12)

Note: cqi � cos qi
� 	

, cαi � cos αið Þ, sqi � sin qi
� 	

, sαi � sin αið Þ.
Where qi, ai, αi and di are parameters of link i and joint i, ai is the link length, qi is

the rotational angle, αi is the twist angle and di is the offset length between the

previous i� 1ð Þth and the current ith robot links. The quantities of each parameter in
(12) are calculated based on the steps in [28].

We can generate the transformation matrix from the base frame O0X0Y0Z0 P0
� 	

to the end-effector frame O6X6Y6Z6 P6
� 	

:

T0
6 ¼ A0

1A
1
2A

2
3A

3
4A

4
5A

5
6 (13)

If any point with respect to the end effector frame P6 is known, we can calculate its

coordinate with respect to the base frame P0 as:

P0 ¼ T0
6P

6 (14)

In addition, the transformation from the base frame P0 to the end-effector frame

P6 can be derived:
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T6
0 ¼ T0

6

� 	�1
(15)

which is used to generate the image coordinates of a point captured by a camera
with its center attached to the end effector, from the 3D coordinates of a point in the
base frame.

Eq. (13) shows that the position of the end-effector Pend (where Pend is the origin of

the end-effector frame P6) is a function of all the joint angles q ¼ qiji ϵ 1, 2, 3,4, 5,6
� �

and the parameters Pa ¼ ai½ , αi, di∣i ϵ 1, 2, 3,4, 5,6�:

Pend ¼ F q,Pað Þ (16)

Eq. (16) describes the forward kinematic model of the robot manipulator, which
could be utilized to calculate the position of the end effector from the joint angles and
the robot parameters. The inverse process is called the inverse kinematic, which the
joint angles can be computed from the position and the parameters. The estimation of
the robot parameters Pa determines the accuracy of the kinematic models of the robot
manipulators.

The paper [31] provides a good summary of the current robot calibration methods.
The author of [32] states that over 90% of the position errors are due to the errors in
the robot zero position (the kinematic parameter errors). As a result, most researchers
focus on the kinematic robot calibration (or level 2 calibration [31]) to enhance the
robot absolute positioning accuracy [33–36]. Generally, the kinematic model-based
calibration involves four sequential steps: Modeling, Measurement, Identification,
Correction. Modeling is a development of a mathematical model of the geometry and
the robot motion. The most popular one is D-H convention [30] and other alternatives
include S-model [37] and zero-reference model [38]. At the measurement step, the
absolute position of the end-effector is measured from the sensors, e.g., the acoustic
sensors [37], the visual sensors [34], etc. In the identification step, the parameter
errors for the robot are identified by minimizing the residual position errors with
different techniques [39, 40]. This final step is to implement the new model with the
corrected parameters.

On the other hand, the non-kinematic calibration modeling (level 3 calibration
[31]) [39, 41], which includes the dynamic factors such as the joint and the link
flexibility in the calibration, increase accuracy of the robot calibration, but
complicates the mathematical functions that govern the parameters relationship.

3.2.3 The image averaging techniques for denoising

The image noises are inevitably introduced in the image processing. Several image
denoising techniques have been proposed so far. A good noise removal algorithm
ought to remove as much noise as possible while safeguarding the edges. The Gaussian
white noise has been dealt with using the spatial filters, e.g., the Gaussian filter, the
Mean filter and the Wiener filter [42]. The noise reduction using the wavelet methods
[43, 44] have benefits of keeping more useful details but at the expense of the
computational complexity. However, depending on the selected wavelet methods, the
filters that operate in the wavelet domain still filter out (or blur) some important high
frequency useful information of the original image, even though more edges are
preserved with the wavelet method when comparing with the spatial filter
approaches.
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All the aforementioned methods present ways to reduce noise in the image
processing starting from a noisy image. We can approach this problem with the
multiple noisy images taken from the same perspective. Assuming the same perspec-
tive ensures the same environmental conditions (illumination, temperature, etc.) that
affect the image noise level. Given the same conditions, an image noise level taken at a
particular time should be very similar to another image taken at a different time. This
redundancy can be used for the purpose of improving image precision estimation in
the presence of noise. The method that uses this redundancy to reduce noise is called
signal averaging (or the image averaging in the application of the image processing)
[45]. The image averaging has a natural advantage of retaining all the image details as
well as reducing the unwanted noises, given that all the images for the averaging
technique are taken from the same perspective. The robot’s rigid end effector that
holds a camera minimizes shaking and drift when shooting pictures. Furthermore, in
the denoising process, the precise estimations require that the original image details to
be retained. Considering these previous statements, we decided to choose image
averaging over all other denoising techniques in this work.

The image averaging technique is illustrated in Figure 3. Assume a random, unbi-
ased noise signal, and in addition, assume that this noise signal is completely
uncorrelated with the image signal itself. As noisy images are averaged, the original
true image is kept the same and the magnitude of the noise signal is compressed thus
improving the signal-to-noise ratio. In Figure 3, we generated two random signals
with the same standard deviation, and they are respectively represented by the blue
and the red lines. The black line is the average of the two signals, whose magnitude is
significantly decreased compared to each of the original signal. In general, we can
come up with a mathematical relationship between the noise level reduction and the
sample size for averaging. Assume we have N numbers of Gaussian white noise
samples with the standard deviation σ. Each sample is denoted as zi, where i

represents ith sample signal. Therefore, we can acquire that:

var zið Þ ¼ E zi
2

� 	
¼ σ (17)

where E �ð Þ is the expectation value and σ is the standard deviation of the noise
signal. By averaging the N Gaussian white noise signals, we can write:

var zavg
� 	

¼ var
1

N

XN

i¼1

zi

 !
¼ 1

N2 Nσ2 ¼ 1

N
σ2 ¼ 1ffiffiffiffi

N
p σ

� �2

(18)

Figure 3.
An example of a noise level reduction by image averaging.
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where zavg is the average of the N noise signals. Eq. (18) demonstrates that a total

number of N samples are required to reduce the signal noise level by
ffiffiffiffiffi
N

p
. Since our

goal is to reduce the image noise to within a fixed threshold (a constant number
expressed as a standard deviation), a smaller variation in the original image requires
much less samples to make an equivalent noise-reduction estimation. Thus, it is
worthwhile for the camera to move around, rather than being stationary, in order to
find the best locations where the image noise level estimation is small. In general, we
can reduce the noise level as much as needed by taking more samples.

3.2.4 The dynamic errors and its modeling in the feedback control loop

The dynamic errors in a robot manipulator consist of any joint non-static errors.
Among these error sources, which have the most significant effect on the robot
position control accuracy, are the deviations between the actual joint rotation with its
measured value from the unmodeled dynamic uncertainties, such as backlash, fric-
tion, compliance due to gears’ elimination, joint or link flexibility and thermal effects.
As discussed in Section 3.2.2, we can account for all these errors in the dynamic
modeling step by developing a high-fidelity dynamic model, where all these parame-
ter values could be identified through calibration. An easier way is to regard all these
dynamic errors as disturbances to a manipulator control system. The control system is
able to make the plant output track the desired input (the reference signal) and while
simultaneously, it rejects these disturbances. The design of the robot manipulators
control systems and the demonstrations of the capability of these feedback loops to
reject these aforementioned dynamic errors are discussed in more detail in the later
sections.

4. The topology of the multi-robotic system for accurate positioning
control

In this section, we discuss the proposed control architectures for a multi-robot
system, which enables the high-accuracy movement of a tool in various manufactur-
ing scenarios by reducing the process uncertainties. Assuming at the start, all camera
and robot manipulators are well calibrated by using one or multiple methods
discussed in Sections 3.2.1 and 3.2.2, so that the initial camera and robot manipulators
parameters are identified. Therefore, in this case, the main uncertainties include the
sensor noise and the dynamic modeling errors. Figure 4 shows the overall topology of
this multi-robot system.

Figure 4.
The topology of the multi-robotic system for accurate positioning control.
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The multi-robot system is composed of a visual system and a tool manipulation
system (Figure 4). In the visual system, a camera is mounted on an elbow robot arm
while a tool is held by the end-effector of the robot manipulator arm. The goal of the
visual system is to provide precise estimation of the tool pose so that the tool manip-
ulator can control the pose with the guidance from the visual system. Two fiducial
markers (green circles or the interest points) are placed on the tool to help the
computer to detect the position and the orientation of the tool. The absolute coordi-
nates of the reference points (red circles) are known in the inertial reference frame.
The reference points are placed close to the tool’s target location (the target interest
points) so that the reference points and the target interest points can be captured in
the camera frame when the tool gets close to its target pose.

Four reference points are selected close to each other in the space. In a visual
servoing problem, a location in space from which an image was taken can only be
uniquely determined by at least four points, 3 points to determine a specific location
and one point to determine the orientation. This is a location determination problem
(LDP) using image recognition [46]. Therefore, we consider using four reference
points to determine the camera pose in the 3D space. However, whenever the camera
pose is fixed and known in space, the stereo camera, which can detect the depth,
provides the distinct 3D location of a point from the image coordinates.

4.1 The multi-robotic system sequential control procedure

The movement control of the robot manipulators is asynchronous in the visual and
the tool manipulator systems. A flowchart demonstrating this sequential control pro-
cess is shown in Figure 5.

The first stage consists of the optimal camera pose determination and control. In
this stage, the camera moves and searches for an optimal position based on the
minimization of a proposed objective function, in this case, the time duration and the
energy consumption, while reducing the image noise of the reference points to within
an acceptable threshold. In the second stage, the camera movement adjustment con-
trol, any uncertainties occur in the movement of camera from the last stage is elimi-
nated by an eye-in-hand visual servoing controller. After the movement adjustment,
the camera is kept static and provides precise estimations of the tool position. In the
last stage, the high-accuracy tool manipulation control, the tool movement is con-
trolled and guided to the target pose location by an eye-to-hand visual servoing
controller. Each control method and architecture are discussed in the sections below.

4.2 The optimal camera pose determination process and its control architecture

Figure 6 shows how the optimal pose of the camera is determined from a single
picture taken at different perspectives. The uncertainty in the image processing is
spatially related. As the camera moves in space, the combined factors (the light
conditions, the temperature, etc.) that affect the image processing changes and with

Figure 5.
The flow chart of the sequential control procedure.
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these changes, the uncertainty level in the estimation changes accordingly. In this
work, we propose to apply image averaging [45] to reduce the uncertainty level in the
pose estimation. As discussed in Section 3.2.3, the number of images required for the
averaging increases by a factor of 2 for reducing the uncertainty level by the square
root of the same factor. In order to reduce the energy consumption and the time
duration in this photo taking process, it is necessary to first determine the location
where the image averaging should take place before the camera actually starts to take
multiple photos.

In Figure 6, in the first stage, the camera takes a single picture. In the second stage,
we compute the image intensity matrix I from that photo and then, we estimate the
noise level σ across the image by a previously developed algorithm, see [47]. In the
third stage, we calculate the uncertainty level from the image noise level and generates
the number of images N required to reduce this uncertainty within a prescribed
threshold. In the fourth stage, utilizing a moving algorithm, which is designed as a
part of this work, the current camera target pose, P ∗

C is commanded. In the fifth stage,
the camera pose controller guides the camera to the target pose location using the
encoders that measure joints rotational angles, ~qv. These five stages are repeated until
the movement algorithm instructs the camera to stay in the current pose. Then, this

current target pose is the optimal pose PC of the camera where the total energy
consumption and the time duration is minimized. The output qv is the target joint
angles of visual manipulator system at the optimal pose of the camera. If for any
reason, such as uncompensated uncertainties, the current pose is not the same as the

optimal pose, PC, then the camera movement adjustment control, presented in the
next section, will reduce this error. In addition, M is the number of pictures needed
for the averaging at the optimal pose location of the camera.

4.3 The camera movement adjustment control block diagram

We propose a control method with its associated block diagram for the camera
movement adjustment as shown in Figure 7. The role of this feedback control is to
deal with the errors occurred in the dynamics and the measurements of the
previous stage.

Figure 6.
The optimal camera pose determination process and its control architecture.
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In Figure 4, four reference points whose absolute positions are known in the
space, are selected close to the tool target pose. The fiducial markers are placed on the
reference points, so that their location can be recognized and estimated in a 2D image
coordinate frame using computer vision. From the kinematic model of the robot arm
and the camera, the image coordinates of the reference points can be calculated
online, and those coordinates are used as the targets for a cascaded control loop and
are noted as pR in Figure 7. After applying the image averaging technique
(Section 3.2.3), we can obtain a precise estimation of the current position of the refer-
ence points and are noted ascpR in Figure 7 in image coordinates from the computer
vision. Therefore, any deviation between pR andcpR could be the result of some
uncertainties, such as the joint compliances, which are not compensated by the joint
control loop as shown in Figure 6. The cascaded controller is similar to the image-based
visual servoing scheme (IBVS), as discussed in Section 3.1. The inner-loop control
strategy in this part is also very similar to the joint control in the camera pose control in
Figure 6, and its control design and simulation results are discussed in Section 5.

4.4 The high-accuracy tool manipulation control block diagram

We propose a control strategy with its associated control block diagram for the tool
manipulation system as shown in Figure 8. The control algorithm in this block dia-
gram is a combination of a feedforward and a feedback control.

The feedforward control loop is an open loop which brings the tool as close to the
target position as possible in the presence of the input disturbance, dqm. In the inner joint

control loop, the noise sources may originate from the low fidelity cheap encoder joint
sensors and the dynamic errors from the joint, e.g., compliances. All sources of noise
from the joint control loop are combined and modeled as an input disturbance, dqm , to

the outer control loop. The outputs of the feedforward are the reference joint angles of
rotations, qRmfeedforward

, which are added to the outer feedback controller outputs, qRmfeedback
,

and set as the targets for the joint control inner-loop. The function of the forward
kinematics is to transform a set of current joint angles of the tool manipulator to the
current pose of the tool on the end-effector using a kinematic model of the robot arm.

Movement of the tool can be adjusted with high accuracy by the feedback control
loop. The feedback control loop rejects the input disturbance, dqm , and minimizes the

Figure 7.
The camera movement adjustment control block diagram.
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error between the tool pose target, pT, in the image frame and the high precision

estimation tool pose from the camera sensor, cpT. The pose in a robot system modeled
in Cartesian inertial base frame consists of six degrees of freedom, i.e., three trans-
lations and three rotations. Therefore, in order to have a full control of the tool pose,
the camera in the feedback control loop requires to measure the image coordinates of
at least two interests points on the tool.

The feedforward and feedback controllers work simultaneously to move the tool to
the target pose location in the tool manipulation system. The combined target qRmsum

are the inputs to the joint control loop so that both controllers manipulate the tool
pose. The benefit of designing both feedback and feedforward controls for the
manipulation system is to reduce the time duration. If only feedback control is uti-
lized, the pose estimation generated from the visual system requires taking multiple
pictures and makes the tool movement very slow. We can divide the task of the tool
movement control into two stages. In the first stage, under the action of the
feedforward control, the tool moves to an approximate location that is close to the
desired destination. In the second stage, the feedback controller moves the tool to the
precise target location using the tool pose estimation from the camera. In addition, the
camera has a range of view and can only detect the tool and measure its 2D feature as
cpT when it is not far away from the target. When the tool is moving from a location
that is not in the camera range of view, we must estimate the feature asfpT until the
tool moves into the range of view (this point will be discussed in detail in Section 7). It
should be noted that only the feedback controller has the ability to compensate for
uncertainties.

This control topology is an analogy to the macro-micro manipulation in the current
industry trends where the large-scale robots are used for the approximate positioning,
while the small-scale robots are utilized for the precise positioning [2].

4.5 The high precision camera sensor model

As shown in Figures 7 and 8, the high precision camera sensor model provides
high precision estimations in the feedback loop of the tool manipulation system

Figure 8.
The high-accuracy tool manipulation control block diagram.
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control and the camera movement adjustment control. The camera robot arm model,
which is shown in both Figures 7 and 8, is the target generator that transforms the
target in the inertial frame to the target locations in the image frame. The mathemat-
ical model of the camera, which is utilized in the visual robot arm and in the feedback
loop to generate the required position estimation, has an equivalent Hardware-In-the-
Loop (HIL) model as shown in Figure 9.

Figure 9 shows the details of high precision camera model and its equivalent HIL
model. The upper configuration is the mathematical model that is used in the simula-
tion to generate image coordinates and to design the outer-loop controller in the robot
arm control loop. However, in real application, the lower HIL configuration replaces
this mathematical model. In the HIL model, the image processing will make an esti-
mation of the tool pose with high precision.

5. The inner-loop control design

In this part, we will present the control system design of the camera pose control
and the inner joint control loops for both the camera movement adjustment and the
tool manipulation, which have been introduced in Section 4. A simulation scenario is
also presented in this section.

We express an equation for the 6 DOF manipulator including the dynamics of the
robot manipulator and the actuators (DCmotor) in the following simplified form [28]:

D qð Þ þ Jð Þ€qþ C q, _qð Þ þ B

r

� �
_qþ g qð Þ ¼ u (19)

where D q
� 	

and C q, _q
� 	

are 6� 6 inertial and Coriolis matrices respectively. J is a

diagonal matrix expressing the sum of actuator and gear inertias. B is the damping
factor, and r is the gear ratio, g q

� 	
is the term for potential energy, u is the 6 � 1 input

Figure 9.
The high precision camera sensor. Note: Blue are signals used in the control system of Figure 7 and red are signals
used in the control system of Figure 8.
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vector, and q is the 6 � 1 generalized coordinates (in this paper, q is the 6 � 1 joint
angle vector).

We can simplify Eq. (19) as follows:

M qð Þ€qþ h q, _qð Þ ¼ u (20)

with

M qð Þ ¼ D qð Þ þ J (21)

h q, _qð Þ ¼ C q, _qð Þ þ B

r

� �
_qþ g qð Þ (22)

If we transform the control input as following:

u ¼ M qð Þvþ h q, _qð Þ (23)

where v is a virtual input. Then we substitute for u in Eq. (20) using (23), and
since M qð Þ is invertible, we will have a reduced system equation as follows:

€q ¼ v (24)

This transformation is so-called feedback linearization technique with the new
system equation given in Eq. (24). This equation represents 6 uncoupled double
integrators. The overall feedback linearization method is illustrated in Figure 10. In
this control block diagram, we force the joint angle q to follow the target joint angle qR
so that the output pose, P, can follow the target pose, P. P, P, q, and qR are all vectors
with six elements (each element corresponds to a joint position or angle). The
Nonlinear interface transform the linear virtual control input v to the nonlinear
control input u by using Eq. (23). The output of the manipulator dynamic model, the
joint angles, q, and their first derivatives, _q, are utilized to calculate M qð Þ and h q, _qð Þ
in the Nonlinear interface. The linear joint controller is designed using Youla param-
eterization technique [9] to control the nominally linear system in Eq. (24).

The design of a linear Youla controller with nominally linear plant is presented next.
Since the transfer functions between all inputs to outputs in (24) are the same and

decoupled, we can first design a SISO (single input and single output) controller and
use the multiple of the same controller for a six-dimension to obtain the MIMO
(Multiple Input Multiple Output) version. In other words, we first design a controller
GcSISO that satisfies:

Figure 10.
The block diagram of feedback linearization Youla control design used for the joint control loop.
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vSISO ¼ €qSISO (25)

where vSISO is a single input to a nominally linear system and €qSISO is the second order
derivative of a joint angle. The controller system in Figure 10 can be then written as:

Gcsys ¼ GcSISO � I (26)

where I is a 6� 6 identity matrix. We can design the SISO controller Gc using
Youla parameterization technique [48]. The transfer function of the SISO nominally
linear system from (24) is:

GpSISO
¼ 1

s2
(27)

Note that GpSISO
has two BIBO (Bounded Input Bounded Output) unstable poles at

origin. To ensure internal stability of the feedback loop, the closed loop transfer
function, TSISO, should meet the interpolation conditions [39]:

TSISO s ¼ 0ð Þ ¼ 1 (28)

dTSISO

ds


s¼0

¼ 0 (29)

We compute a Youla transfer function: YSISO, using the following relationship,

TSISO ¼ YSISOGpSISO
(30)

The TSISO is designed so that it satisfies the conditions in (28) and (29). The
sensitivity transfer function, SSISO, is then calculated as follows:

SSISO ¼ 1� TSISO (31)

Without providing the design details, we refer the interested reader to [38], the
closed-loop transfer function should be in the following form to satisfy the interpola-
tion conditions:

TSISO ¼ 3τsþ 1ð Þ
τsþ 1ð Þ3

(32)

Where τ specifies the pole and zero locations and represents the bandwidth of the
control system. We can tune τ so that the response can be fast with less-overshoot.

Then we can derive GcSISO from relationships between the closed-loop transfer
function, TSISO, the sensitivity transfer function, SSISO, and the Youla transfer
function, YSISO, in Eqs. (30)–(32):

YSISO ¼ TSISOGp
�1
SISO

¼ s2 3τ2sþ 1ð Þ
τsþ 1ð Þ3

(33)

SSISO ¼ 1� TSISO ¼ s2 τ3sþ 3τ2ð Þ
τsþ 1ð Þ3

(34)
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GcSISO ¼ YSISOS
�1
SISO ¼ 3τ2sþ 1

τ3sþ 3τ2
(35)

From Eq. (35), we can compute a MIMO controller as follows:

Gcsys ¼
3τ2sþ 1

τ3sþ 3τ2
� I6�6 (36)

Eq. (36) provides the desired controller, which is used as the joint controller, as
shown in Figure 10. This configuration is precisely the inner joint control loop in both
the visual and the manipulator systems as shown in Figures 7 and 8.

Figure 11 shows the simulation results for the case with no disturbance. The target

position and the orientation of the end-effector are selected to be

X

Y

Z

2
64

3
75 ¼

1:7157m

1:0191m

0:7518m

2
64

3
75

and

n

s

a

2
64

3
75=

�0:425 0:87 0:25

0:8361 0:2714 0:4767

0:3469 0:4116 �0:8428

2
64

3
75, where X,Y,Z

� �T
is the absolute position

coordinate of the center of the end effector in the inertial frame and n, s, a represent
respectively the end-effector’s directional unit vector of the yaw, pitch and roll in the
inertial frame. Therefore, the corresponding target angles of rotations are qR ¼
30°, 60°,�45°, 15°, 45°, 90°½ �. For this simulation, we have designed the control system
with the bandwidth of 100 rad=s. In the following three plots, solid lines represent the
responses for the end-effector position of each joint and the end-effector orientation
respectively, and the dashed lines are the targets. Specifically, the orientation response
of the end-effector is the vector that tangent to the curve in the second plot at each
point in Figure 11. The simulation results show that all responses of the controlled
system will be able to reach their final/steady state values within 0.1 second with no
(or little) overshoots.

Figure 11.
The simulation results for the end-effector response to an arbitrary selected trajectory.
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6. The cascaded SISO outer-loop design for the camera movement
adjustment control system

As introduced in Section 4.1, we use the Image Based Visual Stereo (IBVS) as the
framework for cascaded control design of both the visual and the manipulation system.
The inner-loop is the joint control loop, as discussed previously. In the IBVS, an outer
feedback control is designed in addition to the inner feedback control so that the 2D visual
features can be compared and matched. Therefore, a camera model is required in the
feedback loop to map the joint angles to the object visual features (e.g., 2D coordinates of
the object in the image frame). To start from a simple case, we discuss the requirements
for the design of the cascaded control for a SISO system. Assume, we only measure and
try to control one feature: the coordinate of the object in one axis, then the overall
cascaded control diagram of this configuration is shown in Figure 12.

uR is the target of u coordinate of a point (one reference point in visual system).
Gcout is the outer-loop controller, which provides the target joint angle qRv

to the robot

arm based on the image coordinate error euR . A combined uncertainty signal, dqv (e.g.,

sensor noise, backlash, friction, and compliance due to gear reduction in the joint) is
added to the joint angle of rotation qv, the output of the inner control loop. Further-
more, the initial joint angle of robot manipulator, qv0 , is added to the output joint

angle with disturbance, qv
^

, to generate the final joint angle qv f

^
.

6.1 The camera sensor model for the SISO control design

In this section, we are going to present a simplified mathematical model of the
camera. Let us consider a one-link robot manipulator with a camera that can be
rotated around the Z-axis, as shown in Figure 13. Let us also consider a point that is
located in the X � Y plane.

We use a Cartesian coordinate frame OXYZ, which is attached at the camera
center. The X-axis is perpendicular to the camera lens and the coordinate frame
rotates around Z-axis. A point whose coordinate is (XP,YP, 0) in the rotational frame
is projected on the image u� v plane with its coordinates as u, 0ð Þ. In addition, an

inertial frame OXYZ is shown at the base of the manipulator in Figure 13.
We derive the equations for a pin-hole camera model (a monocular case in stereo

model in Section 2.1). Assuming the skew coefficient and image coordinate offsets are
zero (sc ¼ u0 ¼ v0 ¼ 0), then from Eq. (1), the one-dimensional image coordinate u
can be written as:

u ¼ f uYP

XP
(37)

Figure 12.
Control block diagram for the SISO camera movement adjustment system.
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The coordinate system, located at the camera center, rotates with the camera.

Assume the camera starts at the position where the X-axis is parallel to the X-axis of
the inertial coordinate system and positive angle is defined when the camera rotates in
a clockwise direction with an angle q around Z-axis. After the frame rotates q clock-
wise, the new coordinates of the point in the new coordinate frame (X0

P,Y
0
P, 0) can be

computed as:

X0
P

Y 0
P

� �
¼

cos qð Þ � sin qð Þ
sin qð Þ cos qð Þ

� �
XP

YP

� �
(38)

Combining Eqs. (37) and (38), the new image coordinate, u0, can be calculated as:

u0 ¼ f uY
0
P

X0
P

¼ f u
XP sin qð Þ þ YP cos qð Þ
XP cos qð Þ � YP sin qð Þ (39)

Let us write the coordinates (XP,YP) in the polar coordinates, such that,

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XP

2 þ YP
2

q

and

XP ¼ Rcos φð Þ,YP ¼ Rsin φð Þ,

where

φ ¼ tan �1 YP=XPð Þ (40)

Therefore, Eq. (39) can be written in the polar form as:

u0 ¼ f u
Rsin φþ qð Þ
Rcos φþ qð Þ ¼ f u tan φþ qð Þ (41)

The angle φ is the angle of the point with respect to the X-axis and the angle q is is
already defined. Eq. (41) mathematically expresses a model of the camera sensor
shown in the block diagram of Figure 13.

Figure 13.
One-link manipulator with a camera.
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6.2 Outer-loop controller design

In the previous sections, we presented the results for designing inner joint loop
controllers using Youla parameterization method. In the following two sections, we
will discuss the design of the outer-loop controllers by using two different approaches:

a. Feedback linearization

b. Model linearization

6.2.1 Feedback linearization

Let us relook at the cascaded block diagram in Figure 12. The inner closed loop
transfer function is already derived in (32):

Tinner�closed ¼
qv sð Þ
qRv

sð Þ ¼
3τinsþ 1ð Þ
τinsþ 1ð Þ3

(42)

Notice we replaced τ with τin to indicate bandwidth of inner-closed loop. Using
Eq. (41) and considering the block diagram in Figure 12, we can write:

cuR ¼ f u tan φþ q̂v f

� �
,with φ ¼ tan �1 YP=XPð Þ (43)

We can rewrite (42) and (43) in time domain, by introducing an intermediate
variable or state, W, as:

τin ⃛W þ 3τin
2 €W þ 3τin _W þW ¼ qRv

(44)

f u tan φþ qv0 þ 3τin _W þW
� 	

¼cuR (45)

Eqs. (44) and (45) describe a nonlinear third order system, where W is the state,
qRv

is the input andcuR is the output. We can use feedback linearization method to

design the outer-loop controller by taking the second order derivative of (45) and
combine with (44) to obtain:

€cuR ¼ R W, _W, €W
� 	

þ G W, _W, €W
� 	

qRv
(46)

where

R W, _W, €W
� 	

¼ 2 f u cos
�2 φþ qv0 þ 3τin _W þW
� 	

tan φþ qv0 þ 3τin _W þW
� 	

3τin €W
�

þ _W
�2

� f u cos
�2 φþ qv0 þ 3τin _W þW
� 	

8 €W þ 9

τin
_W þ 3

τin
2
W

� �

(47)

G W, _W, €W
� 	

¼ f u cos
�2 φþ qv0 þ 3τin _W þW
� 	 3

τin
2

(48)

We can transform or map these variables so that the nonlinear system in (47)–(48)
can be written as an equivalent linear state-space representation as follows:
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ε1 ¼ f u tan φþ qv0 þ 3τin _W þW
� 	

(49)

ε2 ¼ _ε1 ¼ f u cos
�2 φþ qv0 þ 3τin _W þW
� 	

� 3τin €W þ _W
� 	

(50)

We can write the state-space form of (49) and (50) as:

_ε ¼
_ε1

_ε2

� �
¼

0 1

0 0

� �
ε1

ε2

� �
þ

0

1

� �
U (51)

cuR ¼ 1 0½ � ε1

ε2

� �
(52)

where

U ¼ G W, _W, €W
� 	

qRv
þ R W, _W, €W

� 	
(53)

Transform the state-space representation back to the transfer function form, we
can write:

Gpnominal ¼
cuR sð Þ
U sð Þ ¼ C sI � Að Þ�1B ¼ 1

s2
(54)

where

A ¼
0 1

0 0

� �
,B ¼

0

1

� �
, and C ¼ 1 0½ � (55)

Since the Gpnominal is the same as the plant transfer function in (27), the design of
Youla controller for this linear system is similar to (28)–(35). Therefore, the transfer
function of the outer-loop controller can be written as:

Gcout ¼
3τout2sþ 1

τout
3sþ 3τout2

(56)

τout determines the pole and zero locations of closed-loop transfer function of the
outer-loop controller and therefore, represents the bandwidth of outer-loop control-
ler. We must make sure that τout > τin so that inner-loop responds faster than the
outer-loop in the cascaded control design strategy. The overall block diagram is shown
in Figure 14.

The states W, _W, €W are computed from the rotational angle and its derivative qv f

^

and
_

qv f

^
. From Eq. (42), we can obtain the following relationship:

qv f

^¼ 3τin _W þW (57)

Therefore, the transfer function from W to qv f
^

can be written as:

W sð Þ ¼ 1

3τinsþ 1
qv f
^

sð Þ (58)
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Also, we can obtain the transfer function of _W sð Þ and €W sð Þ as:

_W sð Þ ¼ 1

3τinsþ 1
_

qv f

^
sð Þ (59)

€W sð Þ ¼ s

3τinsþ 1
_

qv f

^
sð Þ (60)

Eqs. (58)–(60) are shown as the state transformation block in Figure 14.
It is worthwhile to note that the equation in the nonlinear interface:

qRv
¼ �R W, _W, €W

� 	

G W, _W, €W
� 	 þ 1

G W, _W, €W
� 	U (61)

is only defined when G W, _W, €W
� 	

¼ f u cos
�2 φþ qv0 þ qv

� �
3

τin
2 6¼ 0. It can be

shown that this is always not equal to zero and φþ qv0 þ qv 6¼ � π
2. This is always true

because any angle of rotation should be within half of camera’s angle of view α; that is

φþqv f

^


≤ α
2 <

π
2. In addition, α is always less than π for any camera type. Therefore,

the controller works for the entire range independent of the camera type.

6.3 Model linearization

We can deal with the nonlinear system by linearizing the system first and then
design a linear controller using the system transfer function. In Figure 12, Tinner�closed

transfer function is given in (42) and the nonlinear form of the camera model is
provided in (43). The overall dynamic system combines the inner-loop and the
camera model, which will be linearized so that the combined dynamic system will
then be linear. Next, we linearize, the camera model, (43), around an equilibrium

point qv
^

0
:

cuR ¼ f u cos
�2 φþ qv

^

0

� �
qv f

^ �qv
^

0

� �
þ f u tan φþ qv

^

0

� �
(62)

If we assume qv
^

0
¼ 0, then:

Figure 14.
The block diagram of the SISO outer-loop control with feedback linearization for robot arm movement adjustment.
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cuR ¼ f u cos
�2 φð Þ qv f

^ þ f u tan φð Þ (63)

Assuming C1 ¼ f u cos
�2 φð Þ, C2 ¼ f u tan φð Þ, therefore, Eq. (63) can be

rewritten as:

cuR ¼ C1 qv f

^ þC2 (64)

Let us definecuR0 ¼cuR � C2, then, the overall block diagram of the linearized
system is shown in Figure 15.

The plant transfer function is derived as:

Gplinear
¼cuR

0

qRv

¼ C1
3τinsþ 1ð Þ
τinsþ 1ð Þ3

(65)

The design of a Youla controller is trivial in this case as all poles/zeros of the plant
transfer function in (65) are located in the left half-plane, and therefore, they are
stable. In this case, we can shape the closed loop transfer function, Tout, by selecting a
Youla transfer function: Yout so that the closed loop transfer function, Tout, will not
contain any plant poles and zeros. All poles and zeros in the original plant can be
canceled out and new poles and zeros can be added to shape the closed-loop system.
Let us select a Youla transfer function so that the closed-loop system behaves like a
second order Butterworth filter, such that:

Yout ¼
1

Gplinear

ωn
2

s2 þ 2ζωnsþ ωn
2ð Þ (66)

then:

Tout ¼
ωn

2

s2 þ 2ζωnsþ ωn
2ð Þ (67)

where ωn is called natural frequency and approximately sets the bandwidth of the
closed–loop system. We need to make sure the bandwidth of the outer-loop is smaller
than the inner-loop, i.e., 1=ωn > τin. ζ is called the damping ratio, which is another
tuning parameter.

Using Eqs. (34) and (35), we can calculate the sensitivity transfer function, Sout, and
the controller transfer function, Gcout , of the outer-loop in cascaded control design as:

Figure 15.
The block diagram of the SISO control with the linearized camera model for robot arm movement adjustment.
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Sout ¼ 1� Tout ¼
s2 þ 2ζωns

s2 þ 2ζωnsþ ωn
2ð Þ (68)

Gcout ¼ YoutSout
�1 ¼ 1

C1

τinsþ 1ð Þ3
3τinsþ 1ð Þ

ωn
2

s2 þ 2ζωnsð Þ (69)

6.4 The simulation of the cascaded SISO closed-loop system for camera
movement adjustment

In this section, we are going to compare the closed-loop response results of the
cascaded control system where the outer-loop controllers are designed using the two
aforementioned methods: feedback linearization (Section 6.2) and model linearization
(Section 6.3). The simulation results are obtained with the original nonlinear camera
model (43). In addition, for the linearized plant approach, we will also illustrate how
varying the damping ratio ζ affects the responses. For both methods, we chose the
bandwidth of the inner-loop as 100rad=s and the bandwidth of the outer-loop as 10rad=s.

We compare the simulation responses by choosing six different damping ratios.
Two are chosen as the overdamped systems (ζ> 1Þ, one is chosen as a critically
damped system ζ ¼ 1ð Þ, and three as the underdamped systems (ζ< 1Þ. We have
simulated four cases and compared all six systems for each case. Each case is different
due to varying the initial angle φ (see Eq. (40)) and the input disturbance dqv . Two

cases are simulated without the input disturbance while the other two are simulated
with the disturbance to compare the robustness of the controlled system.

The step responses of the image coordinatecuR is shown in Figures 16–19. The
intrinsic camera parameters are selected to be: f u ¼ 2:8 mm (Focal length) and
α ¼ 120° (Angle of view). In cases 1 and 2, the responses of feedback linearization are
displayed in black dashed lines while all other lines are the responses of the controller
that is designed with the linearized plant and varying the damping ratio ζ.

Figure 16.
Step responses of ûR for the case 1: φ< α

2
¼ 20°, dqv ¼ 0°.
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The case 1 is simulated with the initial angle φ< α
2, while the case 2 is simulated when

φ ¼ α
2, the largest possible initial angle within the angle of view. It can be shown clearly

that without any input disturbance, both methods are able to drive the closed-loop
responses to the final value. The step response of the feedback linearization has an
overshoot: In addition, for the second method, the model linearization approach, it can
be seen from the two simulation cases that there exists a damping ratio, ζopt, such that.

Figure 17.
Step responses of ûR for the case 2: φ ¼ α

2
¼ 60°, dqv ¼ 0°.

Figure 18.
Step responses of ûR for the case 3: φ ¼ 0°, dqv ¼ 5°.
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• When ζ≥ ζopt, the step responses have no overshoots and as ζ decreases, the

system reaches the steady state faster.

• When ζ< ζopt, the step responses have overshoots, and the overshoots increase as

ζ decreases. As ζ increases, the system reaches the steady state faster.

It can be estimated from Figures 16 and 17 that ζopt ffi 1 in the case 1 and ζopt ffi 0:5

in the case 2. The most desirable system is the one without overshoot and fastest step
response. When ζ ¼ ζopt, the system has the fastest response and no (or little) over-

shoot. Therefore, we can state that the best performance of the controlled system is
when setting the damping ratio ζ ¼ ζopt. Clearly, the value of ζopt varies with φ, the

initial angle of the reference point with respect to the inertial frame.
In the cases 3 and 4, the input disturbance is introduced to the system. In the case

3, a small disturbance (dqv ¼ 5°) is added to the actuator input. The case 4 is a

combined case where both φ and dqv are present (φ ¼ 20°, dqv ¼ �60°). Figures 18

and 19 do not display the step responses of feedback linearization approach. The step
responses of feedback linearization are unstable when input disturbances are intro-
duced. It can be shown that any input disturbance drastically alters the nonlinear
interface parameters, used in feedback linearization, and hence, results in an unstable
system. On the other hand, the linear controller designed based on the linearized plant
model is robust to the input disturbances even with the significantly large distur-
bances (case 4). Similar to the no disturbance cases, ζopt exists for the cases with

disturbances.
From the discussion above, the plant linearization method is the preferred and the

recommended method for the camera movement adjustment.

Figure 19.
Step responses of ûR for the case 4: φ ¼ 20°, dqv ¼ � α

2
¼ �60°.
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7. The cascaded SISO outer-loop design for high-accuracy robot tool
manipulator

The control block diagram of high-accuracy robot tool manipulator is shown in
Figure 8. In this diagram, the camera is kept static but servos the movement of the
tool by the visual data. This block diagram contains a feedback loop as well as a
feedforward loop. We design controllers for each loop and simulate the combined loop
under different scenarios.

7.1 Developing a combined SISO tool robot arm and camera model

In Figure 8, the joint angle including the disturbance of the tool manipulator is
transformed to the tool pose using a robot kinematics model. A camera model then is
utilized to convert the 3D pose to the 2D, as shown in Figure 20. For simplicity, we

Figure 20.
The tool robot arm and the camera sensor model (a combined block of tool manipulation kinematics and camera
sensing).

Figure 21.
A SISO camera and tool robot arm setup.
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can combine these two blocks into one block, which is called the tool robot arm and
camera sensor model.

In Figure 21, a SISO combined model setup has been shown based on the one-link
camera robot arm model in Figure 13. Now, the camera, which is attached to a one-
link rotational robot arm captures the image of a tool, which is attached to another
similar robot arm, and estimates its angle of rotation. The tool has a length Lt with an
interest point is selected at the tip of the tool. Both robot links have a length of L1 and
are separated from each other by a distance L. Assume qv is the angle of the camera
from previous control sequences (discussed in Figure 5). The inertial and camera
coordinate frames set ups are discussed in Section 6.1. The only difference is that the
camera frame rotates relative to inertial frame by a clockwise angle qv along the

Z-axis. The tool rotates relative to the Z-axis in a clockwise direction with a variable

angle qm
^

. The actual angle of rotation qm
^

is the sum of the input disturbance dqm and

the planned angle of rotation qm; i.e.,

qm
^¼ qm þ dqm (70)

Then, we can compute the final angle after rotation by adding the initial angle of
the tool in the inertial frame qm0

:

qm f

^ ¼ qm
^ þqm0

(71)

The coordinates of the point of interest on the tool in the inertial frame is then

computed as L� Lt cos qmf

^
� �

,
�

Lt sin qmf

^
� �

,L1Þ
Following the same procedures as in Eqs. (37)–(41), we can derive the tool image

coordinate cuT along the u-axis as:

cuT ¼ f u

Q qm f

^
� �

þ tan qv
� 	

1�Q qm f

^
� �

tan qv
� 	 (72)

where,

Q qm f

^
� �

¼
Lt sin qm f

^
� �

L� Lt cos qm f

^
� � (73)

Eqs. (72) and (73) provide a function that maps the current or the final angle of the
tool onto the image coordinate cuT with constant parameters, qv, L, and Lt.

7.2 The outer-loop feedback and feedforward controller design

The overall plant for the design of this control system is composed of the inner
joint control loop, see Eq. (32) and Figure 8, and the tool robot arm and camera sensor
models, as shown in Figure 20. We can design the outer-loop feedback controller
using the feedback linearization method or the plant linearization method by follow-
ing the procedures presented in Section 6.2 and 6.3 respectively. For the sake of
brevity, we will not discuss the detail derivations of each controller. Mostly
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comparative issues such the overshoots and the robustness are discussed in Section
6.4. In this section, we utilize the plant linearization method to design the outer-loop
feedback controller.

Without providing the details, the controller is designed for a second order closed-

loop system using the plant linearization method (the plant is linearized at qmf

^
= 0°) is

given as:

Gcout ¼
1

C1

τinsþ 1ð Þ3
3τinsþ 1ð Þ

ωn
2

s2 þ 2ζωns
(74)

and

C1 ¼ f uð1þ tan qv
� 	� 	2 LLt � Lt

2

L� Ltð Þ2
(75)

Then, the second order closed-loop transfer function T of the overall cascaded
control system is expressed as:

T ¼ ωn
2

s2 þ 2ζωnsþ ωn
2

(76)

Where fu is the camera focal length, qv,L, and Lt are the parameters defined in
Section 7.1. τin defines the bandwidth of the inner joint loop. ωn is the natural
frequency and ζ is the damping ratio of the second order system.

As the camera is static in this control stage, the tool pose cannot be recognized and
measured visually if it is outside the camera range of view. To tackle this problem, we
can estimate the 2D feature (image coordinates of the tool points) from the same
model in Eqs. (72) and (73) with the joint angle qm as input:

uT
~ ¼ f u

Q qm
� 	

þ tan qv
� 	

1� Q qm
� 	

tan qv
� 	 (77)

where

Q qm
� 	

¼ Lt sin qm
� 	

L� Lt cos qm
� 	 (78)

Figure 22.
The block diagram of the tool manipulator feedback control loop with feature estimation.
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which is illustrated in the block diagram of Figure 22. Normal feedback loop (in
blue lines) is preserved when the tool is inside the camera range of view and hence,
the camera can estimate the tool 2D feature cuT. However, when the tool is outside the
range of view, the 2D feature can only be approximated as fuT (red dashed line) by the
combined model as shown in the blue dashed box. We can implement a bump-less
switch to smoothly switch between these modes of operations. The switching signal
changes over when the tool moves in or out of the camera range of view.

In addition, the feedforward controller, as shown in Figure 8, is designed with the
inverse kinematics model of the tool robot arm and the details of this design is not
provided here. It should be noted, as stated previously, that the combination of the
feedforward and the feedback controllers provide a much faster response than the
feedback controller by itself.

7.3 The simulation of cascaded SISO closed loop for high-accuracy tool
manipulation control system

In this section, we present the simulation results of the feedforward and the
feedback control system designed for the robot tool manipulator. As discussed, the
plant linearization method is used in the feedback controller design. The controlled
system is simulated with the original nonlinear tool robot arm and the camera sensor
model of Eqs. (77) and (78). Furthermore, we illustrate how varying the damping
ratio ζ affects the responses. We chose the bandwidth of the inner-loop control as
100rad=s and the bandwidth of the outer-loop control as 10rad=s. The intrinsic camera
parameters are chosen as following: f u ¼ 2:8 mm (Focal length) and α ¼ 120° (Angle
of view). Other parameters are chosen as: L ¼ 1m, and Lt ¼ 0:135m.

We compare the performance of the feedforward-feedback control system and the
feedback-only control system in two different scenarios. One scenario is simulated
when the tool is kept inside the camera angle of view during the entire run time. It
should be noted that both the feedback and the feedforward controllers are active
during the entire simulation. The second scenario is simulated when the tool is outside
the camera angle of view during the entire simulation time. When the tool pose is
outside the camera angle of view, the feedback signal is replaced by the estimation
signal from the model, as shown in Figure 22. Furthermore, for each scenario, we
show how varying the damping ratio ζ affects the responses. Assuming the initial
angle of the tool, qm0

¼ 0 in the inertial base frame, we vary the pose or the rotational

angle of the camera, qv, in the inertial base frame, for each simulation scenario.

Figures 23–26 show step responses of the joint angle qmf

^
and the output tool pose

PTX (only X coordinate of the six dofs pose of the tool PT) for the two scenarios. Each
response is simulated with four different damping ratios: ζ¼2 (Blue), ζ ¼ 1.5 (Green),
ζ ¼ 1 (Purple), and ζ ¼ 0.7 (Black). With the same damping ratio (same color), the
response of the feedback-only control system is shown in the dashed line and the
response of the feedforward-feedback control system is illustrated in the solid line.

In the first scenario, the camera rotates 5° counterclockwise with respect to the
inertial frame. Then, the tool stays in the camera angle of view with any joint angle

qmf

^
ϵ �180°, 180°½ �. In addition, a disturbance dqm

¼ �10°, is added to this joint

angle. The responses in Figures 23 and 24 illustrate that both the feedback-only and
the feedforward-feedback control systems can reach stability and are robust to the
disturbances. With varying the damping ratios, the feedforward-feedback system
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responses are faster in transient when compared to the response of the feedback-only
system. The feedforward-feedback system response, when the damping ratio is small
(ζ ¼ 0.7), results in a less overshoot when compared to the response of the feedback-
only system. The optimal damping ratio, ζopt = 1, (as discussed in Section 6.4), results

in the fastest response and no overshoots, both for the feedforward-feedback and the
feedback-only control systems.

Figure 23.

Step responses of qm f

^
. Scenario 1: qv ¼ �5°, dqm ¼ �10°.

Figure 24.
Step responses of PTX . Scenario 1: qv ¼ �5°, dqm ¼ �10°.

33

Role of Uncertainty in Model Development and Control Design for a Manufacturing Process
DOI: http://dx.doi.org/10.5772/intechopen.104780



In the second scenario, the camera rotates 65° counterclockwise with respect to the
inertial frame. Using geometry, we can calculate that the tool is out of the camera

range of view when qmf

^
∉ 35:21°, 134:79°½ �. Staring from the initial angle qm0 ¼ 0°

Figure 25.

Step responses of qm f

^
. Scenario 2: qv ¼ �65°, dqm ¼ 15°.

Figure 26.
Step responses of PTX . Scenario 2: qv ¼ �65°, dqm ¼ 15°.
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and move to the target joint angle qmf ¼ 50°, there is a range qmf

^
ϵ 0°, 35:21°½ ] that

camera cannot detect the tool but estimation of the pose is required to drive the tool to
the target. Even perturbed with the disturbance dqm

¼ 15°, all the simulation

responses shown in Figures 25 and 26 reach the target within a second. In this
scenario, the feedforward-feedback control system still converges faster in transient
but generates bigger overshoots compared to the feedback-only control system. The
large overshoots may come from accumulated disturbances that cannot be eliminated
by the feedforward control without the intervention of the feedback control. A
feedforward controller may drive the tool away from its target even faster when the
disturbance appears in the loop. Perhaps, a possible solution, which will be investi-
gated in the future, would be the use of a switching algorithm, switching from a
feedforward to a feedback controller, rather than the use of a continuous feedforward-
feedback controller.

In summary, the responses from a continuous feedforward-feedback system are
more vulnerable to the disturbances especially when the starting position of the tool is
far from its target. Although the disturbances will be eliminated as soon as the tool
moves inside the camera range of view, the overshoots are more severe if more
disturbances are accumulated in the process. In the real-world applications, the
feedback-only control solutions are slower than the simulation results as the camera
requires extra time, which is not considered in these simulations, to take pictures.
Therefore, a feedforward controller, which compensates for the speed limitation of
the feedback-only control, becomes indispensable in real manufacturing environ-
ments. The issue of the overshoots can be dealt with either by upgrading the camera
with a wider range of view or as mentioned previously, the use of a switching algo-
rithm, such as switching from a feedforward to a feedback controller, rather than the
use of a continuous feedforward-feedback controller.

8. Conclusion

In this Chapter different sources of uncertainties in the task of positioning control
in the automated manufacturing process are introduced. Then, a sequence of control
methodologies is proposed. In the first part of this Chapter, we presented movement
of a camera in the space to search for an optimal pose, a location in the space where
the tool pose can be reached with minimum amount of energy and time duration. In
the second part, we discussed a visual servoing architecture, which is applied to
eliminate the measurement and dynamic noises occurred in the process of the camera
movement. The image averaging technique is used to minimize the image noises by
the averaging multiple images. In the last part, we designed the feedback and the
feedforward controllers to guide the tool to its target by eliminating the dynamic
errors in the tool movement process. Designs of all the control systems have been
thoroughly discussed in this Chapter. Our methods for controller design are based on
the classical Image Based Visual Servoing (IBVS) technique but are improved on by
adding dynamic components to the systems and avoiding the depth estimation as
done in the classical methods. Although only one degree of freedom case is discussed
in this Chapter, the SISO simulation results have shown great potential of this work
for various real-world applications in the automated high-speed manufacturing
processes.
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Chapter

Robust Control Based on
Input-Output Feedback
Linearization for Induction Motor
Drive: Real Time Implementation
Saber Krim and Mohamed Faouzi Mimouni

Abstract

This chapter proposes a design of hardware architecture of an improved
Direct Torque Control (DTC) for a real-time implementation on a Xilinx Field-
Programmable Gate Array (FPGA). The first contribution in this chapter consists in
combining the DTC with a Space Vector Modulation (SVM) technique and an
Input-Output Feedback Linearization (IOFL) approach. In fact, the classical DTC has
remarkable performance in terms of fast torque response and less dependence on the
system parameters. Despite the cited advantages, the classical DTC is penalized by
high torque ripples and inverter-switching-frequency variations. In this context, the
SVM is added to the DTC structure in order to keep the switching frequency
constant and to reduce ripples. Furthermore, the nonlinear IOFL is proposed to
achieve a decoupled flux and torque control. The novel structure is named in this
chapter as DTC-IOFL-SVM. Moreover, this chapter presents a hardware
implementation of the suggested DTC-IOFL-SVM strategy utilization. The
hardware implementation is chosen in order to reduce the sampling period of the
system thanks to the parallel processing of the FPGA. In order to demonstrate the
performance of the FPGA implementation of the proposed DTC-IOFL-SVM,
numerous simulation results are presented using the Xilinx system generator under a
Matlab/Simulink.

Keywords: induction motor, direct torque control, input–output feedback
linearization, FPGA

1. Introduction

Recently, the Direct Torque Control (DTC) of electrical machines has taken the
attention of several researchers, thanks to its interest and advantages, like the simple
structure, the fast torque response, and the less dependence on machine parameters
[1–3]. The structure of the classical DTC is mainly based on two hysteresis controllers
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and a lookup table to independently control the torque and the flux by selecting the
optimal voltage vector in each sampling period. The classical DTC suffers from several
problems like the torque ripples, the harmonics in the stator current waves, as well as
the variation in the switching frequency. The fixed bands of the hysteresis controllers
are the main cause of these problems [4, 5].

In the recent years, several methods have been put forward for overcoming the
classical DTC problems, such as the use of intelligent techniques like the artificial neural
networks and the fuzzy logic [6, 7]. However, the experimental implementation of the
intelligent techniques requires powerful calculation processes due to their complexity.
The torque and flux ripples, and the stator current waveform distortions can be reduced
by fixing the switching frequency and selecting the more appropriate voltage vector for
each commutation period. Indeed, in order to impose an operation with a fixed
switching frequency, a combination between the DTC and the Space Vector Modulation
(SVM) has been proposed by several research studies [8–10]. In fact, the DTC with a
fixed switching frequency consists in introducing two Proportional Integral PI control-
lers and a SVM technique to achieve the best choice of the voltage vector in each
sampling period [8–10]. However, the stability and dynamics of the system will be
affected by the variation in machine parameters due to the existence of the PI control-
lers. In order to get rid of the drawbacks of the mentioned techniques, several robust
control techniques have been proposed in order to guarantee the high performance
control of induction motor drives. Among of these techniques we can cite the sliding
mode control, the backstepping control and the Input–Output Feedback Linearization
(IOFL) approach [11–13], which are the most popular control strategies. IOFL consists
in transforming a nonlinear system into an equivalent linear one, which can be utilized
for controlling the system [14]. IOFL is based on an inverse mathematical transforma-
tion for obtaining a suitable control law of the Induction Motor (IM).

The main first objective of this chapter consists in combining the IOFL technique
and an SVM-DTC (SVM-DTC-IOFL) in order to design a novel DTC strategy featured
by fast torque and speed responses, more robustness under stator resistance varia-
tions, reduced ripples and distortions, and a decoupled control between the torque
and the flux. In this study, the stator flux and the electromagnetic torque are chosen as
control states to develop the decoupled model of the IM.

For real time control of electrical machines, digital electronic boards like the
STM32-microcontrollers [15, 16] and the Digital Signal Processor (DSP) are usually
utilized [17–20]. The digital circuits based on microprocessors are known by their
sequential computation of the control algorithm which consequently increases the
execution time and the sampling period when the complexity of the control algorithm
increases. Indeed, if the sampling time raises, the delays in the control system goes up,
this causes additional ripples and distortions in the torque and the current, respec-
tively. Moreover, the DSP controllers are chosen for implanting the control algorithms
of electrical systems [21, 22], which are based on processor cores with high perfor-
mance and few peripherals to communicate with the external environment. In fact,
the sampling period of the processor depends of the computational burden due to the
parallel processing, which creates delays in the feedback loop and raises the stator
current harmonics and the torque ripples [23–25].

With the target of overcoming the DSP limitation and minimizing the DSP compu-
tational burden, a combination between the DSP and the FPGA has been proposed in the
literature [26, 27] with the purpose of distributing the computational burden between
these two digital controllers. This solution offers better performance by reducing the
sampling period, the ripples in the torque and the distortions in the stator current.
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However, the main limitations of this solution are the high cost and the complexity of
circuit’s connections, which causes problems for commercialization. In order to over-
come the limitations of the cited solutions, the FPGA can be used only for controlling the
motor drives. Indeed, thanks to its hardware architecture, the FPGA offers good perfor-
mance by reducing the execution time and consequently the delays in the retroaction
loop. In the last few years, the DSP (DSPACE 1104) has been suggested and confirmed
by several engineers and researchers for real time control of ACmachines [24, 28, 29]. In
the same context, the FPGA can overcome the software solution drawbacks by adopting
parallel processing [30–33]. In fact, the FPGA offers the designer the possibility of
implementing in a low sampling period, control techniques with good performance and
high algorithmic complexities. Indeed, in [32], the authors have implemented a control
algorithm of an IM using an FPGA under a sampling period of 5 μs [32].

The second objective of this chapter consists in implementing the proposed SVM-
DTC-IOFL on an FPGA board. For the hardware implementation on the FPGA, the
SVM-DTC-IOFL must be transformed into VHDL or Verilog description languages.
Indeed, VHDL or Verilog programming is a difficult task which raises the design time,
the time to market and the system cost. In this chapter, a graphical programming
method based on Xilinx System Generator (XSG) is utilized in order to reduce the
prototyping time. In fact, the graphical architecture from the XSG under a
Matlab/Simulink-tool makes it possible to generate the VHDL of the Verilog code, as
well as the programming bitstream files [33–35]. The XSG is a toolbox created by the
Xilinx engineers’ team, which operates between Matlab and Vivado tools, whose
objective is to facilitate the programming tasks and reduce the time to market [35].

In this chapter, SVM-DTC-IOFL is theoretically developed, designed from the XSG
tool, and verified by digital simulation utilizing a Xilinx Zynq FPGA.

This work is composed of five sections. In Section 2, the state mode of an induction
motor drive, the SVM technique principle and the suggested IOFL theory are
presented. In Section 3, designs from the XSG of the proposed SVM-DTC-IOFL and
simulation results are shown. The implementation and synthesis results are given in
Section 4. The conclusion is summarized in Section 5.

2. Theory and modeling

In this chapter, a combination between the SVM technique, the DTC strategy and
the IOFL technique is put forward. The SVM is suggested in order to prevent ripples
and distortions, and it provides an operation with a fixed switching frequency. IOFL is
used in order to achieve decoupled control between the torque and flux quantities.
The principle of these techniques is detailed in the following subsections.

2.1 Model presentation

The IM model is presented as follows, which will be used to design the proposed
IOFL approach.

_x ¼ f xð Þ þ g vsαβ (1)

with:

x ¼ isα isβ ϕsα ϕsβ

� �T
(2)
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(4)

where:

isα, isβ
� �

:the stator current components,

vsα, vsβ
� �

:the voltage vectors components,

ϕsα,ϕsβ

� �

:the stator flux vector components,

Rr,Rsð Þ : the rotor and stator resistance respectively,
Lr,Lsð Þ : the rotor and stator inductance respectively,
Tr,Tsð Þ : the rotor and stator time constants,
ωm(red/sec): the electric rotor speed.

σ ¼ 1� M2
sr

LrLs
: The Blondel coefficient, where Msr presents the mutual inductance.

2.2 Space vector modulation

The classical DTC based on fixed-bandwidth hysteresis controllers produces high
ripples and distortions. Indeed, if a larger hysteresis-band of the torque is chosen, the
torque ripples increase. For a smaller hysteresis band, the torque ripples are reduced
and the switching frequency goes up, which consequently increases the commutation
losses in the inverter IGBT transistors [36]. Thus, the SVM technique is proposed in
this chapter in order to maintain a fixed switching frequency and reduce the ripples
[37, 38]. The SVM principle consists in modulating reference voltage vector compo-
nents in order to generate the more appropriate voltage vector that characterizes

Figure 1.
Voltage vectors.
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inverter control signals. As shown in Figure 1, the reference voltage vector can be
determined by projecting it on the two vectors that bound the sector, using Eq. (5).

The time allowed for each voltage vector application can be determined by vector
calculations. The rest of the sampling period can be filled by applying the null vector
in order to grantee a fixed switching frequency [39, 40]. An example for the first
section, by projection on vectors V1 and V2, the voltage vector application times T1

and T2 are given by Eq. (5):

V
!

S ¼ V ∗
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(5)

where v ∗

sα, v
∗

sβ

	 


represents the components of the reference voltage vector, T1 and

T2 denote the commutation time, Tm is the sampling time, and Udc is the DC voltage.

2.3 IOFL theory

This section illustrates the Feedback Linearization (FL) based DTC for an IM
drive. The FL technique utilizes an inverse mathematical transformation in order to
determine the desired control law for controlling the nonlinear system such as the IM.
Furthermore, the FL technique is utilized to obtain decoupled control between the
torque and flux. In this study, the suggested system outputs are the electromagnetic
torque and the square root of the stator flux norm. Referring to the IOFL theory, the
output variables are expressed as:

h1 xð Þ ¼ Tem ¼ 3

2
Np isβϕsα � isαϕsβ

� �

h2 xð Þ ¼ ϕsj j2 ¼ ϕ2
sα þ ϕ2

sβ

8

<

:

(6)

where Tem is the estimated electromagnetic torque, and ϕsj j is the norm of the
stator flux. Assuming the controller objectives y1 and y2 as, we get:

y1 ¼ h1 xð Þ � T ∗

em ¼ Tem � T ∗

em

y2 ¼ h2 xð Þ � ϕ ∗

s

�

�

�

�

2 ¼ ϕsj j2 � ϕ ∗

s

�

�

�

�

2

(

(7)

where T ∗

em and ϕ ∗

s

�

�

�

� are the torque and flux references, respectively. Utilizing the

presented equations, the time derivative of the controller objectives can be written as:
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(9)

Based on the IOFL technique, the control inputs can be expressed as follows [41].

vsα

vsβ

� 

¼ G�1 xð Þ
�g1 xð Þ þ v1

�g2 xð Þ þ v2

� 

(10)

where v1 and v2 are assumed to be two auxiliary inputs with the purpose of ensuring
more desired behavior and tracking accuracy for the torque and the stator flux, with:

v1 ¼ �k1y1
v2 ¼ �k2y2

�

(11)

where k1 and k2 are positive constants. The SVM-DTC-IOFL performance strongly
depends on the suitable choice of parameters k1 and k2. In fact, the high values of such
parameters are able to cause the system instability. On the other hand, the small values
will lead to a poor robustness and slow convergence. Finally, it is necessary to better
choose such parameters for guarantying high control technique performance [13]. The
combination between (8), (10) and (11) gives the following expression:

_y1
_y2

� 

¼
�k1 0

0 �k2

� 

y1
y2

� 

(12)

Utilizing the IM model, the relation between the rotor and the stator fluxes is given
below:

ϕrα ¼
σLsLr

Msr

1

σLs
ϕsα � isα

� �

ϕrβ ¼
σLsLr

Msr

1

σLs
ϕsβ � isβ
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8

>

>

>

<

>

>

>

:

(13)

Utilizing matrix G(x), defined in (9) and Eq. (13), the determinant of G(x) is
given as follows:

G xð Þ ¼ 3Msr

σLsLr
Np ϕrαϕsα þ ϕrβϕsβ

� �

(14)
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Referring to Eq. (14), it can be noticed that the product between the rotor flux and
the stator flux cannot be zero, and matrix G(x) is nonsingular [42].

The FL control law is used in order to satisfy the stability condition defined by the
Lyapunov approach. To study the stability of the control law, the Lyapunov function
is given as:

V ¼ 1

2
yTy (15)

The time derivative of (15) is given as follows:

_V ¼ yT _y ¼ y1 y2
� � �k1 0

0 �k2

� 

y1
y2

� 

¼ �k1y
2
1 � k2y

2
2 <0 (16)

Parameters k1 and k2 are positive, so derivative _V is negative, which demonstrates
the stability of the control system. The global diagram of the proposed SVM-DTC-
IOFL is given by Figure 2.

3. Simulation results and discussion

In this section, the simulation studies of an IM controlled by two control
strategies, named classical DTC and SVM-DTC-IOFL, have been carried out under a
Matlab/Simulink environment. The hardware architecture of the two control strategies
are designed using XSG tool. The different parameters of the IMmodel are provided in
Table 1.

The XSG tool is developed by Xilinx to be integrated into a Matlab/Simulink
environment. It is widely utilized for the design, verification and implementation of
control algorithms architectures on FPGAs. When we get the desired design with good

Figure 2.
Global diagram of the proposed SVM-DTC-IOFL.
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of simulation results, it will be possible for the XSG to automatically generate the
VHDL code. As a matter of fact, the generated VHDL code will be used for generating
the download. Bit file to be integrated into the FPGA. Figure 3 depicts the design flow
through the use of the XSG. Figure 4 presents the SVM-DTC-IOFL architecture from
the XSG.

3.1 First scenario

In this scenario, a comparative study between the classical DTC and the proposed
SVM-DTC-IOFL is done under a rated load torque (10 Nm), a variable speed profile

Parameter Value Parameter Value

power (kW) 1.5 Rotor resistance (Ω) 4.282

Voltage (V) 230/400 Stator inductance (H) 0.464

Frequency (Hz) 50 Rotor inductance (H) 0.464

Pole pair 2 Mutual inductance (H) 0.4417

Stator resistance (Ω) 5.717 Rated speed (rpm) 1435

Table 1.
Induction machine parameters.

Figure 3.
XSG design flow.
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and a reversal of the direction of rotation. In order to show the effectiveness of the
suggested SVM-DTC-IOFL, it is compared with the classical DTC in terms of torque
ripples and stator current distortion. The performance analysis is carried out with a
sampling period equal to 100 μs.

The IM starts with a reference speed equal to 100 rad/sec. At t = 1 sec the reference
speed decreases slowly to reach �100 rad/sec at t = 2 sec. At t = 0.5 sec, a rated torque
is applied.

Figure 5 presents the evolution of the rotor speed of the IM controlled by two
control strategies. It can be noticed that the rotor speed converges to the reference
speed for both control strategies. However, the proposed SVM-DTC-IOFL offers
better performance in terms of ripples around the reference speed, as shown in
Figure 5(b). As given in Figure 6(a), the suggested control strategy gives better
performance in terms of ripples compared to the classical DTC (Figure 6(b)).
Figure 7 presents the three phase stator current consumed by the IM control by both
control strategies. It can be seen that the proposed control strategy offers better
performance in terms current distortions. In fact, for the suggested SVM-DTC-IOFL,
the stator current has a smooth waveform (Figure 7(a)). Figure 8 presents the
evolution of the stator flux components for both control strategies. In can be seen that

Figure 4.
Full architecture of SVM-DTC-IOFL using XSG.

Figure 5.
Speed response for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.
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the real stator flux converges to its reference value. In addition, the proposed control
strategy gives better performance in terms of flux-ripple reduction. More details are
illustrated in Table 2.

3.2 Second scenario

In this scenario we used the same simulation conditions of the first scenario, but
the main deference consists in reducing the sampling period which is equal to 10 μs. In
fact, when the control algorithm is implemented on software solutions like the

Figure 6.
Torque response for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.

Figure 7.
Three phase stator current for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.

Figure 8.
Three phase stator current for: (a) suggested SVM-DTC-IOFL, (b) classical DTC.

Classical DTC Proposed SVM-DTC-IOFL

Speed ripples Medium neglected

Torque ripples (%) 40% 20%

Current distortion High Medium

Sampling period 100 μs 100 μs

Table 2.
Comparison between the both control strategies.
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microcontrollers or the DSP, the sampling time increased due to the serial processing
of these solutions, which consequently raises the control loop delay, the torque ripples
and the stator current distortions. In order to overcome the limitations of these
solutions in terms of execution time, the FPGA is proposed thanks to its parallel
processing and short execution time. In order to show the effects of the execution time
on the simulation results, a sampling period of 10 μs is chosen. The obtained results in
this scenario demonstrate that when the sampling period decreases, the torque and the
stator flux ripples, as well as the stator current harmonics, are reduced, as shown in
Tables 2 and 3.

The IM starts with a reference speed equal to 100 rad/sec. At t = 1 sec, the
reference speed falls slowly to reach �100 rad/sec at t = 2 sec. At t = 0.5 sec, a rated
torque is applied.

Figure 9 depicts the evolution of the rotor speed of the IM controlled by two
control strategies. It can be noticed that the rotor speed converges to the reference
speed for both control strategies. However, the suggested SVM-DTC-IOFL offers
better performance in terms of ripples around the reference speed, as shown in
Figure 9(b). As given by Figure 10(a), the proposed control strategy provides better
performance in terms of ripples compared to the classical DTC (Figure 10(b)).
Figure 11 presents the three phase stator current consumed by the IM control by both
control strategies. It can be seen that the suggested control strategy offers better
performance in terms current distortions. In fact, for the proposed SVM-DTC-IOFL,
the stator current has a smooth waveform (Figure 11(a)). Figure 12 presents the
evolution of the extremity of the stator flux vector in the Concordia reference. It can
be noticed that when the motor is controlled by the classical DTC, the stator flux
vector trajectory presents high deviations and ripples (as shown by Figure 12(b)).
Contrariwise, in the case of the proposed SVM-DTC-IOFL a smooth circular trajectory
is obtained as illustrated in Figure 12(a). More details are given in Table 3.

Classical DTC Proposed SVM-DTC-IOFL

Speed ripples Medium neglected

Torque ripples (%) 10% 5%

Flux ripples (%) 4.39% 1.09%

Current distortion High neagleted

Sampling period 10 μs 10 μs

Table 3.
Comparison between the both control strategies.

Figure 9.
Speed response for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.
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3.3 Third scenario

This section consists in testing the robustness of the proposed SVM-DTC-IOFL
under stator resistance variations at a low speed region. In this study, the IM starts
with a reference speed equal to 20 rad/sec. The sampling period is equal to 10 μs. At
t = 4 sec, the stator resistance increases to reach 1.5 Rsn. Figure 13(a, b), presents the
evolution of the rotor speed for both control strategies. As shown in Figure 13(a), it
can be seen that the suggested SVM-DTC-IOFL offers better performance with a small
deviation when the stator resistance goes up.

Figure 14(a, b) illustrates the evolution of the stator flux module for both control
strategies. Referring to Figure 14(a), it can be noticed that when the stator resistance
rises, the stator flux curve presents small deviations and then it converges quickly to
its reference value. However, when the IM is controlled by the classical DTC, the
actual stator flux diverges from its reference value due to the variation in the stator
resistance.

Figure 10.
Torque response for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.

Figure 11.
Three phase stator current for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.

Figure 12.
Three phase stator flux for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.
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4. VHDL code generation and synthesize results

The VHDL code generation and synthesis steps can be validated after verifying the
functionality of the XSG architecture of the proposed SVM-DTC-IOFL. The obtained
simulation results of the section confirm the good functionality of the designed XSG
architecture, which offers the possibility to generate the VHDL and determine the
synthesis results utilizing the Xilinx Vivado. During the hardware implementation of
the classical DTC and the proposed SVM-DTC-IOFL approaches, the used resources
from the FPGA are depicted in Table 4.

5. Conclusion

In this chapter, a performance improvement of the DTC of an IM drive utilizing
the SVM technique and a nonlinear control technique named IOFL has been
presented. In order to solve the classical DTC problems, like the torque ripples, the
current distortion and the variation in the switching frequency, the SVM has been

Figure 13.
Speed response for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.

Figure 14.
Speed response for: (a) proposed SVM-DTC-IOFL, (b) classical DTC.

Used with SVM-DTC-IOFL Available

LUT 1436 (2.7%) 53,200

LUTRAM 104 (0.59%) 17,400

FF 2826 (2.65%) 106,400

BUFG 1 (3.12%) 32

DSP 10 (4%) 220

Table 4.
Utilized resources from Xilinx Zynq FPGA.
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developed in this chapter. The proposed scheme is known as SVM-DTC. To increase
the robustness of the suggested scheme under parameter variations, an IOFL approach
has been combined with the SVM-DTC to generate the reference voltage vector. The
real time implementation on the Xilinx Zynq FPGA has been put forward and inves-
tigated in this chapter so as to reduce the period of the system and eliminate the time
delay in the control loop. The design of the proposed scheme has been carried out
using the XSG toolbox. The flux and torque ripples have been considerably reduced
thanks to the SVM technique. The nonlinear approach has given more performance,
such as the robustness against the parameter variations, good and fast dynamic
response and good tracking, and has reduced the complexity of the control scheme.
Furthermore, the designed architecture of the control algorithm has been tested with
two different sampling periods in order to demonstrate that if the sampling period
rises, the ripples increase. Moreover, this controller has been featured by its simple
design and implementation. The hardware FPGA implementation of the proposed
SVM-DTC-IOFL can be considered as a good solution to control electrical motor
drives.

For future work we are interested in the experimental validation of the proposed
DTC-SVM-IOFL utilizing a real test bench.
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