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Chapter

Applications of Machine Learning
in Healthcare

Christopher Toh and James P. Brody

Abstract

Machine learning techniques in healthcare use the increasing amount of health
data provided by the Internet of Things to improve patient outcomes. These
techniques provide promising applications as well as significant challenges. The
three main areas machine learning is applied to include medical imaging, natural
language processing of medical documents, and genetic information. Many of
these areas focus on diagnosis, detection, and prediction. A large infrastructure
of medical devices currently generates data but a supporting infrastructure is
oftentimes not in place to effectively utilize such data. The many different forms
medical information exist in also creates some challenges in data formatting and
can increase noise. We examine a brief history of machine learning, some basic
knowledge regarding the techniques, and the current state of this technology in
healthcare.

Keywords: machine learning, healthcare, big data, medicine, genetics, disease

1. Introduction

The advent of digital technologies in the healthcare field is characterized by
continual challenges in both application and practicality. Unification of disparate
health systems have been slow and the adoption of a fully integrated healthcare
system in most parts of the world has not been accomplished. The inherent nature
and complexity of human biology, as well as the variation between individual
patients has consistently shown the importance of the human element in diagnos-
ing and treating diseases. However, advances in digital technologies are no doubt
becoming indispensable tools for healthcare professionals in providing the best care
for patients.

The improvement of data technologies, including storage size, computational
power, and data transfer speeds, has enabled the widespread adoption of machine
learning in many fields—healthcare included. Due to the multivariate nature of
providing quality healthcare to an individual, the recent trends in medicine have
emphasized the need for a personalized medicine or “precision medicine” approach
to healthcare. The goal of personalized medicine is to use large amounts of health-
care data to find, predict, and analyze diagnostic decisions, which physicians can in
turn implement for each individual patient. Such data includes but is not limited to
genetic or familial information, medical imaging data, drug combinations, popula-
tion wide patient health outcomes, and natural language processing of existing
medical documentation.

1 IntechOpen
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We will focus primarily on three of the largest applications of machine learning
(ML) in the medical and biomedical fields. As a rapidly evolving field, there is a
wide range of potential applications of machine learning in the healthcare field
which may encompass auxiliary aspects of the field such as personnel management,
insurance policies, regulatory affairs, and much more. As such, the topics covered
in this chapter have been narrowed down to three common applications of machine
learning.

The first is the use of machine learning in medical images such as magnetic reso-
nance imaging (MRIs), computerized axial tomography (CAT) scans, ultrasound
(US) imaging, and positron emission tomography (PET) scans. The result of these
imaging modalities is a set or series of images which typically requires a radiologist
to interpret and make a diagnosis. ML techniques have rapidly been advancing to
predict and find images which may indicate a disease state or serious issue.

The second is natural language processing of medical documents. With the
push towards electronic medical records (EMR) in many countries, the consensus
from many healthcare professionals has been that the process is slow, tedious,
and, in many cases, completely botched. This can sometimes lead to poorer overall
healthcare for patients. One of the major challenges is the amount of physical medi-
cal records and documentation that already exists in many hospitals and clinics.
Different formatting, hand-written notes, and a plethora of incomplete or non-
centralized information has made the switch to adopting electronic medical records
less than efficient.

The third machine learning application encompasses the use of human genetics
to predict disease and find causes of disease. With the advent of next-generation
sequencing (NGS) techniques and the explosion of genetic data including large
databases of population-wide genetic information, the attempt to discern meaning-
ful information of how genetics may affect human health is now at the forefront of
many research endeavors. By understanding how complex diseases may manifest
and how genetics may increase or decrease an individual person’s risk can aid in
preventative healthcare. This could provide physicians with more information
on how to tailor a specific patients’ care plan to reduce the risk of acquiring more
complex diseases.

The common issue present in all three of these topics is how to translate health
data acquired from the Internet of Things, into understandable, useful, trustworthy
information for patients and clinician. How do we interpret hundreds of thousands
of inputs and parameters from the data? How do we do this efficiently? What is the
progress of addressing this problem currently?

2. Artificial intelligence and machine learning

Artificial intelligence (AI) has been intricately linked to the rise of modern-day
computing machines. Machine learning has its roots and beginnings firmly planted
in history. Alan Turing’s work in cracking the German Enigma machine during
World War I became the basis for much of modern computer science. The Turing
Test, which aims to see if Al has become indistinguishable from human intelligence,
is also named after him [1, 2].

At the height of the Second World War, the Allies had a significant logistical
hurdle in the Atlantic. The United States and United Kingdom needed to set up
secure shipping lines to move both armaments and troops to England in preparation
for a mainland European invasion. However, the German U-boats were extremely
effective at disrupting and sinking many of the ships traversing these shipping lanes
[3]. As such, the Allies needed to intercept German communications to swing the
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Battle of the Atlantic in their favor. The Germans encrypted their communications
with The Enigma Machine, the most sophisticated encryption device of its time.

Turing and the rest of Bletchley Park were tasked with breaking the coded
messages produced by The Enigma Machine and eventually produced The Bombe,
a mechanical computing device which successfully decoded the cipher of The
Enigma machine (Figure 1). Using the Bombe, they read the German orders sent to
submarines and navigated their ships around these dangers. This was Turing’s first
intelligent machine. Alan Turing would later go on to describe the idea of a thinking
machine which would eventually be called AI [4].

Machine learning is a subset of Al and the term was coined in the late 1950s by
Arthur Samuel who published a paper on training computers to play checkers when
he worked with IBM [5]. Al is best described as giving human-like intelligence to
machines in a manner that directly mimics the decision making and processing of
the human conscience. ML is the subset of Al that focuses on giving machines the
ability to learn in an unaided manner without any human intervention.

By the late 1960s, researchers were already trying to teach computers to play
basic games such as tic-tac-toe [6]. Eventually, the idea of neural networks,
which were based on a theoretical model of human neuron connection and com-
munication, was expanded into artificial neural networks (ANNSs) [7, 8]. These
foundational works laid dormant for many years due to the impracticality and poor
performance of the systems created. Computing technology had not yet advanced
enough to reduce the computational time to a practical level.

The modern computer era led to exponential increases in both computational
power and data storage capacity. With the introduction of IBM’s Deep Blue and
Google’s AlphaGo in recent decades, several leaps in AI have shown the capacity of

Figure 1.
Picture of the German Enigma machine which was used to code military communications. Taken from
Wikimedia Commons.
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Al to solve real world, complex problems [9, 10]. As such, the promise of machine
learning has taken hold in almost every sector imaginable.

The widespread adoption of machine learning can be mostly attributed to the
availability of extremely large datasets and the improvement of computational
techniques, which reduce overfitting and improve the generalization of trained
models. These two factors have been the driving force to the rapid popularization
and adoption of machine learning in almost every field today. This coupled with the
increasing prevalence of interconnected devices or the Internet of Things (IoT) has
created a rich infrastructure upon which to build predictive and automated systems.

Machine learning is a primary method of understanding the massive influx of
health data today. An infrastructure of systems to complement the increasing IoT
infrastructure will undoubtedly rely heavily on these techniques. Many use cases
have already show enormous promise. How do these techniques work and how do
they give us insight into seemingly unconnected information?

2.1 Machine learning algorithms

Machine learning is broadly split into supervised and unsupervised learning.
Algorithms falling under both categories implement mathematical models. Each
algorithm aims to give computers the ability to learn how to perform certain tasks.

2.1.1 Supervised learning

Supervised learning typically employs training data known as labeled data.
Training data has one or more inputs and has a “labeled” output. Models use these
labeled results to assess themselves during training, with the goal of improving the
prediction of new data (i.e., a set of test data) [11]. Typically, supervised learning
models focus on classification and regression algorithms [12]. Classification prob-
lems are very common in medicine. In most clinical settings, diagnosing of a patient
involves a doctor classifying the ailment given a certain set of symptoms. Regression
problems tend to look at predicting numerical results like estimated length of stay
in a hospital given a certain set of data like vital signs, medical history, and weight.

Common algorithms included in this supervised learning group are random for-
ests (RF), decision trees (DT), Naive Bayes models, linear and logistic regression,
and support vector machines (SVM), though neural networks can also be trained
through supervised learning [13]. Random forests are a form of decision trees but
are an ensemble set of independently trained decision trees. The resulting predic-
tions of the trees are typically averaged to get a better end result and prediction
[14]. Each tree is built by using a random sample of the data with replacement and
at each candidate split a random subset of features are also selected. This prevents
each learner or tree from focusing too much on apparently predictive features of the
training set which may not be predictive on new data. In other words, it increases
generalization of the model. Random forests can have hundreds or even thousands
of trees and work fairly well on noisy data [15]. The model created from aggregat-
ing results from multiple trees trained on the data will give a prediction that can be
assessed using test data (Figure 2).

A method used to improve many supervised algorithms is known as gradient
boosting. Taking decision trees as an example, the gradient boosting machine as it
is commonly known, performs a similar ensemble training method as the random
forest but with “weak learners.” Instead of building the decision trees in parallel as
in the random forest algorithm, the trees are built sequentially with the error of the
previous tree being used to improve the next tree [16]. These trees are not nearly
as deep as the random forest trees, which is why they are called “weak” (Figure 3).
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Figure 2.

Example of a workflow for training and assessing a vandom forest model. Each green triangle represents an
independently trained tree from the training data. The prediction of each tree is summed and is vepresented
as the model. Test data is then fed to the model, i.e., all the trees, and the vesulting prediction is made. The
prediction is then compared to the original test data to assess how the model performs.

Typically, better results can be achieved with gradient boosting, but tuning is much
more difficult, and the risk of overfitting is higher. Gradient boosting works well
with unbalanced data and training time is significantly faster due to the gradient
descent nature of the algorithm [17, 18].

2.1.2 Unsupervised learning

Unsupervised machine learning uses unlabeled data to find patterns within
the data itself [19]. These algorithms typically excel at clustering data into rel-
evant groups, allowing for detection of latent characteristics which may not be
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Figure 3.

Example of a simple workflow for training and assessing a gradient boosting machine model. Each green
triangle vepresents a trained tree from the training data with the subsequent tree using the vesiduals or errors
from the prior tree to improve its prediction. The prediction of each tree is summed and is represented as the
model. Test data is then fed to the model, i.e., all the trees, and the resulting prediction is made. The prediction
is then compared to the original test data to assess how the model performs.

immediately obvious. However, they are also more computationally intensive and
require a larger amount of data to perform.

The most common and well-known algorithms are K-means clustering and deep
learning, though deep learning can be used in a supervised manner [12, 20]. Such
algorithms also perform association tasks which are similar to clustering. These
algorithms are considered unsupervised because there is no human input as to what
set of attributes the clusters will be centered on.

The typical k-means algorithm has several variations such as k-medians and
k-medoids, however the principle is the same for each algorithm. The algorithm
uses Euclidian distance to find the “nearest” center or mean for a cluster assuming
there are k clusters. It then assigns the current data point to that cluster and then
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recalculates the center for the cluster, updating it for the next data point [21]. The
biggest drawback to this algorithm is that it must be initialized with an expected
number of “means” or “centers.” Improper selection of the k value can result in poor
clustering.

Deep learning uses neural nets to perform predictions even on unlabeled data as
well as classification techniques. Based off models of human neurons, perceptrons,
as they are typically called, are organized into many networked layers making the
network “deep” in nature [20]. Each perceptron has multiple inputs and a single
output. They are organized into layers where the outputs of the previous layer
serve as the inputs for the next layer. The input layer requires one perceptron
per input variable and the subsequent layers are determined before training by
a human (Figure 4). This is one of the difficulties and challenges in building an
effective neural net. The computationally intensive nature of computing each
perceptron for a large neural net can mean that training alone can take days to
weeks for large data sets [22].

2.1.3 Hyperparameters

In machine learning, a model typically has a set of parameters as well as a set of
hyperparameters. Parameters are variables about the model that can be changed
during training. For example, parameters can be the values of the training data
itself with each piece of data being different along one or several of the parameters.
Whereas hyperparameters are typically set before training occurs and cannot
change once learning begins. Hyperparameters typically are set to tune values like
the model’s learning speed and constrain the algorithm itself.

Different algorithms will have different sets of hyperparameters. For example,
a common hyper parameter for artificial neural networks is the number of hidden
layers. Additionally, a separate but related hyperparameter is the number of per-
ceptrons in each hidden layer. Whereas a similar equivalent in decision trees would

_—
—_—)
................. 4.
Output
EE—
Hidden Layer Hidden Layer
Input Layer

Figure 4.

Example of a simple neural net with two hidden layers of three perceptrons each. The number of inputs,
number of hidden layers, and number of perceptrons in each layer can be changed. Additionally, the
connections between layers and perceptrons can also be changed.
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be the maximum number of leaves in a tree or the maximum depth for a tree. Other
common hyperparameters include learning rate, batch size, dropout criterion, and
stopping metric.

Properly selecting hyperparameters can significantly speed up the search for
a proper generalized model without sacrificing performance. However, in many
cases finding the proper set is more of an art than a science. Many researchers have
attempted to make hyperparameter searching a more efficient and reproducible
task [23-25]. Again, this process also highly depends on the algorithm, dataset, and
problem you are trying to solve. A machine learning model can be tuned a nearly
infinite amount of different ways to achieve better performance. Hyperparameters
represent a way to reproduce results and also serve as a tool to properly vali-
date models.

2.1.4 Algorithm principles

Considering the pace of research in the field, there are constant advances
and improvements to many of these machine learning techniques, but the
important thing to remember is that not all algorithms work for all use cases.
Each algorithm has advantages and disadvantages. Certain data types may also
affect the performance of individual algorithms and the time spent implement-
ing such models will often be a result of testing different variations, parameters,
and hyperparameters within these algorithms to achieve the best generalized
performance.

2.2 Assessment of model performance

The goal of any machine learning algorithm is to utilize real data to create a
model that performs the best on real-world scenarios, and that can be assessed in
a quantitative, reproducible manner. Assessment of statistical models is a whole
subfield in itself, but we will briefly discuss the basics, which are applicable for
almost any machine learning algorithm you will come across.

2.2.1 Sensitivity vs. specificity

Sensitivity and specificity are two important metrics used in a statistical or
machine learning model to assess if the model is performing successfully. As such, it
is important to understand what each of these numbers tell us about what a trained
model can do, and what the model cannot do.

Sensitivity is the probability that a positive result occurs given that the sample is
indeed positive. Mathematically,

Sensitivity - (Number of True Positives)
Y = Number of True Positives + Number of False Negatives

This is also sometimes referred to as the recall or hit rate, or just simply the true
positive rate, and the sensitivity is equivalent to 1 - False Negative Rate.

Specificity is the probability of a negative result given that the sample is nega-
tive. Mathematically,

Number of True Negatives

Specificity =
pecificity Number of True Negatives + Number of False Positives

This value is also referred to as the selectivity of the test. This is equivalent to
1 - False Positive Rate.
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2.2.2 The receiver operator curve and area-under the curve

The standard metric for assessing the performance of machine learning
models is known as the receiver operating characteristic (ROC). The ROC can be
summarized by a number from 0 to 1, which is the measured area-under-the-ROC
curve (AUC). The ROC curve is a 2D plot that measures the false positive rate vs.
true positive rate. There are four numbers that are used to determine the effective-
ness of a test: true positive rate, false positive rate, true negative rate, and false
negative rate.

True positive and true negative are the correct answers to a test while false posi-
tive and false negative are incorrect answers to the test or model. These numbers
can be condensed further into two numbers known as sensitivity and specificity.
We have already discussed sensitivity and specificity but now we will discuss how
they are used to create the ROC.

Ideally a test would have both high sensitivity and high specificity. However,
there is a tradeoff, prioritizing one often leads to the detriment of the other. When
setting the threshold low, one will receive a high true positive rate (high sensitivity)
and a high false positive rate (low specificity). Conversely, setting the threshold
high will result in a low true positive rate (low sensitivity) and a low false positive
rate (high specificity).

The ROC and AUC metric is used to characterize most of the classification tasks
many machine learning models are attempting to do; does this person have the
disease or do they not? If a test has a high sensitivity and a high specificity it is con-
sidered a near perfect test and the AUC is close to 1 (Figure 5). If the test is random
then the AUC is 0.5. The x-axis is typically the false positive rate (or 1 - specificity).
Ideally, the false positive rate is as low as possible. The y-axis is typically the true
positive rate (sensitivity). The sensitivity is what is usually maximized. On a typical
curve, the midpoint of the curve is the most balanced trade-off between sensitiv-
ity and specificity though this is not always the case. The AUC value is a simpler,
more generalized way, to assess the performance rather than the varying tradeoffs
between sensitivity and specificity.

Another way to think of AUC is as a percentage the model can correctly identify
and separate a positive result from a negative result. Given an unknown case, a
model with an AUC of 0.75 has a 75% chance of correctly identifying whether the
case is a positive case or a negative case. This number will quickly tell you the results
of any model.

2.2.3 Overfitting

Overfitting is one of the main concerns when training any model [26]. Simply
put, when training a model on a set of data, over-training the model will improve
the performance of the model on that specific dataset but at the cost of losing
generalization to other datasets. An overfitted model will not work when applied to
new data it has never seen before. From a practical standpoint, such a model is not
very useful in a real-world application.

When training any machine learning model, the ideal result is a generalized
model. A generalized model works well on a variety of different cases and a vari-
ety of different datasets, especially data it has never seen before. As such, many
researchers are hesitant to give too much credence to a model or method that utilizes
a single dataset.

A variety of methods have been used to prevent models from overfitting and
many of these are now encapsulated in the hyperparameters discussed earlier.
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Example of AUC Denoting High Predictive Power = Example of AUC Denoting Low Predictive Power
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Examples of an AUC denoting a model which has good predictive power (left) and an AUC denoting a model
with poor or near random predictive power (right). 1 — Specificity is sometimes written as false positive rate
(fpr) and sensitivity can be read as true positive rate (tpr).

The idea is to prevent the models from adapting too quickly to the dataset it is being
trained on. This subset of methods is known as regularization [27].

One such method, used in neural nets, is called dropout. This method is widely
used to prevent artificial neural nets from overfitting during classification tasks.
The method is fairly simple. During the training process, random perceptrons and
their corresponding connections are “dropped” from the network. These “thinned”
networks have better performance compared to other regularization techniques on
supervised learning tasks [28].

Often a method known as cross-validation is used to assess the performance and
validate the generalized predictive ability of a model. The most common method for
building machine learning models is the partitioning of the data set into roughly
80% for training and 20% for testing. This partition is typically less useful for linear
models but splitting is more beneficial for complex models [29]. During cross-val-
idation, this split is done in separate sections of the data to ensure proper coverage.
For example, if a 10-fold cross-validation is performed, the first split in a data set
with 100 observations could be a the first 80 for training and the last 20 for test, the
second split could be the first 10 and last 10 for test and the middle 80 for training,
etc. (Figure 6). This creates 10 models using the same algorithm just trained and
tested on different portions of the same data. The average performance of these 10
models gives a good measurement of the generalized performance of the algorithm
on that type of data.

2.3 Big data and the health information explosion

The healthcare sector has always had a very large amount of information, often
times stored as physical documents in clinics, hospitals, regulatory agencies, and
biomedical companies [30, 31]. With the push to electronic medical records (EMR),
this information is rapidly being transformed into a form which can be leveraged
by Al technologies. The estimated amount of healthcare data stored in 2011 was
around 150 exabytes (1 EB = 10%® bytes), though that number is most likely expo-
nentially larger almost a decade later [32, 33]. These large databases, whenin a
digitized form, are often known as Big Data.

However, such healthcare information is very different in both form and func-
tion. Visual data in the form of medical images is very different than familial history
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Figure 6.
Example of a set of cross validation splits. There ave n splits for the number of itevations desived and the vesults
of all itevations are averaged to assess the generalized performance of a model trained on a dataset.

which may be simple text-based information. Laboratory and clinical tests may be
reported as numbers only, while health outcomes are often qualitative in nature

and may be a simple yes or no entry in a spreadsheet. Insurance and administrative
data is also indirectly linked to various information, such as patient outcomes, while
information from sensor based technologies like EKGs, pulse oximeters, and EEG
provide time-series data of vital signs [34].

Additionally, the genomic revolution has contributed enormously to the data
explosion. Large-scale genetic databases such as the Cancer Genome Atlas (TCGA)
and the UK Biobank include thousands of patients’ genetic sequencing information
along with various other health information such as disease state, age of diagnosis,
time of death, and much more [35-38]. Copy number variation (CNV) data from
the UK Biobank’ roughly 500,000 patients, which does not even contain the raw
sequence reads, is almost 2 Terabytes (TB) alone in flat text files. These genetic
databases rely on an array of assays and sequencers spread across different hospitals

Database Size of data Number of Status Start

participants date
The Cancer Genome Atlas 2.5 petabytes 11,300 [36, 41] Completed 2005
The UK Biobank ~26 terabytes*,+ ~488,377 [42] Ongoing 2006
The European Prospective Unclear ~521,000 [43] Ongoing 1992
Investigation into Cancer
and Nutrition (EPIC)
Estonian Genome Project Unclear’ ~52,000 [44] Ongoing 2007
deCODE Unclear’ ~160,000 [45, 46] Ongoing 1998
China Kadoorie Biobank Unclear’ ~510,000 [47, 48] Ongoing 2004
Lifelines Cohort Study Unclear’ ~167,000 [49] Ongoing 2006
All of Us (Precision Unclear’ Currently ~10,000, Ongoing 2015
Medicine Initiative) planned 1,000,000

[12, 50-52]

FinnGen Unclear’ Planned 500,000 [53] Ongoing 2017

*Project is continuing to collect move data.
*Number represents genetic data only. Project or study may also include unreported data including medical images
and health recovds.

Table 1.
Overview of largest biobank databases as of 2019.
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and research facilities around the globe, before being processed and transferred to
their respective centralized storage databases [35, 39, 40].

The collection of biological data and creation of these databases show no
evidence of slowing down. Many biobanks, databases which contain some form
of biological samples such as blood or serum, contain thousands of participants
and many have plans to collect hundreds of thousands of samples from patients
(Table 1). Because many databases are growing so quickly it is unclear how much
data resides in many of these databases. However, The Cancer Genome Atlas alone
contains 2.5 petabytes (1 PB = 10" bytes) of data and the UK Biobank contains 26
terabytes (1 TB = 10" bytes) of just genetic information (UK Biobank also contains
medical images such as brain scans which is not included in this table).

Implementing machine learning systems into a hospital with this complex
information Web is usually slow, due to the abundance of caution needed to ensure
patient health. Many physicians are also wary of adopting new systems that are
unproven in a clinical setting due to the risk of litigation and potentially cata-
strophic consequences for their patients.

3. Machine learning of medical images

Modern medical images are digital in nature. To effectively utilize them in
healthcare there are several challenges that must be overcome. Medical imaging
describes a collection of techniques to create visual representations of interior
portions of the human body for the purpose of diagnosis, analysis, and medi-
cal intervention. This is beneficial in avoiding or reducing the need for the older
clinical standard of exploratory surgery. Since opening any portion of the human
body through surgical means increasing the risk of infections, strokes, and other
complications, medical imaging is now the preferred tool for initial diagnosis in the
clinical setting.

The current clinical standard of assessing medical images is the use of trained
physicians, pathologists, or radiologists who examine the images and determine the
root cause of clinical ailments. This clinical standard is prone to human error and is
also costly and expensive, often requiring years or decades of experience to achieve
alevel of understanding which can consistently assess these images. Considering
that the demonstration of viable machine learning capabilities in the modern age
was demonstrated by Andrew Ng using images pulled from YouTube videos, it is
clear why medical images were one of the first areas addressed during the initial
adoption of machine learning techniques in healthcare [54].

Accuracy of diagnosis is extremely important in the medical field as improper
diagnosis could lead to severe consequences and results. If a surgery is performed
where none was needed or a misdiagnosis leads to improper dosages of prescribed
medication, the possibility of a fatal outcome increases. In the realm of image pro-
cessing, most techniques rely fundamentally on deep learning (DL) and specifically
in artificial neural networks (ANNs). Modern techniques utilize improvements to
ANNSs in the form of convolutional neural networks (CNNs) to boost performance
when classifying images.

The majority of the current publications are using some form of CNNs when it
comes to object detection in medical images [55]. Graphic-processing unit (GPU)
acceleration has made the building of deep CNNs more efficient, however signifi-
cant challenges in creating a competent model still exist. The biggest issue is the
need for a large amount of annotated medical image data. The cost to aggregate and
create such databases is often prohibitive since it requires trained physicians’ time to
annotate the images. Additionally, concerns involving patient privacy often hinders
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the ability to make such databases open-source. Many studies only use around
100-1000 samples in training CNNs. This limited sample size increases the risk of
overfitting and reduces the accuracy of the predictions [56].

Concerns regarding the implementation of machine learning into clinical diagno-
sis have been raised regarding proper validation of models [57]. The main fears entail
properly scoping the intended goals of a machine learning model, reducing dimen-
sionality of the data, and reproducibility of training such models on real-world and
new clinical data. Validating results on other datasets can be difficult due to the lack
of larger datasets for niche diseases, where the aggregation of this data can take more
work than the actual training of the model. Medical imaging data is inherently more
difficult to acquire and is more difficult to store and process. The infrastructure to
handle the data has simply not kept up with the increase in the amount of data.

3.1 Lesion detection and computer automated detection

The most common use of current machine learning technologies in medicine
is for computer automated detection (CAD) specifically in the detection of lesions
such as those commonly found in mammograms, brain scans, and other body scans
[58]. These methods use CNNs to arrive at the probability that a candidate lesion is
in fact a lesion, often utilizing several 2D slices of 3D rotational scans of either CAT
or MRI images.

Ultrasound images are also used in training and a variety of methods such as
randomized rotation of the images or centering candidate lesions in the center of
the image. Especially in mammography, CAD techniques have reached a level where
they are used as a “second opinion” for most radiologists, greatly improving the
accuracy of screenings without doubling the cost associated with using a human as
the “second opinion” Figure 7.

CAD is also currently split into detection and diagnosis. This distinction is subtle
but important. A lesion can be categorized as either benign or malignant, based off
a physician’s knowledge and assessment. However, the actual detection is a crucial
first step in treating a patient.

Figure 7.

Example of mammogram with the left image being that of a raw mammogram and the vight hand being the
image with the detection overlaid with the region of interest in white, using NASA software oviginally used to
enhance earth science imagery. Taken from NASA press velease, credited to Bartron Medical Imaging.
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Computer aided detection is the actual recognition of potential lesions from a
medical image. For example, detection and segmentation of glioblastoma is a dif-
ficult task, due to the invasive and widespread nature of these tumors. Unlike other
brain tumors, they are not easily localized and assessing how treatments such as
chemotherapy are performing is in itself a difficult task. Deep learning has aided in
this by helping automate assessment of glioblastoma MRIs [59].

Computer aided diagnosis describes the probability a lesion is malignant in
nature. These methods are primarily used to improve the accuracy of diagnosis and
improve early diagnosis in the clinical setting. Again, these tasks have consistently
been performed by machine learning especially in brain related applications, due to
the difficult nature of assessing brain health. Additionally, diagnosis of Alzheimer’s
through medical imaging is a possible application for deep learning which is show-
ing some promise [60, 61].

4. Natural language processing of medical documents and literature

Electronic medical records (EMR), the new standard in many hospitals, require
complex digital infrastructure. Unification of health data in a formatted manner is a
major goal as it should increase the efficiency of hospitals as well as improve patient
health outcomes. However, a significant problem is the historical existing physical
documentation. Transferring these existing documents into an electronic form is
difficult and would be very tedious and expensive if people were hired to manually
input such information into an electronic system.

One application of machine learning, which may aid in this problem, is natural
language processing (NLP). By scanning these documents rapidly and integrating
the resulting images into a database, these systems attempt to extract readable data
from free text and incorporates image processing to identify key words and terms.
Handwritten physician notes contain information such as patient complaints, the
physicians own observations, and patient family history. This clinical information
can be annotated. However, poorly worded or inaccurate writing by the physician
can make it difficult to accurately assign this information to appropriate categories.
Forms and documents that already have structure make for much easier language
processing, though there is still the risk of missing data Figure 8.

Creating a system for improved clinical decision support (CDS) with old patient
records is feasible. Any such system is structured to aid in clinical decision making
for individual patients based on a database of computerized knowledge. Such a
system could be envisioned as two-fold: 1. extracting facts about the patient from
their medical record, either through written or typed physician notes or labs or dic-
tation involving audio NLP, 2. Associating possible disease states based on extracted
information from previous known cases or through literature search via NLP [62].
Integration of several specialized NLP systems is required for any true and practical
implementation of such a CDS system.

Likewise, compilation of the existing scientific research into central repositories
is a difficult task. Sometimes physicians may be unaware of a promising new treat-
ment just due to the difficulty of parsing the tidal wave of new papers. Scientific
publications have always been widely dispersed across multiple journals and the
modern-day information explosion has only exacerbated the issue. When it comes
to compiling information such as results from genome-wide association studies
(GWAS), the primary method has been a manual curation of the information by
certain individuals within the scientific community: “librarians” so to speak.

Recently, a paper published in Nature Communications used machine learning
systems to automatically compile GWAS information from open-access publications
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Nursing Care Plan CLIENT ID:
NAME:
D.O.B.:
DOCTOR:
PENSION:
LIFESTYLE ISSUES GOAL OF CARE CARE OR INTERVENTION REQUIRED
Tick and/or Highlight Appropriate Response
Links to Assessment: Hearing
Hearing loss: Partial O Profound [J
Baseline Health Assessment Right O Left O Both O
Communication assess (11-04) Aids used: Behind the ear [0 Inside the ear [
Right [0 Left O Both O
Storage details: ||| ...
Assistance Required? O Yes [No
Are hearing aids wom O Yes CNo
Battery type DI e,
Notes
LIFESTYLE ISSUES GOAL OF CARE CARE OR INTERVENTION REQUIRED
Tick and/or Highlight Appropriate Response
SKIN RESIDETS SKIN | O Bed/Chairbound:
INTEGRITY: INTEGRITY IS CJRepositioning frequency
MAINTAINED AT 02" hourly (13" hourly (04" hourly COther
Links to Assessment: OPTIMUM LEVEL | [J Aid (in Bed):
Waterlow Risk Assessment {11 - 0 Aid (on chair) :
06) O Creams: .
Wound Management- Complex O Leg Protectors:
(11-075) [1 Bed Rail Protectors: Yes[ No[
Wound Management-Simple o other:
(11-07b) Refer to Wound Management Charts as necessary
Name Designation
Signature Date
Notes
Figure 8.

Example of a nursing care plan which represents a formatted health document. Most of these plans were filled
out by hand and many hospitals have transitioned such forms to electronic recovds. However, older documents
still need to be transferved to digital form. Taken from Wikipedia commons.

and extract GWAS associations into a database with the aim of helping curators.
Though the results are somewhat inconsistent (60-80% recall and 78-94% preci-
sion) it represents one of the many ways NLP is being utilized to aid in medical
discovery [63].

4.1 Examples of natural language processing in healthcare research

There are many exciting possibilities where NLP could be used to improve medi-
cine and medical research. We will discuss a few interesting findings with similar
approaches but different goals. This is by no means an expansive list but highlights
the broad spectrum of possible machine learning applications.

In 2015, a research group published a paper reporting 100% accuracy of predict-
ing onset of psychosis using recorded dialog of clinically high-risk youth. Each
youth was interviewed over a period of 2.5 years every 3 months. Based on the
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transcripts of these interviews, a machine learning algorithm was trained to predict
whether a patient would develop psychosis. This was done using what is known as
Latent Semantic Analysis to determine coherence of speech using NLP. The sample
size for this study was rather small however (n = 34) [64].

Another study used NLP to identify cirrhosis patients and risk-stratify the
patients. This study was able to correctly identify cirrhosis patients from electronic
health records, ICD-9 code combinations, and radiological scans with a 95.71%
sensitivity and 93.88% specificity [65]. This indicates that such a system could cor-
rectly identify cirrhosis patients based off existing medical data in most hospitals.

Yet another study used NLP to accurately identify reportable cancer cases for
national cancer registries. This method analyzed pathology reports and diagnosis
codes to identify patients with cancer patients using supervised machine learning.
The accuracy was 0.872 with a precision of 0.843 and sensitivity of 0.848 [66]. The
primary goal of this study was to automate the process of reporting cancer patients
to the National Program of Cancer Registries in the United States.

These examples of NLP use in healthcare highlight the wide diversity of applica-
tions within medicine. Language is the primary means of communicating complex
information, doctors’ notes and annotated medical documents hold valuable
insights in populations and individual patient health. The irregularity and variance
of language and extraction of higher-level information into relevant subcategories
makes analysis difficult. Machine learning is showing promising results in perform-
ing such complex analyses.

5. Machine learning in genetics for the prediction and understanding of
complex diseases

Genetic information and technologies have exploded since 2008, creating dif-
ficult challenges in how to handle the exponentially increasing data. Advances in
genetic sequencing speed, namely NGS technologies have exponentially increased
the speed at which a whole human genome is sequenced, while also dramatically
reducing costs. The human genome is a complex physical structure that encodes all
the information of human development and characteristics. The genome is highly
interconnected and deciphering most of these instructions is still a mystery to us.
Variation of genomes between people also increases the complexity of understand-
ing gene interactions.

Many health initiatives have focused on acquiring large sample sizes of human
genomes to help identify statistically relevant trends among different populations
of humans. However, the 23 chromosomes of the human genome contain around
20,000 genes which have been identified as the primary coding sequences for the
proteins necessary in building the biological components of our cells [67]. This
number is still a rough estimate and some estimates indicate that there may be as
many as 25,000 genes or as few as 19,000 [68, 69]. A large swathe of genetic infor-
mation that does not code for any proteins is not included in these estimates.

A growing body of literature indicates that certain sections of what has been
colloquially called genetic dark matter, or missing heritability, exists [70-74]. These
terms refer to the portions of DNA which have no apparent protein coding function,
but may be relevant to the level of gene expression in a person’s genetic code [75, 76].
Levels of gene expression may cause protein overload or deficiency, which can lead
to a variety of health problems. Additionally, structural differences in the physi-
cal structure of how the DNA is bound into chromosomes and then subsequently
unwrapped during both the duplication process and translation and transcription
process, can also affect the level of gene expression.
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For example, methylation or acetylation of the DNA backbone can make it more
difficult (methylation) or easier (acetylation) to unravel the DNA strand during
normal cell processes like replication or protein assembly. Evidence of multiple
copies of the same gene have also been classified in what is described as copy
number variations (CNV) which indicate duplication, triplication, and deletion
events of certain areas of the genome in an individual. Understanding this highly
interconnected and nonlinear relationship between all the different of the areas of
the human genome is difficult.

With machine learning, scientists have begun to find patterns and trends which
can be modeled in a more predictable manner. Utilizing the ever-growing amount
of genetic data, machine learning has the potential of accurately predicting who is
at risk of acquiring certain diseases such as cancers and Alzheimer’s disease. Mental
illnesses such as schizophrenia and bipolar disorder have also been known to run in
families, indicating a possible genetic link.

5.1 Inherited vs. environmental risk

Disease risk can be broadly categorized into inherited risk and environmental
risk. Inherited risk describes a person’s disposition to acquiring complex diseases
due to a trait which is genetically passed down from their predecessors. This
includes genetic mutations contained within their germline DNA which may predis-
pose them to cancers or other health conditions [77, 78].

Environmental risk describes somatic mutations, or mutations to a person’s DNA
due to something they have encountered in their environment. These mutations can
still increase a persons risk of acquiring a disease but they do not affect the germ-
line, and will not be passed on to their progeny and thus will not be inherited [79].

Inherited risk describes mutations that exist in the human germline and which
will be passed onto the offspring through normal reproduction. Whereas, somatic
mutations may affect organs or a set of cells, germline mutations exist in all the cells
of the offspring. Many of these mutations may be passed through paternal lineage
and there is some indication that certain individuals may have disease predisposi-
tion but which cannot be directly linked to familial history but could still be due to
these hidden germline mutations [80-82].

Several different types of mutations may exist within a human genome. They are
broadly categorized as single nucleotide polymorphisms (SNPs), structural varia-
tions or copy-number variations (CNVs), and epigenetic variations.

SNPs are a single or point mutation of one base pair in the human genome that
occurs in at least 1% of the human population [83, 84]. These mutations are the
most common source of genetic variation and can occur both within coding regions
and outside of coding regions of the genome. SNPs contribute to vast differences
even between relatives and can arise because of both inheritance and development
in the womb. Within SNPs there are common and rare variants, with rare variants
occurring less than 0.5% within the global sample [84].

Structural variations and specifically CNVs are deletions, insertions, duplica-
tions, and inversions of large regions of DNA. These structural differences are
usually inherited and a typical human can have anywhere between 2100 and 2500
structural variations [84]. These variations were found to cover more of the human
genome than SNPs alone [83].

Epigenetic variation describes variations in the chemical tags attached to
DNA or associated structures such as histones, which affects how genes are read
and activated. Epigenetics includes DNA methylation and acetylation, histone
modifications, and non-coding RNAs which all affect the degree to which a gene
may be expressed [85]. As a newer field, it is unclear how much of these epigenetic
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Type of cancer Cases Controls AUC

Breast invasive carcinoma (men and women) 977 8821 0.81

Glioblastoma multiforme 484 9314 0.86

Ovarian serous cystadenocarcinoma 424 4268 0.89

Thymoma 111 9687 0.78

Uveal melanoma 80 9718 0.80
Table 2.

Sampling of performance of GBM models trained on data from the Cancer Genome Atlas.

variations are inherited from generation to generation, and how much is a result of
environmental factors [86].

5.2 Prediction of cancers through germline copy number variations

One of the exciting methods we have discovered is the utilization of germline
copy number variations in the prediction of different cancers. We have found that it
is possible to use machine learning models, specifically gradient boosting machines
(GBM), a form of decision trees (DT), to predict whether a person has a particular
cancer. The models created were able to predict cancers such as ovarian cancer (OV)
and glioblastoma multiforme with an AUC of 0.89 and 0.86 respectively [87], using
copy number variation data taken from germline blood samples only. This result
indicates that there is a significant inherited portion contributing to cancer risk in
many, if not all cancers. Since these CNVs are also taken from germline DNA, the
likelihood of continued inheritance to future generations is high.

This method does not look solely at SNPs as many previous methods rely on
[88]. Most SNP data specifically looks at mutations within protein coding genes
while ignoring the rest of the genome, whereas our method utilizes a whole genome
approach by averaging the copy numbers of a person’s entire genome as the basis for
predicting cancer. Copy number variation accounts for a large amount of human
genetic diversity and is functionally significant though the exact mechanisms are
still unclear [77, 83].

These results demonstrate that almost all cancers have a component of pre-
dictability in germline CN'Vs which can be used to predict an individual’s risk to
acquiring that cancer Table 2. Experiments were performed on two independent
databases: The Cancer Genome Atlas and the UK Biobank. The first database
contains about 10,000 individuals and latter contains about 500,000 individuals.

Future studies may improve on the performance and the models could poten-
tially be used as a tool to assess individual risk for diseases. Since the method can
also be easily generalized to other diseases, we anticipate work to continue to
encompass other potentially complex diseases which may have inherited compo-
nents to them.

6. Conclusions

Application of digital technologies such as machine learning in the healthcare
field is entering an exciting era. The collision of informatics, biology, engineering,
chemistry, and computer science will rapidly accelerate our knowledge of both
hereditary and environmental factors contributing to the onset of complex dis-
eases. The potential of utilizing copy number variations in the prediction of cancer
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diagnosis is exciting. Utilizing machine learning to create an interpretable method
of understanding how the genomic landscape interlinks across genes to contribute
to inherited cancer risk could potentially improve patient healthcare on an indi-
vidual level.

Databases such as The Cancer Genome Atlas and UK Biobank are invaluable
resources, providing high statistical power to scientific analysis. As other large-scale
population data projects near completion in the coming decade, the methods laid
on the foundation of The Cancer Genome Atlas and UK Biobank will continue to
benefit and improve as sample sizes easily begin to move into the regime of millions
of patients. Tracking populations around the world will truly aid in the goal of
precision medicine.

Natural language processing will be essential in improving the practicality of
translating scientific findings and results of other machine learning methods into
a clinical setting. Multiple specialized systems will have to be integrated with each
other to effectively extract the wealth of information into a format which can be
utilized effectively by physicians and healthcare professionals.

Image analysis is becoming a staple in many diagnostic endeavors and will
continue to improve the accuracy of radiological diagnosis. Detection of malignant
masses and validation and verification of existing diagnosis has the potential to
improve patient outcomes, while reducing errors. As a non-invasive method of
looking inside the human body, any improvements in healthcare imaging will
reduce the need for risky or ill-informed operations that could lead to other compli-
cations such as infections and blood clots.

The examples discussed in this chapter are some of the most promising works
in applying machine learning in the healthcare field. Resolving big health data into
a usable form will undoubtedly require machine learning techniques to improve.
Infrastructure to support such learning techniques is currently not stable or stan-
dardized. Bringing such methods from concept to practical clinical use is contingent
on both validation of these results and an appropriate infrastructure to support it.

A large variety of devices and storage methods will need to be unified and
standardized to benefit from the increased data collection. Information about how
human genetic variation can contribute to individual susceptibility allows patients
and doctors to make early lifestyle changes in a preventative manner. Likewise, it
can inform physicians of which types of prognostics and diagnostics would be the
most relevant for a specific patient, saving both time and money, while improv-
ing patient outcomes in the long term. Just as Al started with Turing decoding the
enigma machine, we are now going to use Al and machine learning to decode the
secrets of the human body and genome.
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Chapter

Radio Systems and Computing at
the Edge for IoT Sensor Nodes

Malcolm H. Smith

Abstract

Many Internet of Things (IoT) applications use wireless links to communicate
data back. Wireless system performance limits data rates. This data rate limit is
what ultimately drives the location of computing resources—on the edge or in the
cloud. To understand the limits of performance, it is instructive to look at the
evolution of cellular and other radio systems. The emphasis will be on the RF front-
end architectures and requirements as well as the modulation schemes used. Wire-
less sensor nodes will often need to run off batteries and be low-cost, and this will
constrain the choice of wireless communications system. Generally cheap and
power efficient radio front ends will not support high data rates which will mean
that more computing will need to move to the edge. We will look at some examples
to understand the choice of radio system for communication. We will also consider
the use of radio in the sensor itself with a radar sensor system.

Keywords: IoT sensor nodes, wireless systems, 5G, cellular, WLAN, Bluetooth,
radar, RF front end, radio circuitry, bandwidth, power requirements

1. Introduction

Many IoT systems consist of networks of sensors, the data from which is brought
together and processed to give some desired results. The method used to connect
the sensor to the Internet to enable the transfer of data is a design factor that needs
to be considered early on. It is not the case that throwing a lot of bandwidth at the
problem and processing the data together in a central location are the solution in
most cases. The answer is do not “use 5G” for all systems!

There are many trade-offs involved in the specification of a radio system to be
used for Internet of Things (IoT). The main trade-off is the bitrate and power trade-
off. Sending messages at a high bitrate requires more power than that at a low
bitrate. There is also a cost and bandwidth trade-off: high-bitrate solutions require a
wide bandwidth which, generally, costs more than the low bandwidth. Finally,
there is the often-overlooked fact that high bitrate solutions require high fidelity of
the radio which means more receive power. This limits their use to applications
where the separation of transmitters and receivers is small.

If cheap high-bitrate wireless communications are not available, what are the
alternatives if the sensor needs high bandwidth (video cameras being the most
obvious example)? The most obvious solution is to use a wired communication
link. This may not be a viable option for many IoT solutions where the access
to wired links is not available. The alternative is to use computing at the edge.

1 IntechOpen
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By processing the signal at source—computing at the edge—we can decrease the
bandwidth requirement, and, hence, we can use an alternative wireless
communication solution.

First, we need to review digital communications as they pertain to wireless
systems [1].

2. Review of digital communications systems

The wireless systems used in IoT applications will be digital systems. Although
the world they are interfacing to is analogue, IoT systems will have a means of
converting those analogue signals that come from the analogue world through
sensors to digital signals. These digital signals will be processed ultimately in digital
computers whether it be on the edge or in the cloud. It is, therefore, instructive to
review digital communications systems.

2.1 Introduction

Modern digital communications systems are complex with many layers that interact
with each other. In this chapter we are only going to consider the lowest layer of the
Open Systems Interconnection (OSI) model, the physical layer. Furthermore we are
going to consider this layer from the perspective of the analogue and RF components of
the system as they are the parts that drive a lot of the trade-offs for power consumption
that will be a major driving factor in the selection of a radio system for IoT.

2.2 Complex signals

In order to understand the concepts of digital communications systems and even
the hardware implementation of them, it is necessary to understand complex sig-
naling. We will therefore review the concept of complex signaling and in-phase and
quadrature (IQ) modulation.

A complex signal can be represented as a function of time using a complex
exponential:

s(t) = Ae /T (@)

Expanding this exponential using Euler’s formula gives us this complex
exponential function represented using trigonometric functions:

s(t) = A cos (2zft) +j x A sin (2xft) (2)

where j is 1/(—1), A is a scaler quantity representing the magnitude of the signal,
and f is a scalar representing the frequency in Hz (or cycles per second).

Graphically this can be represented by a vector from the origin with a magnitude
of A and an angle relative to the positive real axis of 2zft. This vector will spin
around the origin in an anti-clockwise direction tracing out a circle. The number of
times it spins in 1 second is given by the value of f, so for a value of 1 Hz (1 cycle per
second), the vector will complete one rotation.

If we introduce another vector with a negative value for the frequency:

s(t) = Ae 77 = A cos (—2xft) +j x A sin (—2xft) (3)
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we get a second vector that rotates in a clockwise direction at the same rate and
tracing out the same circle. From the trigonometric identities:

cos — 0 = cos@ (4)
sin — 0 = —sinf (5)

we can see that if we sum the two vectors, the imaginary components are
canceled and we are left with a real cosine with twice the amplitude of the vector
components. This is illustrated in Figure 1.

By shifting the vectors by 90°, we get a sine with twice the amplitude of the
vector components. This leads us to the basic formulae relating real sinusoidal
functions to complex exponential functions:

j2nft 4 o=j2nft
A cos (2nft) = A x % (6)
A si 2 A ej2nﬁ — e*jz”ﬁ
Sll’l( 72_'ﬂ’) = X T (7)

From these equations real signals separated by 90° can be used to generate
complex signals. Signals at 90° such as this are referred to as quadrature signals and
the individual component signals as in-phase (I) and quadrature (Q). These signals
will be at low frequency and sit either side of 0 Hz (viz. DC)—they are what we call
baseband signals. We need a method of transferring these baseband signals to radio
frequency (RF) or microwave frequencies.

Using trigonometric identities, we can prove that:

A(t) sin (2zft + 0(t)) = A(t) x (sin2zft x cosf(t) + cos2xaft x sinf(t)) (8)
What this tells us is that we can upconvert a baseband signal represented by:

Igg = A(t) x cosO(t) 9)

Imaginary axis

Positive frequency

direction of rotation
2”TTTSS

/, N Positive frequency signal
/ L
1] Resultant real signal
/
Real axis :
\
\
\ . .
S Negative frequency signal
\“ ’/

Negative frequency
direction of rotation

Figure 1.
Real cosine signal as a vector sum of two complex signals: A positive frequency signal rotating anti-clockwise and
a negative frequency signal rotating clockwise.
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Qppg = A(2) x sinf(t) (10)

with another signal, known as a local oscillator (LO) signal, represented by:
Io = sin2zft (11)
QLo = sin <27;7"t + 7—;) = cos (2zaft) (12)

We can implement Egs. (8)—(12) in circuitry using circuits that can multiply two
real signals (circuits of this sort are known as mixers) by signals generated from an
oscillator with phase shifters (LO generator) and some sort of circuit to sum the
resultant outputs (usually done by summing currents). Such a circuit is called a
quadrature modulator or quadrature mixer, and the figurative block diagram is
shown in Figure 2 below with the local oscillator generation.

The receive operation is just the reverse of the above—the RF signal is split into I
and Q components using a quadrature mixer driven from a quadrature LO signal.
This is illustrated in Figure 3.

2.3 Encryption

On top of all the other parts of the data transmission system is the need to
encrypt the data. This needs to happen for the data itself and for any control

Phase

B~
Shifter
CILO
Mixer
Qe —— ™ —
Figure 2.

Quadrature upconverter with local oscillator (LO) and quadratuve local oscillator generation.

."_ |BBout

Mixer

LO

RF,

Phase
Shifter

' Mixer
“‘_ QBBout
Figure 3.

Quadyature downconverter with local oscillator (LO) and quadrature local oscillator generation.
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channels. It is obviously important to encrypt the data itself as this is what has value
for the user. However, if control channels aren’t encrypted, then an outside agent
can read the control information and even take over the channel. This means it is
necessary to encrypt control channels as well. Encryption will generally not add
much to the overall size of data being sent and so does not affect the efficiency by
sending more data. However, the computations involved in encryption do require
extra power and so do lower efficiency.

2.4 Interleaving

When a radio receiver is moving, it goes through fades in signal strength due to
two or more reflections of the signal interfering. This potentially leaves holes in the
data stream, and these holes can lead to loss of information if related bits are sent
together. In order to avoid this, the data bits can be separated so that consecutive
bits are not sent together. An analogy would be a deck of cards arranged by suit. If
four cards are taken together from a single place at random, it could mean, for
instance, that the jack, queen, king, and ace of spades are all removed. If the pack is
shuffled first, then the four cards taken from adjacent positions will not be related,
and arranging the cards in suits, we should be able to spot the pattern even if
individual cards are missing. Interleaving is like the shuffling of the pack in the
example; however it is done in a controlled manner so that the data can be
reconstructed.

2.5 Error coding and correction

Transmission of data will result in errors due to various random processes in the
transmission. It is important to be able to a first level detect that an error has
occurred and that the data is corrupted. It is much better to be able to correct errors
that occur. The simplest method for correcting errors is to have the transmitter
retransmit the data if an error is detected or no message acknowledging receipt of
the data is received by the transmitter. This method is known as automatic repeat
request (ARQ). An improved form of error correction, known as forward error
correction, is achieved by adding extra bits to the data that is transmitted to enable
both detection and correction of this data. Examples of error correction codes
include convolutional codes that are added and processed on a bit-by-bit basis and
Reed-Solomon codes or turbo codes that are added and processed on a block-by-
block basis. If an error is detected in forward error correction that cannot be
corrected, then ARQ can still be used and the data retransmitted. Adding error
correction codes adds extra data to the transmission and so decreases the overall
power efficiency of the system.

2.6 Modulation

Transmitting data as a series of “O’s and 1’s” over the transmission medium
would require a very wide bandwidth. The required bandwidth is a function of the
rise and fall time of the data rather than the clock rate and is significantly higher
than the clock rate of the data. To transmit over air for a wireless system, the data
needs to be bandlimited first. A filter must be used to bandlimit the data, but the
performance of the filter is important. The filter needs to be sharp enough to filter
the data to fit in an assigned bandwidth (radio channel) but not destroy the higher
frequencies of the data, and so it must have a sharp cut-off. The time domain
performance (impulse response) of the filter is also important. If a signal is
bandlimited in the frequency domain, then it tends to spread out in the time
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domain. This is obviously undesirable with a digital signal as one data symbol would
interfere with subsequent symbols. There are two approaches to the impulse
response requirement:

1. Allow inter-symbol interference to happen, and correct or allow for it in the
receiver. In this case the receiver will contain an equalizer to provide an
inverse filter to the original filter (and any filtering from the channel as well).
Alternatively, the receiver may implement the Viterbi algorithm to decode the
data signal.

2.Use a filtering scheme; a root-raised cosine (RRC) filter is common, that has
nulls at the subsequent symbols. In this case the filter on the transmit is
matched with an identical filter in the receiver. In the case of an RRC filter, the
impulse is a sinc function which naturally has nulls at integer time intervals. A
data signal passed through such a filter will look like a sequence of overlapping
sinc functions with the nulls of the previous sinc functions occurring at the
peaks of the subsequent ones. This is illustrated in Figure 4.

To transfer a digital bit stream over an analogue channel, it is necessary to use
some form of modulation. In modulation, a periodic signal, carrier signal, has its
frequency, its amplitude, or phase or both changed—modulated—by a second
signal. For digital modulation, this second signal is a filtered version of the digital
bit stream. Modulation schemes can be divided into many different groupings—
phase modulation, frequency modulation, and amplitude modulation—but for the
front end, the grouping that matters is non-linear also known as constant amplitude
modulation (AM) and linear modulation. The bit stream is broken up into symbols.
Each symbol can be one, two, three, or more bits long. These symbols are used to
modulate the carrier. To send a data stream over a link with a given bandwidth, in
general a symbol with more bits is needed. This will mean that both amplitude and
phase will need to be modulated and the system will be more susceptible to errors.

The simplest modulation to visualize is amplitude modulation (AM). The
amplitude of the carrier wave is modulated by the modulating signal. We are
familiar with AM radio where the signal doing the modulation is an analogue signal.
This modulation can be demodulated by using a simple diode, and in the simplest
receivers, this diode was made from a crystal (lead sulphide) with a “cat’s whisker’
touching it leading to the term “cat’s whisker radio” or “crystal radio” [2]. For
digital bit-streams, “On-off keying” is the simplest form of amplitude modulation

Filter Latency

Figure 4.
A filter with a sinc impulse response being fed the bit sequence (1011). The filter latency means that the signals
will be delayed with vespect to the input.
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and is known as amplitude shift keying (ASK). In practice the carrier is usually not
switched on and off as this causes spurious signals around the transition but is
switched between two amplitudes. A signal that is switched sharply between two
different amplitudes is wideband, so a filtered signal is used leading to a smooth
transition between the two signal levels (Figure 5).

In frequency modulation (FM), the frequency of the carrier is modulated. Fre-
quency modulation is the FM in FM radio, and in this case the modulating signal is
analogue [3]. The simplest example of FM use as a digital modulation would be
using on-off keying where the carrier is switched between two frequencies. This is
known as frequency shift keying (FSK). If more than two frequencies are used, it is
possible to send more than one bit at a time—for instance, three bits would require
eight different frequencies (Figure 6).

Again, to limit the bandwidth, the input signal is filtered, and the transition
passes through the intermediate frequencies. A typical version of filtered FSK is
GFSK which uses a Gaussian filter before to limit the bandwidth—GFSK is used in
many radio systems, Bluetooth being a good example. An efficient form of

1 0 1 1

Figure 5.
Amplitude shift keying (ASK) with two levels (no filtering) modulated by the sequence [1011].

Figure 6.
Frequency shift keying (FSK) with two levels (no filtering) modulated by the sequence (1011).
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frequency modulation is minimum shift keying (MSK). In MSK, the two frequen-
cies used differ by half the bitrate, and this gives a very efficient modulation with a
modulation index of 0.5. If Gaussian filtering is used to limit the bandwidth with
MSK, the resulting modulation is known as GMSK, and this is the modulation
scheme used in GSM. In FM radios (digital and analogue), the amplitude of the
signal is not important, and so the radio is much more robust and tolerant of signal
fading. Therefore, FM radio was the preferred medium for broadcast radio before
the arrival of digital radio. However, FM requires a more complicated receiver than
AM. As the amplitude is not important—it is a non-linear modulation—the trans-
mitter can be simplified vs. a transmitter used for modulations where the amplitude
varies (linear modulations).

In phase modulation (PM) schemes, the phase of the carrier is varied. Again, on—
off keying can be used to vary the phase, such a modulation being known as phase
shift keying (PSK). The simplest form is binary phase shift keying (BPSK) where
only one bit is used, and the phase is varied by 180° to represent a binary “0” or “1”.
In theory, BPSK, like all pure phase modulations, is a constant envelope modulation
(there is no change in the amplitude), but that would require an infinite bandwidth
to accommodate an instantaneous 180° phase shift. In practice a BPSK where the
bandwidth is limited will have amplitude modulation associated with it. Both unfil-
tered and filtered BPSK are shown in Figure 7. BPSK is the modulation used in
Zigbee for the low band.

If a two-bit symbol is to be transmitted, then four phases must be used each 90°
apart; such a modulation is known as quadrature phase shift keying (QPSK), and
variants are used in many commercial radio systems. For a three-bit symbol, eight
phases are needed each 45° apart, and this system is known as 8PSK. The constella-
tion points for QPSK and 8PSK are shown in Figure 8. More bits can be added to the
symbol, and the number of phases increased for each extra bit by a factor of two,
but this rapidly becomes impractical as the tolerance of error decreases as each extra
bit decreases the distance between phases by a factor of two. QPSK, 8PSK, and
higher orders of PSK have an amplitude component and require linear transmitters.
This also means that the power amplifier needs to be linear and so is less efficient
than the switching power amplifiers used in non-linear modulations like GMSK or
GFSK.

For amplitude modulation and frequency modulation systems, it is possible to
consider only one scalar quantity (amplitude or frequency). For phase-modulated
systems, we must look at amplitude and phase, and that requires us to look at a
complex representation of the signal at baseband (real, imaginary). We can map the
signal out on the complex plane and see what it looks like. For a QPSK signal, the
four decision points are 90° apart. We can easily visualize the points (1,0), (0,1),
(—1,0), and (0, —1). However, as long as the four points are 90° apart, the location

ﬂ |ﬁ1| r'| \OW (I ﬁlﬂ'. iﬂ !ﬂ |
\H\'\ \UM W i
||'| J|\' ||ﬂ| w M WH/U

|

Figure 7.

Binary phase shift keying (BPSK). The left-hand side is without filtering on the bit stream which has shown
modulating a low-frequency signal to make the transitions clearer; the vight-hand side is with filtering of the
data stream but with a higher frequency to make the resulting amplitude modulation clearer.
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¥
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QPsK 8PSK

Figure 8.
The QPSK and 8PSK constellation points plotted in the complex domain.

of the initial point can be at any random phase around the circle, and so a 45° phase
shift also gives valid points at (V2, v/2), (=v2, v/2), (-2, —/2), and (1/2,
—4/2). This arrangement always includes a path that passes through the origin—in
other words the amplitude goes to zero—and this is bad for the power amplifier as it
must be sufficiently linear to be able to handle this change through zero amplitude.

One solution to the need to pass through zero is to offset one of the in-phase and
quadrature bit streams by half a clock cycle ensuring that the code points never
change by more than 90°, so the modulation will never pass through zero. This
scheme is known as offset QPSK (OQPSK). Another solution is to rotate the con-
stellation of points by 45° at each symbol so that there is no path through the origin
and the amplitude never goes to zero. This is known as n/4 QPSK. Both these
schemes are used in radio standards to simplify the requirements for the power
amplifier (PA). The constellation diagrams of QPSK and n/4 QPSK are shown in
Figure 9.

The final sort of modulation we will consider is quadrature amplitude modula-
tion (QAM). QAM modulates both the phase and the amplitude. Generally, it uses
points that are in a square centred on the origin, so QPSK is actually a form of QAM.
This means that powers of two that are also square numbers are preferred numbers
of constellation points: 4 QAM (QPSK), 16 QAM, 64 QAM, 256 QAM, 1024 QAM,
etc. A constellation diagram for a 16 QAM implementation is shown in Figure 10.

QAM can support high data rates with a relatively small bandwidth, and this
makes it desirable in applications where a high bitrate is desired. However, because
the spacing between constellation points is less than in other modulations and

QPSK n/4 QPSK

Figure 9.
QPSK and 7/4 QPSK constellation diagrams. Note that the n/4 QPSK constellation does not pass through the
origin simplifying the design of the PA.
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Figure 10.
Constellation points for 16 QAM modulation.

decreases as more points are added, QAM requires more precision in the transmit
architecture and is less robust on the receive side to noise and fading. On the
transmit side, the transmitter and the power amplifier need to be very linear. On the
receive side, the whole receiver needs a much wider dynamic range than other
modulations.

2.7 Channel access method

When sharing a communications medium, the users need to be allowed access to
the medium in a controlled manner. There are several techniques that can be used to
control access to the medium. Usually a combination of several of these methods is
needed to get a system to work well.

The first, and perhaps most obvious, is spatial separation known as spatial
division multiple access (SDMA). This is the principle used in the cellular network
where an area is separated into cells with channel allocation such that neighboring
cells do not share the same channels but channels are reused in cells that are
sufficient far apart that they will not interfere with another.

The next technique is to separate the channels by frequency using a technique
called frequency division multiple access (FDMA). We are all familiar with this
from AM and FM radio stations as well as terrestrial broadcast television. In fact, all
radios use this technique in some form or another; as radio signals of a certain type
are restricted to certain bands, the access to most is controlled by a government
agency. Within a radio band, users can be assigned channels that are also of differ-
ent frequencies and are a sub-band of the overall radio band assigned to that system.

The next technique is time division multiple access (TDMA). In this case the
resource is split into units of time generally called slots. A user is allocated a slot to
transmit on and is quiet in other slots. There will generally be a matching slot (or
slots) on the receive side to receive transmissions. TDMA is good for transmissions
that are bursty in nature which many IoT applications are. TDMA is used in the
GSM system.

The final technique is code division multiple access (CDMA). Each user is
allocated a code that is unique to them and mathematically orthogonal to other user
codes. The data stream is multiplied with a much faster version of the code and
transmitted. On the receive side, the receiver uses the same code and again multi-
plies the incoming data by that code to decode the message. The principle is simple,

10
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but the actual implementation is complex because of the need to time align the code
with the received signal and the presence of reflected copies of the signal.

2.8 Orthogonal frequency division multiplexing

Orthogonal frequency division multiplexing (OFDM) is a technique mainly used
to transmit wideband data. OFDM has a number of advantages for the transmission
of wideband data which is why it is used in all new wideband systems:

1.1t is robust against narrow band interference from other radios.
2.1t is robust against fading.

3.1t deals with multi-path easily.

However, is also has disadvantages:

1.1t is sensitive to Doppler shift.

2.1t has a high peak-to-average ratio (PAR) which requires a linear power
amplifier and a lot of current.

For IoT systems that aren’t designed to be particularly mobile, the sensitivity to
Doppler shift is probably not an issue. However the inefficiency of a good linear
power amplifier will be a significant issue in systems where battery current is
premium.

In an OFDM system, the radio band is split into a number of sub-bands with
sub-carriers which are modulated separately. Each sub-carrier needs to be orthogo-
nal to the others which gives the relationship:

o = (13)

where Af is the difference in the sub-carrier frequencies and T is the receive
symbol duration. This gives an overall bandwidth of:

B~ Af x N (14)

where B is the bandwidth and N is the number of sub-carriers. Bandwidth
efficiency is high as the orthogonal nature of the sub-carriers ensures that adjacent
sub-bands do not interfere with the demodulation of a sub-band, so no guard bands
are needed, and spectral efficiency is high (Figure 11).

Within each sub-band, the sub-carrier is modulated just as it would be in a single
carrier system. QAM-based modulations are common starting with QPSK, although
802.11a allowed BPSK, and increasing the symbol size and modulation as the com-
munications channel quality improves.

Usually the centre sub-carrier of the overall bandwidth is not modulated. This
assists on in the receiver where it converts down to DC. Modern receivers are
generally what is known as direct downconversion receivers, and the control of DC
offsets is an issue. With no useful signal around DC, the DC offset can be eliminated
using simple filtering schemes.

A variant of OFDM, orthogonal frequency division multiple access (OFDMA),
shares the band between users rather than dedicating the whole band to a single user.
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Figure 11.
OFDM channel structure.

This is done by designating each user a group of sub-carriers. It is used on the
downlink of the cellular standards of the Long Term Evolution (LTE) family and 5G.
A variant of OFDM, single carrier frequency division multiple access (SC-
FDMA), is used in the cellular standards on the uplink. In SC-FDMA, the bit stream
is processed in a manner similar to OFDMA, but the parallel streams are then
serialized to give a single carrier modulation. This gives a signal with much less PAR
which requires a less linear power amplifier and transmit section and so saves
power. As user equipment is battery driven and therefore sensitive to power con-
sumption, this is necessary for the quality of service it can deliver customers.

2.9 Half- and full-duplex

How a radio system handles the relationship between transmit and receive has a
large impact on the design of the radio front end and the power consumption of the
overall radio. It is possible to transmit while receiving, and a lot of modern radio
systems have this capability. These systems are known as full-duplex systems. Obvi-
ously, if they are to transmit while receiving, they cannot use the same frequency;
otherwise they block themselves. (The exception here is radar which we will cover
later.) The systems that do not permit transmission at the same time as reception are
called half-duplex systems and are significantly simpler and more power efficient.

There are two approaches to duplexing: frequency division duplex (FDD) and
time division duplex (TDD). FDD is the only approach that allows for full-duplex
operation as the transmitter and receiver are operating at different frequencies.
Usually this requires a front-end filter called a duplexing filter or duplexer that
filters the transmit out on the receive path and filters transmit noise in the receive
band out on the transmit path. Cellular radios usually separate the transmit and
receive bands and so are capable of full-duplex operation even though some of the
earlier standards did not call for it.

TDD is a half-duplex technique that is used a lot in connectivity radios (e.g.
WiFi, Bluetooth) and is specified for some cellular radio standards but is not as
common there. A TDD radio uses the same frequency for transmit and receive and
will transmit and then switch to receive to listen for any reply.

3. Overview of radio transmit and receive architectures

Figure 12 is a block diagram showing the structure of a constant envelope
transmitter. As the data is only coded in the phase, the amplitude contains no
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Figure 12.
Constant envelope transmit employing a PLL.

information. It is still necessary to control the amplitude in many radio systems to
ensure that the signal received by the base station is not too large or too small.
However, this amplitude control only needs to be accurate enough to ensure the
signal is within a few dB of target and can be relaxed compared to a system that uses
linear modulation.

With no requirement to provide modulation on the amplitude, only a circuit that
modulates the phase is required, and a PLL is the best circuit for the job. The first
transmitters of this type were introduced for GSM and used offset-loop PLLs to be
compatible with the Cartesian baseband circuit outputs available at the time. These
were quickly replaced by what are known as fractional N (frac-N) frequency syn-
thesizers. In a frac-N frequency synthesizer, the divider is controlled by a sigma-
delta modulator, and the divide ratio is constantly updated between integer values
allowing the effective average ratio to be a fraction of the nominal integer divide
ratio. This operation is carried out in the digital domain making circuit design
easier.

The noise from the PLL and associated circuits is filtered by the PLL filter. This
means that the noise far away from the carrier is dominated by the voltage-
controlled oscillator (VCO), divider, and power amplifier (PA) noise. As noise away
for the carrier is important in radio systems, this is a big advantage for these
constant envelope transmitters. It generally means that the filtering at the output of
the PA can be a simple harmonic trap filtering—filters out harmonics of the trans-
mit signal—and does not need to filter close to the transmit signal. Harmonic trap
filters can be implemented using standard passive components (inductors and
capacitors) not specialized components (SAW, BAW, or FBAR filters), and these
filters will generally have lower loss (meaning the overall transmitter is more
efficient).

The design of the VCO is critical. It needs to have a very low noise profile as this
noise will dominate the noise of the transmitter, and it needs to be able to drive the
output well. Following the VCO is a divider. This is usually a divide by two dividers,
so the VCO frequency is set at twice the desired output frequency. The use of a
frequency of twice the transmit frequency is to stop feedback from the PA causing
the VCO to shift off frequency. This effect is known as pulling and happens if the
output signal is at the same frequency as the VCO frequency as the VCO will
injection lock to the PA output signal. In some cases, even with a VCO being run at
twice the transmit frequency, the VCO can still be pulled if the PA produces lots of
second harmonic distortion. In this case a VCO frequency of four times the transmit
frequency can be used with cascaded dividers that divide by two each. Running the
VCO at twice or four times the transmit frequency obviously has power implica-
tions because the transistors will have less gain at higher frequencies. This is an
unavoidable trade-off in these designs.
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Cartesian upconverter-based transmit for linear modulations with a PLL to control the local oscillator.
Modulation is done on the digital domain giving digital 1 and Q signals which ave converted to analogue for
upconversion.

Figure 13 is a simplified block diagram of a typical transmitter used for cellular
and connectivity solutions in smartphones. This sort of transmitter is known by
many names, but I will refer to it as a Cartesian transmitter here. The baseband
signal is coded as a complex signal with an in-phase (I) and quadrature (Q) com-
ponent. This allows us to control both the amplitude and the phase and so is used for
linear modulations where information is coded in both the amplitude and the phase.

It is obvious that this transmitter is a lot more complex than the constant
envelope transmitter. In fact, the Cartesian transmitter uses most of the compo-
nents of the constant envelope transmitter just to generate a constant local oscillator
(LO) signal. The complexity not only means an increase in cost but also an increase
in power consumption.

The linear modulation signal has both amplitude and phase components, and so
the signal chain needs to be linear. This means it needs to have a constant DC bias
current flowing and so is less efficient than a non-linear equivalent that can just
operate as a digital logic gate switching between states. This inefficiency shows up
particularly in the PA which can have half the efficiency of its non-linear
counterpart.

One extra effect to consider for a transmitter suitable for linear modulations is
the noise. It is a general rule that any component added to a system will add noise.
Whether this added noise is large enough to affect the overall signal to noise of the
system is somewhat a matter of design. In the case of the Cartesian transmitter, the
signal path adds a substantial amount of noise to the signal being transmitted. In
past the signal was usually cleaned up by adding a filter between the transmitter and
the PA. This was easily achieved as the transmitter and the PA are usually on
separate integrated circuits even now, and so the signal had to pass through the
main circuit board to which a filter could be easily added. However, filters are
expensive, and as the number of bands increased, the transmitter had to serve more
bands which meant more filters, and some form of isolation was needed for unused
bands. The filter was eliminated by cutting the noise of the transmit chain itself.

The VCO for the LO needs to be at a different frequencies from the transmit for
the same reason as the constant envelope transmitter, namely, VCO pulling. If the
VCO is not being operated at some integers multiple of the desired frequency, then
extra circuits are needed to generate the desired frequency. The VCO can operate at
twice the desired frequency, but if possible, four times makes more sense as it is
easier to generate LO signals that are exactly 90° apart. Having LO in-phase and
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quadrature signals that are exactly 90° apart helps keep the number of errors down
in the overall transmitter.

Figure 14 shows a simplified receiver. It looks somewhat like a Cartesian trans-
mitter in reverse. The PA is replaced by a low noise amplifier (LNA), and again two
LO signals that are 90° apart are used to downconvert to baseband. This scheme is
called direct downconversion. In the past, heterodyne receivers were used, and the
signal was converted down through one or more intermediate frequencies (IFs)
before being brought down to the baseband. Consumer radio receivers, including
those for the cellphone network where more performance is needed, are all direct
downconversion receivers.

There are no pulling issues as such in the receiver, so the VCO for the LO can be
at the same frequency as the receive signal, but running at twice or four times the
frequency makes the generation of the quadrature components easier using a
divided down VCO. For a full-duplex radio, it is possible to share the VCO between
the receive and the transmit, but this requires a method to derive the transmit
frequency and receive frequency from the same source. Two synthesizers can be
used, but care must be taken to ensure they do not talk to each other.

On the receive side, as on the transmit side, most of the power consumption
occurs in the RF blocks. These are the LNA, mixer, and LO buffer. The baseband
filtering will not consume as much power, but the power consumption in the
baseband filters is a function of the bandwidth of the signal: wider bandwidth leads
to more power consumption. Having a narrower bandwidth not only lowers the
power requirements for the filtering but also allows for more resolution in the ADC
as it can run at a lower frequency than a wider bandwidth radio, and resolution and
bandwidth tend to have a reciprocal relationship. With higher resolution on the
ADG, it is possible to move more of the filtering and gain functions into the digital
which makes the design easier, smaller, and often lower power.

Figure 15 shows the radio front end for a half-duplex radio (the transmit and
receive never operate at the same time) and a full-duplex radio. Both use frequency
division duplexing (as would be seen in a cellular radio system). Many elements
overlap with the previous figures showing transmit and receive structures. This is so
that you can see how everything fits together. In the cellular world, the front end
started out as discrete components. Later, the LNAs were integrated into the trans-
ceiver chips, but the other RF components were kept separate and integrated into
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Half-duplex and full-duplex front ends.

their own modules. The recent trend has been to take the LNA out of the transceiver
chip and integrate it back with the RF front end in a module.

In the half-duplex radio, the filters can be relatively loose and made using
standard passive components, so they tend to have less loss and can even be inte-
grated with the power amplifier easily. Both the PA and LNA require matching
circuits. For the PA the match is a power match and can often be combined with the
trap filtering required. For the LNA a noise match is needed. The switch loss needs
to be added to the filter loss on the transmit, but generally, the overall loss can be
less than 2 dB. A receive channel filter is optional, and, in fact, modern, well-
designed receivers do not need it, and so on the receive side, the front end can have
less loss, be cheaper, and be relatively easy to integrate.

For a full-duplex radio, the duplexer needs to reject the transmit as much as
possible on the receive side but also reject the transmit noise which lies in the
receive band. The transmit noise in the receive band will be the limiting factor on
the receiver performance. Duplexers are made using special processes—SAW,
BAW, or FBAR—and add a significant cost to the front end. They tend to have a loss
of 3 dB or more in the transmit path which means half the power put out by the PA
is lost in the output network which directly translates to a need for a bigger battery.

The block diagram for a TDD radio front end is shown in Figure 16. Duplexing
is done using time separation of transmit and receive, and the same frequency band
is used for both. This means no duplexer is needed and the filtering can be handled
by the same band filter for both transmit and receive. In some applications this filter
can be omitted, but in applications where performance out of band is important
(some of the TDD versions of the cellular standards and WiFi, for instance), it is
often needed.
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Figure 16.
TDD front end with band filtering.
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4. Trade-offs in radio systems for communications

There are five choices that directly affect the amount of current needed in the
RF front end for the transmit operation:

1.Frequency of the transmitter
2.Bandwidth of the signal

3.Number of radio bands supported
4.Type of modulation—linear or non-linear
5.Full-duplex or half-duplex

6. Output power

For the receiver, the list looks similar:
1.Frequency of the receiver

2.Bandwidth of the signal

3.Type of modulation—dynamic range required
4.Full-duplex or half-duplex

5.Presence of interfering signals

We will look at each individually.

4.1 Frequency of the transmitter and receiver

The frequency that the transmitter and receiver work at determines the current
required. The higher the frequency, the more current are required as the transistors
have less gain at higher frequencies. This immediately constrains the bandwidth of
communication that can be handled as the bandwidth available increases with
increase in frequency.

Another advantage of going low in frequency is that the signal will suffer less
loss and can travel through obstacles better. If an IoT system is needed to operate
throughout a building including traveling through walls, then it is better to operate
at a lower frequency than at a higher one. This is readily seen in WiFi where the
2.4 GHz signal will be found to have more reach than the 5 GHz signal from a dual
band router.

One disadvantage of using a low frequency is that the antenna size increases. If
the system requires many antennas (as a MIMO system does), then this can be
problematic.

4.2 Bandwidth of the signal

The bandwidth of the signal determines the noise level of the system as white
noise is being integrated over the bandwidth. As the bandwidth increases, the noise

17



Smart Manufacturing - When Artificial Intelligence Meets the Internet of Things

level increases with it, so to maintain the same signal-to-noise ratio, the signal must
be increased which increases the current. Also, at a given bias current, the gain-
bandwidth product of transistors is fixed. As bandwidth increases, the bias current
of transistors needs to increase to increase the gain-bandwidth product and main-
tain the gain at the same level.

4.3 Number of radio bands supported

Increasing the number of bands requires that some mechanism be found to stop
all the circuitry for the radio bands that are not being used interfering with the
transmission in the band that is being used. The usual method used to isolate bands
is to incorporate a “band switch” in between the antenna and the output of each
band. This switch is turned on when the band is to be used. However, when the
power amplifiers for the radios are all on the same die, coupling increases, and the
harmonics reaching the switch may be high enough that the switch does not have
enough isolation. In the case where the switches are all on one die (the cheapest
option as they can share circuitry), then the isolation can be further reduced by
coupling.

The biggest issue with supporting a large number of bands is the necessity of
providing filtering on these bands, especially in the case of full-duplex radios. As
the number of bands and, therefore, filters increases, the cost increases. This is
likely to lead to IoT solutions needing a separate RF front end for each geography
covered so as to keep the number of bands manageable.

4.4 Type of modulation: linear or non-linear

The transmitter for non-linear modulation offers significant savings in power
and complexity over a transmitter for linear modulation. A frequency synthesizer is
all that is needed for most non-linear modulations, whereas a linear modulation
would need the frequency synthesizer and a linear upconversion transmit. Finally,
the power amplifier for a non-linear modulation can be a switching power ampli-
fier; a linear modulation needs a linear power amplifier which is not as efficient.

Linear modulations offer the prospect of much higher bitrates, but this comes at
the expense of power consumption. If you are trying to run at high data rates, then
you will have to accept that your system will be power hungry.

4.5 Type of modulation: dynamic range required

On the receive side, the same type of receiver RF and analogue circuits are used
for both linear and non-linear modulations, and so there is no difference seen
between these types of modulation. However, the dynamic range required for the
modulation has a large effect on the current requirements of the receiver. In gen-
eral, a switch to higher orders of QAM means that a higher signal-to-noise ratio is
required of the received signal than modulations like QPSK or GMSK, and so this
means a wider dynamic range is required in the overall receiver.

4.6 Full-duplex or half-duplex

A full-duplex radio offers the prospect of higher bitrates on both the transmit
and receive because both are working at the same time. Unfortunately, this means
that more spectrum must be used to cover the transmit and the receive functions. A
duplexer is necessary in this case, and this not only adds cost and complicates the
front end design but also increases the loss in the transmit path. This increased loss
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leads to a lower efficiency for the transmitter and higher current draw for the same
output power. On the receive side, the filtering must remove the large transmit
signal, and this tends to lead to a larger loss for the desired signal as well. This loss
must be compensated for with a lower noise figure in the receiver circuits, and this
requires more current.

Half-duplex radio front ends are far simpler and have less loss. Most IoT data
traffic is low data rate or bursty in nature, and this sort of traffic is well served by
half-duplex radios. It should also be noted that the radio systems that use the ISM
frequencies are half-duplex by necessity. As many IoT systems will make use of
these radio systems, they are inherently half-duplex.

4.7 Transmit output power

Power is the product of current and voltage. Increasing the power requirements
while keeping the voltage the same will require more current. For battery-powered
devices, the voltage is fixed by the battery chemistry and by the reliability con-
straints of the integrated circuits being used, and so if more output power is
required, then more current will need to be taken from the battery.

4.8 Presence of interfering signals

Large interfering signals on the receive side will affect the radio receiver by
limiting the dynamic range of the receiver. If the signal is also large, then this may
not be a problem. However if the desired signal is a lot smaller than the interfering
signals, then the dynamic range of the receiver needs to be increased to receive both
the interfering signal and the desired signal. In order to increase the dynamic range,
it is necessary to increase the current in the circuits.

5. Overview of cellular radio systems

The most widely used and pervasive radio systems are cellular radio systems.
Originally just an extension of the telephone service, cellular radio systems have
grown into much more enabling data download and upload and giving access to the
Internet virtually anywhere. For IoT applications that need mobility or access to the
Internet from remote locations, a cellular radio will be the first consideration, and
so we need to consider the alternatives. It should be noted that the need to pay
royalties for IP included in the cellular specifications may make cellular a more
expensive option than some of the other radios.

Cellular radios work on the principle of multiple transmitters and receivers
separated into cells (hence the name), each controlling the communication with end
users in the cell. The system works based on spatial separation: adjacent cells use a
different set of frequencies, but cells sufficiently far away can re-use the same set of
frequencies. Hand-off of mobile users is an important function of a cellular system,
and a lot of resources are assigned to this function. A cellular network of cells each
with its own base station is shown in Figure 17.

5.1 Introduction
Cellular radio systems are so-called because the coverage area is broken up into
adjacent cells, each covered by a single wireless communication receiving and

transmitting station called a base station. The original cellular radio systems were
analogue and did not use digital modulation or any of the other techniques used in
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Figure 17.
A cellular vadio layout with a base station at the centre of every cell serving that cell.

digital communications systems. We will not discuss those as they have been
superseded and are of no relevance to IoT.

The first digital systems were the so-called 2G systems—analogue-based systems
being 1G. There were multiple 2G systems deployed around the world—IS-136 (also
known as TDMA) and IS-95 (generally called CDMA) in the USA and some other
countries, PDC in Japan, and GSM throughout Europe and later most of the rest of
the world.

The original 2G systems were circuit switched and served the voice market.
Later, GPRS, a packet switched network, was added to the GSM system and allowed
data communications to happen over the original GRPS network. Enhanced Data
Rates for GSM Evolution (EDGE) was an upgrade of GPRS with a higher data rate.
Some people used the names 2.5G to describe GPRS and 2.75G for EDGE.

High-speed data communications came with the 3G networks. All systems for
3G communications were based on CDMA technology. The GSM world migrated to
Universal Mobile Telephone System (UMTS), while IS-95 CDMA networks
migrated to CDMA2000. Further enhancements to the UMTS system— high-speed
downlink packet access (HSDPA), high-speed uplink packet access (HSUPA), and
high-speed packet access (HSPA) with further evolved versions adding a “+”
(HSDPA+, HSUPA+, HSPA+)—allowed even higher data rates. The IS-95-based
networks were able to upgrade to a new standard called evolution data optimized
(EVDO). Following the naming convention adopted for higher-speed 2G networks,
these enhancements were called 3.5G and 3.75G by some.

The GSM-based and IS-95 CDMA-based worlds came together with Long Term
Evolution (LTE). For the first time, the world had a single cellular standard. This
was named 4G by the marketing folks even though it did not meet the requirements
for a next generation system as defined by the International Telecommunication
Union (ITU) in its International Mobile Telecommunications Advanced (IMT
Advanced) specification. In particular, while LTE is able to meet speeds of 100
MBps in the downlink and 50 MBps in the uplink, the IMT Advanced specification
calls for 100 MBps to a fast moving vehicle and 1 GBps to a stationary device. The
modulation in LTE changed to orthogonal frequency-division multiple access
(OFDMA) on the downlink and single carrier frequency domain multiple access
(SC-FDMA) on the uplink.
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An enhanced version of LTE—LTE Advanced—does meet the requirements for
a next generation system as defined by the International Telecommunication Union
(ITU) in its International Mobile Telecommunications Advanced (IMT Advanced)
specification.

The latest cellular standard, 5G, is being deployed now. With 5G, data rates have
been increased up to a promise of 2 Gbps for some networks in ideal circumstances
and latencies of 4 ms or less, with 1 ms being an oft-quoted target.

5.2 GSM/GPRS

The work to define a European cellular system started in 1983 under the Groupe
Spécial Mobile (GSM) committee. This acronym later came to stand for Global
System for Mobile Communications. The first systems were deployed in 1991. Over
the years GSM and its packet radio version general packet radio service (GPRS)
became the standard for cellular coverage. For IoT systems that need to work
worldwide or in rural areas, GSM, or its IoT version extended coverage GSM IoT
(EC-GSM-IoT), is still the system to use as it is the only one that is likely to have
coverage.

GSM uses a combination of frequency division duplex (FDD), frequency divi-
sion multiple access (FDMA), and time division multiple access (TDMA) to allow
multiple users to use the system [4]. The transmit and receive frequency bands are
separated (on the user side, the transmit is the lower-frequency band, and the
receive is the higher-frequency band), with equal bandwidth dedicated to both.
Each band is spit into channels of 200 kHz. Within a channel, TDMA is used to
control access. Each channel is divided into frames of 4.615 ms each, and each frame
is divided into eight time slots (or bursts) that are allocated between users. Users
can use up to four of the eight slots in most systems, although there are higher-order
specifications where more time slots are available, they tend not to be used. The
maximum theoretically achievable bitrate is 114 kbps, but deployed systems do not
get close to this limit.

The modulation used in GSM and GPRS is GMSK and is, therefore, a constant
envelope modulation which lightens the requirements on the transmitter and power
amplifier. Although there are classes of GSM that can be full-duplex, most
implementations are half-duplex, and this removes the need for a duplexer. The
combination of a constant envelope modulation and no requirement for a duplexer
makes GSM transmitters very efficient.

The low bands for GSM allow for a transmission of up to 2 W (33 dBm) in the
low band and 1 Watt (30 dBm) in the high band. The high output power with a
timing advance specification in GSM that allows operation out to 35 km means that
GSM is the ideal choice for operation in rural environments where, quite apart from
the fact that it may be the only system available, the base stations will tend to be
spread further apart.

It should also be noted that GSM has the capability to handle text messages in the
form of short message service (SMS) which can be used to send small amounts of
data. This capability could be useful for some IoT systems where only a small
amount of data is typically sent. Each text message is 140 bytes although extensions
allow more data to be sent by breaking that data up across multiple messages.

5.3 Edge

Enhanced Data Rates for GSM Evolution (EDGE) as the name implies is an
extension of GSM and GPRS to further increase the maximum possible data rate [4].
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The highest theoretical data rate is over 384 kbps, the threshold for a 3G system, but
EDGE networks generally do not get near this number.

EDGE generally fits on top of the GSM system: it uses the same channel
bandwidth as GSM (200 kHz) and similar filtering (Gaussian) and when the chan-
nel conditions are not good will use GMSK modulation. However, with the best
conditions, it can use a new modulation: 8PSK with a 3n/4 shift between symbols to
avoid the zero crossing. The symbol for this new modulation is three bits long, and
so, theoretically, three times the data can be sent over the channel. The 8PSK
modulation has an amplitude component, and the strict adjacent channel require-
ments inherited from GSM mean that, unfortunately, the power amplifiers and
transmit chain used in EDGE have relatively low efficiencies (higher teens percent
than over 50% for GSM). This meant that there was a relatively large market for a
hybrid solution with full EDGE capability on the downlink but only GPRS
modulation using GSM components on the uplink to save on battery life. EDGE
networks have mostly been superseded by 3G and LTE networks, and so it has little
relevancy for IoT.

5.3.1 EC-GSM-IoT

Extended coverage GSM IoT (EC-GSM-IoT) is an extension to the GSM specifi-
cation to allow it to work for IoT devices. The system was specified in such a way
that the base station could be upgraded in software. As no hardware changes are

possible, there are no changes to the modulation. Devices that support EC-GSM-IoT
can be GMSK only or GMSK and 8PSK capable.

5.4 The UMTS: 3G system

The Universal Mobile Telecommunications System (UMTS) often known as
Wideband-CDMA is the first true 3G system. The initial specification is known as
R99 (Release 99) and is controlled by an organization known as 3rd Generation
Partnership Project (3GPP) [5]. The GSM specification [4] was also rolled into
3GPP and is controlled by the 3GPP.

Several changes were introduced including the replacement of the TDMA used
in GSM and EDGE with a code division multiple access (CDMA) to enable sharing
of the medium. The bandwidth of the channel moved from 200 kHz to 5 MHz. The
filtering was changed from a Gaussian filter to an approximation to a root raised
cosine (RRC) improving the inter-symbol interference characteristics. The modu-
lation used on the downlink is QPSK and OQPSK is used on the uplink. This means
that the modulation has an amplitude content, but the adjacent channel require-
ments in UMTS are not as stringent as in EDGE, and therefore the PA needs less
linearity and can be more efficient, with efficiencies over 40% on the uplink being
common.

The system is full-duplex, meaning a duplexing filter (duplexer) is needed. This
filter has more loss than the simple harmonic trap filtering that can be used in GSM
because it is a half-duplex system and adds to the transmit losses of UMTS.
Baseband processing in the system changed completely with the move to CDMA,
and a lot more processing was added. Overall power consumption went up consid-
erably with UMTS. Smaller geometries for the chips and new techniques have
brought that power consumption down, but it is still higher than what can be
achieved for a GSM system if that GSM system is optimized.

Later the air interface was changed and new modes added—high-speed down-
link packet access (HSDPA), high-speed downlink packet access (HSUPA), and
high-speed packet access (HSPA). There were many changes including changes to
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modulation available where the channel could support a higher data rate. In HSDPA
16 QAM was added to the downlink. Later a further enhancement was added in
Release 7 of the 3GPP specification and was known as evolved high-speed packet
access (HSPA+) which used up to 64 QAM modulation and promised theoretical
speeds of 337 Mbps in the downlink and 34 Mbps in the uplink.

As a legacy system, there may be some IoT applications that make use of the 3G
standards, but in many parts of the world, 3G has been superseded by Long Term
Evolution (LTE) systems. For rural applications, GSM remains the only system with
significant coverage throughout the developed and developing world.

5.5 LTE: popularly known as 4G

Long Term Evolution (LTE) is the standard that most networks, certainly in
cities, are operating on. It is usually called 4G to differentiate it from 3G even
though it does not meet the criteria for 4G as given by the ITU. LTE has theoretical
data rates up to 300 Mbps on the downlink and 75 Mbps on the uplink [6]. The
system is designed to operate out to 100 km with what is defined as acceptable
performance and so could be used in a rural setting. The bandwidths used for the
signal are flexible and vary between 1.4 and 20 MHz. LTE is available in frequency
division duplex (FDD) and time division duplex flavors. With the addition of
carrier aggregation, even wider bandwidths are effectively available at the expense
of complexity in the specification, design, and testing.

The modulation was changed to orthogonal frequency division multiple access
(OFDMA) for the downlink and single carrier frequency division multiple access
for the uplink to limit the peak-to-average ratio (PAR) so that the power amplifier
does not have to operate backed off by a lot and so conserving power. With special
filters and power supply control, the power consumption of an LTE smartphone is
reasonable in an urban context with base stations spaced relatively closely.

The change to OFDMA increased the spectral efficiency of LTE vs. UMTS by a
factor of up to five times. As spectrum must be bought from the government for
substantial fees, this is obviously attractive for cellular carriers. We should bear in
mind, however, that spectral efficiency may not be factor in an IoT application.

The LTE channel is divided by time and frequency into units called resource
blocks (RB). Each RB is 0.5 ms long and 180 kHz wide made up of 12 15 kHz sub-
carriers. A user can be assigned a minimum of 2 RB in a 1 ms sub-slot. The more
resource blocks a user is assigned, the higher the data rate is available to that user.
The number of resource blocks available is dependent on the channel bandwidth
and varies from 6 for a 1.4 MHz bandwidth up to 100 for a 20 MHz bandwidth. As
can be seen, as each RB is 180 kHz, the 1.4 MHz bandwidth has 1.08 MHz of used
bandwidth and 160 kHz of guard band on each side. For the 20 MHz case, the guard
band would be 1 MHz on each side.

While the whole world is covered by four frequency bands for GSM (two in
most of the world and two in the Americas), LTE requires a much larger number of
bands to support worldwide operation. This requires a large number of filters and
switches as well as power amplifiers and puts the cost up substantially.

551LTE-M

Long Term Evolution Machine (LTE-M)-type communication and Narrow Band
Internet of Things (NB-IoT) are low-power wide area network (LPWAN) protocols
from the 3GPP as an extension of LTE that allows the cellular network to be used as
an LPWAN. LTE-M was developed as a result of a realization that the LTE as it
stood was not suitable for IoT and machine communications. The LTE-M targets are
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low device cost, long battery life, ability to support many devices in each cell, and
deep coverage. LTE-M aims to achieve these objectives by allowing half-duplex
operation, going to a single antenna only, adding a lower power class, supporting a
lower data rate, and operating at a lower bandwidth.

There are two sorts of LTE-M defined in the 3GPP specifications—LTE-CAT-M1
and LTE-CAT-M2—but LTE-CAT-M1 is the most commonly deployed. LTE CAT-
M1 uses a 1.4 MHz channel—the smallest available in the LTE specification. The
system can support half-duplex and full-duplex operation. It is a single-antenna
system (does not support receive diversity) which brings down the cost and power
consumption.

5.5.2 NB-IoT

NB-IoT is a narrow band specification that fits into the LTE standard. NB-IoT
can also be deployed in GSM networks and even in the guard bands at the edge of
each frequency band in LTE. NB-IoT is aimed at high-density, low-bitrate support
of IoT devices. Release 14 added support for mobility to NB-IoT (asset tracking is
one of its largest use cases), but the degree of mobility is not a great as for the other
cellular standards. Maximum supported data rates in the latest version of the spec-
ification are 127 kbps on the downlink and 159 kbps on the uplink; as always, real-
world data rates are substantially less than this.

NB-IoT only supports half-duplex operation which makes the front end design
simpler. It is a single-antenna system which also reduces complexity, cost, and
power requirements. It uses a 200 kHz bandwidth which is how it is compatible
with GSM. Within the 200 kHz bandwidth, the channel bandwidth is 180 kHz
which fits with LTE and is the width of 1 RB. The 180 kHz of usable bandwidth in
the downlink needs to be compatible with LTE and so uses OFDM with up to a
maximum of 12 of thel5 kHz sub-carriers. The uplink is also compatible with LTE
and uses SC-FDMA with 15 and 3.75 kHz sub-carrier options.

The latency is specified at less than 10 seconds which is at least two orders of
magnitude slower than other standards. For systems that need a low latency, this is
going to be an issue.

5.6 5G

The latest addition to the cellular radio family is known, simply, as 5G. The 5G
specification [7, 8] continues a trend from the earlier specifications of increasing the
data rates over the link and also improving latency. Although improvements in
latency (the delay over the network) were part of the aims of earlier standards, they
became one of the main aims for 5G. The stated objectives for 5G are:

1.Data rate—5G is designed to deliver data rates ranging from 50 Mbps to 2
Gbps.

2.Latency—5G stated design target is 4 ms with 1 ms often being quoted as a
target.

The data rate target is achievable in the lab but is more difficult to achieve in the
field. To get close to data rates in the Gbps range, it is necessary for the transmitter
and receiver to be relatively close.

With 5G a lot of new spectrum is being opened up. The radio interface specifi-
cation, 5G NR (New Radio), defines two bands in the spectrum for 5G—FR1
(sometimes called “sub-6 GHz” even though it is specified up to 7.125 GHz) and
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FR2 or millimeter wave (usually known as mmWave). The FR1 spectrum is now
also broken into low-band and mid-band in most discussions. Low-band spectrum
starts at 410 MHz and includes the current cellular spectrum up to the 2.4 GHz ISM
band. Mid-band is the spectrum above the 2.4 GHz ISM band up to 6 GHz (which is
the cut-off for the 5 GHz ISM spectral band) although the 3GPP is specified out to
7.125 GHz. Although networks are being rolled out in the low band, the mid-band is
where the highest number of new networks is being introduced as these frequencies
offer the possibility of getting towards the desired bit speeds. Networks at the very
lowest frequencies often do not offer much performance advantage over advanced
4G networks at the same frequency.

The mmWave band is new frontier spectrum for cellular radios. Whereas the
3GPP specifications are specified for unwanted transmissions up to 12.75 GHz, the
new mmWave spectrum has bands from 24.25 GHz up to 52.6 GHz. Operating at
these high bands opens up the possibility to have 400 MHz bandwidths for signals
as 400 MHz at a frequency of 25 GHz is only 1.6% of the band frequency whereas it
is 100% of the band frequency at 400 MHz. Unfortunately, these high frequencies
are much more difficult to work with. The signals at these frequencies are easily
blocked, and the available transistor gain is much lower requiring either extra
current to drive circuits or special transistors to get more gain at cost. Any system
that needs to use the mmWave frequencies will need to have more base stations to
cover the desired area.

The modulation schemes used in 5G are essentially the same as those used in
LTE. OFDMA is used on the downlink, and SC-FDMA is used on the uplink. Sub-
carriers of 15 kHz are used but now 30, 60, 120, and 240 kHz sub-carriers have also
been added [9]. The sub-carriers are modulated using QPSK as the base modulation
and 16 QAM, 64 QAM, and 256 QAM can be introduced as the link quality
improves. As in LTE, the waveforms have a high PAR even on the uplink, and this
leads to lower efficiency from the power amplifier.

Even in some of the low bands, channel bandwidths of 100 MHz are available,
and this will add extra complications to the design of the transmit circuitry and
power amplifiers as the circuits can experience “memory” effects. In a circuit
experiencing memory effects, the circuit performance changes due to the amplitude
of the signal but does not change back in time to process a change in amplitude.
Wideband modulations put a larger stress on the circuit because it must react faster.
Memory effects require that circuits not be driven at their limits which means that
they have to be backed off and are less efficient.

Another objective defined in the yet to be released ITU-2020 Standard for 5G to
be able to service 1,000,000 devices in a square kilometer. This is a 100 x improve-
ment on 4G systems. This has been referred to as “Massive IoT”. The 5G specifica-
tions as they stand are too power-hungry for most IoT applications which do not
need the bitrate and latency advantages of 5G. The 3GPP is working on IoT specifi-
cations to be included in the 5G specification in an equivalent way to LTE-M and
NB-IoT for LTE and EC-GSM-IoT for GSM. At the time of writing, these specifica-
tions are not available.

6. Overview of other radio systems

Outside the cellular world, there are a number of radio systems that are designed
with IoT applications in mind. These radios work in the unlicensed industrial,
scientific, and medical (ISM) bands of the radio spectrum. The use of these bands
does not require a license, but they are still regulated bands, and any radio working
in them must meet the regulatory requirements. There are a number of ISM
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frequency bands available, but the most commonly used are the 2.4 GHz band
which is heavily used by radio communications devices and the 5.8 GHz band that is
used for wireless local area networks (LAN).

Frequency spectrum is available at 902 to 928 MHz in Region 2 (the Americas)—
known as 915 ISM—which is popular for IoT applications because it is less than
1 GHz, and so signals that travel better and transmit powers up to 1 W (30 dBm) are
allowed. In Europe (part of Region 1), the main low band of cellular communica-
tions overlaps with this band, and so it cannot be used. In Europe there is a band at
868 MHz as part of the short-range device (SRD) spectrum, and that is used, but the
output power of the transmitter is restricted to 25 mW (14 dBm), so it is less useful
than the 915 ISM band.

Many of the alternatives to cellular systems use base stations to connect to nodes
although they usually refer to these “base stations” as gateways or access points (in
the case of wireless LAN). Unlike the cellular system, there is usually no handover
protocol defined, and leaving one gateway requires a hard break and reconnection
with the new gateway.

A network with a base station sitting at its centre and multiple sensors commu-
nicating through it is known as a star network. In some of the technologies outside
the cellular world, it is possible to have another sort of network where nodes
connect to each other and communicate with one another. Such a grid of nodes is
known as a mesh. Star and mesh networks are shown in Figure 18.

It is, of course, possible to combine star and mesh networks. Such a network is
shown in Figure 19.

The radio systems we will look at are Bluetooth Low Energy (BLE), Zigbee,
802.11ah, LoRaWAN, and Sigfox.

6.1 Bluetooth low energy

Bluetooth Low Energy (BLE) is an extension to the Bluetooth radio family
controlled by the Bluetooth Radio Special Interest Group (SIG) specifically for IoT
applications where long operation on battery is desired. Bluetooth Low Energy is
not compatible with the previous versions of Bluetooth basic rate/enhanced data
rate (BR/EDR). It is part of the Bluetooth 4.0 specification [10] and can be used
alongside BR/EDR. The aim of BLE is to provide communications at the same range
as BR/EDR at lower power and lower cost. It gives up voice capability and is purely
data based in order to meet these aims.

BLE uses the same frequencies in the 2.4 GHz ISM as Bluetooth BR/EDR, but
instead of 79 channels of 1 MHz each, it uses 40 channels of 2 MHz each. The
modulation is Gaussian frequency shift keying (GFSK) which is a non-linear mod-
ulation which simplifies the design of the transmitter and uses less power than

Star network Mesh network

Figure 18.
Star network and mesh network.
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Mesh network

Mesh network
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Figure 19.
Star network with mesh networks.

alternative linear modulations. In the Bluetooth 4.0 specification [10], the maxi-
mum output power was 10 mW (10 dBm). The maximum data rate is 1 Mbps.

One useful feature added with BLE is the concept of a mesh. BLE nodes can
connect with their neighbors and pass a data transmission on to them. From one
node it is possible to push a message across the whole mesh. This is another way of
accessing an array of sensors rather than the central base station seen in cellular or
gateways seen in other systems.

With the Bluetooth 5.0 specification [11], came some extensions to the BLE
specification: higher power and higher data rate modes. The maximum power was
increased tenfold to 100 mW (20 dBm) at a lower data rate of 500 or 125 kbps. This
is expected to give a fourfold increase in range (power decreases with square of
range from the transmitter, so a tenfold increase in power only sees a root-10
increase in distance). The maximum data rate was doubled to 2 Mbps but at a lower
power.

BLE chipsets are designed to run off a standard coin cell battery and last up to 10
years. Although most BLE solutions will work for less than this you can still expect
many years of operation.

There have been a number of cases of security vulnerabilities in Bluetooth being
exposed. As ad hoc connections can be created, it is vulnerable to people pairing
with devices which can, in the worst case, mean a loss of control. Also, one of the
advantages of Bluetooth—the fact its communications can penetrate walls—is also a
vulnerability as it can mean that a Bluetooth network can be accessed from outside a
building.

Overall, Bluetooth, and in particular BLE, is an excellent radio protocol for IoT
sensor nodes within a small geographic area providing the security issues are
addressed. BLE offers no way to connect back to the Internet and hence cloud
unlike cellular and some other systems; however it makes a good choice if the
system needs to connect to multiple sensors through a local facility. In this case the
system should also have computing at the edge capabilities to process data before
sending the processed data into the cloud.

6.2 Zigbee

Zigbee is a networking protocol designed specifically for low-power and low-
data rate devices. The Zigbee standard is developed by the Zigbee Alliance, but the
physical (PHY—the lowest layer) and medium access control (MAC) layers are
adopted from the Institute of Electrical and Electronic Engineers (IEEE) 802.15.4
specification [12]. This leaves only the network (NWK) and application (APL)
layers in the Zigbee specification [13].

Zigbee is specified to work in the 868 MHz SDR, 915 MHz ISM, and 2.4 GHz ISM
bands. In the 868 MHz band, one channel only is available, and BPSK modulation is
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used on that channel. Similarly, for the 915 MHz band, BPSK modulation is used,
but there are 10 channels available. In the 2.4 GHz band, the modulation changes to
OQPSK, and with the wider available bandwidth, 16 channels are available. ASK
and OQPSK modulations are optionally available in the low bands for use in the case
the 2.4 GHz channel is unavailable. Zigbee supports data rates in the 20-250 kbps
range, so it is not suitable for many of the higher data rate applications but is well
suited for many IoT sensor applications.

Output power in the 868 MHz band is limited to a maximum of 14 dBm which,
with the BPSK PAR of about 2 dB, means the radio is limited to around a maximum
of 12 dBm of output power. In the other bands, the regulatory limits are much high,
and the highest power Zigbee radios can put out up to 20 dBm, but most transmit
less. The line of sight range for Zigbee is quoted at 100 m maximum.

Two types of network can be set up with Zigbee devices: star and mesh. Combi-
nations of the two types are possible. From this requirement, three different types
of Zigbee device are needed: Zigbee coordinator, Zigbee router, and Zigbee end
device. The Zigbee coordinator is the core of any Zigbee network. This is the node
that will communicate with the outside world and control the whole network.
Zigbee routers pass communications between each other but are not as capable as
the Zigbee coordinator. Zigbee end devices will communicate only with either a
Zigbee router device or the Zigbee coordinator and have minimal functionality.
These will usually be the sensor nodes of the application. A Zigbee network is
shown in Figure 20.

Zigbee is well designed for the purposes of connecting low data rate sensors in
IoT applications at a local level. It is often criticized for not having enough security,
so applications that use it may have to add their own data encryption on top which
adds overhead and processing. It is not designed to connect back to the Internet and
so to make the data available in the cloud.

6.3 802.11ah

The version of the wireless local area network (WLAN) specification designed to
cover IoT usage cases is the IEEE 802.11ah specifications [14]. The other specifica-
tions in the 802.11 series (known as WiFi) are also useable in IoT applications but
are primarily aimed at connectivity and are not optimized for IoT. The 802.11ah
specification is also known as WiFi HaLow. While most of the wireless LAN spec-
ifications operate in the 2.4 and 5 GHz ISM bands (802.11ad, known as WiGig,
operates at 60 GHz), 802.11ah will operate in the 868 and 915 MHz bands.

° ZigBee Controller

e ZigBee Router

@ zigtee End Device

Figure 20.
Zigbee network illustrating the role of three device types.
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WiFi HaLow is designed for longer haul communications than Bluetooth or
Zigbee being capable of coverage up to 1 km. The system uses OFDM in 2 MHz
channels, and the modulations used on the sub-carriers are all phase modulations
going from BPSK up to 256 QAM. Available bitrates go from 150 kbps up to 234
Mbps.

Unfortunately, although WiFi HaLow offers some advantages—the ability to
ramp the data rate over a wide range is a useful property to have—the standard has
not been taken up by many companies, and no large company is producing chipsets
to support it.

6.4 LoRaWAN

LoRaWAN is an low-power wide area network (LPWAN) networking technol-
ogy built on top of the Long Range (LoRa) PHY layer protocol [15]. LoRa technol-
ogy is available in the 433 and 868 MHz bands in Europe, the 915 MHz band in the
USA and some other nations.

LoRa uses a unique modulation scheme: chirp spread spectrum [16]. The carrier
is modulated much like an FSK signal, but in this case the frequency is either
increased linearly or decreased linearly with a continuum of frequencies. Such a
continuum of linearly increasing frequencies is called a chirp. Bandwidth is fixed, so
the chirp can only move between a minimum and maximum frequency; however
the rate at which it does that movement can vary. A chirp is shown in Figure 21.

There are three bandwidths available—125, 250, and 500 kHz—as well as six
different slopes (known as spreading factors (SF)). For high data rates, the chirp
will have a high slope and a correspondingly lower SF, and for low data rates, the
chirp will have a low slope and high SF [17]. Start frequency determines the coding.
On the receive side, the received symbol is multiplied with the inverse chip to
extract the data. The higher the spreading factor, the longer the symbol that will
appear in the receiver and the higher the likelihood of correct demodulation.

The LoRa modulation is a constant envelope modulation and as such lends itself
to a compact transmitter and low power consumption. The nature of the modula-
tion means that LoRa transmission can travel further for the same output power
than many competing technologies. This makes LoRaWAN deployment attractive
for rural and outdoor applications.

LoRaWAN is a networking technology built on top of the LoRa physical layer.
The LoRaWAN network is a star network with individual nodes connecting back to
a central gateway. This gateway is set up by the private company or individuals
building the network, and this is one of the advantages of LoRaWAN—users build
their own network and control their own data. Connection from this gateway to the
Internet can be over Ethernet or fiber or can also be over the cellular network.
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With LoRaWAN you are limited to 27 kbps data rate (there is an FSK option that
can get up to 50 kbps). The other main limitation with LoRa technology is that it is
only available on chips from Semtech Corporation. This limits the choice on per-
formance and cost.

6.5 Sigfox

Sigfox is a French company that operates a network for IoT in the 868 MHz band
in Europe and the 915 MHz band in the USA [18]. The Sigfox network is a star
network with nodes communicating with base stations. Sigfox owns the base sta-
tions. The technology is designed for low data rate communications. The modula-
tion is called Ultra Narrow Band (UNB) and makes use of a narrow bandwidth
signal. The channels available are 200 kHz wide, but the bandwidth of the signal is
only 100 Hz. With the narrow bandwidth signal, it is difficult to block the commu-
nication because any blocking signal needs to be right on top of the UNB signal. The
carries are modulated using differential binary phase shift keying (DBPSK)—It is
the value of the difference between a symbol and its previous symbol that is used
for modulation not the symbol value itself and GFSK modulations. As the band-
width of the communications is narrow, the data rate available is small—100-600
bits per second. Uplink messages are 12 bytes long, while downlink messages are 8
bytes long. A user is limited to 140 uplink messages a day and is only allowed to
receive 4 downlink messages a day.

Sigfox is certainly something that should be considered if you have a low data
rate application and do not want to communicate with the device that much—
something that goes for a lot of sensor nodes. However, the message limits can be
very restrictive.

6.6 Combining radio systems

As we have seen, there are many radio systems available and, those in this book
are not an exhaustive list. However, every radio system has its advantages and
disadvantages, and depending on the application, one radio system may be better
than another.

Both BLE and Zigbee have the useful property of being able to support mesh
networks. There are many instances where this may be useful: a network of sensors
in a factory or a large office building or even a farm for instance. We could
therefore envisage using Zigbee or BLE to network our sensors and bring the data
back to a central place. At some point we will want to process that data. If the
central location is in the offices of the factory, for instance, there may be no need to
send the data any further. Figure 22 shows a Zigbee network controlled from
smartphone app using Bluetooth.

However, if the factory is part of a large network of factories, then the main
office of the company may want to see the data. In this case we may want to make
use of a cellular network to send the data back. In effect we have used the advan-
tages of the two technologies—mesh technology for the local network and a secure,
robust data link to send the results back. This would need some sort of local
processing to put the data into a format that the main office can handle. Figure 23
illustrates this with a Zigbee network connected through local processing to the
cellular network.

We could send all the data from all the factories to the main office if we have a
high-speed data link, but the head office may not want to process all that data. In
this case, some form of computing at the edge is to process the data first and send a
summary back (while storing all the data locally) to the main office. This also allows
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Figure 22.
A Zigbee network with Bluetooth link to smartphone control.
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Figure 23.
Zigbee local network with local processing and cellular connection.

local management to catch problems quickly and start acting upon them before they
get out of hand. If all decisions are taken at the main office based on data, they may
miss problems because they have too many factories to check.

In the case of factories in remote areas with no access to high-speed data links,
wired or not wired, it becomes necessary to compress the data sent back to the main
office. In this case having local computing resources is a requirement. In fact, farms,
oil facilities, mining facilities, highway rest stations, and many more places could all
benefit by having networks of sensors linked up to a local processing facility with
the data being sent back over another network.

7. Radio for sensing: introduction to radar sensors
We are familiar with radar in the context of ships and airplanes. These are large
systems with large antennas. Recently advances in semiconductor technology have

made it possible to integrate radars on chip. The initial application that started
driving the development of radars was the reverse warning system for cars.
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However, radars are now used for proximity detection in cars and are even being
used in autonomous vehicle applications. With the availability of cheap integrated
circuits from a number of manufacturers comes interest in using radars in a variety
of applications.

Radar is divided into monostatic and bistatic types. Monostatic radars either use
the same antenna for both receive and transmit or co-locate the antennas if they are
separate. Bistatic radars separate the receive antenna from the transmit by a con-
siderable distance. We will concentrate on monostatic radars here, not because
bistatic radars are not interesting for IoT applications—they may well be—but
because all the available integrated circuits are monostatic.

We can further divide monostatic radars into pulsed and continuous wave (CW)
types. Most current radar chips are of a CW sub-type called frequency-modulated
continuous wave (FMCW) which is the least complex yet powerful.

7.1 FMCW principles of operation

A CW radar transmits a continuous wave—a single frequency—which then
bounces back off a target and is received back at the receiver. In the receiver it is
mixed with the original transmitted tone, and this mixing brings it down to sit at
0 Hz (DC). Unfortunately this means we get no information about the distance of
the object, but if the object moves, we see a shift in frequency received due to the
Doppler effect, and this shift in frequency is seen as a shift away from DC in the
downconverted signal. We can use this frequency shift to give us the velocity of the
object. This is the principle of speed detection radar guns. CW radar is very cheap to
build because it only requires a stable oscillator, downconversion circuitry, and
some basic processing.

If we want to be able to detect distance—critical in applications like proximity
warning systems—then we need to move to FMCW radar [19]. In FMCW radar, the
transmit pulse is a frequency-modulated signal. Although it is possible to modulate
the transmit signal with different signals, the most common and simplest is to use a
sawtooth waveform or triangular pulse waveform. The signal in this case is known
as a chirp. A chirp is a pure continuous wave which either linearly increases or
decreases in frequency. Chirps, incidentally, are used in LoRa for communication.
Figure 24 shows the transmit and receive chirps represented as frequency vs. time
and the relationship between them.

As can be seen, the transmit signal has changed frequency when the return pulse
comes back. The difference in frequency may be small but it is measurable. Also as
the transmit signal frequency slope is linear, the difference frequency, for a static
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Figure 24.
Radar transmit and veceive signals and their relationship.
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object, will be a single frequency known as a beat frequency. From the beat fre-
quency, we can calculate the distance to the object using the following equation:
2xD df
R >< -

¢ dt

beat —

(15)

where f},., is the beat frequency, D is the distance to target, ¢ is the speed of light

(3 x 108 m/s), and Z—JZ is the slope of the chirp.

If the object is moving away or towards the antenna, then we will get Doppler
shift in the frequency, and we will be able to detect that as well. We will not be able
to detect it if an object is moving around a circle that is equidistant from the
antenna. In effect we have a two-dimensional system—distance to the object and
velocity. The velocity is given from the Doppler frequency using the following
equation:

2Xv
fDoppler = ) (16)

where fpoppler is the Doppler frequency, v is the velocity, and 4 is the wavelength
at the radar frequency.

7.2 Moving to a 4D system

With a single antenna, we have distance to a target and velocity of the target
relative to the antenna. If the antenna is idealized as an isotropic antenna (equal
transmission in all directions), then we will have a sphere around the antenna at the
distance to the target where the target could be. By adding a second antenna, we
would have two spheres of potentially different size, and the target would lie
somewhere on a circle at the intersection of the two antenna’s spheres. Fortunately,
real antennas are not isotropic and tend to be directional. In this case our spheres
become distorted, and our circle becomes an arc. This is much more useful.

The antennas used with radar chips can be built into the package or are on the
board. In either case they are patches of one sort or another which will transmit in
much better away from the board or package than into it and behind it. By putting
two antennas next to each other with at least half a wavelength distance at the radar
frequency between them, we can determine where the target is on a plane
stretching from left to right of the radar but not if it is above or below it. By adding a
third antenna above the other two, we now know where, exactly, the target is in
three dimensions relative to the antennas.

We already know that we can extract velocity towards or away from a single
antenna but not the velocity of an object moving in a sphere around the antenna.
However with more than one antenna, the object will always be moving relative to
at least one of the antennas. So in the three-antenna configuration, the target will
have velocity components that we can extract towards and at right angles to the
path towards the antenna for each antenna. We can, therefore extract velocity
information as well as direction of travel. This, in effect gives us four dimensions—
the three special dimensions and velocity.

A common configuration of transmits in FMCW radar integrated circuits is two
transmits and four receives. This configuration can be used to obtain a full 4D
picture of the environment in front of the radar.

We can also extract other information about the target. In general, the return
signal will also tell us how big the target is. This does, however, depend on the
material the target is made of. Metal reflects radar radiation much better than, say, a
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human does or even a brick wall, and so a metal plate will appear relatively large.
However, a human will reflect more than a dog, and so we are able to infer whether
we have a human or an animal in front of the radar which may be useful in some
remote monitoring applications.

7.3 FMCW signal processing

The processing required for FMCW radars is relatively simple. The digitized
signal from the received signal is collected into a frame of a given number of
samples, and this frame is fed into a discrete Fourier transform (DFT) usually
implemented using an fast Fourier transform (FFT) algorithm. This gives us a
spectrum of the signal where individual peaks will represent object and the fre-
quency associated with that peak can be used to calculate the distance to the object.
A second level of processing is then used to extract the velocity information. The
spectra generated in the first stage are collected into another frame which now has
two dimensions—time along one axis and frequency along the other. A DFT, again
using an FFT algorithm, is run on this frame, and this gives us the velocity infor-
mation at each frequency.

This processing needs to be performed for each antenna, and then the results
need to be combined to give a full 4D picture of the world in front of the antenna.
This signal processing is specialized but involves well-known algorithms and so is
not particularly arduous to implement. FFT algorithm implementations are avail-
able in dedicated hardware blocks, and it is possible to build a hardware engine to
perform the processing which would be significantly power-saving over a software
implementation on a general-purpose processor. With dedicated hardware blocks to
perform most of the processing required for the radar and a general-purpose
processor to perform user programmed functions, we could build a flexible and
high-performance imaging sensor unit which runs on relatively low power.

7.4 FMCW radar and video

Radar is a different sort of imaging sensor. It does not offer the sort of high-
resolution images that are available from cameras, but it does have advantages over
cameras in many applications. In general an FMCW radar installation will be of
lower power and require less bandwidth from the communications systems than a
video installation would. Even if the video images are processed locally, FMCW
processing is a lot simpler than image processing for many applications and so
requires smaller memories and computers and less power. Radar will also work in
fog, rain, sleet, and smoke making useful in a wide range of applications. For
applications that require identifying individuals or certain states (wearing a helmet
or not, for instance), radar will not do the job, and image processing will be
necessary. However, for some applications there are power constraints, a variety of
atmospheric conditions may be encountered, or there is a privacy concern—moni-
toring of changing rooms or public toilets for instance—so for other applications,
radar is a better fit. The next few sections will go over some of these applications.

7.5 Remote monitoring

FMCW radar is a good choice for monitoring applications. Video is used exten-
sively in the security industry, but humans are notoriously bad at monitoring video
feeds, and a system based on image processing and some sort of machine learning
would be power-hungry. Generally, we are only interested in things that move—it
is impossible to steal or damage something without getting close to it and physically
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moving it. Radar can tell you not only that something is moving but also how fast, in
what direction, and even roughly how big the moving object is. It can also tell you
how far away something is, so monitoring fluid level in a tank is also another good
application of FMCW radar. Other non-security applications like automatic door
opening (where the system can tell people are approaching the door rather than just
passing) and people counting are also an extension of this monitoring.

7.6 Heart beat and breathing

For people that are close enough, FMCW is able not only to detect breathing but
also heartbeat [20]. This is potentially extremely useful in many applications. An
obvious example is disaster relief where radar can be used to detect people trapped
in the rubble of a collapsed building. In home monitoring of the elderly is another
potential application and one where radar is a better fit than cameras as it does not
violate the privacy of the old person being monitored. There are numerous potential
uses in the medical field including monitoring of sleep quality and looking for signs
of sleep apnoea.

7.7 Gesture

Google has a project, Soli, that is developing solutions in using radar for gesture
recognition [21]. Doppler radar can detect movement, and this movement can be
deliberately coordinated to convey information—gestures. Gestures can be inferred
by using machine learning (ML) to recognize which particular radar signature
belongs to which particular gesture. Using this system gestures can be used to
control equipment around us much like a television remote control.

7.8 Gait

As we have information about an object’s position in all three cardinal dimen-
sions and its velocity (with direction on the velocity), radar can be used to extract
gait information. From the gait information, we will be able to identify a person
from the way they walk. However, gait is also related to mental faculty. In fact,
there is an ongoing medical research on using gait to give an early indication of
neurodegenerative diseases like Alzheimer’s disease and Parkinson’s disease. In the
future it may be possible to combine gait analysis with other analyses in a home
monitoring application for the elderly based on FMCW radar devices.

8. IoT, radios, and edge computing

Cellular radio systems are set up with mobility in mind. Also, as the original
systems were often voice, the transmit and receive systems were set up with equal
bandwidth and data rate considerations. As data communications came to domi-
nate, the systems that adjusted for the asymmetry in the data needs made the
adjustment assuming the data needs would be higher on the downlink. For instance,
streaming video needs a high bandwidth and high data rate on the downlink but not
much on the uplink. This, as if happens, fits well with the requirements of mobile
devices: mobile devices run off battery systems and so have limited power available.
Keeping the upload data rate and modulation simple allows for a more efficient PA
and hence saves power.

Many IoT systems will consist of fixed nodes sending data back to a fixed node
with very little need (or possibly even ability) to receive data. In effect they need
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support for a higher data rate on the uplink than on the downlink. This is the
opposite of the mobile client case, and so radio systems designed with a mobile
client in mind may not be optimal for many IoT applications. It should also be
obvious that the performance of the transmitter for an IoT sensor node is of much
more importance than the performance of the receiver. In fact, in the simplest
sensor nodes that continuously blast data out, there is not even a need to have a
receiver.

8.1 IoT sensor systems and radio requirements

In an IoT system with the position of sensor nodes fixed, there is no need to
support overheads in the radio system for mobile clients. This means overhead to
support handover and multiple base stations are not needed. Fading as a result of
the client device’s movement will not be an issue; however changes in the environ-
ment around the radio may still contribute to fading although it should not be as
deep as in a mobile application. This means it would be prudent to include inter-
leaving.

The requirements for a wireless system for IoT depend on the usage case. For a
system that sends back temperature data every few hours for instance, the wireless
system used to send the data back would not need to handle a high data rate, but it
would probably be desirable that it is robust and of low power. Also, the distance
that needed to be covered would need to be considered, and so transmit power and
transmit efficiency would be a factor in the system selection. With a low data rate
requirement, the link robustness could be somewhat traded off as ARQ error cor-
rection would be possible. If the system needed to operate off a battery, the power
dissipation of the wireless link would be a big factor if not the biggest factor in
overall power dissipation. This would make the choice of wireless link critical.

A system sending back a continuous video feed would need to have a much
higher data rate than a simple system returning a single sensor reading. It would
need to be much more robust as it would not be able to make much use of ARQ
without a significant bandwidth overhead. Battery operation is not practical unless
the battery is large or there is some mechanism for battery recharging (solar, wind
power, diesel generator).

It is possible to envisage a system which needs different requirements at differ-
ent times. For instance, in a system to automate agriculture, we may use a combi-
nation of sensors strategically placed to measure temperature, moisture, sunlight,
and other conditions. These sensors could be linked via a low-power radio system
like Bluetooth or Zigbee back to a local control centre in the middle of the fields
being monitored. The local control area processes the data from the sensors (an
example of computing at the edge) and is linked back to a central control centre
over a cellular link. The central control centre controls agricultural operations over a
wide geographic area.

Normally, the local control centre would not need to send much data back—
temperature, hours of sunshine during the day, light intensity, soil moisture, and so
on. However, there may be circumstances where we need to inspect the location
quickly—a sudden rise in temperature in one area indicating a fire and sensors in
one area suddenly going down. As it is a remote location, we do not want to send
someone out to check because it may be too late by the time the inspection team
gets there. This is a realistic prospect in countries with a rapidly aging population
where there is no manpower available to work in agriculture. In this case we would
want to send a robot or even a drone over to inspect from the local control centre. If
we must drive the robot or fly the drone from the central control centre, we will
need a high bandwidth link to the local control centre and from there to the robot or
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drone. The solution is to put resources close to the drone or robot—people or
computing. Having computing resources available at the edge to control the drones
makes a lot of sense.

Even if the drone or robot is fully autonomous and the fields and local control
centre are equipped with a 5G network so any video sent back is received at full
definition, we still need a high-speed link to get that video data back to central
control centre, so we can see what is going on. In this case we need to be able to
ramp the communications speed up by several orders of magnitude which is not
possible with today’s radio technology. It may even be necessary to install a point-
to-point wireless link if the only way decisions can be made is to get the data back.
To get away from the need to have a high-speed link, it is necessary to move the
computing resources close where they can monitor the video data. A system that
can recognize a fire and send a message “there is a fire” is more useful than “we
have a problem”.

8.2 Bandwidth, bitrate, latency, and distance

As bandwidth increases, the bitrate that can be supported with the simplest
modulations increases with it. If the bandwidth is fixed (as it is by regulatory
requirements for wireless systems), then the only way to increase bitrate is to use
deeper phase and amplitude modulations (16-64 QAM). A wide bandwidth system
using a higher-order modulation will quickly run into physical limits: the higher
modulation is pushing the acceptable noise level down as a larger signal-to-noise
ratio (SNR) is needed, yet the wider the bandwidth means more noise, as noise is
integrated over bandwidth. If you are transmitting at full power, then the only way
to get more SNR is to move the transmitter closer to the receiver (or vice-versa).

If your application needs both high bitrate and needs to work over long dis-
tances, you need to reconsider your system. Is the sensor you are using appropriate?
A lot of solutions use vision (a video camera) with Al software to perform their
task. Video images consume a lot of bandwidth. Is there not some other sort of
sensor that can do the job? Could it be done using radar, for instance? If the answer
truly is no, then you will need to consider moving the computing closer to the
camera. If you can do all or the bulk of the processing at the edge, what is the size of
message that needs to be sent?

If the system has a high-bandwidth and a low-latency need, then the only choice
will be 5G. The low-latency requirement will force you to move your computing to
the edge because of the delay between the base station and the server. Although 5G
promises 4 ms latency, the latency over the air is already twice that in current
generation products, and the delay between the base station and the server can be
20 ms or more.

9. Conclusions

There are many radio systems available for IoT applications. Some may be
suitable, and many will not.

Most IoT applications will not have access to either a wired power supply or a
wired communications system. Systems built to work in these applications are, by
default, going to need a wireless system to connect to the outside world. They are,
by their nature, also going to be running off batteries, and so power consumption is
a critical design specification for them. High data rate systems are going to consume
more power than lower data rate systems. It is probably the case that moving the
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computing to the edge will remove the need for a high-speed link and may make it
possible for a sensor node off a battery.

For wireless communications systems, a general rule is higher data rate requires
more power. Also, the higher the bandwidth, the more difficult it is to set the
system up: the position and angle of the antennas, what other devices are working
around the system, and what are the obstacles in the way between the transmitter
and receiver, amongst many reasons, all play into performance. Wherever there are
high-speed data needs, the transmitter and receiver need to be close to each other.
Adding computing closer to the edge can decrease the data requirements and make
the implementation more practical.

One of the most useful and overlooked wireless systems is the SMS system that
comes with all cellular systems. You can use SMS on 5G, 4G, 3G, and 2G systems
throughout the world. It works on 2G systems in some of the more inaccessible
locations. In order to make use of the SMS system, it is necessary in many instances
to process the data first to compress it before sending. With a computing at the edge
system, it becomes possible to make use of a truly useful system for getting data
back.

Finally, if low latency is needed in a 5G system, the computing will need to be as
close as possible to the base station. 5G promises 4 ms latency—we aren’t there yet
with more like 10 ms latency over the air only. If the data has to go back to the
central servers to be processed, the latency would be more like 30 ms or more than
4 ms—hardly what 5G promised.
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Chapter

Energy Harvesting Technology for
[oT Edge Applications

Amandeep Sharma and Pawandeep Sharma

Abstract

The integration of energy harvesting technologies with Internet of things (IoTs)
leads to the automation of building and homes. The IoT edge devices, which include
end user equipment connected to the networks and interact with other networks
and devices, may be located in remote locations where the main power is not avail-
able or battery replacement is not feasible. The energy harvesting technologies can
reduce or eliminate the need of batteries for edge devices by using super capaci-
tors or rechargeable batteries to recharge them in the field. The proposed chapter
provides a brief discussion about possible energy harvesting technologies and their
potential power densities and techniques to minimize power requirements of edge
devices, so that energy harvesting solutions will be sufficient to meet the power
requirements.

Keywords: energy harvesting, edge devices, loTs, standards

1. Introduction

The technological advancement in energy-efficient low-power hardware van-
quished the need of AC current for IoT-based embedded systems, making them
suitable for remote applications. The number of new applications including weather
data estimation and real-time parameter monitoring is gaining ground with the
evolution of different environmental sensors and telemetry applications. Energy
harvesting technologies together with low-power platforms and energy-efficient
storage technologies allow edge devices, IoTs and embedded systems to work in
remote areas.

A report published on energy efficiency of the Internet of things (IoTs) focuses
attention on the utilization of edge devices in various applications, and most of
these applications are battery driven, which are having limited lifespan (Figure1).
The objective of the proposed chapter is to highlight the potential of energy har-
vesting technologies that can reduce the dependency on fixed charge batteries and
lead to interrupted device operation. The chapter covers the discussion on basic
elements of an energy harvesting system, enumerates possible energy resources and
quantifies the potential of different harvesting technologies including photovoltaic
cells, piezoelectric materials, thermoelectric and electromagnetic generators and
electrostatic motors.
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Figure 1.
Share of renewable energy vesources in total energy consumption, 2016 [1].

2.1oT and IoT edge devices

Internet of things abbreviated as IoT leads to ambient intelligence that is based
on the connectivity of people and things and utilizes the adaptive and sensitive
electronic environment to address the need of the things around. Diab et al. [2]
summarized six essential building blocks of IoT-based system, as shown in Figure 2.

Deployment of IoT-based systems in remote locations demands unattended
operation over long time spans. In achieving this target, constant power supply and
energy efficiency are the key challenges. Energy harvesting allows on-site charging of
the storage devices and thus leads to an uninterrupted sensor node operation. In addi-
tion to it, edge devices control the flow of information between two network boundar-
ies. Basically, the edge devices are utilized by service providers and act as entry and end
points for a network. Their primary functions include processing, filtering, translation
and storage of data and transmission and routing of data within the network [3].

In order to attain intelligence systems with advance features and to gain more
computing power, loT-based applications make use of edge devices. This process
of using logical physical locations and decentralized processes is called edge
computing [4].

Edge router is the most common type of edge devices and acts as the gateway
between the different networks [5]. The primary function of the edge router is to
connect a wide area network or a campus network with the Internet. Firewalls are
the category of edge devices which are located on the margins of network and per-
form filtering of processed data during transmission between external and internal
networks [6]. Further, different types of sensors/actuators and other types of end
terminals also act as edge devices. The figure given below encapsulates the different
types of end devices and their role in the network (Figure 3).

If the number of IoT devices is connected in a system, edge devices provide
distributed operation among them using dynamic host configuration protocol and
domain name systems [7].

2.1 Importance of edge technology
The conventional cloud computing network being a centralized network collects

the data at the outermost layer and sends it to the server for further procedure.
Limited hardware capabilities of the devices especially near the network edge
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Edge devices in IoT-based system.

are the main reasons behind this setup. These devices have limited functionality,
limited power capabilities and limited storage capacity that restrict them to process
or analyse the gathered data. With the advancement of miniaturization techniques
in fabrication, present day IoT devices have capabilities of handling large data. This
feature leads to optimized network operations by collecting data at edge terminals
and relocating advance processing functions in real time [8].

Thus edge computing ensures processing of data where it is created rather
than routing the data to data centres for processing. This feature leads to improved
response time to milliseconds and optimum usage of network resources.

2.2 Advantages of enabling edge computing for IoTs

* Reduced data exposure and reduced network load: Real-time data handling
by the edge devices with advance processing and storage capabilities prevent
the data to route through the whole network and enhance the offline capabili-
ties by making the apps independent from uninterrupted network connection.

* Reduced delay: IoT edge computing devices optimize the network perfor-
mance by reducing delay or latency parameter. By storing and processing the
data in edge data processing units, real-time computing is possible instead of
communicating with the cloud server for each interaction.
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* Secure communication: Since edge computing architecture deals with dis-
tributive nature of collecting, processing and storing the data among the large
range of data centres and edge devices, it is not easy for an intruder to demolish
the privacy and security of the network [9].

2.3 Industry benefits
* Efficient massive data processing
* Local data handling ensures security of sensitive data
* Quick response time with smart devices and applications

Cloud-based deployments of edge devices and data exchange features between
edge and cloud is the next generation build out for 5G communication by telecom-
munication sector. High-speed network response with very low latency factor is
the target where data compilation is carried out at the edge devices and reports are
sent to the central cloud for storage. This feature eliminates the unnecessary data
movement over the network [10].

3. Energy harvesting technology

Energy harvesting is a process through which energy is derived from external
resources and captured energy is converted into electrical energy through energy
harvesting device. The various resources are tabulated in Table 1 that can be used
for conversion.

Basically, an energy harvesting system comprised of three main components
including application specific transducer, an interface circuit with or without
storage device and receiver. The transducer or energy harvesting unit harvests
the energy from the ambient sources and converts them in electrical form. The
function of the interface unit is to extract maximum amount of energy from the
harvesting unit and make the energy level compatible with the specific receiver or
load. This has been accomplished with different power management approaches
including voltage regulation or rectification [20], etc. The receiver may include dif-
ferent sensors, transducers or any other electronic circuit. The presence of storage
unit avoids the start-up problem and energy depletion state in case of large interval
in harvesting cycles. Figure 4 shows the basic block diagram of an energy harvest-
ing system:

S. No. Form of energy Source
1 Light energy Solar energy from sun (outdoor/indoor) [11, 12]
2 Kinetic energy Vibration, rotation, motion [13-16]
3 Thermal energy Human body, industry [17, 18]
4 Atmospheric energy Pressure, gravity
5 Radio frequency Antennas, radio frequency spectrum [19]
6 Biological/chemical energy Diffusion, radioisotopes
7 Hydro energy Kinetic energy from water
Table 1.

List of various energy resources and their source.
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Energy harvesting is a promising solution to power IoTs especially when they are
installed in inaccessible areas and regular battery maintenance is not possible. Energy
harvesting approach extends the life cycle of the device and eliminates the constraint
of fixed charge batteries as an energy source. Some key factors are enlisted below that
highlight the requirements for energy harvesting technology in IoT applications.

S. No. Energy harvesting technology Potential Industrialization
production

1 Thermoelectric 10 pW-1 kW Widespread production

2 Photovoltaic 1 pW-1 MW

3 Electrodynamic 0.1 yW-1 MW

4 Piezoelectric 10 pW-100 W

5 Capacitative electrets movement 01 pW-1mW Research

harvesting

6 Pyroelectric

7 Capacitive without electrets 0.1 pW-1 MW

8 Triboelectric

7 Radio frequency waves 0.1 pW-1mW Limited production

8 Magnetostrictive 10 yW-1 MW Major trials
Table 2.
Different energy harvesting technologies and their potential production [21].

S. No. Electronic module Power range

1 Watch/calculator 1uW

2 RFID tag 10 pW

3 Sensors/remotes 100 pW

4 Wireless sensors/hearing aid 1mW

5 Bluetooth transceiver 10 mW

6 Global positioning system (GPS) 100 mW
Table 3.

Overview of power consumption by different IoT modules and sensors [22—24].
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4.1 Power

The energy harvester should generate power at least of the order of milliwatts
to sustain in IoT domain applications. Table 2 shows the potential production of
different energy harvesting technologies.

In conjunction to the survey given in Table 2, an overview of power consumption
of different electronic modules has been depicted in Table 3. The survey reflects
that the operating range of different IoT devices and sensors is in between 0.1 pW
and 1 W, which can easily be handled by energy harvesting devices. Since ambient
resources are stochastic in nature, energy demand and supply may not be time syn-
chronized; the presence of backup storage devices and effective power management
electronics is essential to deliver power from harvester to IoT devices in time.

4.2 Size scaling

With the advancement in integrated circuit technology, the size of the IoT
devices is not an issue as number of features can be integrated on a single chip.

Finalizing ambient
energy source

I

Design of loT sensor

node

'

Harvester scaling

l

Storage scaling

'

Implementation &

debugging

Figure 5.
Development procedure of rechargeable sensors.
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The battery used in conventional module designs generally has a life cycle of

1 year and is the key factor in overall weight and size of the module. As an
alternative to the fixed charge batteries, the size of the energy harvesting unit is
application specific and should not be greater than the previous energy storage.

The scalability of the energy harvesting unit with the size of IoT module should
be ideal.

4.3 Cost factor

Conventional battery is an economical product because of the mass production,
which leads to cost-sensitive production of battery-driven IoT devices. On the other
hand, integrating energy harvesting technique into the module will increase the
cost. This cost will include the component cost together with the redevelopment
cost of the device because implanting an energy harvesting device on the top of
the conventional module is not a practical solution and whole internal design gets
modified. Figure 5 shows the development process of rechargeable sensors and
validates the above statement.

5. Constraints and potentials of energy harvesting technique
5.1 Constraints

The constraints in practical implementation of energy harvesting techniques in
IoT domain are as follows:

1. High cost as compared to the conventional batteries is the most important
constraint to be considered.

2.The second barrier is the size of the harvesting module, which increases as per
the energy demands.

3.Energy storage unit is essential for uninterrupted sensor node operation.
5.2 Potentials

Although the additional cost is a barrier for mass production of harvesting
modules and power requirements of some technologies may not be in the range
of harvesting technologies, there are high possibilities in wide spread adaption of
energy harvesting technology. Few of them are enlisted below:

1. The estimated life cycle of an energy harvesting module is above 5 years. In
a survey, it has been observed that some energy harvesting units are work-
ing smoothly from the last 15 years without hardware degradation [25]. Thus,
regular hardware servicing is not required in inaccessible locations.

2. The evolution of advance low-power electronic hardware together with the
cloud computing for data processing further reduces the energy consumption
in electronics and increases the feasibility of energy harvesting.

3. A high factor of energy saving can be in building automation where copper
wires, materials, installation and maintenance cost can be reduced by energy
harvesting approach.
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4. With the growth of IoT industry, more energy harvesting modules will be
implemented that will in turn reduce the cost.

6. Energy harvesting standards

Interoperability between different end systems is an important criterion for the
successful adaption of energy harvesting techniques in different applications. To
achieve this target, there are three standard policies, which are depicted in Figure 6.
The EnOcean Alliance follows the standardization of communication profiles
(EnOcean Equipment Profiles) to ensure that the entire product range including
rechargeable sensors, wireless switches and controls can communicate with each
other. The EnOcean wireless standard is geared to wireless sensors and wireless sen-
sor networks with ultra-low-power consumption and also includes sensor networks
with energy harvesting technology.

The EnOcean wireless standard became the standard ISO/IEC 14543-3-

10:2012 in 2012. The standard is applicable to Information technology, Home
electronic system, wireless short packet protocol and optimized for energy
harvesting, its architecture and lower layer protocols. The proposed protocol
supports energy harvested products for IoT sensors and switches designed without
wires and batteries. The standard allows low-power consumption of sensors and
switches by transmitting multiple short transmissions and appropriate frequency
bands with adequate signal propagation and minimum interference.

6.1 Socio-economic applications

In this section socio-economic application of energy harvesting technology has
been discussed, and their market share has been depicted in Figure 7.

* Energy harvesting power sensors
Renewal of battery-operated power sensors with energy harvesting-based

rechargeable wireless sensors is the prime factor in the growth of energy harvest-
ing market. Rechargeable sensors are becoming the first choice for the deployment

Energy harvesting
module
* A 4
> Hardware
Energy storage Implementation
module > 4
Application
Hardware
interfacing module Software & back i
end
Implementation

Ultra low power
electronics module

Figure 6.
Implementation of energy harvesting platform.
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in remote or inaccessible locations where it is not possible to replace the batteries
frequently especially in offshore oil, gas systems or sensitive military areas [26].
Further, autonomous or rechargeable sensors are environment friendly as they do
not contain any harmful metal or chemical for the environment.

* Benefits for primary industry

The energy harvesting market in primary industry sector was sized at EUR
130 million in 2014 and predicted to reach EUR 380 at the end of 2020 [27]. To
enhance the reliability and availability of industrial processes, energy harvest-
ing devices are employed in primary industry sector.

* Benefits for defence industry

Energy harvesting technology has been increasingly used in defence sector as
it leads to the way where heavy battery packs are replaced by autonomous or
rechargeable devices. Solar photovoltaic-based autonomous aerial unmanned
vehicles called Drones are the great achievement for military applications.
According to the latest survey, energy harvesting-based defence applications
target EUR 730 million by 2020 [27] (Table 4).

* Benefits for transport industry

Different transportation media offer various forms of energy that can be
harvested by different means. For instance, solar panels installed on the road
collect the solar energy and convert it into electrical form through walking or
driving. Similarly, vibration energy generated through various transportation
means can be utilized for energy harvesting. It is estimated that transportation
sector can target EUR 310 million by 2020 [27] (Table 5).

¢ Benefits for residential and commercial sites

Energy harvesting will be an essential feature for the upcoming trend of home
automation and smart housing. This is because of the reason that energy
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Application Edge devices Energy source
Smart Remote control of Machines Main power supply
industry machines
Real-time monitoring of Appropriate sensors Main power supply
machine wear
Diagnostics of machines Appropriate sensors Main power supply
Surveillance of Appropriate sensors Main power supply;
maintenance conditions energy harvested source
Inventory management RFID tag Passive energy source;

and asset tracking energy harvested source

Smart pipeline
management

Dedicated sensors, e.g.
thermal, pressure, humidity,
etc.

Energy harvested source

Table 4.
Application and energy sources of edge devices for smart industries.

Application area Application Edge devices Energy source
Smart Smart roads Energy collector Pressure- or vibration-based
transportation roads energy harvesting technology
Smart sensor in Vibration, RF or thermal-based
roads energy harvesting technology
Smart Main power supply; solar- or
lightening vibration-based energy
system for roads harvesting system
Real-time monitoring of GPS system in On board or rechargeable battery
traffic congestion cars
Car-to-car Inbuilt devices On board or rechargeable battery
communication system in car
Car-to-infrastructure Inbuilt devices On board or rechargeable
communication system in car battery; solar- or vibration-
based energy harvesting system
Tables.

Application and energy source of edge devices for smart transportation.

harvesting technology will reduce the large-size batteries for mobile devices.
Rapid growth of IoT devices is also possible with energy harvesting as it
facilitates rechargeable power supply with low installation and maintenance
cost. The market value of this sector is expected to reach EUR 1750 million at
the end of 2020 [27] (Table 6).

7. Communication protocols used in [oT systems

Various communication protocols with their different positive and negative
attributes have been used to communicate with the network through IoT devices.
Table 7 enlists different communication protocols along with their properties.
8. Summary

Different levels of technical maturity are available with different types of
ambient energy resources and corresponding energy harvesting techniques.
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Targetarea Application Edge device Energy source
Smart home Home Actuators Main power supply
t ti
automation Camera Main power supply
Gateway Main power supply
Smart sensors including humidity Energy harvesting
sensor, temperature sensor, fire sensor source of light or
and door sensor thermal energy
Sensors connected with mains Main power supply
Smart LED bulbs Main power supply
lightening
Hub; gat Mai 1
system ub; gateway ain power supply
Smart light switches Vibration- or pressure-
based energy harvesting
source
Smart Workspace Main server Main power supply
kpl tomati
workplace automation Actuators Main power supply
Sensors Energy harvesting
source of light or
thermal energy
Gateways Main power supply
Control system Reporting time, access control Main power supply
Badge Passive source of energy
Gas sensor, motion sensor, smoke Energy harvesting
sensor source of light or
thermal energy
Window/door sensor Energy harvesting
source of light or
vibration energy
Table 6.

Application and energy source of edge devices for smart home and working avea.

Communication Power Datarate Distance covered

protocol

ZigBee 50 mW 250 kb/s; for medium data rate 25 m; for medium distance
applications communication

Wi-Fi Greater than Greater than 100 Mb/s; for 10 m; for low distance

500 mW high data rate applications communication

LoRa 100 mW 1 kb/s; for low data rate 500 m; for high distance
applications communication

Bluetooth 10 mW 1 Mb/s; for high data rate 10 m; for low distance
applications communication

Table 7.

Different communication protocols with their properties.

The magnitude of available power from different sources ranges from microwatts
to milliwatts. This range is suitable for a variety of IoT devices and related applica-
tions. Some practical implementations of energy harvesters are surveyed in the
literature that offers power to drive IoT devices. But there are various technical
constraints that limit the worldwide implementation of energy harvesting technol-
ogy. These issues need to be addressed to satisfy the future demands of the world.
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