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Abstract

Bubble shapes have been assumed to be spherical in the currently available breakup models
such as the one developed by Luo and Svendsen (1996). This particular breakup model has
been widely accepted and implemented into CFD modelling of gas-liquid two-phase flows.
However, simulation results obtained based on this model usually yield unreliable predic-
tions about the breakage of very small bubbles. The incorporation of bubble shape variation
into breakupmodels has rarely been documented in the study but the bubble shape plays an
important role when considering the interactions with the surrounding turbulent eddies in
turbulent bubbly flows, especially when the effects of bubble deformation, distortion and
bubble internal pressure change are considered during the events of eddy-bubble collision.
Thus, the assumption of spherical bubbles seems to be no longer appropriate in reflecting
this phenomenon. This study proposes and implements an improved bubble breakup
model, which accounts for the variation of bubble shapes when solving the population
balance equations for CFD simulation of gas-liquid two-phase flows in bubble columns.

Keywords: bubble column CFD simulation, breakup model, bubble shape variations,
interfacial area, mass transfer coefficient

1. Introduction

Previous CFD studies have employed the assumption of a unified bubble diameter, which can

generate reliable predictions if the bubble size distribution is very narrow. However, numerical

modelling of gas-liquid two-phase flow behaviors should also take into account scenarios
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where wide bubble size distributions and eddy/bubble-bubble interactions exist. These are

very influential factors in the calculation of the gas-liquid interfacial area, which in turn affects

the prediction of the mass and heat transfer between the two phases. By solving the population

balance equations (PBEs) during the numerical simulation, the bubble size distribution can be

derived directly, while the behaviour of the eddy/bubble-bubble interactions can be reflected

within coalescence and breakup models.

For the process of bubble breakup, Coulaloglou and Tavlarides [1] assumed that the breakup

process would only occur if the energy from turbulent eddies acting on the fluid particle was

more than the surface energy it contains. Prince and Blanch [2] acknowledged that bubble

breakup is caused by eddy-bubble collision and proposed that bubble breakup can only be

induced by eddies with approximately the same characteristic length. For instance, eddies at a

much larger length scale transports the bubbles without causing any breakups. Luo and

Svendsen [3] described the bubble breakup process by considering both the length scale and

the amount of energy contained in the arriving eddies. The minimum length scale of eddies

that are responsible for the breakup process is equivalent to 11.4 times the Kolmogorov scale.

The critical probability of bubble breakup is related to the ratio of surface energy increase of

bubbles after breakup to the mean turbulent kinetic energy of the colliding eddy. Therefore,

very small eddies do not contain sufficient energy to cause the bubble breakup process. Lehr et

al. [4] proposed a slightly different breakup mechanism from Luo and Svendsen [3] by consid-

ering the minimum length scale of eddies to be determined by the size of the smaller bubble

after breakup. They also specified that the breakup process is dependent on the inertial force of

the arriving eddy and the interfacial force of the bubble. Based on the results of Luo and

Svendsen [3] and Lehr et al. [4], Wang et al. [5] proposed an energy constraint and capillary

constraint criteria for the breakup model. The energy constraint requires the eddy energy to be

greater than or equal to the increase of surface energy of bubbles after the breakage has

occurred. The capillary constraint requires the dynamic pressure of the eddy to exceed the

capillary pressure of the bubble. The use of these two breakup criteria has restricted the

occurrence of breakage that generates unphysically small daughter bubbles and demonstrated

more reliable results than that of Luo and Svendsen [3]. Similar ideas to those of Wang et al. [5]

have also been adopted by Zhao and Ge [6], Andersson and Andersson [7] and Liao et al. [8]. A

more concise breakup constraint of energy density increase was proposed by Han et al. [9]. The

constraint of energy density increase involves only one term, which is the energy density itself,

to represent what was originally expressed by two terms: capillary pressure and surface

energy. It was shown that the energy density increase during the entire breakup process

should not exceed the energy density of the parent bubble.

Incorporation of a bubble shape variation into the breakup model has rarely been documented

in the open literature. Therefore, the aim of this study is to consider the influence of bubble

shape variation on the bubble breakage process in bubble column flows. A breakage model

accounting for the variation of bubble shapes, coupled with the breakage criterion of energy

density increase, is proposed here.
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2. Mathematical modelling

2.1. Bubble size distribution

The bubble size distribution is determined by employing the population balance model with a

consideration of bubble coalescence and breakup. Bubbles are divided into several size groups

with different diameters specified by the parameter deq,i and an equivalent phase with the

Sauter mean diameter to represent the bubble classes. In this study, 16 bubble classes with

diameters ranging from 1 to 32 mm are applied based on the geometric discretization method

where V i ¼ 2V i�1. The population balance equation is expressed by Eq. (1)

∂ni
∂t

þ ∇ � v
!

i � ni

� �

¼ Si (1)

where ni is the number density for i-th group, vi
!

is the mass average velocity vector and Si is

the source term.

The source term for the i-th group, Si, can be thought of as the birth and death of bubbles due to

coalescence and breakup, respectively. The expression for this particular term is given by Eq. (2)

Si ¼ Bcoalescence, i �Dcoalescence, i þ Bbreakup, i �Dbreakup, i

¼

X

deq, i=2

deq, j¼deq,min

ΩC deq, j : deq, i � deq, j
� �

�

X

deq,max� deq, i

deq, j

ΩC deq, j : deq, i
� �

þ

X

dmax

dj¼di

ΩB deq, j : deq, i
� �

�ΩB deq, i
� �

(2)

The local gas volume fraction can be calculated using Eq. (3),

αgf i ¼ niV i (3)

where f i is the i-th class fraction of the total volume fraction and V i is the volume for the i-th

class.

To describe the coalescence between two bubbles, the coalescence kernel proposed by Luo [10]

was utilized in this study. As this is not the main concern of this work, further details of the

coalescence kernel can be found in Luo’s paper.

The breakup model proposed in this study is based on the work of Luo and Svendsen [3].

Several improvements have been introduced in this study to produce a more realistic breakup

model. In Luo and Svendsen’s model, the shape of breakage bubbles was assumed to be

spherical. However, the experimental studies and statistical results, such as Grace et al. [11]

and Tomiyama [12], have found that bubbles exist in various shapes and the dynamics of

bubble motion strongly depend on the shape of the bubbles. For example, Figure 1 shows the
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experimentally recorded breakup process of a spherical-cap bubble found in an operating

bubble column used in an ongoing research project funded by the Natural Science Foundation

of China (NSFC). The spherical-cap bubble is colliding with a bombarding eddy that was

generated as a consequence of shedding eddy from the preceding bubbles. The spherical-cap

bubble then becomes deformed and distorted and finally breaks into two ellipsoidal bubbles.

This phenomenon may lead to two major implications. Firstly, the shed eddies that interact

with subsequently formed bubbles are mainly induced by the presence of preceding bubbles.

These shed eddies dissipate mainly due to the viscous influence and they will decay down-

stream in a slightly short distance. Thus, these eddies will have the size the same order as the

preceding bubbles. This kind of bubble-induced turbulence may exhibit different dynamic

behaviour as can be distinguished from the typical Kolmogorov �5/3 law on the turbulence

kinetic energy spectrum. It should be pointed here with caution that more fundamental

investigations are required to reveal the interactions between the eddy generated by bubble-

induced turbulence and the bubbles, and the impact of this interaction on the bubble breakage

process. Secondly, although the bubble shape has been assumed to be spherical in the previous

studies for the simplification of models, the variation of bubble shapes could potentially

become a critical factor for better prediction of the bubbly flow characteristics of the gas phase

in CFD simulations, because the type of geometrical shape has a strong impact on the surface

energy of bubbles and interfacial area.

From experimental observations, bubble shapes can be classified into different types. Thus, the

effects of different bubble shapes are taken into account in this study. However, due to the

uncertainty of the spatial orientation of the bubbles during their movement, the determination

of the contact angle of the bombarding eddy is very difficult but this needs to be tackled as the

contact angle will directly affect the projection/sweep area of the eddy-bubble collision tube.

On the contrary, if the bubble that is about to breakup is assumed to be spherical, the projec-

tion/sweep area of the collision tube will be consistent no matter which direction of the

bombarding eddy comes from. Instead of using the original bubble size deq,i to construct the

Figure 1. Time sequence photos of the breakup of a rising bubble in a 150-mm diameter cylindrical bubble column

(Ug = 0.02 m/s; total duration: 0.0366 s).
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collision tube, a nominal diameter, dV, that approximately represents the size of the projected

area of the bubble, is defined in a bounded range given by expression (4),

c ≤ dV ≤ a (4)

where c and a are the length of the short axis and long axis, respectively. The new imaginary

collision tube is presented in Figure 2.

The breakup rate for one individual parent bubble that forms into two daughter bubbles can

be calculated using Eq. (5),

ΩB ¼

ðd

λmin

ωT
BpB dλ (5)

where ωT
B is the collision probability density, which can be estimated from Luo and Swendsen

[3], as defined by Eq. (6)

ωT
B ξð Þ ¼ 0:923 1� αg

� �

εdeq, i
� �1=3

ni
dV, s=deq, i þ ξ
� �

dV, l=deq, i þ ξ
� �

d2eq, iξ
11=3

(6)

Here, ξ =λ /deq,i is the non-dimensional size of eddies that may contribute to the breakage of

bubbles with size di. The breakage probability function pB used by Luo and Svendsen [3] is

given by Eq. (7),

pB ¼ exp �
es
e

� �

(7)

where e is the mean turbulent kinetic energy for eddies of size λ and es is the increase in surface

energy of bubbles after breakage. The mean turbulent kinetic energy can be determined by Eq. (8)

Figure 2. Diagram showing an eddy entering a collision tube and moving through it with a mean velocity.
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e ¼ rl
π
6 λ

3u2λ

2 ¼
πβ
12 rl εdeq, i

� �2=3
d3eq, iξ

11=3
(8)

By assuming the bubbles before and after breakage have deformed shapes with an equivalent

diameter, when the parent bubble of size deq,i breaks into two bubbles of size deq,j and (deq,i
3-deq,

j
3)1/3, the increase in surface energy can be estimated using Eq. (9),

es deq, i; deq, j
� �

¼ σ � πd2eq, i f
2=3
V þ 1� f V

� �2=3
� 1

h i

(9)

where the breakage volume fraction is given by f V ¼ d3eq, j=d
3
eq, i. Since the effects of different

shapes of bubbles are now taken into account, Eq. (9) can be rewritten in a general form in

terms of the surface area of the bubbles, S, as defined by Eq. (10)

es ¼ σ � Sj,1 þ Sj,2 � Si
� �

(10)

Although there have been some recent developments on the instability of bubble shapes, such

as the studies by Cano-Lozano et al. [13], Zhou and Dusek [14] and Tripathi et al. [15], there is

no consensuses on concise definitions on bubble shapes and bubble shape model. Therefore, a

more commonly accepted statistical model of bubble shapes by Tomiyama [12] has been

employed in this study. In addition, the lift model described by Tomiyama [12] has been

adopted as it has been well implemented by different commercial CFD packages. According

to the criteria proposed by Tomiyama [12] and Tomiyama et al. [16], there are three main types

of bubble shapes that should be considered in the bubble columns of this study. These shapes

include spherical, ellipsoidal and spherical-capped bubbles. These three types of bubble

shapes may also be considered for modelling gas-liquid two-phase flow or gas-liquid-solid

three-phase flow in bubble columns with similar scales that operate at similar conditions to

what is applied in this work. The details of these three types of bubble shapes and their

potential breakage scenarios are depicted in Figure 3.

Figure 3. Classification of the three types of bubble shapes and the possible breakage scenarios.
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For an air-water system under atmospheric pressure and room temperature conditions, the

size boundary to categorize between spherical and ellipsoidal bubbles represented by deq,1 is

roughly 1.16 mm for the pure system and approximately 1.36 mm for a slightly contaminated

system. It is very important to point out that the volumes of ellipsoidal bubbles and spherical-

cap bubbles should be equal to the volumes of their equivalent spherical bubbles with diame-

ter deq. For bubbles with ellipsoidal shapes, by assuming an oblate type of ellipsoid, the surface

area can be calculated using Eq. (11),

Sellipsoid ¼
π

2
d2eqE

1=3 1þ
1

2E
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2 � 1
p ln 2E2 � 1þ 2E

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2 � 1
p� �

 !

(11)

where the aspect ratio E can be expressed using the empirical correlation described by Wellek

et al. [17], which is given by Eq. (12)

E ¼ a=b ¼ 1þ 0:163Eo0:757 (12)

Here, Eo is the Eötvös number as defined by Eq. (13)

Eo ¼
g rl � rg

� �

d2eq

σ
(13)

The size boundary to divide between ellipsoidal and spherical-cap bubbles represented by dC
is estimated using Eq. (14),

dC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

40σ=g rL�rgð Þ

q

(14)

where dc is determined to be 17.3 mm for the air-water system. For a single spherical-cap

bubble, the wake angle θW is assumed to be 50o based on the work of Tomiyama [12]. As the

volume of the spherical-cap bubble is equivalent to the volume of the spherical bubble, Eq. (15)

can be formulated as follows:

R3
S ¼

πd3eq=6

1� cosθWð Þ2 � 1� cosθWð Þ3=3
(15)

The curved surface area for the front edge can be calculated from the following relationship

given by Eq. (16):

SCap ¼ 2πR2 1� cosθWð Þ (16)

The experimental observations of Davenport et al. [18] and Landel et al. [19] have clearly

indicated that the rear surface of a single spherical-cap bubble follows a constantly oscillating

lenticular shape, resulting from external perturbations acting on the rear surface. This lenticu-

lar shaped rear surface can be considered to be essentially flat, and the surface energy increase

required to breakup the surface can be neglected based on the consideration that when any
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arriving eddies bombard the flat surface, the energy resulting from the surface tension force

action will be far smaller than the kinetic energy exuded by the turbulent eddies. It should be

noted with caution that these are rough approximations, and more complicated crown bubble

systems are not considered in this work. The influence of the variation of bubble shapes on the

increase in surface energy is further illustrated in Figure 7.

The breakup model proposed by Luo and Svendsen [3] only considered the surface energy

requirement for breakup events but it should be noted that bubble breakage may also be

subjected to the pressure head difference of the bubble and its surrounding eddies, especially

when the breakage volume fraction is small. Therefore, on the basis of the interaction force

balance proposed by Lehr et al. [4], the pressure energy requirement also needs to be consid-

ered as a competitive breakup mechanism. This can be imposed as a constraint. The same idea

has been adopted by Zhao and Ge [6], Liao et al. [8] and Guo et al. [20]. The pressure energy

requirement can be expressed using Eq. (17),

eP ¼
σ

min RC, j;RC,k

� � �
π min deq, j; deq,k

� �� �3

6
(17)

where RC,j and RC,k are the equivalent radius of curvature of daughter bubbles. The theoretical

prediction of the surface energy and pressure energy requirement is shown in Figure 6.

As pointed out by Han et al. [21], from a volume-based energy perspective, the surface energy

density of the parent bubble should always exceed the maximum value of the energy density

increase during the entire breakup process. This is an important breakup criterion that has

been adopted in this study and concurrently relates the size of the parent bubble to the sizes of

the daughter bubbles. This restricts the generation of very small bubbles from the breakup

process because the energy densities of the daughter bubbles will tend towards infinity when

their sizes tend to zero. The energy density criterion can be expressed by Eq. (18) if it is coupled

with the variation of bubble shapes

ð18Þ

The breakup frequency can be obtained by substituting Eqs. (6)–(17) into Eq. (5), which results

in Eq. (19),

ΩB ¼

0:923 1� αg

� �

ni ε=d2eq, i

� �1=3
�
Ð 1
ξmin

dV, s=deq, i þ ξ
� �

dV, l=deq, i þ ξ
� �

ξ11=3
exp �

12σ Sj þ Sk � Si
� �

πβrlε
2=3ξ11=3d

11=3
eq, i

0

@

1

Adξ,

when
6σ Sj þ Sk � Si

� �

πd3eq, i
≥

σ

min Rcj;Rck
� �

0:923 1� αg

� �

ni ε=d2eq, i

� �1=3
�
Ð 1
ξmin

dV, s=deq, i þ ξ
� �

dV, l=deq, i þ ξ
� �

ξ11=3
exp �

2σ min deq, j; deq,k
� �� �3

min Rcj;Rck
� �

βrlε
2=3ξ11=3d

11=3
eq, i

0

@

1

Adξ,

when
6σ Sj þ Sk � Si

� �

πd3eq, i
<

σ

min Rcj;Rck
� �

8
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>
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>

:

(19)

where ξmin is the minimum breakage volume fraction that is able to satisfy the energy density

criterion shown in Eq. (18).
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2.2. Governing Eqs

A three-dimensional (3D) transient CFD model is employed in this work to simulate the local

hydrodynamics of the gas-liquid two-phase bubble column. An Eulerian-Eulerian approach is

adopted in order to describe the flow behaviors for both phases, that is, water as the continu-

ous phase and air as the dispersed phase.

The mass and momentum balance equations are given by Eqs. (20) and (21), respectively,

∂

∂t
rkαkð Þþ∇∙ rkαkukð Þ¼0 (20)

∂

∂t
rkαkukð Þþ∇∙ rkαkukukð Þ¼�αk∇pþ∇∙τk þ αkrkg þ Fk (21)

where rk, αk, uk, τk and Fk represent the density, volume fraction, velocity vector, viscous stress

tensor and the interphase momentum exchange term for the k (liquid or gas) phase, respec-

tively. The sum of the volume fractions for both phases is equal to 1.

A modified k˜ε turbulence model with the consideration of bubble-induced turbulence by Sato

and Sekoguchi [22] is used for turbulence closure. The turbulent kinetic energy kl and dissipa-

tion rate εl are computed using Eqs. (22) and (23),

∂

∂t
riαiki
� �

þ ∇∙ riαikiui
� �

¼ ∇∙ αi μi þ
μeff , i

σk

� �

∇ki

	 


þ αi Gk, i � riεi

� �

(22)

∂

∂t
riαiεi

� �

þ∇∙ riαiεiui
� �

¼∇∙ αi μiþ
μeff , i

σε

� �

∇εi

	 


þ αi
εi

ki
C1εGk, i � C2εriεi

� �

(23)

where Gk, l is the production of turbulent kinetic energy and μt, l is the turbulent viscosity. In this

work, the standard k˜εmodel constants used are Cμ = 0.09, C1ε = 1.44, C2ε = 1.92, σk = 1.0, σε = 1.3.

The effective viscosity is composed of the contributions of turbulent viscosity and an extra

term considering the effect of bubble-induced turbulence and is defined by Eq. (24)

μeff , l ¼ rlCμ

k2l
εl

þ rlCμ,BITαgdb ug � ul
�

�

�

� (24)

The Sato coefficient Cμ,BIT ¼ 0:6 is adopted according to the study [22].

2.3. Interphase momentum transfer

In this study, drag force, lift force and added mass force are considered as the main interactions

between the continuous liquid phase and the dispersed gas phase. The drag force is calculated

using Eq. (25),

FD ¼
3

4

CD

deq
rlαg ug � ul

�

�

�

� ug � ul
� �

(25)
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where CD is the drag coefficient, which can be obtained from the model by Grace et al.

[11]. The Grace model is well suited for gas-liquid flows in which the bubbles exhibit a

range of shapes, such as sphere, ellipsoid and spherical-cap. However, instead of compar-

ing the values of drag coefficients in the original Grace model, the drag coefficient can be

applied directly into the present model as the variation of bubble shapes has been taken

into account. The drag coefficients for the different shapes of bubbles are calculated using

Eqs. (26)–(28),

CD, sphere ¼
24=Reb Reb < 0:01

24 1þ 0:15Re0:687b

� �

=Reb Reb ≥ 0:01

�

(26)

CD, cap ¼
8

3
(27)

CD, ellipse ¼
4

3

gdeq

U2
t

rl � rg

� �

rl

(28)

where Reb is the bubble Reynolds number given by Reb ¼
rl ug�ulj jdeq

μl
and Ut is the terminal

velocity calculated using Eq. (29),

Ut ¼
μl

rld
Mo�0:149 J � 0:857ð Þ (29)

Here,Mo is the Morton number defined byMo ¼
μ4
l
g rl�rgð Þ
r
2
l
σ3

and J is determined by the piecewise

function calculated using the empirical expression (30)

J ¼
0:94H0:757 2 < H < 59:3

3:42H0:441 H > 59:3

(

(30)

H in expression (30) is defined by Eq. (31),

H ¼
4

3
EoMo�0:149 μl

μref

 !�0:14

(31)

where Eo is the Eötvös number and μref ¼ 0:0009 kg= m � sð Þ.

The lift force acting perpendicular to the direction of relative motion of the two phases can be

calculated by using Eq. (32)

FLift ¼ CLrlαg ug � ul
� �

� ∇� ulð Þ (32)

where CL is the lift coefficient and is estimated by the Tomiyama lift force correlation [12], as

described by the following empirical relation (33),
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CL ¼

min 0:288tanh 0:121Rebð Þ; f Eo
0

� �h i

Eo
0

≤ 4

f Eo
0

� �

4 < Eo
0

< 10

�0:29 Eo
0

> 10

8

>

>

>

<

>

>

>

:

(33)

where f Eo
0

� �

¼ 0:00105Eo03 � 0:0159Eo02 � 0:0204Eo
0

þ 0:474. Eo’ is the modified Eötvös num-

ber based on the maximum horizontal dimension of the deformable bubble, dh, as defined and

given, respectively, by Eqs. (34) and (35)

Eo
0

¼
g rl � rg

� �

d2h

σ
(34)

dh ¼ d 1þ 0:163Eo0:757
� �1=3

(35)

The virtual mass force is also significant when the gas phase density is smaller than the liquid

phase density. The estimation of the virtual mass force due to the deformation of bubbles is one

of the unresolved issues that require further investigation. With the caution, the virtual mass

force is still calculated using Eq. (36),

FVM ¼ CVMrlαg
dul
dt

�
dug

dt

� �

(36)

where CVM is the virtual mass coefficient defined as 0.5 in this study.

2.4. Numerical modelling

To validate the influence of variations in bubble shapes considered in the breakup model,

numerical simulations have been carried out for the air-water bubble columns used by

Kulkarni et al. [23] and Camarasa et al. [24] denoted by Case 1 and Case 2, respectively, in

Table 1.

The mesh setup is illustrated in Figure 4. Grid 2 consists of 20 rð Þ � 40 θð Þ � 100 zð Þ nodes in the

radial, circumferential and axial directions, respectively. The grid independence was tested in a

coarser Grid 1 of 16 rð Þ � 32 θð Þ � 80 zð Þ nodes and a refined Grid 3 of 26 rð Þ � 48 θð Þ � 126 zð Þ

nodes, in which case the total number of cells is doubled gradually. The grid independence test

for these three setups has yielded similar results quantitatively, even though the overall trend

of overprediction occurred for all three grids, as shown in Figure 5. Grid 2 was chosen and

used in subsequent simulations to investigate the effects of the improved breakup model.

Diameter (m) Height (m) Superficial velocity (m/s) Static liquid height (m)

Case 1 0.15 0.8 0.0382 0.65

Case 2 0.1 2 0.0606 0.9

Table 1. Details of the experimental setup.
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ANSYS Fluent 3D pressure-based solver is employed in CFD-PBM modelling. The time step is

set to be 0.001 s for all simulations, which is considered to be sufficient for illustrating the time-

averaged characteristics of the flow fields by carrying out the data-sampling statistics for

typically 120 s after the quasi-steady state has been achieved. The improved breakup model is

integrated into the simulations by using the user define function (UDF). At the inlet boundary,

the volume fraction of gas phase is set to be 1. The treatment of the inlet velocity is different

from using a constant superficial gas velocity, but a normally distributed velocity profile is

applied by using the model proposed by Shi et al. [25], which can accurately reflect the

experimental conditions employed in the study by Camarasa et al. [24]. Further information

Figure 5. Comparison of the simulated gas holdup profile to the data reported in Camarasa et al. [24] with three different

grid configurations.

Figure 4. Horizontal cross section and front view of the mesh setup for the main body of the bubble column.
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about the reasons, theoretical basis and the effects of using the inlet model can be found in

their published work. The outlet boundary is set to be a pressure outlet at the top. No-slip

conditions are applied for both the liquid and gas phases at the bubble column wall.

3. Results and discussion

3.1. Effect of deformed bubble shape variations on the pressure and surface energy

required for bubble breakage

To illustrate the influence of pressure energy control breakup, theoretical predictions of the

surface energy and the pressure energy requirements for the breakage of ellipsoidal and

spherical-capped bubble are shown, respectively, in Figure 6. It can be clearly seen from Figure 6

that the energy requirement for ellipsoid bubble shifts from pressure energy to surface energy

with an increase in the breakup volume fraction. This may be attributed to a higher dynamic

pressure being required inside a smaller bubble for resisting the surrounding eddy pressure in

order to sustain its own existence. However, the spherical bubble requires most of the surface

energy for its breakage. This may mainly be due to the contribution of the large front surface of

spherical-capped bubbles.

The surface energy requirement for bubble breakage in Figure 6 has taken into account the

bubble shape variations. To further illustrate the significance of considering the variation of

bubble shapes, a theoretical comparison of the increase in surface energy for the breakage of

the original spherical bubbles versus various shapes of bubbles has been shown in Figure 7.

Figure 6. Two competitive control mechanisms of the breakage of ellipsoidal bubbles (deq,i = 16 mm) and spherical-capped

bubbles (deq,i = 32 mm).
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The generation of spherical bubbles due to eddy collision with large ellipsoidal or spherical-

capped bubble is not covered, as the breakage volume fraction will be far smaller than 0.05.

The generation of small spherical bubbles occurs more frequently due to the interaction of the

shed eddies with the bubble skirt. This phenomenon was concisely described and explained by

numerical modelling work carried out by Fu and Ishii [26]. It is shown in Figure 7 that the

maximum increase in surface energy for ellipsoidal bubbles and spherical-capped bubbles is

different. As binary breakage is assumed, a large ellipsoidal bubble breaks into two smaller

ellipsoidal bubbles in most cases. The maximum increase in surface energy is demonstrated

when equal-size breakage occurs, which suggests that the parent ellipsoidal bubble has been

through a large deformation process itself. However, the spherical-capped bubble can break

into different combinations of daughter bubble types, including one ellipsoidal and one spher-

ical-capped bubble, two ellipsoidal bubbles, or two spherical-capped bubbles. The maximum

increase in surface energy for the breakage of a spherical-capped parent bubble is found with

the largest volume fraction of ellipsoidal daughter bubble. This result coincides with the

existing experimental observations: the ellipsoidal bubble has a more stable structure that is

able to resist bombarding eddies from both the front and the rear, whereas the spherical-

capped bubble can only resist eddies hitting from the front but is easily and rapidly ruptured

by eddies hitting from the rear.

Figure 8 compares the time-averaged gas holdup predicted by the original breakup model

and the improved breakup model. It can be found that the improved breakup model has

achieved results very similar to the experimental data at the core region of the column

Figure 7. Normalized increase in the surface energy for the breakage of original spherical bubbles and various shapes of

bubbles.
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(r/R < 0.6), while underestimation is shown near the column wall for both the original

breakup model and the improved breakup model. Since the standard k˜ε turbulence model

is still applied in this study, the underestimation of gas holdup may be due to the slight

poor prediction of the turbulence dissipation rate. The issue of underestimation on the gas

holdup distribution has also been addressed by Chen et al. [27], in which case the breakup

rate was artificially increased by a factor of 10 to obtain a “better” agreement with the

experimental data.

Figure 9 shows the radial distribution of the time-averaged turbulence dissipation rate for

Case 1. The turbulence dissipation rate distribution predicted by the standard k˜ε model is

smaller than the result obtained by the RNG k˜εmodel. This is because the RNG k˜εmodel has

a specific contribution from the local strain rate as the correction to the turbulence dissipation

rate. The tendency of the standard k˜ε model to underestimate the turbulence dissipation rate

can also be seen in the studies carried out by Laborde-Boutet et al. [28], Chen [29] and Jakobsen

et al. [30]. As a result, the standard k˜εmodel is insufficient to properly estimate the turbulence

dissipation rate in the regions with rapidly strained flows, which most likely corresponds to

the near wall region in the bubble columns. It can be seen from Eq. (19) that the breakup rate

ΩB˜ε
1=3

� exp �ε
�2=3

� �

, which is at least equivalent to the dissipation rate ε of the order of �1/3.

Therefore, the equilibrium state of bubble coalescence and breakup phenomena cannot be

reasonably addressed with an inaccurate estimation of the turbulence dissipation rate and

inevitably affect the predictions of gas holdup. Also, as the predicted coalescence rate is about

one order of magnitude higher than the predicted breakup rate, the bubble coalescence and

Figure 8. Comparison of the original breakup model and the improved breakup model for the prediction of the gas

holdup profile in the radial direction for Case 1.
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breakup phenomena cannot be reasonably addressed under this scenario and will inevitably

affect the predictions of gas holdup. In addition, as pointed out by Jakobsen et al. [30], despite

the accuracy of calculating the local turbulence dissipation rate from the k˜ε turbulence model,

this turbulence dissipation rate merely represents a fit of a turbulence length scale to single-

phase pipe flow data. Therefore, the contribution of turbulence eddies that are induced by the

bubbles has not being included. More importantly, the mechanism of bubble breakage caused

by the interactions of bubble-induced turbulence eddies with the subsequent bubbles, which

may be dominant in the core region of the bubble column, cannot be revealed through the

breakage kernels that are very sensitive to the turbulence dissipation rate.

Figure 10 shows the radial distribution of time-averaged gas holdup at different cross

sections in the axial direction. The results are obtained by using the improved breakup

model. It can be seen clearly from Figure 10 that the predicted time-averaged gas holdup in

the fully developed region (H/D > 5) has achieved self-preserving characteristics regardless

of the axial positions. It appears that the inlet conditions have a weak influence on this self-

preserving nature in the bubble columns, which is a result concurring with some previous

experimental findings [31, 32].

Figure 11 presents the unit volume-based interfacial area in the bulk region for each bubble class.

Due to the large differences in size from the smallest to the largest bubble class, the y-axis is

shown in a log10 scale. Interfacial area is a key parameter that largely affects the prediction of heat

and mass transfer between gas and liquid phase in the bubble columns. Although the differences

in the simulated interfacial area between the improved breakup model and the original breakup

Figure 9. Radial distribution of time-averaged turbulence dissipation rate for Case 1.
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model are not significant when the bubble size is relatively small, the influence of the bubble

shapes is gradually reflected when the shape of the bubbles transforms from ellipsoid to spheri-

cal-cap, resulting in much larger interfacial areas for spherical-capped bubbles.

Figure 11. Comparison of the simulated interfacial area in the bubble column for Case 2.

Figure 10. Radial distribution of time-averaged gas holdup at different axial positions.

Modelling of Bubbly Flow in Bubble Column Reactors with an Improved Breakup Kernel Accounting for Bubble…
http://dx.doi.org/10.5772/intechopen.76448

81



3.2. Effect of deformed bubble shape variations on the interfacial mass transfer across

bubble surfaces

The interfacial area obtained by the improved breakup model is based on the statistical model

of bubble shapes. The results will be slightly different when a more realistic model, which

considers the dynamic deformations that occur during bubble motions, is implanted into the

simulations. Indeed, the current results have implied that assuming all bubbles to be of a

spherical shape may lead to significant underestimation of the interfacial area and hence affect

the predictions of the heat and mass transfer rate when chemical reactions are considered in

the bubble column reactors. To further address this issue, the volumetric mass transfer coeffi-

cient, kLa, estimated based on the improved breakup model for each bubble class is presented

in Figure 12.

The convective mass transfer film coefficient can be defined by Eq. (37)

kL ¼
D

d
Sh (37)

where D is mass diffusivity, d is the bubble diameter and Sh is the Sherwood number. The

Sherwood number represents the ratio of the convective mass transfer to the rate of diffusive

mass transfer. It can be determined by using the Frossling equation described by Eq. (38)

Sh ¼ 2þ 0:552Re
1
2Sc

1
3 (38)

Figure 12. Comparison of the volumetric mass transfer coefficient for each bubble class.
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Re in Eq. (38) is the bubble Reynolds number and Sc is the Schmidt number. The Schmidt

number is the ratio of momentum diffusivity to mass diffusivity, defined by Eq. (39)

Sc ¼
υ

D
(39)

According to the analogy between heat and mass transport phenomena, a similar method can

be applied to calculate the Nusselt number by simply replacing the Schmidt number with the

Prandtl number. By doing so, the ratio of convective heat transfer to conductive heat transfer

can be characterized.

It is observed that the volumetric mass transfer coefficient is greatly increased due to the

contribution of ellipsoidal and spherical-capped bubbles. However, the peak value obtained

based on the improved breakup model may be attributed to the predicted number density of

the corresponding bubble class. As illustrated in Figure 7, the improved breakup model

requires a higher increase in surface energy at the boundary of ellipsoidal and spherical-

capped bubbles, which makes the smallest spherical-capped bubbles more difficult to break.

The results for this particular bubble class may not be a good reflection of the physical

phenomenon in reality, but the overall enhancement of the mass transfer coefficient is still very

significant. The predictions on the overall mass transfer coefficient are shown in Figure 13.

Figure 14 presents the local mass transfer coefficient at different cross sections along the height

of the bubble column. It can be seen from Figure 14 that the mass transfer rate estimations

based on Luo and Svendsen model and the improved breakup model are obviously very

different. The results based on the Luo and Svendsen model may imply that the mass transfer

is mainly associated with the regions where the larger Sauter mean bubble diameter has been

predicted. The results based on the improved breakup model suggest that the mass transfer is

Figure 13. Volumetric mass transfer coefficient predicted using both the improved breakup model and Luo and Svendsen

model [3].
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more uniformly distributed, in which case the enhanced overall mass transfer estimation

comes from the statistical sum of the contributions of each bubble class.

4. Conclusion

In this study, an improved breakup model has been proposed based on the breakup model by

Luo and Svendsen [3]. This improved breakup model takes into account the variation of

bubble shapes in bubble columns, which include spherical, ellipsoid and spherical-cap shaped

bubbles. In addition, the model considers the pressure energy controlled breakup coupled

with modified breakage criteria. The simulation results demonstrate an overall agreement with

the experimental data reported in the open literature. The difference between the surface

energy and the pressure energy requirements for forming various daughter bubbles has been

illustrated. The energy density constraint has been applied to prevent overestimating the

breakage rate of small bubbles. This study on the dynamic behaviour of various bubble shapes

could potentially lead to a more comprehensive understanding of the mass and heat transfer

characteristics of multiphase flows in the bubble column.

Figure 14. Distribution of estimated volumetric mass transfer coefficient at different cross sections in the bubble column for

Case 2. (a) Luo and Svendsen model; (b) improved breakup model. (from top to bottom: H = 0.6, 0.5, 0.4, 0.3 and 0.2 m.).
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Nomenclature

a long half axis length of a ellipse, m

c short half axis length of a ellipse, m

CD effective drag coefficient for a bubble around a swarm, dimensionless

D bubble column diameter, m

D mass diffusivity, m2/s

d bubble diameter, m

deq equivalent bubble diameter, m

dV length of virtual axis, m

Eo Eötvös number, dimensionless

ē mean turbulence kinetic energy, kg�m2/s2

es increase in surface energy, kg�m2/s2

FD drag force, N/m3

FLift lift force, N/m3

FVM virtual mass force, N/m3

fV breakage volume fraction, dimensionless

g gravity acceleration, m/s2

H distance from the bottom surface, m

k turbulence kinetic energy, m2/s2

kL convective mass transfer film coefficient, m/s
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Mo Morton number, dimensionless

n number density per unit volume, m�3

t time, s

Rc radius of curvature, m

Re Reynolds number, dimensionless

S surface area, m2

Sh Sherwood number, dimensionless

Sc Schmidt number, dimensionless

U superficial velocity, m/s

Ut terminal velocity, m/s

ūλ mean velocity of turbulence eddies, m/s

u velocity vector, m/s

V volume, m3

Greek letters

α phase volume fraction, gas holdup

ε turbulence dissipation rate, m2/s3

λ characteristic length scale of eddy, m

μ molecular dynamic viscosity, Pa�s

μeff effective turbulence dynamic viscosity, Pa�s

υ kinematic viscosity, m2/s

r fluid density, kg/m3

σ surface tension, N/m

τ shear stress, Pa

Subscripts

b bubble

g gas

i i-th class bubble

j/k daughter bubble

l liquid

Heat and Mass Transfer - Advances in Modelling and Experimental Study for Industrial Applications86



Author details

Weibin Shi1, Jie Yang2, Guang Li1, Yuan Zong3 and Xiaogang Yang1*

*Address all correspondence to: xiaogang.yang@nottingham.edu.cn

1 Department of Mechanical, Materials and Manufacturing Engineering, The University of

Nottingham Ningbo China, Ningbo, PR China

2 School of Mathematical Sciences, The University of Nottingham Ningbo China, Ningbo, PR

China

3 State Key Laboratory of Chemical Engineering, East China University of Science and

Technology, Shanghai, PR China

References

[1] Coulaloglou CA, Tavlarides LL. Description of interaction processes in agitated liquid-

liquid dispersions. Chemical Engineering Science. 1977;32(11):1289-1297

[2] Prince MJ, Blanch HW. Bubble coalescence and break-up in air-Sparged bubble-columns.

AICHE Journal. 1990;36(10):1485-1499

[3] Luo H, Svendsen HF. Theoretical model for drop and bubble breakup in turbulent disper-

sions. AICHE Journal. 1996;42(5):1225-1233

[4] Lehr F, Millies M, Mewes D. Bubble-size distributions and flow fields in bubble columns.

AICHE Journal. 2002;48(11):2426-2443

[5] Wang TF, Wang JF, Jin Y. A novel theoretical breakup kernel function for bubbles/droplets

in a turbulent flow. Chemical Engineering Science. 2003;58(20):4629-4637

[6] Zhao H, Ge W. A theoretical bubble breakup model for slurry beds or three-phase fluid-

ized beds under high pressure. Chemical Engineering Science. 2007;62(1–2):109-115

[7] Andersson R, Andersson B. Modeling the breakup of fluid particles in turbulent flows.

AICHE Journal. 2006;52(6):2031-2038

[8] Liao YX, Rzehak R, Lucas D, Krepper E. Baseline closure model for dispersed bubbly flow:

Bubble coalescence and breakup. Chemical Engineering Science. 2015;122:336-349

[9] Han LC, Luo HA, Liu YJ. A theoretical model for droplet breakup in turbulent disper-

sions. Chemical Engineering Science. 2011;66(4):766-776

[10] Luo H. Coalescence, Breakup and Liuqid Circulation in Bubble Column Reactors. PhD

thesis from the Norwegian Institute of Technology: Trondheim, Norway; 1993

[11] Grace JR, Clift R, Weber ME. Bubbles, Drops, and Particles. Academic Press; 1978

Modelling of Bubbly Flow in Bubble Column Reactors with an Improved Breakup Kernel Accounting for Bubble…
http://dx.doi.org/10.5772/intechopen.76448

87



[12] Tomiyama A. Struggle with computational bubble dynamics. Multiphase Science and

Technology. 1998;10, 1998(4):369-405

[13] Cano-Lozano JC, Bohorquez P, Martinez-Bazan C. Wake instability of a fixed axisymmet-

ric bubble of realistic shape. International Journal of Multiphase Flow. 2013;51:11-21

[14] ZhouW, Dusek J. Marginal stability curve of a deformable bubble. International Journal of

Multiphase Flow. 2017;89:218-227

[15] Tripathi MK, Sahu KC, Govindarajan R. Dynamics of an initially spherical bubble rising in

quiescent liquid. Nature Communications. 2015;6

[16] Tomiyama A, Miyoshi K, Tamai H, Zun I, Sakafuchi T. A bubble tracking method for the

prediction of spatial-evolution of bubble flow in a vertical pipe. In: 3rd International

Conference on Multiphase Flow (ICMF 98); 1998: Lyon, France

[17] Wellek RM, Agrawal AK, Skelland AH. Shape of Liquid Drops Moving in Liquid Media.

Aiche Journal. 1966;12(5):854

[18] Davenport WG, Bradshaw AV, Richardson FD. Behaviour of spherical cap bubbles in

liquid metals. Journal of the Iron and Steel Institute. 1967;205:1034

[19] Landel JR, Cossu C, Caulfield CP. Spherical cap bubbles with a toroidal bubbly wake.

Physics of Fluids. 2008;20(12):122101

[20] Guo XF, Zhou Q, Li J, Chen CX. Implementation of an improved bubble breakup model

for TFM-PBM simulations of gas-liquid flows in bubble columns. Chemical Engineering

Science. 2016;152:255-266

[21] Han LC, Gong SG, Li YQ, Gao NN, Fu J, Luo H, Liu ZH. Influence of energy spectrum

distribution on drop breakage in turbulent flows. Chemical Engineering Science. 2014;117:

55-70

[22] Sato Y, Sekoguchi K. Liquid velocity distribution in two-phase bubble flow. International

Journal of Multiphase Flow. 1975;2(1):79-95

[23] Kulkarni AA, Joshi JB, Kumar VR, Kulkarni BD. Application of multiresolution analysis

for simultaneous measurement of gas and liquid velocities and fractional gas hold-up in

bubble column using LDA. Chemical Engineering Science. 2001;56(17):5037-5048

[24] Camarasa E, Vial C, Poncin S, Wild G, Midoux N, Bouillard J. Influence of coalescence

behaviour of the liquid and of gas sparging on hydrodynamics and bubble characteristics

in a bubble column. Chemical Engineering and Processing. 1999;38(4–6):329-344

[25] Shi W, Yang N, Yang X. A kinetic inlet model for CFD simulation of large-scale bubble

columns. Chemical Engineering Science. 2017;158:108-116

[26] Fu XY, Ishii M. Two-group interfacial area transport in vertical air-water flow I. Mecha-

nistic model. Nuclear Engineering and Design. 2003;219(2):143-168

Heat and Mass Transfer - Advances in Modelling and Experimental Study for Industrial Applications88



[27] Chen P, Dudukovic MP, Sanyal J. Three-dimensional simulation of bubble column flows

with bubble coalescence and breakup. AICHE Journal. 2005;51(3):696-712

[28] Laborde-Boutet C, Larachi F, Dromard N, Delsart O, Schweich D. CFD simulation of

bubble column flows: Investigations on turbulence models in RANS approach. Chemical

Engineering Science. 2009;64(21):4399-4413

[29] Chen P. Modeling the fluid dynamics of bubble column flows. Ph.D. Thesis, in Sever

Institute of Washington University: StLouis, USA; 2004

[30] Jakobsen HA, Lindborg H, Dorao CA. Modeling of bubble column reactors: Progress and

limitations. Industrial & Engineering Chemistry Research. 2005;44(14):5107-5151

[31] Kumar SB, Moslemian D, Dudukovic MP. Gas-holdup measurements in bubble columns

using computed tomography. AICHE Journal. 1997;43(6):1414-1425

[32] Thorat BN, Shevade AV, Bhilegaonkar KN, Aglawe RH, Veera UP, Thakre SS, Pandit AB,

Sawant SB, Joshi JB. Effect of sparger design and height to diameter ratio on fractional gas

hold-up in bubble columns. Chemical Engineering Research and Design. 1998;76(A7):823-

834

Modelling of Bubbly Flow in Bubble Column Reactors with an Improved Breakup Kernel Accounting for Bubble…
http://dx.doi.org/10.5772/intechopen.76448

89





Selection of our books indexed in the Book Citation Index 

in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 

For more information visit www.intechopen.com

Open access books available

Countries delivered to Contributors from top 500 universities

International  authors and editors

Our authors are among the

most cited scientists

Downloads

We are IntechOpen,
the world’s leading publisher of

Open Access books
Built by scientists, for scientists

12.2%

171,000 190M

TOP 1%154

6,300



Chapter 5

Discussions of Effects of Surface Tension on Water
Vapor Absorbed by Triethylene Glycol Solution Films

Honda Wu (Hung-Ta Wu) and Tsair-Wang Chung

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.76148

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, 
distribution, and reproduction in any medium, provided the original work is properly cited. 

Discussions of Effects of Surface Tension on Water 
Vapor Absorbed by Triethylene Glycol Solution Films

Honda Wu (Hung-Ta Wu) and Tsair-Wang Chung

Additional information is available at the end of the chapter

Abstract

The surface tension gradient can result from releasing a surfactant from the liquid film 
or feeding a vapor into the liquid film, and the interfacial disturbance will be induced 
by them. The flowing phenomena were termed “Marangoni effect,” and the mass trans-
fer performance was enhanced by the effect. The objective of this study was to apply 
the Marangoni effect, such as water vapors absorbed by the liquid film of triethylene 
glycol (TEG) solution, and to analysze mass transfer behaviors with and without sur-
factants’ addition in the liquid film. The interfacial disturbance resulted from the sur-
face tension gradient was considered in this study, and the mass transfer behaviors for 
packed-bed absorbers were discussed to elucidate the influence of the Marangoni effect 
on the absorbers. It was observed that the trends of mass transfer rates could be increased 
significantly as the surfactant is added into the absorption system. Experimental results 
showed that feeding a vapor or adding a surfactant with lower surface tension and/or 
higher volatility in the liquid will result in the surface tension gradient on the gas-liquid 
interface. The induced flowing disturbance will lead to an increment of mass transfer rate 
for a gas-liquid contact system.

Keywords: solution film, TEG solution, absorption, Marangoni, surface tension

1. Introduction

The fluid disturbance resulting from the surface tension gradient in the interface of the gas-
liquid contact systems is usually called the Marangoni effect or surface tension effect. For 
the liquid thin film, the gas solutes are easier to dissolve into the thinner liquid film than the 
thicker liquid film [1], and the concentration in the thinner part would be higher than that 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



in the thicker part. Therefore, the surface tension gradient is formed in the interface. The 
Marangoni positive and negative systems can be defined by changes of the gas-liquid contact-
ing area. The interfacial convection resulting from the Marangoni effect is usually called the 
Marangoni convection. The interfacial instability resulting from the surface tension is normal 
to the liquid surface, and it is always called the Marangoni instability. The surface tensions 
for absorption solutions could be measured by a surface tension meter (CBVP-A3, Kyowa 
Interface Co. Ltd.). The surface tension meter was based on the method for a Wilhelmy plate, 
as shown in Figure 1. A Wilhelmy plate is a thin plate, usually in the order of a few square 
centimeters in area, used to measure equilibrium surface or interfacial tension at a gas-liquid 
or liquid-liquid interface. The top of the plate was connected to a spring, and the spring was 
connected to a force sensor. The equilibrium state is reached instantaneously between the sur-

face tension acting on the plate and the spring force pulling up the plate as the plate comes in 

contact with the liquid surface. According to the Wilhelmy equation, shown in Eq. (1), embed-

ded in the surface tension meter, the surface tension for a liquid solution would be calculated 
and displayed on the panel.

  γ =   F _____ 
lcosθ    (1)

where γ is surface tension, F is elastic force, l is the wetted perimeter, and θ is the contact 
angle between the liquid phase and the plate.

Mentioned earlier, the flow of interfacial fluid could be provoked by the Marangoni effect. 
The methods for inducing surface tension gradient include the design of electric field with 

Figure 1. Schematic diagram for surface tension of the liquid solution exerted the plate.
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ionic compounds, concentration difference, temperature difference and surfactant addition to 
the liquid solution. Therefore, the interfacial disturbance could be produced by solutes trans-

ferring across phases. Some studies described the relationship between the Marangoni effect 
and transport phenomena, which are introduced as follows.

The working electrodes were set in the experimental cell to detect the potential energy [2]. The 
concentration of the ferrocenyl surfactant was decreased with the decreased potential energy 
and then the surfactant became the surface active matter. The experimental results showed 
that the velocity of Marangoni flow decreased with the decreased desorption rate of the fer-

rocenyl surfactant. The concentration gradient of the desorbed ion resulted from the potential 
energy, and the surface tension gradient was formed by the concentration gradient. Therefore, 
the fluid disturbance was provoked in the surface layer of the liquid solution. In addition, the 
concept of the solutal Marangoni effect was always used to describe the fluid flow in the liquid 
surface by vaporizing the volatile materials. For example, see Ref. [3]. The mixture of ethanol/
water, heptane/decane, hexane/decane, and octane/decane was used to show that the liquid 
film climbs from a macroscopic reservoir as the volatile component with lower surface ten-

sion in the system. On the other hand, the studies about the thermal Marangoni effect focused 
on the convective phenomena for the bulk liquid layer with heating in the bottom. Since the 
heat source was from the bottom, the liquid density decreased along with the depth of the 
liquid solution. Therefore, the upward convection occurred due to the temperature gradient. 
Furthermore, the temperature of the upward fluid was still higher than the ambient liquid in 
the surface, and then the surface tension gradient was formed to make the outward flow radial. 
The local outward flow could be observed all over the liquid surface, and it was the so-called 
cellular-type flow. The small disturbance analysis was adopted to deduce that the surface ten-

sion gradient resulted from the change of temperature, which was large enough to produce the 
cellular-type flow in the liquid convective cell that was heated from the bottom [4].

In order to enhance the mass transfer performance for water vapor absorption by the solution in 
the absorption-refrigeration system, some surface additives were added to the liquid surface to 
activate the interfacial disturbance. N-hexanol, n-heptanol, n-octanol, 2-ethyl-hexanol, or n-nona-

nol was used as a surfactant to enhance the performance for water vapor absorption by the aque-

ous LiCl solution [5]. The experimental results showed that the interfacial disturbance occurred 
and the absorption capacity was enhanced in the concentration of n-octanol from 10 to 25 ppm. 
For the aqueous LiBr solution, adding the surfactants, except n-hexanol, induced the interfa-

cial disturbance. The concentrations of other surfactants were controlled at 25 ppm. Besides, the 
absorption capacities for CO

2
 absorbed by water were increased as methanol, ethanol, n-propa-

nol, n-butanol, and n-propanol added onto the liquid surface [6]. However, the interfacial distur-

bance could not be observed as n-hexanol and Triton X-100 were added on the surface of water. 
Based on the thickness of the liquid layer, the Marangoni number was also calculated to assess 
the critical point for the interfacial disturbance resulting from the spreading liquid.

In addition to adding surfactants on the liquid phase, there are also some studies adding sur-

face additives to the gas phase to discuss the effect of surface active materials on mass transfer 
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performance and the relationship between mass transfer performance and interfacial distur-

bance. By measuring the surface tension of liquid solution, the surface tension of liquid solution 
affected by the vapor of 2-ethyl-1-hexanol (2EH) in the gas phase was demonstrated [7]. The 
experimental results showed that the effect of surface additives on surface tension was larger 
for adding in the gas phase than in the liquid phase. Subsequently, the dynamic theory for the 
absorption and desorption of 2EH on the surface of the LiBr aqueous solution was discussed [8].  
The simulated results showed that the higher the vapor pressure of 2EH in the gas phase, 
the better the mass transfer performance for absorbing H

2
O by the LiBr aqueous solution. 

Therefore, the mass transfer performance could be enhanced by the interfacial disturbance 
resulting from adding surface additives in the liquid and gas phases while the operating vari-
ables were controlled well. Discussions of the interfacial behaviors resulted from adding sur-

factants to the gas phase, which were limited in the literature, and the related data were rare. 
Mentioned earlier, the surface tension was affected by adding surfactant to the liquid and gas 
phases, leading to the influenced mass transfer performance by the interfacial disturbance 
resulting from the surface tension gradient. Therefore, the surfactant was added in the gas 
and liquid phases to discuss the effect of surfactant on mass transfer performance. Besides, 
the mass transfer performance with and without surfactant addition to the working solu-

tion in the packed-bed absorber was also compared. Not only was the relationship between 
mass transfer process and interfacial phenomena described but also the enhancement of mass 
transfer performance for the absorption system was demonstrated in this study.

2. Solution film in the mass transfer equipment

Table 1 shows some literature related to mass transfer equipment with continuous liquid 
phase. These mass transfer equipment include packed-bed absorber, packed-bed or tray dis-

tillation column, falling film absorber, concentric absorption system, and bubble absorber. 
Except for bubble absorber [9, 10], a continuous liquid phase was presented as a solution film 
in the mass transfer equipment for all others. As mentioned by Wu [11], the Marangoni effect 
could be triggered in mass transfer systems with continuous liquid phases. Therefore, mass 
transfer behaviors that occurred in the solution film are discussed in this article.

In order to discuss the spontaneous Marangoni effect in the absorption process, an absorber 
packed closely with cylindrical packing was designed [11]. The solution flow rate was controlled 
under the state of laminar flow. Since the surface tension of water vapor is larger than that of 
TEG solution, the spontaneous Marangoni effect is triggered by absorbing water vapor in the 
solution film. Although the mass transfer performance could be enhanced by adding a promoter 
in capturing CO

2
 by potassium carbonate (KCO3), the pressure drop and holdup increased in 

the packed absorption column. For example, see Ref. [12]. Glycine was added to K
2
CO3 solution 

film to examine the enhancement of the CO
2
 absorption. In addition to adding surface additives, 

the Marangoni instability could also be produced by the temperature dependence of the surface 
tension, such as nonlinear model of the instability in gas absorption was developed [13] to dis-

cuss the performance for carbon dioxide absorbed by water. Recently, the structured packings 
with different thickness and channel angles were designed [14] to study effect of packings and 
surface additives on the performance of water vapor absorbed by LiCl film.
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Mass transfer 
equipment

Mass transfer material Behaviors for solution film References

Bubble absorber NH3/water Surface tension of solution is 

suddenly dropped when the 
surfactant is added

[9]

CO
2
/water Surface tension gradient was 

resulted in the presence of 

surface active substances

[10]

Packed-bed 
absorber

H
2
O/TEG The area for the surface of 

packing material covered by 
TEG solution was greater for the 
higher concentration

[11]

CO
2
/K

2
CO3 Reduction in the surface tension 

of the solvent by adding glycine
[12]

CO
2
/water Marangoni instability caused by 

the temperature dependence of 

the surface tension

[13]

Water/LiCl Effective interfacial area affected 
by channel angle

[14]

Distillation 
column

n-Heptane/methylcyclohexane The smaller packing and the 

lower liquid flow rates promote 
the surface refreshment

[15]

Methanol/water, methanol/isopropanol and 
water/acetic acid

The effective interfacial area is 
the same for the positive and 

neutral Marangoni systems at 
low vapor rates

[16]

Methanol-water, methanol-2-propanol and 
n-heptane-toluene

Froth stabilization in positives 
systems resulted in the 
increased interfacial area

[17]

Methanol/isopropanol and methanol/water The positive Marangoni effect 
causes stable film on the 
packing

[18]

Falling film 
absorber

H
2
O/LiBr Surface tension of LiBr was 

decreased by adding 2-ethyl-1-
hexanol (2EH)

[19]

H
2
O/LiBr Uneven distribution of surface 

tension at interface was induced 
by 2EH

[20]

CO
2
/MEA Cellular convection was 

provoked by minute changes in 
surface tension

[21]

CO
2
/MEA solution CO

2
/NaOH solution Cellular convection was 

observed by adsorption of CO
2
 

in MEA solution

[22]

Concentric 
absorption system

CO
2
/water The Marangoni convection 

was induced by additive and 
hindered by surfactant

[23]

H
2
O/LiCl The interfacial disturbance was 

induced by adding ethanol
[24]

Table 1. Some literature related to mass transfer equipment with continuous liquid phase.

Discussions of Effects of Surface Tension on Water Vapor Absorbed by Triethylene Glycol…
http://dx.doi.org/10.5772/intechopen.76148

95



Based on the concept of Marangoni effect acting on the thin liquid film, the system n-heptane/
methylcyclohexane was used [15] to discuss the effect of positive and negative driving force on 
different packings. The criteria for determining the positive or negative driving force for the 
packed-bed distillation column were based on the packings; however, the criteria for deter-

mining the positive or negative Marangoni effect was decided by the mixture. The systems 
included methanol/water, methanol/isopropanol, and water/acetic acid, which were used to 
discuss the effective interfacial area for the positive, negative, and neutral Marangoni systems 
[16]; the systems included methanol-water, methanol-2-propanol, and n-heptane-toluene 
[17] to elucidate the relationship between froth stabilization and interfacial area; the systems 
included methanol/isopropanol and methanol/water [18] to describe the solution film affected 
by the Marangoni effect.

In addition to the packed-bed absorber, the falling film or wetted wall column was also applied 
for the absorption process widely. 2EH was used as an additive in the vertical falling film to 
discuss heat and mass transfer enhanced by the Marangoni convection [19, 20]. Furthermore, 
the flat copper plate and the copper plate covered with a copper wire screen were also tested 
to observe the Marangoni convection resulting from adding 2EH to the solution film [20]. In 
contrast with water vapor absorbed by aqueous lithium bromide solution, carbon dioxide 
absorbed by aqueous monoethanolamine (MEA) solution could be regarded as a chemical 
absorption process. Since the surface tension of the absorbent solution was changed by a 
chemical absorption process, the Marangoni effect was always accompanied with this pro-

cess. For example, see Refs. [21, 22]. CO
2
 absorbed by the MEA solution was conducted, and 

the mass transfer enhancement and the cellular convection were discussed and observed.

Whatever gradient in surface tension resulted from spontaneous or artificial absorption pro-

cess, it is difficult to observe by naked eye or scientific apparatus. Since the induced Marangoni 
convection and Marangoni instability were microscopic phenomena, they could be recorded 
or observed by scientific or special apparatus. On the basis of the difficult observation, some 
experimental systems were designed to demonstrate the mass transfer performance enhanced 
by the Marangoni effect, such as the concentric absorption system. Generally speaking, the 
surface additive with lower surface tension was injected by a capillary tube into the center of 
the absorption cell. For example, see Ref. [23]. Methanol, ethanol, propanol, and acetone were 
used as surface additives, respectively, to discuss absorption of CO

2
 by water and surfactant 

solution in the presence and absence of Marangoni effect. Not only the liquid additive in the 
liquid surface but also vapor additive in the absorption system were carried out to analyze 
enhancement of mass transfer performance by the Marangoni effect for water vapor absorbed 
by LiCl solution [24].

The concept of packed-bed absorber was also the solution film that flowed over packing mate-

rials so that a series of experiments were performed to discuss absorption of water vapor 
by TEG solution and to elucidate the relationship between interfacial disturbance and mass 
transfer behaviors. TEG solution was used as a working solution to absorb water vapor in the 
packed-bed absorber, as shown in Figure 2, and the packing materials were 5/8-inch polypro-

pylene flexi rings. The system can handle air flow rates from 1.35 to 1.58 kg/m2 s and liquid 

flow rates from 0.6 to 0.9 kg/m2 s. The flow meters and flow controller used in this study 
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were calibrated by standard procedures. The absorbent solution was brought into the packed 
bed by the liquid pump and distributed over the packed bed by the nozzle. The liquid flow 
rates were controlled by rotameter. The air flow rates were adjusted by 0.5 HP blower and 
transistor inverters. The liquid film, flowed on the packing, contacted the gas phase in the 
packed-bed absorber and absorbed water vapor successfully. After a series of experimental 
tests (3–4 runs) were completed, the absorption system was heated to raise the temperature 
of the TEG solution. Once the heated solution contacted with the process air, the water mol-
ecules in the absorbent solution were stripped from the TEG solution. The regenerated TEG 
solution could be reused in the next series of experimental tests. Besides, a Rotronic IDL 20 K 
hygrometer with two humidity probes, which can measure the humidity from 0 to 100% RH 

Figure 2. Experimental apparatus of this study.
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at −20 to 60°C, was used in this study. The concentration of the TEG solution was measured 
by a refractometer. The cross-section area of the packed bed and air tunnel was 15*15 cm2, and 
the height of packing was 45 cm. The absorption capacity could be calculated by the inlet and 
outlet humidity to discuss effect of operating variables on mass transfer performance.

The water vapors were absorbed by 93 wt.% TEG solution and 93 wt.% TEG solution with 5 wt.% 
ethanol, respectively. Therefore, effect of operating variables on mass transfer performance was 
discussed, and absorption capacities with and without surface additives added to the TEG solu-

tion were compared. On the other hand, the ethanol vapor was injected in the gas phase to dis-

cuss mass transfer difference between the additive adding in the liquid and gas phases.

3. Discussions for mass transfer

3.1. Mass transfer results for solution film in the equipment

A series of experiments presented in this article were water vapor absorbed by the TEG solu-

tion films in the packed-bed absorber. Therefore, some results related to solution film in the 
mass transfer equipment were described as follows.

For packed-bed absorber, the effective interfacial area is increased for the positive Marangoni 
effect. Absorption of water by LiCl solution [14] found that the surface area was larger for a 
30° channel angle and 6 mm thickness packing material. Therefore, the maximum heat and 
mass transfer performance were 0.4 for COP and 85% for dehumidification efficiency. Since 
the foam resulted from addition of surface additive would hinder mass transfer process, addi-
tion of surface additive into the LiCl solution did not helpful. For absorption of water vapor 
by TEG solution [11], results showed that the mass transfer performance was larger for con-

centration of TEG solution greater than 92 wt.%. Since the surface tension of water vapor was 
higher than that of TEG solution, the surface tension of TEG solution is increased during the 
absorption process. The coverage of the higher concentration of TEG solution on the packing 
surface was wider than the lower concentration due to the difference in surface tension. The 
coverage of TEG solution on the packing surface resulted from increment in surface tension, 
which could be termed as a positive Marangoni effect for the absorption system.

For the gradient in surface tension, the Marangoni effect in the packed-bed distillation column 
was divided into a positive and a negative system. Transportation of a component with lower 
surface tension from a liquid phase to a gas phase may increase surface tension in the surface 
of the transferred spot. Since the surface tension for the transferred spot is higher than the 
surrounding liquid, the surrounding liquid is drawn to the transferred spot. The flow phe-

nomenon driven by this process may spread over the packing well in the packed-bed distil-
lation column and increase mass transfer performance. Therefore, the system, making a more 
effective area on the packing, is termed “positive system.” On the contrary, transportation of a 
component with high surface tension from a liquid phase to a gas phase may decrease surface 
tension in the surface of the transferred spot. Since the surface tension for the transferred spot 
is lower than the surrounding liquid, the induced stress is directed from the transferred spot to 
the surrounding liquid. The flow phenomenon may lead the packing surface to be contrasted. 
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Since the mass transfer performance would decrease with the decreased effective area, such 
a system is termed “negative system.” Therefore, the surface refreshment was affected by the 
smaller packing and the lower liquid flow rates more significantly [15]. Three systems include 
organic and aqueous systems, Marangoni positive (methanol/water), neutral (methanol/iso-

propanol), and negative (water/acetic acid) systems, which were used to develop a mass trans-

fer model for a distillation column packed with the structured packing [16]. The results showed 
that the effective area was larger for the positive system than that of the negative system due to 
the more stable liquid film. Besides, the experimental results also demonstrated that the better 
liquid distribution or more stable liquid film on the packing surfaces resulted from the positive 
effect, methanol/water, to increase mass transfer performance [18]. In addition to the packed 
distillation column, the interfacial area for the positive system in a tray distillation column also 
increased with the stabilized froth [17].

2EH was used as an additive to enhance absorption of water vapor by the LiBr solution film in 
the falling film system [19, 20]. Enhancement of heat transfer could be caused significantly by 
small amounts of additives during absorption process, and the enhanced degree was decided 
from the additive concentration and Reynolds number [19]. Besides, 2EH was also used as an 
additive in the system of the vertical falling film, and flat copper plate and the copper plate 
covered with a copper wire screen were tested by LiBr solutions with and without 2EH [20]. 
The experimental results showed that twice the heat transfer was enhanced by adding 2EH 
in LiBr-water films on the bare copper surface and approximately 2.5 and 3.5 times the mass 
transfer was enhanced by adding 2EH in LiBr-water films on the bare copper surface in adia-

batic and water-cooled absorption, respectively. The Marangoni effect resulted from chemical 
absorption, which was applied for absorption of CO

2
 by aqueous MEA solution in the fall-

ing film systems [21, 22]. A model was assumed that the cellular convection was driven by 
the gradient in surface tension, which was induced by infinitesimally small perturbations of 
concentration [21]. The numerical results demonstrated that the minimum gas-liquid contact 
time was necessary for the convection to occur, and the time turned out to be below 0.01 s. In 
order to measure the mass transfer rate affected by the Marangoni effect in a microreactor and 
to compare this rate with the value for the analogous process without Marangoni effect, a fall-
ing film microreactor (FFMR) with 29 microchannels was designed and investigated for the 
gas-liquid mass transfer process [22]. The appearance of the Marangoni effect in a falling film 
microreactor was observed, which was accompanied with absorption enhancement when 
increasing amine concentrations under the condition of lower partial pressures of CO

2
. The 

experimental results also showed that a 3–6-fold increase in the absorption rate is observed 
for MEA concentrations in the range from 2 to 2.5 M.

For the concentric absorption system, methanol, ethanol, propanol, and acetone were added, 
respectively, to the water surface to induce interfacial disturbance [23]. The results showed that 
absorption of CO

2
 was enhanced by the interfacial disturbance. Sodium lauryl sulfate (SLS) 

and cetyltrimethylammonium bromide (CTMAB) were used as a surfactant, respectively, to 
test the performance of carbon dioxide absorbed by water. Enhancement of mass transfer per-

formance for carbon dioxide absorbed by water was demonstrated for water surface adding 
20–100 wt.% aqueous solution of methanol, ethanol, and 2-propanol. Increment of mass trans-

fer performance with the increased surfactant concentration was also observed. In addition, 
the ethanol vapor and the ethanol droplets from capillary were added, respectively, to the 
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absorption system [24]. Since the Marangoni effect was more pronounced for the concentra-

tion of LiCl greater than 40 wt.%, the experimental results showed that the removal efficiencies 
were increased significantly beyond 40 wt.%. Absorption enhancement was better for ethanol 
vapor than for ethanol droplets, which was also demonstrated.

3.2. Influences of operating variables for the presented study

As shown in Figure 3, the removal of H
2
O by the TEG solution was decreased with the 

increased liquid temperature. Since the driving force for H
2
O absorbed by the desiccant solu-

tion is determined by the depression of water vapor pressure, the water vapor will be trans-

ferred from the bulk gas phase with the higher vapor pressure to the gas-liquid interface with 
the lower vapor pressure. The vapor pressure of desiccant solution was lower for the lower 
liquid temperature, and the depression of water vapor pressure would be larger for the lower 
liquid temperature. Therefore, the lower the liquid temperature, the higher the mass trans-

fer performance. Similarly, the vapor pressure of the TEG solution was decreased with the 
increased concentration, and the depression of vapor pressure was larger for the higher TEG 
concentration. The larger depression of vapor pressure would lead to the larger driving force 
for H

2
O absorbed by the TEG solution. Therefore, the removal amount of H

2
O increased with 

the increased TEG concentration, as shown in Figure 4. Figure 5 showed that the removal 
amount of H

2
O by the TEG solution decreased when the air flow rate increased. Since the 

amount of treated H
2
O was increased with the increased air flow rate, the mass transfer per-

formance was lowered with the increased air flow rate. On the other hand, the higher air 
flow rate reduced the time for water vapor exposed to the liquid surface so as to reduce the 

Figure 3. Effect of liquid temperature on removal amount.
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exposure time and to decrease the absorption capacity. According to these points of view and 
the experimental results, the removal amount of H

2
O by the TEG solution decreased with the 

larger air flow rate. In contrast, the removal amount of H
2
O by the TEG solution was increased 

when the liquid flow rate was increased, as shown in Figure 6. Since the TEG solution was 
used as the working solution for absorption of water vapor in the gas phase, the higher mass 
transfer performance would be accompanied with the larger liquid flow rate. On the other 
hand, the larger liquid flow rate would promote the phenomenon of surface renewal. It could 
be thought that the absorption site increased in the packed-bed absorber and the mass transfer 
performance was increased. Therefore, Figure 6 showed that the removal amount of H

2
O was 

increased with the increased liquid flow rate. Since the explanations of the effect of operating 
variables on mass transfer performance for TEG solution with surfactants were similar as that 
for the TEG solution without surfactants, the descriptions for the mass transfer performance 
affected by operating variables were neglected under the condition of adding surfactants.

3.3. Influences of additives for the presented study

As shown from Figures 3–6, the removal amounts were always larger for the TEG solution with 
ethanol than without ethanol. The results can be explained by two points of views. Ethanol 
molecules would vaporize from the TEG thin film in the packed-bed absorber. The gradient in 
surface tension would result from the vaporization of ethanol, and the interfacial disturbance 
would be formed by the gradient in surface tension. The probability of water vapor contacted 
with the TEG solution film would increase with the formed interfacial disturbance. Therefore, 
the mass transfer performance would be enhanced by adding ethanol to the TEG solution. On 

Figure 4. Effect of TEG concentrations on removal amount.
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Figure 5. Effect of air flow rate on removal amount.

Figure 6. Effect of liquid flow rate on removal amount.
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the other hand, the packing area was always not wetted completely in the absorption process. 
Vaporization of ethanol would be easier in the interface between the TEG-solution thin films 
and non-wetted packing surface, that is, the rate of vaporization of ethanol for the thinner liq-

uid film would be larger than the thicker liquid film. Furthermore, the surface tension of the 
TEG solution was larger than ethanol so the surface tension of the thinner liquid film would be 
larger than the thicker liquid film. Therefore, the gradient in surface tension would be provoked 
by vaporization of ethanol, and the liquid film would be spread on the packing surface more 
widely. Therefore, the gas-liquid contacting area was increased and the mass transfer perfor-

mance would be enhanced. Since the surface tension affected by temperature was not signifi-

cant, the difference of the removal amounts with and without ethanol was smaller than other 
variables, as shown in Figure 3.

4. Conclusions

Since the interfacial fluid flow could be provoked by the surface tension gradient, the volatile 
matter was used as an additive in this study to discuss the effect of additive on mass transfer 
performance. Therefore, not only experimental mass transfer rates for water vapor absorp-

tion into the TEG solutions under different operating conditions were reported but also mass 
transfer performance with and without adding additives were also compared in this study. 
The removal amount of H

2
O increased with the higher TEG concentration and liquid flow rate; 

however, the removal amount of H
2
O decreased with the lower liquid temperature and air 

flow rate. Besides, the interfacial disturbance that resulted from addition of surface additive 
made the absorption ability of the TEG solution with ethanol higher than that without ethanol. 
According to the following deductions, the mass transfer performance was enhanced by adding 
ethanol to the TEG solution. The first is that the vaporizing ethanol would result in the surface 
tension gradient to form the interfacial disturbance, and the probability of gas-liquid contact is 
increased. The second is that the surface tension gradient would result from the vaporization 
of ethanol, and the formed surface tension gradient would prompt the TEG solution thin film 
to spread on the packing surface more widely. Therefore, the better removal amount of H

2
O 

for the TEG solution with ethanol was demonstrated by the experimental results in this study.
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Abstract

Mass transfer efficiency study in extractive distillation with ionic liquids for the mixtures 
water-ethanol and toluene-methylcyclohexane has been carried out in this work. Ionic 
liquids for the separation of these mixtures overcome the performance of the common 
volatile organic solvents. However, these also showed higher viscosities. A rated-based 
analysis was performed in order to quantify the effect of the solvent viscosity and relative 
volatility on mass transfer efficiency. In addition to this, an experimental analysis of the 
mass transfer efficiency was carried out experimentally in an extractive distillation pilot 
plant. The results indicated that, high liquid viscosities of ionic liquids should not affect 
the mass transfer efficiency negatively if the produced relative volatilities are sufficiently 
higher than those produced by organic solvents. However, when the ionic liquid showed 
very high viscosities or this solvent was present in large concentrations inside the col-
umn, the mass transfer efficiency decreases no matter how high the relative volatility is.

Keywords: extractive distillation, ionic liquids, rate-based model, mass transfer 
efficiency

1. Introduction

Azeotropic and close boiling point mixtures cannot be separated by normal fractional distil-
lation. Extractive distillation (ED) is an energy efficient technology that enables the separa-
tion of these complex mixtures by using a high boiling point solvent added at the top of the 
column. With this, the activity coefficients at the liquid phase are modified improving the 
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relative volatiles. As a result, high purity products are obtained at the top of the distillation 
column with low energy demand. Figure 1 depicts a common extractive distillation process 
including the solvent recovery column.

An important parameter in the ED process is the solvent-to-feed ratio which is defined by the 
ratio of the solvent added to the column and the feed stream added to the column on mass 
basis:

  S / F = solvent feed stream / feed stream  (1)

The common solvents used in industry are normally of organic nature such as ethyleneg-
lycol for separating water and ethanol [1–3], phthalic anhydride [4], N-methyl-pyrrolidone 
(NMP) and sulfolane [5–7] for the separation of aromatic from aliphatic and 1,3 butadiene 
from C

4
 hydrocarbons, 1,2 propanediol [8, 9], 1,4 butanediol [10] or dimethyl sulfoxide [11] for 

the dehydration of tetrahydrofuran among other separations. These organic solvents show 
several drawbacks. Since the solvent is added at the top of the column and the organic sol-
vents are volatile, they reduce the product purity. Besides this, large amounts of solvent are 
required to achieve certain separation. Lately, a new class of solvents called ionic liquids have 
been proposed as a novel solvent for ED due to their properties such us negligible vapor pres-
sure and high selectivity in separation processes. Therefore, a non-volatile solvent is added 
to the column producing free solvent products in the condenser. Lately, many works have 
been published regarding the separation of azeotropes and close boiling point mixtures using 
ionic liquids as solvent, most of them are related to vapor-liquid equilibrium evaluation of 
ionic liquids for improving relative volatilities [12–22]. Here, it has been demonstrated that, 
in general, ionic liquids can produce better relative volatilities than organic solvents [22–25]. 
This advantage results in less solvent needed to perform the separation which brings less 
operational cost, or an ED column with less separation stages or a decrease in capital cost with 
regard a conventional ED column operating with organic solvents [26].

Figure 1. Scheme of a conventional extractive distillation unit and the solvent recovery step.
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However, ionic liquids also show high viscosities. For example, one of the less viscous ionic 
liquids, 1-ethyl-3-metylimidazolium dicyanamide ([emim][DCA]), shows viscosities around 
15 mPa·s at 298.15 K [27–30]. Nevertheless, ionic liquids containing halides as anion, such 
as chloride [I] or bromide [Br], exhibit much larger viscosities than the previous anion. For 
instance, the ionic liquid 1-octyl-3-methylimidazolium bromide ([omim][Br]) displays a vis-
cosity of around 5000 mPa·s at 298.15 K [31] while 1-octyl-3-methylimidazolium chloride 
([omim][Cl]) a value of 20.000 mPa·s at 298.15 K [32, 33]. These viscosity values could bring a 
decrease in mass transfer efficiency when using ionic liquids in extractive distillation.

Because of this, an ED column with more separation stages due to the mass transfer lim-
itations will be required masking the above gained advantages provided by ionic liquids. 
However, a good point is that, the viscosity of ionic liquids drastically decreases with increas-
ing the temperature [27] and since ED is a thermal separation process, the real mass transfer 
effects of ionic liquid on the separation need to be evaluated.

Therefore, the main aim of this work is to evaluate the decrease in mass transfer throughout 
the mass transfer efficiency concept when using ionic liquids in the extractive distillation of 
two important cases: separation of water ethanol and methylcyclohexane-toluene mixtures. 
The first represents the industrial case of dehydration of ethanol and the second the separa-
tion of aromatics from aliphatic in the petrochemical industry. On the other hand, the mass 
transfer efficiency will be evaluated using rate-based modeling or non-equilibrium stage 
modeling [34] since, on contrary of the equilibrium model, this one considers a real separa-
tion stage which is limited by the mass transfer. Therefore, the effect of the viscosity of ionic 
liquids of mass transfer efficiency would be quantified by this model. Finally, an experimen-
tal evaluation of the decrease in mass transfer efficiency is performed in an ED pilot plant 
equipped with structured packing.

2. Ionic selection for water: ethanol and toluene: methylcyclohenene 

separation

As it was mentioned above, ionic liquids show better performance than organic solvents in 
terms of vapor–liquid equilibrium. Therefore, the selection of the ionic liquids for a certain 
case study is based on the increase in relative volatility. The work of Ge et al. [23] shows 
an experimental selection of ionic liquids for water-ethanol separation. On the other hand, 
Gutierrez-Hernandez et al. [25] carried out a selection of ionic liquids for methylcyclohex-
ane-toluene separation based on liquid-liquid extraction experiments. Nevertheless, the high 
viscosities of ionic liquids could limit the mass transfer in the ED column. Table 1 contains 
experimentally determined relative volatilities and viscosities for both case studies.

It can be observed in Table 1 that the selected ionic liquids for the separation of the water-
ethanol mixture, 1-ethyl-3-methylimidazolium chloride ([emim][Cl) and 1-ethyl-3-methy-
limidazolium acetate ([emim][OAc]) showed higher produced relative volatilities than the 
conventional organic solvent ethylene glycol (EG). For the second case, the ionic liquid 
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1-hexyl-3-methylimidazolium tetracyanoborate ([hmim][TCB]) produced much higher rela-
tive volatilities than organic solvent. This is an indication that, a column with less separation 
stages or a less usage of solvent is expected to achieve a good separation. However, ionic liq-
uids also show higher viscosity values than traditional solvents. Therefore, the mass transfer 
efficiency is expected to decrease.

3. Rate-based mass transfer efficiency analysis

To evaluate the effect of viscosity on mass transfer in the extractive distillation process with 
ionic liquids, it is necessary to use the concept of mass transfer efficiency. The most used 
mass transfer efficiency model is the Murphree Tray Efficiency [39]. However, this calculation 
requires the vapor composition per tray and this would not reflect the decrease in mass trans-
fer due to viscosity in the liquid phase. The concept of efficiency that represents the changes 
in liquid phase viscosity is the tray efficiency defined from the point efficiency assuming that 
there is no concentration gradient in the axial direction [34, 40], this is:

   E  
OV

   = 1 − exp (−  N  
OV

  )   (2)

where   E  
OV

    is the tray efficiency and   N  
OV

    is the overall number of transfer units which is calcu-
lated from the number of transfer units in the vapor phase (  N  

V
   ) and in the liquid phase (  N  

L
   ) as 

follows:

    
1
 ____ 

 N  
OV

  
   =   

1
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 N  
V
  
   +   

Λ
 ___ 

 N  
L
  '  
    (3)

 α  η /mPa s

Solvent S/F = 1 Ref. T = 298.15 K Ref.

Water-ethanol separation [35]

[emim][Cl] 2.62 [23] 2597.69a [36]

[emim][OAc] 2.24 [23] 132.9 [27]

[emim][DCA] 1.89 [23] 14.9 [27]

EG 1.83 Aspen® 16.6 [37]

Methylcyclohexane-toluene separation [38]

 α  η / mPa s

S/F = 5 Ref T = 298.15 K Ref.

[hmim][TCB] 9.4 [25] 47.8 [38]

NMP 2.8 Aspen® 1.9 Aspen®

aextrapolated value from experimental data.

Table 1. Relative volatilities at a solvent-to-feed (S/F) ratio (mass basis) for different solvents and pure solvent viscosities 
( η ) at T = 298.15 for both case studies.
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where  Λ  is the stripping factor calculated from an activity coefficient model [23]. When using 
packing as internal in an ED column the mass transfer efficiency can be determined using the 
concept of height equivalent to a theoretical plate:

  HETP =  H  
OV

     ln (Λ) 
 _____ Λ − 1    (4)

where   H  
OV

    is overall height of transfer units calculated from transfer height id the vapor phase 
(  H  

V
   ) and in the liquid phase (  H  

L
   ) as follows:

   H  
OV

   =  H  
V
   + Λ  H  

L
    (5)

Equations (2)–(5) describe the changes in efficiency with physical properties, vapor-liquid 
equilibrium and the column internals. These equations are used to compare the mass transfer 
efficiency performance of the different solvents studied in this work. The number of trans-
fer units and the height of transfer units are calculated using the mass transfer correlations 
depending on the column internal. This work is focused on two internals to evaluate the 
changes in mass transfer efficiency with viscosity: sieve trays and structured packing. For the 
case of sieve trays, AIChE mass transfer correlation calculates the number of transfer units in 
the liquid phase [41]:

   N  
L
   = 19700   ( D  

L
  )    0.5  (0.4  F  

S
   + 0.17)   t  

L
    (6)

where   t  
L
    is the liquid phase residence time,   F  

S
    the superficial factor, and   D  

L
    the Fick diffusion 

coefficient. This last transport property accounts for the decrease in mass transfer efficiency due 
to the high liquid phase viscosity and it is calculated using the Wilke-Chang correlation [42]:

   D  12   = 7.4x  10   −12    
  (Φ  M  

W,2  )    0.5  T
 _________ 

 η  2    V  1  
0.6 

    (7)

where   M  
W,2

    is the molecular weight if the solvent,  Φ  is the association factor,  T  is the tempera-
ture,   V  

1
    is the molar volume of the solute at its normal boiling point and   η  

2
    is the viscosity of 

the solvent. To use this diffusion coefficient in the above correlation, a mixing rule has to be 
previously applied for concentrated solutions [34]. For the case of structured packings, Rocha 
mass transfer correlation describes well the height of transfer units in the liquid phase [43]:
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    (8)

where   u  
L
    is the superficial liquid phase velocity,  a  is the interfacial area per volume,   u  

Le
    is the 

effective liquid phase velocity,  S  is the side dimension of corrugation and   C  
E
    is a constant for 

surface renewal.
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4. Simulation setup

ASPEN Plus® radfrac with the Rate-Sep package enables the use of the rate-based model 
to evaluate the effect of the solvent on the mass transfer efficiency in the ED process. This 
model needs physical and transport properties of both pure component and ternary mixture 
which were taken elsewhere [27, 37, 44]. Column internals are other parameters that have to 
be defined. Sieve trays and Mellapak® 250Y are the selected internals for this study. Table 2 

summarized the features of these internals. These internals will be used to analyze the separa-
tion of water-ethanol.

It is worth to mention that, vapor flow regimes inside the ED column could also affect mass 
transfer efficiency. However, to avoid this effect, these flow regimes were set constant at a 
value of flooding of 70%.

5. Experiments with an extractive distillation pilot plant

In this work, the analysis of mass transfer efficiency will be carried out also experimentally 
for the mixture toluene-methylcyclohexane to corroborate the results obtained from Aspen 
Plus®. For this purpose, a pilot-scale ED pilot plant was constructed at Eindhoven University 
of Technology, The Netherlands equipped with Mellapack® 750Y structured packing and 
that operates in continuous mode. The column diameter is 0.049 m and the packing mate-
rial is stainless steel. Finally, the packing height is 3.12 m. To validate the rate-based model 
with experimental data from the pilot plant, collector basins and thermocouples were placed 
within packing segments to collect liquid samples a measure the concentration of all the 
component in the column at defined height of the column. Figure 2, shows a scheme of the 
constructed ED pilot plant. The experimental operating conditions are described in Table 3.

Sieve Tray

Parameter Value

Number of stages (real stages including reboiler and condenser) 22

Feed tray 12

Solvent feed 2

Mellapak® 205Y structured packing

Parameter Value

Packing height (m) 6

Feed point (m) 3

Packing material Stainless steel

Table 2. Used column internal characteristics in the simulations for 100 kg/h of mixture and 50% wt ethanol as a base 
flow and feeding concentration respectively [35].
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Figure 2. Scheme of the extractive distillation pilot plant at Eindhoven University of Technology [38].

Variable Value

Feed flow rate [kg h−1] 2

Toluene concentration at feed [wt%] 70

Feed temperature [°C] 90

Solvent temperature [°C] 100

Solvent-to-feed ratio (mass) 5

Solvent Reboiler duty [kW]a Distillate rate 
[kg h−1]

NMP 50% 0.3

[emim][TCB] 50% 0.3

a100% = 2.04 [kW].

Table 3. Operating conditions [38].
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6. Results and discussion

6.1. Mass transfer efficiency in sieve tray column

Figure 3 shows the generated relative volatility profile along the ED column that accounts for 
how good the separation is.

Before analysis these results, it has to be clarified that, the concentration of the solvent, either 
the organic solvent or the ionic liquids, is higher in the rectifying section than in the stripping 
section. It means from stage 2 to 12 in our ED column. This is because the solvent feed is at 
the top of the column and below the solvent is diluted by the feed stream at stage 12. Having 
mentioned this, it can be observed in Figure 3 that the relative volatility profiles, in general, 
follow the same trend as Table 1 where the ionic liquid [emim][Cl] showed the best values 
being the most promising solvent for water-ethanol, separation. In spite of these results, this 
ionic liquid would not be used in a real ED column due that it is a corrosive fluid [45] and the 
melting point is 87°C [46]. Anyhow, this ionic liquid will be kept for the analysis. Therefore, 
[emim][OAc] becomes the most promising ionic liquid which exhibits the second best relative 
volatilities. On the other hand, EG produces the lowest relative volatility values as indicated 
in Table 1.

Next, Figure 4, shows the viscosity profile at the liquid phase when using the different sol-
vent. It is clearly seen that the increase in the liquid phase viscosity inside the ED column is 
directly influenced by the solvent viscosity. This explains why when using [emim][Cl] as the 
solvent the highest viscosity values are observed inside the column and the rest of the solvent 
follow the trend in Table 1. Therefore, the trend observed in this figure is as follows: [emim]
[Cl] > [emim][OAc] > [emim][DCA] > EG. In the stripping section the liquid viscosity drops 
for all four solvents as the solvent concentration is reduced by dilution with the feed stream.

As a summary, ionic liquids produced higher relative volatilities that the organic solvent, 
but higher viscosities as well. Figure 5 shows the mass transfer efficiency profiles along the 
column for all solvents.

Figure 5 shows the tray efficiency profiles over the ED column calculated using Eq. (2). 
The rectifying section shows lower mass transfer efficiencies than the stripping section due 
to the effect of solvent viscosity. At S/F = 1, the mass transfer efficiency order is [emim]
[OAc] > [emim][DCA] > EG > [emim][Cl]. This order does not follow exactly the expected 
trend from Figure 4. Therefore, the viscosity is not the only important effect in calculating 
the mass transfer efficiency as observed in Eq. (2). Hence, the relative volatility values should 
play an important role as well. Ionic liquids are able to outperform the relative volatilities 
of the common organic solvents as it has previously mentioned. In Table 1 it is observed 
that very good relative volatilities are produced by [emim][OAc]. This property enhances 
the mass transfer efficiency even though having relatively high viscosity. However, for then 
case of [emim][Cl], this ionic liquid shows the highest relative volatility and also it exhib-
its high viscosities. Here, due to the high viscosities this property is more important than 
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Figure 3. Relative volatility profiles along the extractive distillation column for S/F = 1.

Figure 4. Viscosity profiles along the column for S/F = 1 formed when the different solvents are added to the column and 
D/F = 0.4 (mass basis) [35].
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relative volatility and becomes the limiting factor in mass transfer efficiency. Therefore, 
moderately high viscosities of ionic liquids in ED would not limit the mass transfer when 
combined with high values of relative volatility. However, the relative volatility does not 
enhance mass transfer efficiency sufficiently in the presence of a very viscous ionic liquid.

6.2. Mass transfer efficiency in Mellapack® 250Y structured packing

Figure 6 shows the generated Height Equivalent to a Theoretical Plate (HETP) profiles along 
the column for the same operating conditions as the sieve tray column.

For the structured packing, the values of mass transfer efficiency are represented the HETP, 
and here the lowest value means the most efficient case. The mass transfer efficiency order 
is [emim][OAc] > [emim][DCA] ≈ [emim][Cl] > EG in the rectifying section. The observa-
tion of these profiles does not produce different conclusions from sieve trays. However, 
two important points are observed here. Firstly, in contrast to sieve trays, more notorious 
difference in efficiency is shown here. This is explained by the fact that in packed columns 
the liquid and vapor flow are in countercurrent and the packing surface allows an intimate 
vapor-liquid contact. As a result, the packed distillation column operates closer to equilib-
rium than sieve trays, and thereby the effect of the relative volatility predominates over the 
increase in liquid phase viscosity. This is the reason why [emim][Cl] produces now better 
mass transfer efficiencies than EG on contrary to the case of the sieve tray column and this 
latter solvent presents the lowest mass transfer efficiency (highest HETP). It worth to men-
tion that, the results obtained here were previously validated in a pilot plant where that 
developed rate-based model predicts the performance of the pilot plant within 10% error.

Figure 5. Tray efficiency profiles along the column for S/F = 1 calculated when the different solvents are added to the 
column and D/F = 0.4 (mass basis). The column is numbered from the top to the bottom [35].
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6.3. Experimental study of mass transfer efficiency in the system 
toluene-methylcyclohexane

The extractive distillation of toluene-methylcyclohexane is an interesting case because the 
ionic liquid [hmim]TCB] overcome by far the relative volatility of the conventional organic 
solvent NMP (see Table 1). In addition to this, the viscosity of the ionic liquid is not as high 
as [emim][OAc] for example. Therefore, one would not expect a decrease in mass transfer 
efficiency as it was concluded before. However, since this is a very nonpolar mixture and the 
ionic liquid is a solvent of a polar nature, phase split is expected when mixing. Nevertheless, 
the phase splitting can be solved by increasing the S/F ration at high values [25]. Due to this 
fact, there could be a decrease in mass transfer efficiency. Figure 7 shows the ternary map 
indicating the one-phase region to operate.

As it can be observed in Figure 7, to reach the one-phase region, two conditions should be set: 
first, high concentration of [hmim][TCB] inside the column and high methylcyclohaxene dis-
tillate rates (or low reflux ratios) to keep its concentration as low as possible inside the column 
to avoid phase split. Figure 8 shows the experimentally obtained liquid phase concentration 
profiles when NMP (Figure 8a) and [hmim][TCB] (Figure 8b) where the solvent, respectively.

It can be observed that, due to the high S/F ratios, high solvent concentration was devel-
oped inside the ED column for both cases NMP and [hmim][TCB]. However, when using 
the organic solvent, a little lower liquid phase solvent concentration is observed due to this 
solvent is volatile. High concentration will lead to high liquid phase viscosities. Figure 9 

shows the viscosity profiles inside the column and the Height Equivalent to a Theoretical 
Plate (HETP).

Figure 6. HETP profiles along the column for S/F = 1 (mass basis) calculated when the different solvents are added to the 
column and D/F = 0.4 (mass basis). The column is measured from the bottom (0 m) to the top (6 m) [35].
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Figure 8. Concentration profiles (mass fractions) for the ED of toluene-MCH using (a) NMP and (b) [hmim][TCB] as 
solvents. For cases 1 and 2 [38].

In Figure 9a it can be clearly observed the influence of the viscosity of [hmim][TCB] due to 
the high S/F ratios. While the separation of the toluene-methylcyclohexane mixture with NMP 
show low viscosities, [hmim][TCB] exhibit high values reaching the 4 [cP] in the rectifying 
section leading to a decrease in mass transfer efficiency as observed in Figure 9b. The impact 
of the liquid phase resistance on the mass transfer efficiency is significant even though the use 
of the first solvent produces much higher relative volatilities. The conclusions made in this 

Figure 7. Ternary diagram for the system toluene-methylcylcohexane-[hmim][TCB] [38].
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work should be used in the selection of the ionic liquids for extractive distillation processes 
along with the studies on relative volatility.

7. Conclusions

In this study, the mass transfer efficiency of the extractive distillation with ionic liquids has 
been analyzed for the water ethanol mixtures using a developed rate-based model and in a 
pilot plant scale extractive distillation column.

The results from the rate-based indicated that the use of ionic liquids as solvents in ED is ben-
eficial due to the increase in relative volatilities when compared to organic solvents.

The high viscosities of ionic liquids were reflected in the increase of que liquid phase viscosity 
inside the ED column. However, this viscosity did not decrease the mass transfer efficiency of 
the ED whereas the relative volatilities are high. On the other hand, when very high viscosi-
ties or high solvent to feed ratios are applied to the ED column, a decrease in mass transfer 
efficiency was observed even though having high relative volatilities.

Acknowledgements

Project Erasmus Mundus Chile, Project FONDECYT 11150417 and Project RC-130006-CILIS 
granted by Fondo de Innovación para la Competitividad, del Ministerio de Economía, 
Fomento y Turismo, Chile are kindly acknowledged for funding this book chapter.

Referenced tables and figures were taken from Computer & Chemical Engineering Journal 
and from Separation & Purification Technology Journal.

Figure 9. Liquid phase viscosity inside the ED column and HETP for the system toluene-methylcyclohexane using both 
solvent NMP and [hmim][TCB] [38].

Mass Transfer in Extractive Distillation when Using Ionic Liquids as Solvents
http://dx.doi.org/10.5772/intechopen.76544

119



Author details

Esteban Quijada-Maldonado1*, Wytze G. Meidersma2 and André B. de Haan3

*Address all correspondence to: esteban.quijada@usach.cl

1 University of Santiago de Chile, Santiago, Chile

2 Eindhoven University of Technology, Eindhoven, The Netherlands

3 Delft University of Technology, Delft, The Netherlands

References

[1] Meirelles A, Weiss S, Herfurth H. Ethanol dehydration by extractive distillation. 
Journal of Chemical Technology and Biotechnology. 1992;53:181-188. DOI: 10.1002/jctb. 
280530213

[2] Ravagnani MASS, Reis MHM, Filho RM, Wolf-Maciel MR. Anhydrous ethanol produc-
tion by extractive distillation: A solvent case study. Process Safety and Environmental 
Protection. 2010;88:67-73. DOI: 10.1016/j.psep.2009.11.005

[3] Benyahia K, Benyounes H, Shen W. Energy evaluation of ethanol dehydration with gly-
col mixture as entrainer. Chemical Engineering and Technology. 2014;37:987-994. DOI: 
10.1002/ceat.201300872

[4] Berg L. Separation of benzene and toluene from close boiling nonaromatics by extractive 
distillation. AICHE Journal. 1983;29:961-966. DOI: 10.1002/aic.690290614

[5] Wang Q, Zhang BJ, He C, He CC, Chen QL. Optimal design of a new aromatic extractive 
distillation process aided by a co-solvent mixture. Energy Procedia. 2017;105:4927-4934. 
DOI: 10.1016/j.egypro.2017.03.984

[6] Kim YH, Kim SY, Lee B. Simulation of 1,3-butadiene extractive distillation process using 
N-methyl-2-pyrrolidone solvent. Korean Journal of Chemical Engineering. 2012;29:1493-
1499. DOI: 10.1007/s11814-012-0075-3

[7] Jalali F, Saffari R. Simulation and optimization in 1,3-butadiene process from C4-CUT using 
genetic algorithm. in: Marquardt W, Pantelides C, editors. Computer Aided Chemical 
Engineering. 16th European Symposium on Computer Aided Process Engineering 
and 9th International Symposium on Process Systems Engineering. 21st ed. Elsevier;  
2006. pp. 901-906. DOI: 10.1016/S1570-7946(06)80160-4

[8] Xu S, Wang H. Separation of tetrahydrofuran-water azeotropic mixture by batch extrac-
tive distillation process. Chemical Engineering Research and Design. 2006;84:478-482. 
DOI: 10.1205/cherd05050

[9] Deorukhkar OA, Deogharkar BS, Mahajan YS. Purification of tetrahydrofuran from its 
aqueous azeotrope by extractive distillation: Pilot plant studies. Chemical Engineering 
and Processing: Process Intensification. 2016;105:79-91. DOI: 10.1016/j.cep.2016.04.006

Heat and Mass Transfer - Advances in Modelling and Experimental Study for Industrial Applications120



[10] Xu S, Wang H. A new entrainer for separation of tetrahydrofuran-water azeotropic 
mixture by extractive distillation. Chemical Engineering and Processing: Process 
Intensification. 2006;45:954-958. DOI: 10.1016/j.cep.2006.02.001

[11] Zhang Z, Huang D, Peng M, Sun D, Li W. Entrainer selection for separating tetrahydro-
furan/water azeotropic mixture by extractive distillation. Separation and Purification 
Technology. 2014;122:73-77. DOI: 10.1016/j.seppur.2013.10.051

[12] Fang J, Liu J, Li C, Liu Y. Isobaric vapor-liquid equilibrium for the acetonitrile + water 
system containing different ionic liquids at atmospheric pressure. Journal of Chemical & 
Engineering Data. 2013;58:1483-1489. DOI: 10.1021/je3009792

[13] Li X, Shen C, Li C. Effect of alkanolammonium formates ionic liquids on vapour liquid 
equilibria of binary systems containing water, methanol, and ethanol. The Journal of 
Chemical Thermodynamics. 2012;53:167-175. DOI: 10.1016/j.jct.2012.05.001

[14] Zhao J, Dong C, Li C, Meng H, Wang Z. Isobaric vapor-liquid equilibria for ethanol-
water system containing different ionic liquids at atmospheric pressure. Fluid Phase 
Equilibria. 2006;242:147-153. DOI: 10.1016/j.fluid.2006.01.023

[15] Khan I, Batista MLS, Carvalho PJ, Santos LMNB, Gomes JRB, Coutinho JAP. Vapor-
liquid equilibria of imidazolium ionic liquids with cyano containing anions with water 
and ethanol. The Journal of Physical Chemistry. B. 2015;119:10287-10303. DOI: 10.1021/
acs.jpcb.5b03324

[16] Tsanas C, Tzani A, Papadopoulos A, Detsi A, Voutsas E. Ionic liquids as entrainers for 
the separation of the ethanol/water system. Fluid Phase Equilibria. 2014;379:148-156. 
DOI: 10.1016/j.fluid.2014.07.022

[17] Gjineci N, Boli E, Tzani A, Detsi A, Voutsas E. Separation of the ethanol/water azeo-
tropic mixture using ionic liquids and deep eutectic solvents. Fluid Phase Equilibria. 
2016;424:1-7. DOI: 10.1016/j.fluid.2015.07.048

[18] Shen C, Li X, Lu Y, Li C. Effect of ionic liquid 1-methylimidazolium chloride on the 
vapour liquid equilibrium of water, methanol, ethanol, and {water+ethanol} mixture. The 
Journal of Chemical Thermodynamics. 2011;43:1748-1753. DOI: 10.1016/j.jct.2011.06.002

[19] Li W, Li L, Zhang L, Li H, Zhang T. Isobaric vapor-liquid equilibrium for 2-butanone + 
ethanol + phosphate-based ionic liquids at 101.3-kPa. Fluid Phase Equilibria. 2018;456:57-
64. DOI: 10.1016/j.fluid.2017.10.001

[20] Cumplido M, Lladosa E, Loras S, Pla-Franco J. Isobaric vapor-liquid equilibria for extrac-
tive distillation of 1-propanol+water mixture using thiocyanate-based ionic liquids. The 
Journal of Chemical Thermodynamics. 2017;113:219-228. DOI: 10.1016/j.jct.2017.06.014

[21] Chen X, Yang B, Abdeltawab AA, Al-Deyab SS, Yu G, Yong X. Isobaric vapor-liquid 
equilibrium for acetone + methanol + phosphate ionic liquids. Journal of Chemical & 
Engineering Data. 2015;60:612-620. DOI: 10.1021/je5007373

[22] Jongmans MTG, Schuur B, de Haan AB. Ionic liquid screening for ethylbenzene/styrene 
separation by extractive distillation. Industrial and Engineering Chemistry Research. 
2011;50:10800-10810. DOI: 10.1021/ie2011627

Mass Transfer in Extractive Distillation when Using Ionic Liquids as Solvents
http://dx.doi.org/10.5772/intechopen.76544

121



[23] Ge Y, Zhang L, Yuan X, Geng W, Ji J. Selection of ionic liquids as entrainers for separa-
tion of (water+ethanol). The Journal of Chemical Thermodynamics. 2008;40:1248-1252. 
DOI: 10.1016/j.jct.2008.03.016

[24] Pereiro AB, Araujo JMM, Esperanza JMSS, Marrucho IM, Rebelo LPN. Ionic liquids in 
separations of azeotropic systems—A review. The Journal of Chemical Thermodynamics. 
2012;46:2-28. DOI: 10.1016/j.jct.2011.05.026

[25] Gutierrez JP, Meindersma W, de Haan AB. Binary and ternary (liquid+liquid) equilib-
rium for {methylcyclohexane (1)+toluene (2)+1-hexyl-3-methylimidazolium tetracyanob-
orate (3)/1-butyl-3-methylimidazolium tetracyanoborate (3)}. The Journal of Chemical 
Thermodynamics. 2011;43:1672-1677. DOI: 10.1016/j.jct.2011.05.029

[26] Lei Z, Li C, Chen B. Extractive distillation: A review. Separation and Purification 
Reviews. 2003;32:121-213. DOI: 10.1081/SPM-120026627

[27] Quijada-Maldonado E, van der Boogaart S, Lijbers JH, Meindersma GW, de Haan 
AB. Experimental densities, dynamic viscosities and surface tensions of the ionic liquids 
series 1-ethyl-3-methylimidazolium acetate and dicyanamide and their binary and ter-
nary mixtures with water and ethanol at T = (298.15 to 343.15K). The Journal of Chemical 
Thermodynamics. 2012;51:51-58. DOI: 10.1016/j.jct.2012.02.027

[28] Larriba M, Navarro P, Garcia J, Saffari R, Rodríguez F. Liquid-liquid extraction of tol-
uene from heptane using [emim][DCA], [bmim][DCA], and [emim][TCM] ionic liq-
uids. Industrial and Engineering Chemistry Research. 2013;52:2714-2720. DOI: 10.1021/
ie303357s

[29] Freire MG, Teles AR, Rocha MAA, Schröder B, Neves CMSS, Carvalho PJ, Evtuguin 
DV, Santos LMNB, Coutinho JAP. Thermophysical characterization of ionic liquids able 
to dissolve biomass. Journal of Chemical & Engineering Data. 2011;56:4813-4822. DOI: 
10.1021/je200790q

[30] Neves CMSS, Kurnia KA, Coutinho JAP, Marrucho IM, Lopes JNC, Freire MG, 
Rebelo LP. Systematic study of the thermophysical properties of imidazolium-based 
ionic liquids with cyano-functionalized anions. The Journal of Physical Chemistry. B. 
2013;117:10271-10283. DOI: 10.1021/jp405913b

[31] Nanda R, Rai G, Kumar A. Interesting viscosity changes in the aqueous urea-ionic liq-
uid system: Effect of alkyl chain length attached to the cationic ring of an ionic liquid. 
Journal of Solution Chemistry. 2015;44:742-753. DOI: 10.1007/s10953-015-0320-6

[32] Gomez E, Gonzalez B, Dominguez A, Tojo E, Tojo J. Dynamic viscosities of a series 
of 1-alkyl-3-methylimidazolium chloride ionic liquids and their binary mixtures with 
water at several temperatures. Journal of Chemical & Engineering Data. 2006;51:696-701. 
DOI: 10.1021/je050460d

[33] AlTuwaim MS, Alkhaldi KHAE, Al-Jimaz ALS, Mohammad AA. Temperature depen-
dence of physicochemical properties of imidazolium-, pyroldinium-, and phospho-
nium-based ionic liquids. Journal of Chemical & Engineering Data. 2014;59:1955-1963. 
DOI: 10.1021/je500093z

Heat and Mass Transfer - Advances in Modelling and Experimental Study for Industrial Applications122



[34] Taylor R, Krishna R. Multicomponent Mass Transfer. Toronto: Wiley; 1993. ISBN: 
9780471574170

[35] Quijada-Maldonado E, Meindersma GW, de Haan AB. Ionic liquid effects on mass trans-
fer efficiency in extractive distillation of water-ethanol mixtures. Computers & Chemical 
Engineering. 2014;71:210-219. DOI: 10.1016/j.compchemeng.2014.08.002

[36] Fendt S, Padmanabhan S, Blanch HW, Prausnitz JM. Viscosities of acetate or chloride-
based ionic liquids and some of their mixtures with water or other common solvents. 
Journal of Chemical & Engineering Data. 2011;56:31-34. DOI: 10.1021/je1007235

[37] Quijada-Maldonado E, Meindersma GW, de Haan AB. Viscosity and density data for the 
ternary system water(1)-ethanol(2)-ethylene glycol(3) between 298.15K and 328.15K. The 
Journal of Chemical Thermodynamics. 2013;57:500-505. DOI: 10.1016/j.jct.2012.08.024

[38] Quijada-Maldonado E, Meindersma GW, de Haan AB. Pilot plant study on the extrac-
tive distillation of toluene-methylcyclohexane mixtures using NMP and the ionic liquid 
[hmim][TCB] as solvents. Separation and Purification Technology. 2016;166:196-204. 
DOI: 10.1016/j.seppur.2016.04.041

[39] Kister H. Distillation Design. New York: McGraw-Hill Education; 1992. ISBN: 9780070349094

[40] Lockett MJ. Distillation Tray Fundamentals. New York: Cambridge University Press; 
1986. ISBN: 9780521321068

[41] AIChE. Bubble-Tray Design Manual: Prediction of Fractional Efficiency. New York: 
American Institute of Chemical Engineers; 1958

[42] Wilke CR, Chang P. Correlation of diffusion coefficients in dilute solutions. AICHE 
Journal. 1955;1:264-270. DOI: 10.1002/aic.690010222

[43] Rocha JA, Bravo JL, Fair JR. Distillation columns containing structured packings: A 
comprehensive model for their performance. 2. Mass-transfer model. Industrial and 
Engineering Chemistry Research. 1996;35:1660-1667. DOI: 10.1021/ie940406i

[44] Quijada-Maldonado E, Aelmans TAM, Meindersma GW, de Haan AB. Pilot plant valida-
tion of a rate-based extractive distillation model for water-ethanol separation with the 
ionic liquid [emim][DCA] as solvent. Chemical Engineering Journal. 2013;223:287-297. 
DOI: 10.1016/j.cej.2013.02.111

[45] Uerdingen M, Treber C, Balser M, Schmitt G, Werner C. Corrosion behaviour of ionic 
liquids. Green Chemistry. 2005;7:321-325. DOI: 10.1039/B419320M

[46] Dong K, Wang Q, Lu X, Zhou Q, Zhang S. Structure, interaction and hydrogen bond. 
In: Zhang S, Wang J, Lu X, Zhou Q, editors. Structures and Interactions of Ionic Liquids. 
Berlin, Heidelberg: Springer; 2014. pp. 1-38. DOI: 10.1007/978-3-642-38619-0_1

Mass Transfer in Extractive Distillation when Using Ionic Liquids as Solvents
http://dx.doi.org/10.5772/intechopen.76544

123





Selection of our books indexed in the Book Citation Index 

in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 

For more information visit www.intechopen.com

Open access books available

Countries delivered to Contributors from top 500 universities

International  authors and editors

Our authors are among the

most cited scientists

Downloads

We are IntechOpen,
the world’s leading publisher of

Open Access books
Built by scientists, for scientists

12.2%

171,000 190M

TOP 1%154

6,300



Chapter 7

Effectiveness of a Helix Tube to Water Cool a Battery
Module

Desmond Adair, Kairat Ismailov and
Zhumabay Bakenov

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74113

Abstract

This chapter presents an investigation of the effectiveness of water cooling a battery
module using a heat-sink prototype in the form of a thin copper helix tube within an
aluminium block. A thermal model for the module containing six single cells is developed
and numerically solved by coupling the heat energy transport equation with the fluid
governing equations. The rate of generation of heat from the cells is calculated using a 2D
model of a single cell with the resulting heat flux used as a Neumann boundary condition
for the energy equation within a computational fluid dynamics code. Particular attention
is given to the battery module operating in extreme ambient temperature conditions. The
cooling strategy used is shown to satisfy two of the main concerns when managing the
thermal performance of a battery module, that is, a suitable operating temperature range
is maintained, and there is reasonable uniformity of temperature across the battery mod-
ule. This should increase the battery cell life cycle together with enhancement of the
charge and discharge performances. Variation of parameters such as the velocity of water
within the tube and the number of turns used for the helix were investigated.

Keywords: Li-ion battery, convective heat transfer, clean energy

1. Introduction

Due to their outstanding properties regarding high energy density, power density, high service

life, low self-discharge and rare pollution, the use of lithium ion batteries for battery electric

vehicles (BEVs) and hybrid electric vehicles (HEVs) shows excellent promise [1]. Battery

charging and discharging are strongly coupled to the operating temperature with a higher

temperature increasing the number of undesired reactions, that is, the decomposition of the

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



electrolyte, thickening of the solid electrolyte interface (SEI) film, and so on, which have the

effect of degrading the battery capacity [2–4]. Lithium-ion battery cells are also highly sensitive

to low temperatures. For example, at below �10�C, it has been shown that batteries’ perfor-

mance deteriorates considerably [5, 6]. Safety is also an issue in that at high temperatures,

lithium-ion batteries are prone to uncontrollable temperature build-up (thermal runaway) [7].

In addition, a battery pack is usually composed of up to hundreds of single cells connected in

series and/or in parallel to produce output voltage and power/energy capacity to achieve the

BEVs’ or HEVs’ operating needs. This contributes to the accumulation of heat and uneven

temperature distributions across the battery pack so degrading performance. To counteract

these serious problems, it is necessary to cool a battery pack effectively and uniformly.

Important to the development of a realistic thermal model of a battery module is good

knowledge of heat generation either from the battery module as a whole or from individual

cells within the module. The battery heat generation rate can be estimated by direct measure-

ment [8], by indirect measurement, for example by measuring equilibrium voltage [9], mea-

suring internal electrical resistance [10] or using the electrochemical mechanism [11, 12]. For

direct measurement, the results apply to only a few operating points, and for indirect mea-

surements, accuracy is a problem as the heat generation rate is a nonlinear function of the state

of charge (SOC), current and operating temperature [13]. Work on single cell thermal-

electrochemical modelling has already been done [13–16], and it is the view here that an

essential component for the modelling of battery modules and eventually battery packs is to

start with accurate calculations of heat generation within a given single cell.

There are a number of ways of cooling battery modules with the major division being between

air cooling and liquid cooling. There are advantages and disadvantages associated with each

choice. For liquid cooling systems, a disadvantage is that they have the potential to leak, which

could cause an electrical short. Also when liquid is used, maintenance and repair can be more

costly and more complicated, and generally liquid cooled systems are more heavy and require

more components. However, a design can be used, as in the present application where the

battery module and liquid can be separated by aluminium. Air cooling systems are generally

less effective at maintaining a uniform temperature within and between cells in a battery

module, and they cannot carry as much heat away from the battery as quickly as a liquid-based

system. Air convection (natural or forced) quite often is insufficient for effective heat dissipation

from batteries under abuse conditions leading often to nonuniform temperature distributions

within battery packs [17, 18]. Although air cooling systems are lighter, have a lower cost and

generally a longer life, water cooling is favoured for this work due to its much superior cooling

effect. There are many investigations of cooling systems reported in the literature with the

majority of the work focusing on lumped parameter models [19]. The effectiveness of passive

air cooling using phase change materials (PCMs) combined with forced cooling has been inves-

tigated [17], as has different single cell spacing arrangements [11, 20, 21]. It has been stated and

demonstrated in the literature that indirect liquid cooling of battery packs (both passive and

active) can prove an efficient method for dissipation or addition of heat [22–25].

This chapter presents an investigation of the thermal performance of indirect water cooling,

using the proposed design prototype of a thin copper helix tube contained within an aluminium
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block, for a lithium ion battery module. A thermal model is developed for the battery module

where electrochemical equations are solved to provide boundary conditions for a computational

fluid dynamics code in which the energy and fluid flow conservation equations are solved.

Variation of parameters such as the velocity of water within the tube and the number of turns

used for the helix were investigated.

2. Mathematical model

2.1. Modelling within a single cell

The mathematical model for a single lithium-ion battery developed here is based on the work

of Doyle et al. [26]. The battery cells used are cylindrical with a central mandrel, with thin

layers of anode, cathode, current collector and separator rolling up on the mandrel and with

protection provided by a battery can. The anode is made of graphite derivatives and the

cathode material is a metallic oxide such as LiFePO4 and LiM2O4. A schematic of a lithium

ion cell is shown in Figure 1.

Generally, a lithium ion battery consists of the current collector, the positive electrode, the

separator and the negative electrode. A lithiated organic solution fills the porous components

and serves as the electrolyte. Several assumptions are needed, that is, the active electrode

material is composed of spherical particles with uniform radius and the winding zone of the

battery is a lumped model with homogeneous electrochemical properties. The material bal-

ance for the Li ions in an active solid material particle is governed by Fick’s second law, here

expressed in spherical coordinates

Figure 1. Schematic of a lithium ion battery.
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where i ¼ p, s and i ¼ n for the positive and negative electrodes, respectively. At the centre of

the particle, there is no flux, and on the surface of the particle, the flux is equal to the

consuming/producing rate of Li ions due to the chemical reaction occurring at the solid/liquid

surface giving the boundary conditions
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where J is the flux of lithium ions away from the surface of the spherical particles. The mass

conservation of Li in the electrode solution is given by the concentration solution theory and

can be expressed as
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aiJi, (3)

where i ¼ p, s and n and ai are the electrode surface area per unit volume of the electrode. In

the separator, the pore wall flux Js is equal to zero, and at the two ends of the cell in the

x-direction, there is no mass flux
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At the interfaces between the positive electrode/separator and separator/negative electrode,

the concentration of the binary electrolyte and its flux is continuous
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The effective diffusion coefficient, Deff of Li in the electrode can be represented as

Deff , i ¼ DE, iε
bruggi
i . The specific surface area for the electrode particles, a, is given by a ¼ 3εs=rs:

The charge balance in the solid phase is governed by Ohm’s law

σeff , i
∂
2ϕs, i

∂x2
¼ aiFJi (8)

where i ¼ p and n. Here σeff is the effective electric conductivity and is given by σeff ¼ σ∙εs.
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The boundary conditions are expressed as
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The potential of the solid phase at the right end of the cell (Figure 1) is set to zero,

ϕs,n

�

�

�

x¼LpþLsþLn
= 0 and the potential of the solid phase at x ¼ 0,ϕ1,p

�

�

�

x¼0
is equal to Ecell. The

charge balance in the liquid phase is based on Ohm’s law, and it is given by
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where i ¼ p, s and n, and, the specific conductivity of the electrolyte is a function of the

concentration of the electrolyte in the liquid phase [27]

κeff , i ¼ κiε
bruggi
i (11)

At the two ends of the cell, there is no charge flux in the liquid phase
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In the abovementioned equations, the pore wall flux, Ji is determined by the Butler-Volmer

equation

Ji ¼ ki cs, i,maz � csjr¼rs
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where ηi is the over-potential of battery electrodes and is given by

ηi ¼ ϕs, i � ϕ2, i �Ui (14)

The open circuit voltage of the electrode materials Ui is determined by cell temperature and Li

concentrations at the surface of the spherical particle. The energy balance is given by [15]

rCp
∂T

∂t
¼ ∇∙∇ kTTð Þ þQrea þQrev þQohm (15)

with the boundary conditions determined by Newton’s cooling law
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ð Þ (16)

where h is the heat transfer coefficient, T
∞
is the ambient temperature, _Qrea is the total reaction

heat generation rate, _Qrev is the total reversible heat generation rate, _Qohm is the total ohmic

heat generation rate. The heat fluxes are defined by
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_Qrea ¼ aFJiηi (17)
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dT
(18)

_Qohm ¼ σeff
∂ϕs

∂x

� �2

þ κeff
∂ϕ2

∂x

� �2

þ
2keffRT 1� t0

þ

� �

F
1þ

d ln f
�

d ln c

� �

∂ ln c

∂x

∂ϕ2

∂x
þ aFJi∆ϕSEI (19)

2.2. Modelling within the aluminium block

The battery module cooling system used here is a heat sink approach, where the lithium-ion

battery cells are placed in an aluminium block and also surrounded by a copper helix coil

through which water is pumped. The method employed is fundamentally to surround the cells

with a conducting material, that is, a form of heat sink, and to remove or add heat using fluid.

The cooling design is shown in Figure 2. The model solves in 3D, with fluid pumped through a

central vertical tube and returned through the copper helix tube just within the aluminium

block for efficient heat transfer and protection against damage.

Figure 2. Copper helix coil within the aluminium block a. front and b. plan.

Figure 3. Schematic of thermal management system.
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The fluid is conditioned using a heater/refrigerator unit placed on the top surface of the

plenum chamber as shown in Figure 3. The aim of the overall thermal management system is

to maintain a battery module at an optimum average temperature, as dictated by life and

performance trade-off. Important is that an even temperature, perhaps with small variations, is

maintained between the cells and within the module. However, when designing such a sys-

tem, regard must also be paid to the fact that the battery module should be compact, light-

weight, have low cost manufacture and maintenance, and have easy access for maintenance.

The management system should also have low parasitic power, allow the module to operate

under a wide range of climatic conditions and provide ventilation if the battery generates

potentially hazardous gases.

The calculation domain has two subdomains, that is, a fluid region and a solid region.

2.2.1. Fluid section

For non-steady flow, the equations of continuity, momentum and energy can be expressed in

the general conservation form

∂

∂t
rφð Þ þ

∂

∂xi
ruiφð Þ ¼

∂

∂xi
Γφ

∂φ

∂xi

� �

þ Sφ (20)

where r is the liquid density, ui is the velocity vector components, Γφ is the effective exchange

coefficient of φ and Sφ is the source rate per unit volume. The source rate and the effective

exchange coefficient corresponding to each variable φ solved in this study are given in Table 1.

Included in Table 1 are the transport equations for the standard k-ε turbulence model.

In Table 1, μ is the viscosity, σ is the Prandtl number for ε and Gk ¼ μ ∂ui=∂xj þ ∂uj=∂xi
� �

∂ui=∂xj
� �

the turbulence production rate. The values of the constants C1 and C2 are 1.44 and

1.92 respectively and for σk and σε, 1.0 and 1.3 respectively [28]. The eddy viscosity term is

μt ¼ rCμ

k2

ε
(21)

where Cμ ¼ 0:09.

Equation φ Sφ Γφ

Continuity 1 0 0

Momentum Ui
∂p
∂xi

þ rref gi r μþ μt

� �

Enthalpy h Dp
Dt þ heat sources sinksð Þ r

μt

σt
þ

μ

Pr

� �

Kinetic energy of turbulence k Gk � rε
μ

σk

Eddy dissipation rate ε C1
ε

k

� �

G� C2r
ε2

k

� �

μ

σε

Table 1. Source rate and effective exchange coefficient for each φ.
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In addition to the standard k-ε turbulence model, the realisable k-ε model with standard wall

functions, and, non-equilibrium wall functions for the near-wall treatments were used to

model turbulent flow as they show good performance in modelling flow structures [29, 30].

Although low-Reynolds number modelling (LRNM) may give more accurate simulation

results, this requires very fine cells close to the wall to resolve the near wall region, which

increases the difficulties of grid generation and computing time cost. Also the grid used by

LRNM is unsuitable for the high-Reynolds number turbulence models used here because the

very fine cells close to the wall cannot satisfy the first node near the wall located out of the

viscous sub-layer [31]. The equations for the realisable k-ε turbulence model are

∂

∂t
rkð Þ þ ∂

∂xj
rkuj
� �

¼ ∂

∂xj
μþ μt

σk

� �

∂k

∂xj

� �

þ Gk � rε (22)

∂

∂t
rεð Þ þ ∂

∂xj
rεuj
� �

¼ ∂

∂xj
μþ μt

σε

� �

∂ε

∂xj

� �

þ C1rSε � C2r
ε2

kþ ffiffiffiffiffiffi

με
p (23)

μt ¼ rCμ

k2

ε
¼ 1

4:04þ Asku∗=ε
(24)

u∗ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

SijSij ~Ω ij
~Ω ij

q

, ~Ω ij ¼ Ωij � 2εijkωk (25)

As ¼
ffiffiffi

6
p

cosφ0, φ
0 ¼ 1

3
cos �1

ffiffiffi

6
p

W
� �

, W ¼ SijSikSjk
~S3

(26)

~S ¼
ffiffiffiffiffiffiffiffiffiffi

SijSij

q

, C1 ¼ max 0:43;
~μ

~μ þ 5
�

�

(27)

where σk ¼ 1:0, σε ¼ 1:2 and C2 ¼ 1:9. The standard wall functions used here are based on the

work of Launder and Spalding [32] and have been found to be suitable for a broad range of

wall-boundary flows. The law-of-the-wall for mean velocity gives

U∗ ¼
y∗ ðy∗ > 11:225

1

κ
ln Ey∗ð Þ ðy∗ < 11:225

8

<

:

(28)

where

U∗ ¼
UpCμk

1=2
p

τw=r
(29)

is the dimensionless velocity, and

y∗ ¼
rC1=4

μ
k1=2p yp

μ
(30)

is the dimensionless distance from the wall and κ is the von Karman constant (=0.4187), E is the

empirical constant (=0.9793), Up is the mean velocity of the fluid at the near-wall node P, kp is
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the turbulence kinetic energy at the near-wall node P, yp is the distance from the point P to the

wall, and μ is the dynamic viscosity of the fluid. The temperature wall functions include the

contribution from the viscous heating, and for incompressible flow calculations, the law-of-

the-wall for the temperature field has the following composite form

T∗ ¼
Tw � Tp

� �

C1=4
μ k1=2p

� �

qw=rCp

� � ¼
Pry∗ ðy∗ < y∗T

Prt
1

κ
ln Ey∗ð Þ þ P

� 

ðy∗ > y∗T

8

<

:

(31)

where P is given by Jayatilleke [33]

P ¼ 9:24
Pr

Prt
� 1

� �

Pr

Prt

� ��1=4

(32)

where y∗T is the dimensionless thermal sublayer thickness, Cp is the specific heat of the fluid, qw
the wall heat flux, Tp is the temperature at the first near-wall node P, Tw is the temperature of

the wall, Pr is the molecular Prandtl number (¼ μCp=a
0), a0 is the coefficient of heat diffusion,

and Prt is the turbulent Prandtl number (�0.85 at the wall).

The standard wall functions tend to become less reliable when the flow situations depart from

the ideal conditions and are subjected to severe pressure gradients and strong non-

equilibrium. The non-equilibrium wall functions are introduced and can potentially improve

the results in the above mentioned situations [34]. The law-of-the wall for mean temperature

remains the same as in the standard wall functions already described and the log-law for mean

velocity sensitised to the pressure gradient is

~UC1=4
μ k1=2

τw=r
¼ 1

κ
E
rC1=4

μ k1=2y

μ

 !

(33)

where

~U ¼ U � 1

2

dp

dx

yν
rκ

ffiffiffi

k
p ln

y

yν

� �

þ y� yν
rκ

ffiffiffi

k
p þ y2ν

μ

� 

(34)

and yν is the physical viscous sublayer thickness, and computed from

yν ¼
μy∗ν

rC1=4
μ k1=2p

(35)

where y∗ν ¼ 11:225.

In this study, the Boussinesq model was used to treat the variable water density in which the

water density is taken as a constant in all terms of the solved equations, except for the

buoyancy term in the momentum equation

r � r0ð Þg ¼ �r0β T � T0ð Þg (36)
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where r0 is the reference density of the water flow (kg/m3); T0 is the reference temperature (K);

and, Eq. (37) is obtained by the Boussinesq approximation r ¼ r0 1� β∆T
� �

to replace the

buoyancy terms. This approximation is acceptable so long as changes in actual density are

small. Specifically, it is valid when β T � T0ð Þ≪ 1, and should not be used if the temperature

difference in the domain is large.

2.2.2. Solid section

The solid section in this work consists of three components, namely, the aluminium block, the

wall of the helix coil and the battery module. When the velocity is set to zero in Eq. (20), the

equation governing pure conductive heat transfer by diffusion is obtained, that is,

∂

∂t
rφð Þ ¼

∂

∂xi
Γφ

∂φ

∂xi

� �

þ Sφ (37)

Conjugate heat transfer was used between the solid domain and fluid domain.

2.3. Boundary conditions and settings

The cooling fluid is modelled using the material properties of water calculated using the inlet

temperature. The settings and boundary conditions are set out in Tables 2 and 3.

2.4. Grid dependence and computer storage

The requirements set out in two recent guidelines referring to good CFD practice [35, 36] were

followed in the present work. Non-uniform structured Cartesian grids were used throughout

this work with extensive tests for independence of grid size checked by increasing the grid

numbers until further refinement was shown not to be of significance. Close to solid surfaces,

the grid was refined using geometric progression with an expansion ratio from the solid

surfaces of less than 1.1 and with the Yþ values adjacent to a solid boundary held around a

Battery module outside dimensions

Cooling pipe radius (rinnerÞ

Coolant

Final mesh size

Radius = 130 mm, height = 360 mm

5–15 mm

H2O

107

Table 2. Various settings used during the calculations.

Cylinder outer wall

Coolant/solid interface

Cooling pipe inlet

Cooling pipe outlet

Cell initial temperatures

293.15 K

Conjugate heat transfer

uin ¼ 0:005� 0:1 m/s

Tin ¼ 293:15 K

101,325 Pa

Tinit ¼ 313:15 K

Tinit ¼ 349:15 K

Table 3. Boundary conditions used during the calculations.
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value of 20, so complying with recommendations given in the literature that Yþ should be

between 11.5 and 300 to ensure accuracy when using a high-Reynolds turbulence model [37].

Tests for grid independent solutions were carried out using 2.0 �105, 2.0�106 and 1.0� 107.

The overall change in the residual for each variable between the last two numbers of elements

was less than 0.1%, indicating grid independence had been achieved. The calculations were

performed on a Dell T5500 workstation with 32 nm six-core Intel Xeon 5600 series processor

and main memory of 24 GB. A typical CPU time for a transient run with a grid having 106

nodes was just over 24 h.

3. Results

3.1. Heat generation within a single cell

The thermal characteristics of a Li-ion battery cell are first investigated using Eqs. (1)–(19),

which form thermal-electrochemical coupled model. The cell used in these calculations has an

electrolyte consisting of zinc and lithium salts dissolved in water. When the battery is fully

charged, the anode consists of nonporous zinc and the cathode of porous Mn2O4. It is impor-

tant to note that some of the electrochemical calculations are strongly dependent on coeffi-

cients, which are in turn strongly dependent of experimental results. For example, for the

electrolyte just described, the specific conductivity Eq. (11) of the electrolyte is a function of

temperature and the concentration of the electrolyte in the liquid phase, and so the ionic

conductivity, κi had to be determined by experiment, the results of which are summarised in

Figure 4.

Figure 4. Ionic conductivity of electrolyte consisting of a ZnCl2 and LiCl aqueous solution.
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The effect of using different current rates during discharge of the battery cell is illustrated in

Figure 5. Here temperature on the cell surface is calculated against the depth of discharge

(DOD), which indicates the state of discharge of the battery cell starting at 100% fully charged.

In these calculations, DOD was calculated as time ∗ C rate
3600 and the heat transfer coefficient hwas

set at 1.0 Wm�2 K�1. As would be expected, the cell surface gets hotter as the discharge current

rate increases. There is a ‘kink’ in the curve at lower current rates, which is thought to be due to

an interaction between the ohmic and reversible heat in the energy balance equation.

Also calculated were the profiles of cell surface temperatures over a long time of discharge.

Two limiting cases, that is, adiabatic and isothermal were used as the boundaries for this study

with different heat transfer coefficients used for the intervening calculations, as shown in

Figure 6. It can be seen that the heat transfer coefficient 1.0 W�2 K�1 gives a reasonable result

and keeps the battery cell well within the desired operating range, while the 0.1 W�2 K�1

setting allows the battery cell wall temperature to reach the upper region of the desired range.

3.2. Cooling the battery module

In this part of the study, the temperature history of the battery module was modelled with

ambient conditions (T
∞
Þ set at 293.15 K, and each of the cells sets initially at Tinit¼313:15 K and

then at Tinit¼349:15 K. This part of the calculations is important to the design process in that, in

addition to testing, if the chosen geometry parameters are suitable, it also gives an indication

concerning the selection of a suitable pump and heater/refrigeration unit. Typical velocity

contours for the liquid coolant are shown in Figure 7. The important part here is that heat can

be removed from the coolant in the plenum chamber efficiently. From Figure 7, it can be seen

that there is slow moving water adjacent to the heating/refrigeration unit, and hence there is

sufficient time for dissipation of heat.

Figure 5. Cell surface temperature during discharge at different current rates.
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Figure 6. Cell surface temperature for different cooling conditions.

Figure 7. Velocity contours, uin ¼ 0:01 m/s, Tin ¼ 293:15 K, rinner ¼ 10 mm, T∞ ¼ 293:15 K.
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Several tests were conducted, where the battery module was cooled to find appropriate values

for the parameters, uin and the optimum number of helix coil turns. Figure 8 shows tempera-

ture values obtained at the centre of a cell versus time during cooling. The figure shows results

for two initial cell temperatures, that is, 313.15 and 349.15 K, and the temperature profiles were

obtained for different inlet velocities to the helix tube ranging from 0.005 to 0.1 m/s. It was

found that when using an inlet velocity of 0.005 m/s, the cell temperature did not reach an

acceptable temperature over what was regarded as a reasonable time. When the inlet velocity

was increased to 0.01 m/s, acceptable temperatures were calculated after 80 and 20 s for the

higher and lower initial temperatures, respectively. With the much higher inlet velocity of

coolant to the helix pipe, that is, 0.1 m/s, there was a definite faster reduction in temperature.

However, this faster velocity has design implications in that more powerful pumps together

with a greater danger of coolant leakage make use of this inlet velocity value less attractive.

Therefore, it was decided to continue the study with uin ¼ 0:01 m/s. It is also noticeable from

Figure 8 that as the initial temperature of the cells was reduced, increasing the velocity of the

coolant through the pipe had much less effect on the cooling rate. This could mean that,

although the coolant at higher velocity had more capacity to carry heat energy away from the

battery pack, the temperature gradient between solid helix pipe and water was no longer

sufficient to drive heat energy from solid to liquid effectively. This could possibly be due to

the complex nature of the flow within the helix tube. Inside the tube, the flow is stretched from

the inner wall, where most of the heat energy enters the liquid towards the outer wall due to

centrifugal forces. Secondary flow also results due to the centrifugal forces. This aspect of the

design needs further research.

It is important to know the optimum number of turns the helix coil makes for a number of

reasons. One is that if too many coils are used, then more expense occurs in the manufacturing

Figure 8. Temperature cooling profiles versus time at the centre of a cell for different initial cell temperatures and fluid

velocities in the helix tube. Here rinner ¼ 10 mm, T
∞
¼ 293:15 K and Tin ¼ 293:15 K.
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stage and also the integrity of the structure may suffer. If the number of coils is too small, then

cooling of the battery to its ideal operating temperature range may become unacceptable. As

can be seen from Figure 9, there is a big advantage to the cooling system when increasing the

number of turns for 5 to say 15, but after that, the cooling effect of increasing the number of

turns is greatly diminished. Increasing the number of turns is equal to lengthening the heat

transfer path. According to Figure 9, as the number of turns increases, the amount of the heat

transfer coefficient decreases significantly and after, say, 15 turns, it remains almost constant.

The Prandtl number for water is larger than the one which would make the thermal entrance

greater than the hydraulic entrance length. This means that after about 15 turns the thermal

entrance length has been passed. An optimum number of turns appear to be around 10. The

rest of this study continues with the number of helix turns in the aluminium block to be 10.

It is important for the lengthening of battery cell life and the enhancement of charging and

discharging performance that uniformity of temperature is achieved throughout each cell, in

addition to uniformity of cell temperatures across the cells within the battery module. To

confirm that uniformity of temperature could be achieved across a single cell lodged within

the battery module, temperature profiles were calculated in the radial direction through the

battery module. As can be seen from Figure 10, where the radius at 0 is the battery module

centre and radius at 130 mm is the outer wall of the module, the temperature profiles gradually

move from an initial profile distorted by the hot cell to an acceptable final uniform distribution

after about 15 s.

Another series of tests were conducted on the battery module which had, in addition to initial

temperatures of 313.15 and 349.15 K, an internal heat source for each cell of either 0.25, 0.5 or

1 W. Results for the module with each of the cells having internal heat sources of 1 W are

Figure 9. Temperature values at the centre of a cell for different number of helix coil turn after 50 s. Here, Tinit ¼ 313:15 K,

uin ¼ 0:01 m/s, rinner ¼ 10 mm, T
∞
¼ 293:15 K, Tin ¼ 293:15 K.

Effectiveness of a Helix Tube to Water Cool a Battery Module
http://dx.doi.org/10.5772/intechopen.74113

141



shown in Figures 11 and 12. As with the previous tests, what was important was the control of

temperature between acceptable limits and a good uniformity of temperature across each cell.

It can be seen from Figures 11 and 12 that in the early stages of cooling, non-uniformity was

found, but after, say, 1 min, uniformity was acceptable throughout each cell, and after 2 min,

each cell was within the desired operating temperature limits (Note: each sub-figure has its

Figure 10. Temperature profiles in the radial direction for Tinit ¼ 313:15 K, uin ¼ 0:01 m/s, rinner ¼ 10 mm, T∞ ¼ 293:15 K,

Tin ¼ 293:15 K.

Figure 11. Front view of temperature profiles for Tinit =313.15 K, uin ¼ 0:01m=s, rinner ¼ 10 mm, Tin ¼ 293:15 K,

and heat source within each cell of 1 W:
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own temperature scale). At times greater than 2 min, the heat loss to the atmosphere was

slightly higher than heat production within the cells, even at 1 W, so reducing the need for

further cooling. In the propose prototype, the temperature would be monitored using a ther-

mostat, and further cooling would ensue intermittently as necessary.

4. Conclusion(s)

Preliminary results useful to the final design of a prototype battery module have been produced.

The values found for the important parameters help in confirming the chosen geometry, and give

indications of necessary pump and heating/refrigeration specifications needed when assembling

Figure 12. Plan view of temperature profiles for Tinit =313.15 K, uin ¼ 0:01m=s, rinner ¼ 10 mm, Tin ¼ 293:15 K, and heat

source within each cell of 1 W:
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the prototype. The calculations were made first inside a given battery cell to indicate what sort of

temperature differences may be expected. It was found that these calculations depended heavily

on experimental work to find appropriate coefficients for the coupled equations. After getting

the range of temperatures arising from single battery cell calculations, a method was developed

to find the temperature characteristics of the battery module, with stress being put on uniformity

of temperature both within an individual cell and across the complete battery module.
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Nomenclature

a specific surface area, m�2

c electrolyte concentration in the solution phase, mol�3

cs Li concentration in electrode particles, mol m�3

C1, C2 k -ε turbulence model constants

Cp specific heat

Cμ turbulence model coefficient

Deff effective diffusion coefficient of Li in the electrode

Ds diffusion coefficient of Li in electrode particles, m2 s�1

E potential

F Faraday’s constant

h heat transfer coefficient

I current

J surface reaction flux, mol m�2 s�1

Ji pore wall flux

k turbulence kinetic energy

kp turbulence kinetic energy at near wall node

kT lumped thermal conductivity of cell

Ln anode thickness, m

Lp cathode thickness, m
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Ls separator thickness

Pr Prandtl number

qw wall heat flux

_Qrea
heat generation due to electrochemical reaction

_Qrev
reversible heat

_Qohm
ohmic heat

r radius/radial

R universal gas constant

t time

t0
þ

transference number

T temperature

T∞ ambient temperature

T0 reference temperature

Tw wall temperature

U mean velocity

Ui open circuit voltage

xi spatial coordinates

yv viscous sublayer thickness

yþ dimensionless velocity

Greek letters

β constant, Boussinesq model

ε dissipation

ε0 volume fraction of electrolyte

ηi overpotential

κ von Karman constant

λ coefficient, Newton’s cooling law

μ absolute viscosity

r density
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r0 reference density

σeff effective electric conductivity

σk constant in turbulence model

σε constant in turbulence model

τw wall shear stress

ϕ potential

Γφ effective exchange coefficient
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