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Preface

Glaciers and polar regions provide important clues to understanding the past and 
present status of the Earth system, as well as to predict future forms of our planet. 

In particular, Antarctica, composed of an ice-covered continent in its center and 
surrounded by the Southern Ocean, has been gradually investigated during the 
last half century by all kinds of scientific branches; bioscience, physical sciences, 
geosciences, oceanography, environmental studies, together with technological 
components. Antarctica is now affected by remarkable changes in its temperature 
and sea-ice extent, mass loss of ice-sheets, variations in marine and terrestrial 
ecosystems including human activities. Since the most exciting initiative in the 
polar regions was the International Polar Year (IPY) in 2007-2008, conducted as the 
50th anniversary of the International Geophysical Year (IGY 1957-1958). The initia-
tive greatly enhanced the exchange of ideas across nations and scientific disciplines 
to unveil the status and changes of planet Earth. This kind of inter-disciplinary 
exchange helps us understand and address grand challenges such as rapid environ-
mental change and its impact on society. In these regards, this book partially aims 
to compile the achievements of involved projects by the IPY and post era, especially 
focusing on surface environmental variations associated with climate change.

On the other hand, mountain glaciers are primary sources of freshwater for the 
population and they sustain the local economies in terms of water supply for 
agriculture, energy production, and tourism activities. They are suffering due 
to global warming at a large extent and many low-altitude glaciers are expected 
to disappear within the next decades. The rapid reduction of the glaciated areas 
threatens to enhance potential draughts and to modify the distribution, frequency, 
and magnitude of glacier-related hazards. Moreover, glacial ecosystems and bio-
diversity might be strongly damaged. For these reasons, the glacier environment 
has to be carefully studied and monitored, in order to evaluate their possible recent 
evolution and to implement strategies of resilience, adaptation, and mitigation.

This book covers topics on recent developments of all kinds of scientific research 
involving glaciers and Antarctica, in the context of currently on-going processes in 
the extreme environment in polar regions.

Masaki Kanao
Associate Professor,

National Institute of Polar Research,
Tokyo, Japan

Danilo Godone and Niccolò Dematteis
Research Institute for Geo-Hydrogeological Protection,

National Research Council,
Turin, Italy
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Chapter 1

Gas Hydrates in Antarctica
Michela Giustiniani and Umberta Tinivella

Abstract

Few potential distributing areas of gas hydrates have been recognized in 
literature in Antarctica: the South Shetland continental margin, the Weddell Sea, 
the Ross Sea continental margin and the Wilkes Land continental margin. The most 
studied part of Antarctica from gas hydrate point of view is the South Shetland 
margin, where an important gas hydrate reservoir was well studied with the main 
purpose to determine the relationship between hydrate stability and environ-
ment effects, including climate change. In fact, the climate signals are particularly 
amplified in transition zones such as the peri-Antarctic regions, suggesting that the 
monitoring of hydrate system is desirable in order to detect potential hydrate dis-
sociation as predicted by recent modeling offshore Antarctic Peninsula. The main 
seismic indicator of the gas hydrate presence, the bottom simulating reflector, was 
recorded in few parts of Antarctica, but in some cases it was associated to opal A/
CT transition. The other areas need further studies and measurements in order to 
confirm or refuse the gas hydrate presence.

Keywords: gas hydrate, BSR, Antarctic Peninsula, climate change, opal A/CT

1. Introduction

Gas hydrate is a solid component (clathrates) composed of water and natural 
gas of low molecular weight (mainly methane), forming under particular condition 
of low temperature, high pressure, and proper gas concentration [1]. Pressure and 
temperature define the stability field of gas hydrate, which is affected by gas mix-
ture and pore-fluids composition (salinity). Moreover, the presence of only a small 
percentage of higher hydrocarbons (such as ethane and propane) shifts the phase 
boundary to higher temperature (at constant pressure). Generally, hydrates accu-
mulate anywhere in the ocean-bottom sediments where water depth exceeds about 
400 m (Figure 1). In Polar Regions, in presence of sub-seawater permafrost, the 
hydrate could be stable at shallower water as demonstrated recently by [2, 3]. Very 
deep (abyssal) sediments are generally not thought to house hydrates in large quan-
tities due to the lack of high biologic productivity (necessary to produce the organic 
matter that is converted to methane) and rapid sedimentation rates (necessary to 
bury the organic matter), both necessary for hydrate formation on the continental 
shelves. The conditions for gas hydrate stability are verified also in seawater, but gas 
concentration is always not sufficient for their formations.

Gas hydrates were discovered in 1810 by Humphry Davy [4] and, since then, 
they became the interest of scientific and engineering research studies. In fact, 
the stability of methane hydrates on the sea floor has several implications (i.e., “in 
[5, 6]”). First, they are considered a huge energy resource (i.e., “in [7]”). Second, 
natural and anthropogenic disturbances may cause their destabilization causing the 
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release of huge amounts of fluids (gas and water) and affecting slope stability (i.e., 
“in [8]”). Finally, methane is an effective greenhouse gas (26 times more power-
ful than carbon dioxide), and large methane releases may be the cause of sudden 
episodes of climatic warming in the geologic past (i.e., “in [9]”). Some authors 
suggested that gas hydrate dissociation influenced significantly climate changes 
in the late Quaternary period (i.e., “in [10]”). The Clathrate Gun Hypothesis (i.e., 
“in [11]”) suggests that past increases in water temperatures near the seafloor may 
have induced such a large-scale dissociation, with the methane spike and isotopic 
anomalies reflected in polar ice cores and in benthic foraminifera [12]. [13] sug-
gested that methane would oxidize fairly quickly in the atmosphere, but could cause 
enough warming that other mechanisms (for example, release of carbon dioxide 
from carbonate rocks and decaying biomass) could keep the temperatures elevated.

The relationship between gas hydrate and climate change is of great importance 
in Polar Regions, where the climate signal is amplified. When pressure and tem-
perature at the sea bottom change (eustatic and climatic changes, respectively), the 
thickness and the depth of the gas hydrate stability zone change accordingly (i.e., 
“in [14, 15]”). The study of gas hydrates and the parameters, that control their sta-
bility field, allow reconstructing the climatic changes in the past, studying the pres-
ent processes, and formulating predictions. During the glaciations, the consequent 
sea level drop produces a rising of the base of the stability field of gas hydrates. 
This change produces the release of remarkable quantities of methane in the water 
column, and a sensible continental slope instability, which may cause slides, and, in 
turn, occasionally tsunami waves. In the other hand, during the interglacial period, 
the sea level rise and the consequent heating produce an overdeepening of the base 
of the gas hydrate stability and a progressive accumulation of methane within the 

Figure 1. 
Schematic diagram of the gas hydrate stability zone in marine environment.
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gas hydrate zone. Therefore, the climatic changes greatly influence the amounts of 
methane present in the gas hydrate zone: the release of this gas in the atmosphere 
during the glaciations influences the interglacial phases, while the decrease of 
methane content in the atmosphere during the interglacial phases again contributes 
to the global temperature lowering [16].

Seismic data analysis allow recognizing the presence of gas hydrate in marine 
environments, because the phase transition (from solid above, to fluid and gasses, 
below) of interstitial water and gas mixture produces a strong reflection, called 
Bottom Simulating Reflector (BSR) that simulates the sea bottom and presents a 
phase reversal with respect to the seafloor reflection. The BSR was firstly discovered 
and associated to gas hydrate presence in marine sediments in the western Gulf of 
Mexico, off the northern coasts of Colombia and Panama, and along the Pacific 
Coast of Central America from Panama to Acapulco by [17]. Successively, in marine 
environment the BSR was detected along continental margins (both active and 
passive) and in proximity of mud volcanoes (i.e., “in [18]”).

Once thought to be devoid of life, the ice-covered parts of Antarctica are now 
known to be a reservoir of metabolically active microbial cells and organic carbon 
[19]. The potential for methanogenic archaea to support the degradation of organic 
carbon to methane beneath the ice, however, has not yet been evaluated. No data 
exist forrates of methanogenesis in sub-Antarctic marine sediments. [20] presented 
experimental data from subglacial environments, similar to Antarctica, that 
demonstrate the potential for overridden organic matter beneath glacial systems to 
produce methane. They also numerically simulated the accumulation of methane 
hydrate in Antarctic sedimentary basins and show that pressure/temperature 
conditions favor methane hydrate formation down to sediment depths of about 
300 meters in West Antarctica and 700 meters in East Antarctica. Moreover, [20] 
calculated that the sub-Antarctic hydrate inventory could be of the same order 
of magnitude as that of recent estimates made for Arctic permafrost, suggesting 
that he Antarctic Ice Sheet may be an important component of the global methane 
budget, with the potential to act as a positive feedback on climate warming during 
ice-sheet wastage.

The gas hydrates accumulated in the Antarctic margins could be inferred 
from geophysical and geochemical evidences, such as BSR on the seismic profile, 
as already mentioned, high concentrations of methane and organic carbon and 
abnormal varieties of salinity, chlorinity and sulfate of pore waters in boring sedi-
ment samples of Deep Sea Drilling Project (DSDP) and Ocean Drilling Program 
(ODP) sites. Few potential distributing areas of gas hydrates have been recognized 
in literature: the South Shetland continental margin, the Weddell Sea, the Ross Sea 
continental margin and the Wilkes Land continental margin (Figure 2).

In Antarctic margins, there are advantageous geological conditions for the 
formation and accumulation of gas hydrates according to analysis of the reservoir 
conditions, including gas source, sedimentation, heat flow, temperature, pressure 
and tectonic conditions, etc. In fact, the modeling of the theoretical base of the 
gas hydrate stability points out that there is considerable potential resource of gas 
hydrate in the Antarctic margins. In particular, [21, 22] modeled the gas hydrate 
distribution in the South Shetland Margin based on geophysical data, while [23] 
reconstructed the theoretical depth of the BSR in the Ross Sea based on the litera-
ture data.

The South Shetland margin (SSM, offshore Antarctic Peninsula) is the most 
studied part of Antarctica from gas hydrate point of view. In this area, an important 
gas hydrate reservoir was discovered and was well studied in the recent years with 
the main purpose to determine the relationship between hydrate stability and 
environment effects, including climate change.
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(ODP) sites. Few potential distributing areas of gas hydrates have been recognized 
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continental margin and the Wilkes Land continental margin (Figure 2).
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2. The South Shetland Margin (the Antarctic Peninsula)

As mentioned before, the Polar Regions and, in particular, the transition zones, 
such as the Antarctic Peninsula, are strongly affected by the climate signals. For this 
reason, several studies are focused on characterizing the South Shetland Margin 
and the gas hydrate reservoir here present. In the following, we resume the main 
results related to the geophysical studies.

2.1 Geological setting

The SSM is located in the northeastern tip of the Pacific margin of the Antarctic 
Peninsula, characterized by the subduction of the Antarctic and the former Phoenix 
plates beneath the South Shetland micro-continental block. Along the continental 
margin, a trench-accretionary prism-fore-arc basin sequence can be recognized 
(i.e., “in [24, 25]”). The Phoenix plate started to subduct beneath the Antarctic plate 
from late Paleozoic time [26] and progressed from the southwest to the northeast 
along the margin. Active spreading at the Antarctic Phoenix ridge ceased about 
4 Ma ago [27], when the last ridge-crest segment of the Phoenix plate reached 
the south margin of the Hero Fracture Zone. The subduction process is presently 
believed to have taken place as a result of sinking and roll-back of the oceanic 
plate coupled with the extension of the Bransfield Strait marginal basin (i.e., “in 
[24, 27]”). The Phoenix plate is from about the Shackleton Fracture Zone to the 
northeastern side, while by the Hero Fracture Zone to the southwestern side, which 
intersect the continental lithosphere.

2.2 Geophysical data

Different Antarctic expeditions have taken place off the Antarctic Peninsula, in 
order to verify the existence of a potential gas hydrate reservoir and to reconstruct 

Figure 2. 
Map of Antarctica showing the potential areas, indicated by points, where there are indication of gas hydrates 
presence in literature.
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the tectonic setting of the margin. In this region, the presence of the diffused and 
discontinuous BRS was discovered during the Italian Antarctic cruses of 1989–1990, 
1996/1997, and 2004–2005 onboard the R/V OGS-Explora within the framework of 
a research program supported by the Italian National Antarctic Program (PNRA; 
i.e., Figure 3; [28–33]. During the first leg, only seismic data were acquired, while 
during the last two legs Ocean Bottom Seismometer (OBS) and other geophysical 
data were acquired.

The multidisciplinary dataset, including multibeam bathymetry, seismic pro-
files (multichannel seismic and OBS data and chirp), and two gravity cores clearly 
shows active mud volcanism sustained by hydrocarbon venting in the region. The 
multibeam bathymetric data was indispensable to reconstruct the seabed, covering 
an area of about 5500 km2 slides and fluid expulsion related to gas hydrate dissocia-
tion or the presence of faults were detected by chirp sub-bottom profiles. The two 
gravity cores recover 1.07 m and 2.98 m of sediment. Several laboratory measure-
ments were performed on these cores, such as the computer aided tomography and 
the interstitial fluid analyses to detect gas presence.

2.3 Gas hydrate and related features

The bathymetric map of the SSM provides evidence of four mud volcanoes 
(Figure 3; [18, 31]), which are associated to the presence of gas hydrate. This active 
mud volcanism might be favored by the reactivation of pre-existing faults and 
weakness zones because of the regional extensional tectonics of the South Shetland 
trench and margin [34], the adjacent Bransfield Strait back-arc basin [35], and the 
complex tectonic interaction at the Elephant Island triple junction [36].

Figure 3. 
Map of the investigated area with the location of the acquired data during the surveys. Red rectangle indicates 
the seafloor reflectivity reported in Figure 5. Green rectangles indicate the position of the zoom reported in 
Figure 6.
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The chirp data (location in Figure 4) confirm the presence of a few slides, which 
are probably related to gas hydrate dissociation and several fluid expulsion sites, 
probably related to active mud volcanism sustained by a hydrocarbon reservoir. 
Note that, as expected, low values of seafloor reflectivity are identified in cor-
respondence of these features (Figure 5). Moreover, the bathymetry shows the 
presence of ancient slides that could be linked to gas hydrates (Figure 6).

Fluid analyses made to the gravity cores revealed the presence of several hydro-
carbon gases, such as methane, ethane, propane, butane, pentane and hexane, and 
traces of aromatic hydrocarbons of >C12 carbon chain length, suggesting a thermo-
genic origin of the gas.

A strong and continuous BSR was recognized through the analysis of the seismic 
lines and OBS data, allowing the detection of a large gas hydrate reservoir on the 
SSM. [33] reported an example of seismic and OBS data. The elastic properties 
of the different layers across the BSR were modeled by using Tinivella theoretical 
models in order to quantify the concentrations of gas hydrates and free gas in the 
pore space [37, 38].

Poisson’s ratio near the OBS location was evaluated by the joint inversion of 
compressional and shear wave arrivals in the vertical and horizontal components 
of OBS data. Useful information about physical properties of marine sediments 
in areas where no well data are available were obtained through Amplitude Versus 
Offset (AVO) analysis and OBS data [29, 38]. In detail, the sediments seems not 
cemented by the presence of hydrate (due to AVO behavior) and the free gas below 
the BSR seems uniformly distributed in the pore space (due to the low Poisson ratio) 
and not in overpressure condition (due to low P-converted wave amplitude; [39]).

Analysis of geophysical data evidences that the accumulation of fluids within 
sediments is strictly related to tectonics features, such as faults and folds. The 
concept of hydrate porosity (HP), which is directly related to the fluid content, 
was introduced in order to better understand the relationship between gas hydrate 
presence and geological features. HP represents the difference between the 

Figure 4. 
Map of the investigated area with the location of the CHIRP data.
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reference porosity (i.e., the porosity without gas hydrate) and the effective porosity 
(i.e., the porosity reduced by the gas hydrate presence; [40]). The detailed analysis 
of the reservoir revealed a close relationship between HP, and consequently gas 
hydrate accumulation, and geological features, such as syncline-anticline structures 
and fractures distribution within sediments [40]. In particular, a relationship is 

Figure 5. 
Map of the seafloor reflectivity extracted from the CHIRP DATA. The location of the area is reports  
in Figure 3.
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underlined between the HP values and the distance from the hinge of the anticline: 
the HP increases toward the limbs of anticline. The microfracturing model supports 
the idea that the synclines favors the hydrate accumulation above the BSR, while the 
anticlines favors the free gas accumulation below the BSR, when important faults 
acting as preferential path-way for fluids escapes [40].

All available seismic profiles and OBS data were analyzed in order to obtain 2D 
seismic velocity models, then translated in terms of concentrations of gas hydrate 
and free gas in the pore space by using Tinivella theoretical models [37, 38]. The 
jointly interpolation of the 2D models allowed obtaining a 3D model of gas hydrate 
concentration from the seafloor to the BSR, as shown in Figure 7. The total volume 
of hydrate, estimated in the area (600 km2) where the interpolation is reliable, is 
16 × 109 m3. The gas hydrate concentration is affected by error estimated equal to 
about ±25%, as deduced from sensitivity tests and from error analysis related to the 
interpolation procedure. The estimated amount of gas hydrate can vary in a range 
of 12 × 109–20 × 109 m3. Moreover, considering that 1 m3 of gas hydrate corresponds 
to about 140 m3 of free gas in standard conditions, the total free gas trapped in this 
reservoir ranges between 1.68 × 1012 and 2.8 × 1012 m3. This estimation does not take 
into account the free gas contained within pore space below the hydrate layer, so 
this values could be underestimated [41].

2.4 Modeling of gas hydrate versus climate change

In the past years, scientists are taking an interest in modeling warming-induced 
hydrate dissociation in the Antarctic region. Over the period 1958 to 2008, the 
Antarctic Peninsula shows an unusually high rate of warming [42], the strongest 
of the Southern Hemisphere and one of three strongest on Earth [43]. Predicting 
future warming in this area is challenging because of the lack of a sound physical 
mechanism that explains the present regional warming [43], but some models pre-
dict that in the 21st century the Antarctic Peninsula may not experience the stron-
gest warming of Antarctica [44]. Ocean warming in West Antarctica is predicted to 
be of 0.5 ± 0.4° C by 2100, about half of global mean warming, considering the A1B 
scenario [45], which assumes modest reductions in greenhouse-gas emissions after 
mid-21st century. A long-term ocean warming similar to that predicted in West 
Antarctica may be sufficient to trigger dissociation of a shallow hydrate reservoir in 
the SSM. This hypothesis has been preliminary tested by [22] based on steady-state 
modeling of the evolution of the base of the hydrate stability zone assuming a 1.4° C 
increase by the end of the 21st century.

Figure 6. 
Example of ancient slides highlighted with a black dash lines on the bathymetric data. The position of the two 
zoom is reported in Figure 3. The bathymetric data scale is reported in Figure 3.
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Successively, it was modeled the transient response to ocean warming of the 
hydrate system in the SSM between 375 and 450 mwd for the period 1958–2100 CE, 
using constraints in input parameters from seismic observations [22, 46]. 

Figure 7. 
Map of the gas hydrate concentrations at different depth from seafloor (in meters).



Glaciers and the Polar Environment

8

underlined between the HP values and the distance from the hinge of the anticline: 
the HP increases toward the limbs of anticline. The microfracturing model supports 
the idea that the synclines favors the hydrate accumulation above the BSR, while the 
anticlines favors the free gas accumulation below the BSR, when important faults 
acting as preferential path-way for fluids escapes [40].

All available seismic profiles and OBS data were analyzed in order to obtain 2D 
seismic velocity models, then translated in terms of concentrations of gas hydrate 
and free gas in the pore space by using Tinivella theoretical models [37, 38]. The 
jointly interpolation of the 2D models allowed obtaining a 3D model of gas hydrate 
concentration from the seafloor to the BSR, as shown in Figure 7. The total volume 
of hydrate, estimated in the area (600 km2) where the interpolation is reliable, is 
16 × 109 m3. The gas hydrate concentration is affected by error estimated equal to 
about ±25%, as deduced from sensitivity tests and from error analysis related to the 
interpolation procedure. The estimated amount of gas hydrate can vary in a range 
of 12 × 109–20 × 109 m3. Moreover, considering that 1 m3 of gas hydrate corresponds 
to about 140 m3 of free gas in standard conditions, the total free gas trapped in this 
reservoir ranges between 1.68 × 1012 and 2.8 × 1012 m3. This estimation does not take 
into account the free gas contained within pore space below the hydrate layer, so 
this values could be underestimated [41].

2.4 Modeling of gas hydrate versus climate change

In the past years, scientists are taking an interest in modeling warming-induced 
hydrate dissociation in the Antarctic region. Over the period 1958 to 2008, the 
Antarctic Peninsula shows an unusually high rate of warming [42], the strongest 
of the Southern Hemisphere and one of three strongest on Earth [43]. Predicting 
future warming in this area is challenging because of the lack of a sound physical 
mechanism that explains the present regional warming [43], but some models pre-
dict that in the 21st century the Antarctic Peninsula may not experience the stron-
gest warming of Antarctica [44]. Ocean warming in West Antarctica is predicted to 
be of 0.5 ± 0.4° C by 2100, about half of global mean warming, considering the A1B 
scenario [45], which assumes modest reductions in greenhouse-gas emissions after 
mid-21st century. A long-term ocean warming similar to that predicted in West 
Antarctica may be sufficient to trigger dissociation of a shallow hydrate reservoir in 
the SSM. This hypothesis has been preliminary tested by [22] based on steady-state 
modeling of the evolution of the base of the hydrate stability zone assuming a 1.4° C 
increase by the end of the 21st century.

Figure 6. 
Example of ancient slides highlighted with a black dash lines on the bathymetric data. The position of the two 
zoom is reported in Figure 3. The bathymetric data scale is reported in Figure 3.

9

Gas Hydrates in Antarctica
DOI: http://dx.doi.org/10.5772/intechopen.94306

Successively, it was modeled the transient response to ocean warming of the 
hydrate system in the SSM between 375 and 450 mwd for the period 1958–2100 CE, 
using constraints in input parameters from seismic observations [22, 46]. 

Figure 7. 
Map of the gas hydrate concentrations at different depth from seafloor (in meters).



Glaciers and the Polar Environment

10

TOUGH-HYDRATE (T-H) code [47] was employ for the modeling, with past 
temperatures given by the US National Oceanographic Data Center and two future 
temperature scenarios given by extrapolation of the temperature trends over the 
periods 1960–2010 and 1980–2010. The result of the transient modeling shows 
that methane emissions may occur at water depths between 375 m and 425 m if the 
future seabed temperatures follow a similar trend to that over the period 1980 to 
2010 of 0.0238° C y-1), while emissions would not occur with a seabed warming 
rate an order of magnitude smaller [46]. Hydrate dissociation would initiate at the 
top of the hydrate layer, and the overpressure generated would not be sufficient 
to cause, by itself, shallow slope failures or shallow vertical fractures over the 21st 
century. Hydrate-sourced methane emissions at 375 mwd would start at ca. 2028 
and may extend to deeper waters at an average rate of 0.91 mwd y−1. Over the 21st 
century, the potential amount of dissociated methane liberated to the ocean may 
be between 1.06 and 1.21–103 mol y−1 per meter along the margin [46]. This mod-
eling underlines that the SSM is one of the key areas to observe and understand 
the effects of warming-induced hydrate dissociation in the Southern Hemisphere 
during the coming decades [46].

3. Weddell Sea

The Weddell Sea is considered a potential area for gas hydrate accumula-
tion (i.e., “in [48]”), even if a clear indication of hydrate presence is missed. It 
is important to underline that, in this part of Antarctica, acquisition of data was 
very difficult in the past due to presence of ice shelves. Only in the last years, the 
extraordinary rapid climate warming, which is occurring in the northern tip of the 
Antarctic Peninsula [49, 50], caused the reduction of land ice along West Antarctica 
and the ice shelves destruction in the surrounding seas (i.e., “in [51, 52]”). In 
north-western of Weddell Sea, [53] detected the presence of gaseous hydrocarbons 
(from methane to n-pentane) in the seabed sediments and the bubbling of methane 
suggesting the presence of gas accumulations in the substrate of the NW Weddell 
Sea. They observed a release of methane from the frozen ocean substrate adjacent 
to Seymour Island, linked to climate instability during Late Cenozoic, when vast 
areas of the Antarctic continental shelf were flooded during the marine transgres-
sion that occurred 𝑐𝑐. 18,000 years ago, after the Last Glacial Maximum. The heat 
flow from the sea to the marine substrate, now flooded, would have destabilized 
frozen gas accumulations, which were originally formed into terrestrial permafrost 
during the Last Glacial Maximum, similarly to what would have happened in the 
Arctic [53].

Seismic data acquired in 1985 over the south-eastern continental shelf and 
the margin of the South Orkney microcontinent as a site survey for ODP Leg 
113 [54], show a BSR lying at 500–800 ms. The widespread cause of the reflec-
tion was interpreted as a break-up unconformity associated with the 25–30 Ma 
opening of the Jane Basin to the east [55]. In places, the detected BSR cuts across 
beddings, and in this case this physical boundary may be either depositional or of 
secondary origin related to the diagenesis of biogenic silica, possibly combined 
with a major variation of the detrital input [56]. So, also in this case, the BSR 
is not produced by gas hydrate and free gas presence, suggesting that a careful 
analysis of seismic data is necessary before to interpret a BSR as the base of gas 
hydrate stability zone.

So, potentially, in this area, all conditions to have gas hydrate are verified, even if 
the small amount of data acquired cannot confirm or reject this hypothesis.
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4. Wilkes Land margin

[57] inferred gas hydrates to be present in sediments offshore Wilkes Land. A 
multichannel seismic-reflection survey revealed a reflector showing the charac-
teristics of a BSR [58]: (1) the reflector is at a depth consistent with the pressure/
temperature stability field of gas hydrate, and (2) the reflector shows a reversal of 
polarity. Unfortunately, a third criterion that the subbottom depth of the reflector 
increases with increasing depth of water is not met, possibly because of oceanward 
increasing geothermal gradients as in the case of the inferred gas hydrate off 
Japan [59]. In addition, other seismic data acquired in 1993 by Japan National Oil 
Corporation in collaboration with Geological Survey of Japan [60] revealed possible 
BSRs that could be associated to zones with gas hydrate.

Clearly, additional data are required to confirm and eventually characterize the 
presence and the distribution of gas hydrate in the Wilkes Land Margin.

5. The Ross Sea

In the last two decades, the Ross Sea Embayment area has been considered a 
laboratory of growing interest for the reconstruction of the past Antarctic environ-
ment, the onset of Antarctic Eocene-Paleocene glaciation, climates studies, the 
understanding of the tectonic deformation and global sea level changes that all have 
driven glacial history [23].

The main Ross Sea elongated N-S sedimentary troughs, such as the Victoria 
Land Basin, the Drigalsky Basin, the northern continuation of the Northern Basin, 
the Central Basin, the Joides Basin and the Eastern Basin are bounded by basement 
highs and morphological banks. They were formed during the late Cretaceous major 
rifting phase and later during the Cenozoic, while a widespread igneous activity 
affected the West Antarctic Rift System ([23] and references therein).

The potential presence of gas hydrate is supported by the identification of 
hydrocarbons in the Ross Sea area. In fact, in the central and eastern Ross Sea, 
the cored Miocene muddy sediments at the DSDP sites showed high contents of 
total hydrocarbon gas (mainly methane; [61]). In the western Ross Sea, analysis 
of sediments from gravity cores showed the presence of hydrocarbon gases with 
low concentrations of methane [62] and in the McMurdo Sound, both CIROS-1 
and MSSTS-1 wells, detected small amount of organic carbon [63, 64]. Moreover, 
[65] supposed the presence of a BSR, an indirect indication of the presence of gas 
hydrate, on a seismic line, located in the Victoria Land Basin. Moreover, in the 
same part of the Ross Sea, an extensive field of pockmarks at 450–500 m depth and 
unusual flat-topped seafloor mounds was identified on a detailed multibeam data-
set [66, 67]. One hypothesis discussed by the authors is that these features may be 
carbonate banks because of their proximity to the inferred subsurface gas hydrate, 
although their preferred interpretation is that the features are of volcanic origin.

At this stage, to confirm or refuse the presence of gas hydrate in the Ross Sea 
more measurements are necessary. Recently, [23] performed a modeling of the base 
of gas hydrate stability based on the steady-state approach by using literature data, 
such as bathymetric and well data, sea bottom temperature, a variable geothermal 
gradient and assuming that the natural gas is methane, in order to identify the areas 
where the gas hydrate stability is verified The modeling was performed in the whole 
Ross Sea (Figure 8).

The results from the modeling suggested that depth and distribution of the 
base of the gas hydrate stability zone are correlated with the bathymetry. In fact, 
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4. Wilkes Land margin
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multichannel seismic-reflection survey revealed a reflector showing the charac-
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[65] supposed the presence of a BSR, an indirect indication of the presence of gas 
hydrate, on a seismic line, located in the Victoria Land Basin. Moreover, in the 
same part of the Ross Sea, an extensive field of pockmarks at 450–500 m depth and 
unusual flat-topped seafloor mounds was identified on a detailed multibeam data-
set [66, 67]. One hypothesis discussed by the authors is that these features may be 
carbonate banks because of their proximity to the inferred subsurface gas hydrate, 
although their preferred interpretation is that the features are of volcanic origin.

At this stage, to confirm or refuse the presence of gas hydrate in the Ross Sea 
more measurements are necessary. Recently, [23] performed a modeling of the base 
of gas hydrate stability based on the steady-state approach by using literature data, 
such as bathymetric and well data, sea bottom temperature, a variable geothermal 
gradient and assuming that the natural gas is methane, in order to identify the areas 
where the gas hydrate stability is verified The modeling was performed in the whole 
Ross Sea (Figure 8).

The results from the modeling suggested that depth and distribution of the 
base of the gas hydrate stability zone are correlated with the bathymetry. In fact, 
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in proximity of the banks, the gas hydrate stability zone results display thick-
ness less than 100 m. On the other hand, the thickness of the gas hydrate stability 
zone increases in proximity of the basins to values exceeding 400 m related to 
bathymetry increase and seafloor temperature decrease. Moreover, the existence 
and dynamics of the gas hydrate distribution is strictly related to the existence and 
evolution of the shallow geological and geomorphological features below the sea 
floor, as suggested in the past by several authors. So, the presence of some geological 
and geomorphological features are in agreement with the gas hydrate presence in 
this part of Antarctica [23].

6. Opal-A/opal-CT phase boundary

Silica diagenesis consists of precipitation from an initial amorphous phase (opal A) 
to an intermediate phase (opal CT) and finally to the final form with quartz crystal-
lization. The presence of large amounts of biogenic silica in marine sediments can 
affect their physical properties [68]. In fact, diagenetic alteration of biogenic opal-A 
to opal-CT causes a drastic reduction of porosity (about 20 vol% according to [69]), 
which contributes to sediment consolidation at depth.

It is possible to recognize the passage from one phase to another on seismic pro-
files because of the presence of a high amplitude reflector, produced by a positive 
impedance contrast between the overlying silica-rich sediments and the underlying 
sediments in which biogenic silica is dissolved. This reflector simulates the seafloor 
morphology, so it is still called BSR. This BSR is different from the hydrate-related 
BSR, as well documented in literature (i.e., “in [70]”). The positive polarity, the 
depth, no noticeable drop of frequency, and compressional velocity below the 

Figure 8. 
Distribution of the base of the gas hydrate stability zone from the seafloor (in meters). The geothermal gradient 
is supposed to be equal to 49°C/km (modified after [23]).
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BSR suggest the absence of the gas hydrate and the diagenetic-related origin of 
the observed BSR. Moreover, diagenesis-related BSR have a constant depth below 
seafloor or even decreasing sub-bottom depth with increasing water depth due to 
earlier opal transition at greater pressures.

6.1 Pacific margin

In the Pacific margin of the Antarctic Peninsula, several seismic lines where 
acquired with the main purpose to study sediment drift presented in the northwest 
part. There lines were analyzed in detail in order to extract information about the 
petrophysical properties relevant to seismic stratigraphy studies in the continental 
shelf and rise [71, 72]. In particular, a seismic line showed the presence of an 
anomalous reflector, interpreted as a BSR [73]. Borehole data are also available, 
thanks to the ODP Leg 178 [74].

In order to understand the nature of the observed BSR, [73] performed a 
detailed study concluding that the BSR observed in the seismic line is due to opal-
A/opal-CT phase boundary and not to the gas hydrate presence. Moreover, they 
attempted a quantitative estimation of biogenic silica content within marine sedi-
ments using seismic reflection and physical properties data across the silica diagen-
esis-induced BSR. The estimated biogenic silica content increases with depth and 
reaches a maximum of 23.3 wt % above the BSR. Such quantifications are of prime 
importance for submarine slope stability assessment as the deep seated transforma-
tion of biogenic silica from opal-A to opal-CT is able to trigger slope instability not 
only at local scale but also at regional scale, as previously shown by [69, 75].

7. Conclusions

The most important area from gas hydrate point of view in Antarctica is the 
South Shetland Margin where a huge hydrate reservoir is present; it is very well 
documented in literature thanks to several geophysical acquisition legs performed. 
The analyses of geophysical data allows concluding that the accumulation of fluids 
within sediments is strictly related with tectonics features, such as faults and folds, 
revealing a close relationship between gas hydrate accumulation and geological 
features. Moreover, the hydrocarbons trapped and detected in the sediment cores 
may indicate the existence of deeper reserves, confirming that the BSR should 
be considered as an indicator of conventional deep reservoir. Finally, due to the 
warming measured in this part of Antarctica, a monitoring of the evolution of the 
gas hydrate reservoirs offshore Antarctic Peninsula is required for an environmental 
in-depth analysis.

The main seismic indicator of the gas hydrate presence, the BSR, was recorded in 
few parts of Antarctica (Pacific and Atlantic margin of Antarctic Peninsula, Wilkes 
Land margin), but it was associated to opal A/CT transition. The other potential 
areas for gas hydrate presence (Ross Sea, Weddell Sea and Wilkes Land Margin) 
needs further measurements in order to confirm or refuse the hypothesis of their 
presence.
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Chapter 2

Geomorphological Insight of 
Some Ice Free Areas of Eastern 
Antarctica
Rasik Ravindra, Badanal Siddaiah Mahesh and Rahul Mohan

Abstract

The Schirmacher Oasis and Larsemann Hills are among the few significant ice 
free areas of East Antarctica that are conspicuous due to presence of more than a 
hundred melt water lakes each, preserving the signatures of climatic variation and 
deglaciation history since Last Glacial Maximum (19 to 24 ky BP) and beyond. 
There are evidences, recorded in the lake sediments of low lying Larsemann Hills, 
of marine transgression due to variation in sea level, isostatic upliftment and close 
vicinity of the Hills to the marine environment. The Schirmacher Oasis, on the 
other hand has preserved various landforms-both erosional and depositional- 
 typical of a periglacial environment along with proglacial lakes (incorporating 
signals of ice-sheet dynamics) and epishelf lakes (signatures of marine influence) .

Keywords: geomorphological evolution, Schirmacher and Larsemann Hills, 
Paleoclimate

1. Introduction

The Antarctic continent, comprised of two distinct physiographic and  tectonic 
domains i.e. the West Antarctica and the East Antarctica is divided into two 
unequal parts by a 3500 km long Transantarctic Mountain chain extending across 
the continent between the Ross and the Weddell Sea (Figure 1). The inhospitable 
climate, inaccessible terrain conditions with 98% of the terrain being covered by 
a thick apron of ice, the scanty outcrops are the best alternative (if not the only) 
to peep into the Continent’s geological history. The rock outcrops are exposed in 
discontinuous mountain chains, along the coastal fringes of Antarctic Peninsula, 
West Antarctica, the Dronning Maud land, Enderby Land, Princess Elizabeth Land, 
Wilkes Land and Victoria Land in the east Antarctic Sector, apart from the Trans-
Antarctic Mountains. (Figure 1). The interior of the Antarctic mainland is entirely 
ice covered and rise as ice plateau, attaining maximum height of around 3233 m 
above mean sea level (m.s.l.).

2. Ice free areas of East Antarctica

The East Antarctic coast is marked by a discontinuous mountain chain that 
can be traced intermittently all along the coast from 750 45′ E longitudes to 150 
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West longitudes, running nearly parallel to the coast line. There are some low lying, 
ice free areas in the coastal Antarctica such as the Schirmacher Oasis, Larsemann 
Hills, Vestfold Hills, Bunger Hills etc., that have been studied in detail for Late 
Pleistocene (~ 0.12 My) and Holocene glacial History [1–12]. These oases are distin-
guished from nunataks by the process of ablation. While most nunataks are located 
in the accumulation zone of glaciers and are kept free of ice by the strong winds, the 
oases are separated from the ice sheet by a distinct ablation zone. Schirmacher Oasis 
and Larsemann Hills, the two areas being discussed here, are such ice free regions 
that were covered by the ice sheet during the Last Glacial Maxima (LGM) or earlier, 
but are now exposed due to retreat of ice sheet.

Schirmacher Oasis (approximately 35 km2 in area) is situated between 
 longitudes 110 25′ E and 110 55′E and latitudes 700 44’S and 700 46’S, about 85 km 
inland of the Princess Astrid coast at the northern fringe of central Dronning 
Maud land. Larsemann Hills on the other hand, is spread over ~50 Km 2 [12] and 
comprise a group of ice free peninsulas (Broknes, Stornes and Brattnavet) Grovnes 
promontory and islands (McLeod, Fischer, Sandercock Island etc.) - located 
south of Prydz Bay at 69”24’S, 76′20’E on the Ingrid Christensen Coast of Princess 
Elizabeth Land that lie in between the Vestfold Hills and Amery Ice shelf. The two 
areas (Schirmacher Oasis and Larsemann Hills) are nearly 3000 km apart and 
experience different scale of environment, severity of climatic conditions and 
paleoclimate history.

The retreating ice sheet left bare rocks to be exposed to the strong Antarctic 
winds and other erosional processes. The areas demonstrate subdued topography 
with strong control of lithology and structure over the landscape. The low lying 
hills are devoid of horns, arêtes or conical peaks. The flat hills, dominate the 
landscape. The softer rock material has weathered out giving way to the glacial melt 
to form scores of lakes in the depressions thus created. The freeze–thaw cycles, frost 
action and the salt weathering are conspicuous and have resulted in formation of 
conspicuous landscape typical of periglacial and glacial environment [13].

Figure 1. 
Map of Antarctica the Southern Ocean (Landsat image mosaic of Antarctica (http://lima.nasa.gov/pdf/
A3_overview.pdf), with inset showing locations of Schirmacher and Larsemann Hills.
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3. Schirmacher oasis

3.1 Physiography

Schirmacher Oasis and adjoining areas depict contrasting morphological units, 
viz. (a) the ice shelf to the north, (b) the structural hills, and (c) the continental or 
polar ice sheet to the south (Figures 2, 3 and 5). The morphological features as seen 
in the ice and ice dominated regions around Schirmacher constitute an integral part 
of geomorphology of the region.

The ice shelf extends for about 80 km north of Schirmacher Oasis towards the 
Southern Ocean and displays a highly rugged and broken undulating upper surface 
dissected by a number of pressure ridges, crevasses and pods of melt water concen-
tration in the western parts, as compared to a low gradient surface in the eastern 
sector. The Pressure ridges, formed due to the tidal activity in the sea below, and 
the obstacle offered by the landmass, are often seen at the contact of ice shelf and 
continent (Figures 3 and 5). A number of melt water channels concentrated close 
to the hills, in this part, can be noted. The continental ice sheet that encircles the 
Schirmacher Oasis overrides the bare rocks on its southern side. It has a regional 

Figure 2. 
Map of Schirmacher oasis showing location of Maitri (Indian Research Station) with ice shelf and continental ice.
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northerly gradient but locally the flow has swerved because of the nunataks and the 
land mass of Schirmacher which offered a resistance to its normal flow. The western 
component of gradient is conspicuous. A broken trail of end moraines is seen at 
the contact of continental ice-sheet and rocks of Schirmacher at some places in 
 eastern margin.

The rocks of Schirmacher Oasis are aligned in ENE-WSW direction and 
 represent middle Proterozoic sequence of quartzo-feldspathic gneiss, augen gneiss, 
quartzite and sillimanite garnet gneiss etc. bearing close similarity to the khondalite 
rocks of eastern and southern India. The rocks exposed in the form of low lying hills 
extend roughly for about 17 km in length and 3 km in width (at its widest in the cen-
tral parts), covering an area of ~35 sq. km. The ice-free area exhibits rolling subdued 
topography with concordant hill tops. At both its eastern and western extremities, 
the hills are comparatively low lying, smoothened and capped by a thin veneer of 
glacier boulders. The ice-free area exhibits rolling subdued topography with concor-
dant hill top. At both its eastern and western extremities, the hills are comparatively 
low lying, smoothened and capped by a thin veneer of glacier boulders The eleva-
tion varies from sea level (at the margin of westernmost lake, which has broken 
the apparent continuity of rocks). The central part, on the other hand, exposes 
hills that are comparatively higher in elevation with isolated peaks of the order of 
212 m and 228 m. On an average, the height varies between 120 and 130 m above 
m.s.l. The southern end of the Schirmacher range is slightly elevated in comparison 
to the steep northerly margin. The northern margin is conspicuous by its vertical 
escarpment almost all along its length (Figure 3). The escarpment at places is more 

Figure 3. 
Geomorphological map of Schirmacher oasis.

Figure 4. 
Distribution of fresh water lakes in Schirmacher oasis and paths of glacier movement.
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than 140 m as in the central part (70° 43′ 30″S,11°42′E). The jagged hills south of 
Schirmacher Oasis forms a part of the Wohlthat Mountains which rise to elevation 
3500 m above m.s.l. leading to Polar Plateau, further south wards (Figure 2).

The landscape of Schirmacher Oasis is dotted by more than a hundred lakes of 
varying dimensions (Figure 4). The retreating ice cap vacated the land mass and 
exposed the rocks of Schirmacher Oasis, scooping out the material from weaker 
zones in the terrain. There were also blockages created at the mouth of glaciers due 
to dumping of debris carried by some glaciers. Due to these phenomenon, a number 
of inland lakes came into existence. Aerial survey over Schirmacher Oasis reveals 
a definite pattern of concentration of these lakes. Considering the morphological 
disposition of such lakes and their genesis, these lakes have been grouped in three 
different classes viz., Proglacial Lakes, Periglacial Lakes (also land locked/inland 
lakes) and Epishelf Lakes [14]. Proglacial and periglacial lakes dominate in number 
over the Epishelf lakes and together account for about 87% of the total lakes. The 
Proglacial Lakes, formed as a result of scouring of the rocks lying at the foot of 
snout tongues of glaciers, are located at the margin of continental ice sheet and run 
all along the southern end of Schirmacher Oasis. A NNE–SSW trending lineament 
cutting across all the three physiographic units viz. continental ice sheet, shelf ice 
and hard rock, located in the eastern part, defines a prominent fault running for 
nearly 8.5 km. It is seen as a well-defined crevasse zone in the former two units 
while in the later unit, it manifests itself in the form of shearing, tight folding, and 
escarpment demonstrating the structural control over geomorphology.

In the central region, the orientation and location of some inland lakes define a 
palaeo-channel. The path of the extinct glacier is evident from the U-shaped valley 
containing sporadic shallow lakes. These lakes have been carved out from structural 
and lithological weak zones like shears, lineaments, faults etc. (Figure 3). The 
palaeo-paths of the glaciers reconstructed using the evidences of glacial striations, 
moraine deposits etc., indicate a bimodal direction of the glaciers i.e., NE to ENE 
in the western and central parts while NNW in the eastern parts (Figure 4). This 
observation is supported by the results obtained by GPS campaign [15] that shows 
varying magnitude of the horizontal velocities in the range of 1.89–10.88 ma−1. There 
are a number of epishelf lakes that are located at the northern margin of Schirmacher 
Oasis which have been described as ‘sea bays’ (Figure 6) as these are connected to sea 
from beneath and thus respond to tidal waves as is evidenced by pressure ridges. The 
loci of these epishelf lakes also coincide with the sites where glacial flows must be 
debauching the ablation material including moraines and melt water as is evidenced 
by the concavity of the hills and vertical escarpment at these locations.

Figure 5. 
Aerial photographic mosaic of Schirmacher displaying three physiographic units (A, B and C), Pressure Ridges 
and disposition of lakes defining lineaments.
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3.2 Deglaciation history

The Antarctic ice sheet extended across the continental shelf edge, before and 
during the LGM. The interior surface-elevation of ice sheet did not change sig-
nificantly, but there was thickening of the ice around the edge of Antarctica. The 
LGM ice volume accounted for ~120 m of sea level lowering. Abrupt sea level rise 
occurred at 19,000 calendar years ago [16] following the beginning of Termination/
deglaciation and at 14,200 (Melt water Pulse 1A, MWP1A). Detailed records of 
δ18O reveal that the last isotopic maximum (LIM, near 18,000 cal years BP) is 
younger than the LGM as defined by sea level low stand (~ 21 cal ka BP). This 
suggests early warming of the deep sea, and implies that the deep ocean circulation 
must have played a key role in the termination of the LGM. During the last glacial 
cycle (between 19 and 71 cal ka BP), a sizeable portion of high latitude continental 
shelf was occupied by ice sheets. Ice sheets on the shelf were inherently unstable, 
being controlled by sea level. Therefore shelf glaciations played a critical role in the 
dynamics of deglaciation.

The isostatic rebound, a consequential to retreat of ice sheet, has resulted in 
uplifting of the landmass. Though the exact component of uplift cannot be quanti-
fied due to lack of beach features, the morphological evidences such as: a) existence 
of comparatively higher relief of the structural hills on the northern periphery of 
the landmass than the central corridor, b) the steep escarpment at the northern 
margin, and c) the indication of a fault running all along the northern margin give 
credence to the statement.

The different processes of deposition and erosion under the prevailing perigla-
cial environment have left their imprints on the morphology of Schirmacher Oasis. 
There was an extensive phase of erosion in operation, during and after the retreat 
of glacier as evidenced from the erosional features such as a) rolling topography, 
b) absence of sharp peaks, c) glacial striations and polishing of the rock surfaces 
and d) the existence of en-echelon pattern of the Roche Moutonees over a large 
area in the oasis. Features such as block fields, cavernous pits, etc. were formed 
due to extreme variation in the diurnal temperatures and strong wind erosion. The 
superimposition of the wind features on the glacial imprints, as seen under electron 
microscope imply the long period of exposure of the terrain to the weathering 
processes after the retreat of the ice mass. The depositional features are marked by 

Figure 6. 
An Epishelf lake (E13) at northern margin of Schirmacher oasis. Note the vertical escarpment at the margin 
of lake. Continental ice sheet is located overriding part of hill (photo courtesy: Prof. Yusuke Suganuma, NIPR, 
Japan, SONIC: India-Japan coring expedition).
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extensive moraines, terraces, erratic boulders on hill tops and lacustrine deposits. 
The detailed description of landforms is given by [13].

The existing planar surfaces of the Schirmacher Oasis offer a unique landscape 
that indicates a pre-Holocene weathering profile. In the absence of the reliable 
dating, it is not possible to comment with firm conviction if the surface has been 
a result of Mesozoic weathering profile subsequent to fragmentation and break-
ing of Gondwanaland supercontinent or a Pleistocene event. However, reported 
ages of 53.7 ± 8.2 and 51.2 ± 9.4 ka from two sediment cores [17] obtained from the 
lakes of Schirmacher Oasis could be correlated with the beginning of the oxygen 
isotopic stage 3 (MIS 3). The surficial glacial till deposit have been dated by him at 
30 to 40 cal ka BP [17]. Such an old age does give credence to the hypothesis that 
Schirmacher was ice free during LGM and before. This is also supported by the 
studies [18] from other Eastern Antarctic Oases, such as Bunger and Larsemann 
Hills, believed to be vacated by ice much before LGM.

Two long sediment cores collected from the L-49 have been dated at different 
depths. The oldest dates obtained from the basal and near basal sections at 168 
to 174 cm from the top have been dated at 30,640 years and 32,655 years BP. Cold 
conditions prevailed in the Schirmacher Oasis from 30,640–21,685 years B.P. having 
a low sedimentation rate of 0.005 mm/year. Warmer conditions existed between 
32,655–30,640 years B.P. with a higher sedimentation rate of 0.015 mm/year. The 
14C dates of another core suggested a wet climate between 29,920–28,890 years B.P. 
with a sedimentation rate of 0.09 mm/year [19]. Study of clay minerals from core 
samples has led [20] propose that there was a gradual shift in the weathering regime 
and climate from strongly glacial to fluvio- glacial specially around 42 ka..

Reconstruction of the paleoclimate history from the pollen spores present in the 
sediment samples of Lake (L-49) by [21] shows that the region witnessed cold and 
dry climate during 10–9 ka B.P. followed by a long phase of warm and moist climate 
from 9 to 2.4 ka B.P. Subsequently from 2.4–1 ka B.P. onwards, dry and cold condi-
tions set in the Schirmacher Oasis. However, the climate ultimately turned warm 
and moist beginning at 1 ka B.P. The sedimentation rate of the fluvio-glacial depos-
its, especially in the lakes give an indication of the varying paleoclimate. It is evident 
from the studies that between 8000 and 3500 years BP the climate was warm as 
compared to the period before and after it so as to yield fast inflow of the sediments 
in the lakes during this period. The interpretation is in conformity with the palyono-
logical data [22] that infers a warm, humid and warm & humid climate between this 
time span, on the basis of pollen studies. These alternating phases of climate were 
made on the basis of dominance of grasses, cosmarium (fresh water algae) etc.

The lake history from 13 ka B.P. to the present has also been attempted by using 
the magnetic and geochemical properties of seven vertical sediment profiles along 
an east–west transect in Schirmacher Oasis [23]. Further, based on the results of 
AMS 14C dates [24], reports that greater parts of Schirmacher was dominated by 
glaciers from 13 to 12.5 ka B.P and colder conditions prevailed in the Schirmacher 
Oasis between 13 and 12.5 ka B.P.; ~12–11.5 ka B.P. and 9.5–5 ka B.P. However, due 
to the onset of warming conditions (~11.5 ka B.P.), the glaciers retreated leading to 
the formation of five large pro-glacial lakes which are now located on the low lying 
valleys of the Schirmacher Oasis. Based on the environmental magnetic proper-
ties of sediments deposited in Sandy Lake, glacial–interglacial climatic variation 
was reconstructed for the past 42.5 cal. ka B.P. [23]. Extremely cold periods in the 
Schirmacher Oasis were recorded during 40.8, 36, 34.51, 29 and, 28.02–21.45 cal. Ka 
B.P. Relatively warm periods were documented during 38.4–39.2 cal. ka B.P., 33.7–
29.8 cal. ka B.P. and 28.5 cal.ka B.P. The Holocene period was characterized by alter-
nating phases of relatively warm (12.55–9.9 cal. ka B.P.and 4.21–~2 cal. ka B.P) and 
cold (9.21–4.21 cal. Ka B.P. and from ~2 cal. ka B.P. onwards) events. These results 
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3.2 Deglaciation history
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Figure 6. 
An Epishelf lake (E13) at northern margin of Schirmacher oasis. Note the vertical escarpment at the margin 
of lake. Continental ice sheet is located overriding part of hill (photo courtesy: Prof. Yusuke Suganuma, NIPR, 
Japan, SONIC: India-Japan coring expedition).
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extensive moraines, terraces, erratic boulders on hill tops and lacustrine deposits. 
The detailed description of landforms is given by [13].
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from 9 to 2.4 ka B.P. Subsequently from 2.4–1 ka B.P. onwards, dry and cold condi-
tions set in the Schirmacher Oasis. However, the climate ultimately turned warm 
and moist beginning at 1 ka B.P. The sedimentation rate of the fluvio-glacial depos-
its, especially in the lakes give an indication of the varying paleoclimate. It is evident 
from the studies that between 8000 and 3500 years BP the climate was warm as 
compared to the period before and after it so as to yield fast inflow of the sediments 
in the lakes during this period. The interpretation is in conformity with the palyono-
logical data [22] that infers a warm, humid and warm & humid climate between this 
time span, on the basis of pollen studies. These alternating phases of climate were 
made on the basis of dominance of grasses, cosmarium (fresh water algae) etc.

The lake history from 13 ka B.P. to the present has also been attempted by using 
the magnetic and geochemical properties of seven vertical sediment profiles along 
an east–west transect in Schirmacher Oasis [23]. Further, based on the results of 
AMS 14C dates [24], reports that greater parts of Schirmacher was dominated by 
glaciers from 13 to 12.5 ka B.P and colder conditions prevailed in the Schirmacher 
Oasis between 13 and 12.5 ka B.P.; ~12–11.5 ka B.P. and 9.5–5 ka B.P. However, due 
to the onset of warming conditions (~11.5 ka B.P.), the glaciers retreated leading to 
the formation of five large pro-glacial lakes which are now located on the low lying 
valleys of the Schirmacher Oasis. Based on the environmental magnetic proper-
ties of sediments deposited in Sandy Lake, glacial–interglacial climatic variation 
was reconstructed for the past 42.5 cal. ka B.P. [23]. Extremely cold periods in the 
Schirmacher Oasis were recorded during 40.8, 36, 34.51, 29 and, 28.02–21.45 cal. Ka 
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are in conformity with results of other studies, as documented above. Further, the 
geochemical proxies (TC%, TN%, C/N ratios, δ13C and δ 15N) along with the physi-
cal proxies (grain size: sand-silt-clay) for three different periglacial lakes viz., Long 
Lake, Zub Lake and Sandy Lake [1–3] spanning the glacial– interglacial variations 
(spanning up to 43 cal ka BP). These studies presents the evolution of lake through 
reconstruction of productivity patterns, source of organic matter and the hydro-
logical processes through grain size variation complimenting the environmental 
magnetism records from the same lakes [5, 6]. The deglaciation history from the 
above observation suggest most likely that parts of Schirmacher Oasis were ice-free 
even during the LGM. This can be supported records of consistency in the continu-
ity of the sedimentary sequences. However, parts of Schirmacher Oasis became ice 
free during the last deglaciation i.e., Termination 1. Hence, to better understand 
the deglaciation history of Schirmacher Oasis, the sedimentary records needs to be 
supplemented by further studies using novel techniques such as cosmogenic dating 
of rock outcrops and erratic all across Schirmacher Oasis.

4. Larsemann Hills/Prydz Bay Area

The Larsemann Hills represents one of the largest coastal ice free area of 
Antarctica, located in the Prydz Bay Region on the Ingrid Christensen Coast. 
The area is comparatively free of ice shelf with hills protruding in the sea as two 
prominent peninsulas- Broknes and Stornes Peninsula. In between these two, 
smaller landmasses namely Grovnes and Brattnevet promontory and several smaller 
islands (McLeod, Fisher, and Bens etc.) dot this region (Figure 7). The area exposes 
Proterozoic felsic/gneissic basement, overlain by a pelitic and psammitic paragniesses 
rocks, dominated by medium to coarse grained garnet bearing gneisses as compared 
to Archean gneisses with s crossing cutting mafic dykes found in Vestfold Hills.

4.1 Physiography

The Ingrid Christensen Coast is marked by a zig-zag coast line with sporadic 
occurrence of low lying hills. Theses hills are over ridden by continental ice sheet 

Figure 7. 
Map of Larsemann Hills showing major ice free hills. (https://www.antarctica.gov.au/).
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towards south exhibiting steep gradient. The Polar Record Glacier, the Polar 
Times Glacier and the Polarforschung Glacier flow west of Larsemann Hills in 
the Publication Ice shelf as a part of the Lambert Glacier system. The Publication 
Ice shelf itself marks a very steep margin east of Polar Record Glacier till it ends 
abruptly south east of Bolingen Islands. Fjords, such Thala, Quilty and Clemence 
have cut deep into the ice reaching the ice sheet while Nella fjord has made its way 
through a valley in the Broknes Peninsula.

The Larsemann Hills exhibit horst and graben structures, signifying a tectonic 
control in their disposition. The Stornes Peninsula, Grovnes Promontory, Fischer 
Island and Broknes Peninsula from west to east, are conspicuous as horsts with 
their straight N-S to NNE–SSW trending margins with Thala fjord, Quilty Bay, 
Clemence Fjord and Nella Fjord respectively flowing in the complimentary grabens 
(Figure 7). The hills are totally devoid of peaks and show low hummocky and 
rounded tops with isolated erratic boulders on top (Figure 8). The general elevation 
varies between 50 and 70 m above m.s.l. with some parts approaching ~100 m above 
m s l. The hills are dissected by vertical valleys demonstrating past fluvio-glacial 
action. The hill tops show weathered surfaces with pits while the windward sides 
show cavernous pits at places. Moraines are rare. The landscape is dotted with more 
than 150 water bodies which have been mapped and numbered systematically by 
[25]. While most of the lakes are shallow up to 3 m depth, and may be classified 
as ephemeral ponds, there are some deep lakes such as Lake Progress (34 m) in 
Broknes Peninsula, Lake Oskar in Stornes Peninsula (18 m) and lake LH 7 (14 m) in 
Grovnes (Bharati) Promontory. Some lakes are saline in nature due to close vicinity 
of the ocean and the wind born salt spray and/or excessive evaporation and support 
a thick biomass mat in upper levels. .

Earlier records [26, 27] have given an account of the post glacial regional climate 
variability along the East Antarctic coastal margin. A detailed description of the 
region (ANARE reports) and of the microbial communities inhabiting the lakes of 
Larsemann Hills are provided elsewhere [28–30]. The minimum age of deglaciation 
of the islands has been inferred to be late Pleistocene/early Holocene. However, 
reconstruction of relative seal level (RSL) records [31] have stressed that the pres-
ence of marine sediments with radiocarbon ages ranging from 40 to 30 ka BP to the 
east of Filla Island suggest that deglaciation of some areas could have commenced 
much earlier. Diatom abundance and fossil pigment records [32, 33] also opine that 
Larsemann Hill were not fully covered by ice during the LGM and gradually de-
glaciated between c. 13.5 and 4 ka BP. Relatively wet conditions prevailed between 
c. 11.5 and 9.5 ka BP in a lake on one of the northern islands in the Larsemann Hills 
[26]. Basal samples from a sediment core at ~158 cms in Larsemann Hills revealed 
presence of a marine sediments [34] while two more records based on diatom 

Figure 8. 
Larsemann Hills. Low hills with hummocky tops near Grovnes promontory. Note the open sea in austral 
summer and the continental ice sheet marking coast line.
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cal proxies (grain size: sand-silt-clay) for three different periglacial lakes viz., Long 
Lake, Zub Lake and Sandy Lake [1–3] spanning the glacial– interglacial variations 
(spanning up to 43 cal ka BP). These studies presents the evolution of lake through 
reconstruction of productivity patterns, source of organic matter and the hydro-
logical processes through grain size variation complimenting the environmental 
magnetism records from the same lakes [5, 6]. The deglaciation history from the 
above observation suggest most likely that parts of Schirmacher Oasis were ice-free 
even during the LGM. This can be supported records of consistency in the continu-
ity of the sedimentary sequences. However, parts of Schirmacher Oasis became ice 
free during the last deglaciation i.e., Termination 1. Hence, to better understand 
the deglaciation history of Schirmacher Oasis, the sedimentary records needs to be 
supplemented by further studies using novel techniques such as cosmogenic dating 
of rock outcrops and erratic all across Schirmacher Oasis.

4. Larsemann Hills/Prydz Bay Area

The Larsemann Hills represents one of the largest coastal ice free area of 
Antarctica, located in the Prydz Bay Region on the Ingrid Christensen Coast. 
The area is comparatively free of ice shelf with hills protruding in the sea as two 
prominent peninsulas- Broknes and Stornes Peninsula. In between these two, 
smaller landmasses namely Grovnes and Brattnevet promontory and several smaller 
islands (McLeod, Fisher, and Bens etc.) dot this region (Figure 7). The area exposes 
Proterozoic felsic/gneissic basement, overlain by a pelitic and psammitic paragniesses 
rocks, dominated by medium to coarse grained garnet bearing gneisses as compared 
to Archean gneisses with s crossing cutting mafic dykes found in Vestfold Hills.

4.1 Physiography

The Ingrid Christensen Coast is marked by a zig-zag coast line with sporadic 
occurrence of low lying hills. Theses hills are over ridden by continental ice sheet 
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towards south exhibiting steep gradient. The Polar Record Glacier, the Polar 
Times Glacier and the Polarforschung Glacier flow west of Larsemann Hills in 
the Publication Ice shelf as a part of the Lambert Glacier system. The Publication 
Ice shelf itself marks a very steep margin east of Polar Record Glacier till it ends 
abruptly south east of Bolingen Islands. Fjords, such Thala, Quilty and Clemence 
have cut deep into the ice reaching the ice sheet while Nella fjord has made its way 
through a valley in the Broknes Peninsula.

The Larsemann Hills exhibit horst and graben structures, signifying a tectonic 
control in their disposition. The Stornes Peninsula, Grovnes Promontory, Fischer 
Island and Broknes Peninsula from west to east, are conspicuous as horsts with 
their straight N-S to NNE–SSW trending margins with Thala fjord, Quilty Bay, 
Clemence Fjord and Nella Fjord respectively flowing in the complimentary grabens 
(Figure 7). The hills are totally devoid of peaks and show low hummocky and 
rounded tops with isolated erratic boulders on top (Figure 8). The general elevation 
varies between 50 and 70 m above m.s.l. with some parts approaching ~100 m above 
m s l. The hills are dissected by vertical valleys demonstrating past fluvio-glacial 
action. The hill tops show weathered surfaces with pits while the windward sides 
show cavernous pits at places. Moraines are rare. The landscape is dotted with more 
than 150 water bodies which have been mapped and numbered systematically by 
[25]. While most of the lakes are shallow up to 3 m depth, and may be classified 
as ephemeral ponds, there are some deep lakes such as Lake Progress (34 m) in 
Broknes Peninsula, Lake Oskar in Stornes Peninsula (18 m) and lake LH 7 (14 m) in 
Grovnes (Bharati) Promontory. Some lakes are saline in nature due to close vicinity 
of the ocean and the wind born salt spray and/or excessive evaporation and support 
a thick biomass mat in upper levels. .

Earlier records [26, 27] have given an account of the post glacial regional climate 
variability along the East Antarctic coastal margin. A detailed description of the 
region (ANARE reports) and of the microbial communities inhabiting the lakes of 
Larsemann Hills are provided elsewhere [28–30]. The minimum age of deglaciation 
of the islands has been inferred to be late Pleistocene/early Holocene. However, 
reconstruction of relative seal level (RSL) records [31] have stressed that the pres-
ence of marine sediments with radiocarbon ages ranging from 40 to 30 ka BP to the 
east of Filla Island suggest that deglaciation of some areas could have commenced 
much earlier. Diatom abundance and fossil pigment records [32, 33] also opine that 
Larsemann Hill were not fully covered by ice during the LGM and gradually de-
glaciated between c. 13.5 and 4 ka BP. Relatively wet conditions prevailed between 
c. 11.5 and 9.5 ka BP in a lake on one of the northern islands in the Larsemann Hills 
[26]. Basal samples from a sediment core at ~158 cms in Larsemann Hills revealed 
presence of a marine sediments [34] while two more records based on diatom 
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Larsemann Hills. Low hills with hummocky tops near Grovnes promontory. Note the open sea in austral 
summer and the continental ice sheet marking coast line.
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records and geochemical proxies suggest presence of marine sediments during 
mid-Holocene [3, 35] and while diatoms endemic to sub-Antarctic island corre-
sponding to MIS 5e stage were recorded from Broknes Peninsula (Last Interglacial) 
[33, 36]. The reduced elevation and planation surfaces must have been carved 
before the LGM facilitating the marine transgression. Based on the variation of 
diatom population present in sediments suggest that the influence of seawater 
got weakened after ~5000 yrs. BP [37] and relative warmer climatic condition 
was prevalent [37, 38]. Core studies from a lake in Grovnes Promontory by [39] 
have shown high productivity between ~8.3 to ~6 cal ka BP and that the ice free 
 conditions prevailed around 4 cal ka BP.

5. Conclusions

The geomorphology of Schirmacher Oasis and Larsemann Hills, the two 
prominent ice free areas present distinct erosional and depositional landforms 
characteristic of a polar periglacial environment. Both the areas house hundreds of 
melt water lakes that have preserved the signatures of glacial–interglacial climate 
variations in the sediments deposited. Paleaoclimate history for the past ~42 cal. 
ka B.P [5] has revealed wide spread glaciation in LGM with Holocene being char-
acterized by alternating warm and cold phases. Presence of marine sediments were 
documented from two coastal lakes viz., Pup Lagoon [35] and Heart Lake [3, 35] 
suggesting isostatic upliftment in the region. The sedimentological data viz.: sedi-
ment sorting, composition and the SEM studies on quartz grains from the two areas 
have shown similar results except the extent and strength of glacial processes. While 
there was a strong effect of glacial processes on quartz grains from Larsemann Hills, 
the imprints of glaciofluvial activity were more prominent on quartz grains from 
Schirmacher Oasis [40].
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Chapter 3

Kalman Filter Harmonic Bank for
Vostok Ice Core Data Analysis and
Climate Predictions
Migdat Hodzic and Ivan Kennedy

Abstract

The Vostok ice core data cover 420,000 years indicating the natural regularity of
Earth’s surface temperature and climate. Here, we consider four major cycles of
similar duration, ranging from 86,000 to 128,000 years, comprising 15% of periods
for the warming interglacials compared to some 85% of cooling periods. Globally,
we are near the peak of a rapid warming period. We perform a detailed frequency
analysis of temperature and CO2 cycles, as a primary stage in building a logical
Climate Prediction Engine (CPE), illustrated with specific harmonics. This analysis
can be repeated for all harmonics and various cycle combinations. Our time corre-
lation estimates the CO2 time lag for temperature at 400–2300 years, depending on
the cycle, longer on average than previously concluded. We also perform Fast-
Fourier transform analysis, identifying a full harmonic spectrum for each cycle,
plus an energy analysis to identify each harmonic amplitude � to achieve further
prediction analysis using a Kalman filter harmonic bank. For Vostok data we can
use combinations of different cycles compared to the most recent for learning and
then the current ongoing cycle for testing. Assuming causal time regularity, more
cycles can be employed in training, hence reducing the prediction error for the next
cycle. This results in prediction of climate data with both naturally occurring as well
as human forced CO2 values. We perform this detailed time and frequency analysis
as a basis for improving the quality of our climate prediction methodologies, with
particular attention to testing alternative hypotheses of the possible causes of cli-
mate change. These include the effect on albedo of suspended dust and increasing
water vapor with temperature in initiating interglacial warming, the effect of tem-
perature and pH values of surface water on ambient level of CO2 in the atmosphere
and finding a larger latent heat capacity in the atmosphere required to sustain its
circulatory motions, leading to friction and turbulent release of heat in boundary
layer. All these potentials can be examined in an effective CPE.

Keywords:Vostok data, time and frequency analysis, Kalman filter harmonic bank,
climate prediction engine, machine learning

1. Introduction

Extensive climatic data for the past four ice ages and earlier, the period in which
Homo sapiens evolved, is available in various scientific reports analyzing ice cores,
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Chapter 3

Kalman Filter Harmonic Bank for
Vostok Ice Core Data Analysis and
Climate Predictions
Migdat Hodzic and Ivan Kennedy

Abstract
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Greenland where intensive ice core drilling has occurred since 1956, with several
countries supporting more than a score of different drilling projects. Currently,
intensive ice core drilling is being conducted in other areas as well, so an even larger
data set is anticipated. In previous papers [1–4] the history and limitations of ice
core drilling are described in detail. Our purpose in this paper is to employ Vostok
ice core data for time and frequency related analyses to set a basis for improving
prediction of climate variations. The data sets include derivations of relative tem-
perature, carbon dioxide (CO2), methane (CH4), oxygen, dust and solar variation
(insolation), during the past 420,000 years. Because isotopic fractionation of oxy-
gen-18 and deuterium in snowfall is temperature dependent and a strong spatial
correlation exists between mean annual temperature and mean isotopic ratios it is
possible to derive ice-core climate records. References [5, 6] presented the first
record for full glacial–interglacial period from an ice core drilled in the Russian
Vostok station in Antarctica. However, it is important to establish criteria for
controlling the quality of this new science that we claim could eventually lead to a
Climate Prediction Engine (CPE), based on verified causes.

A 420,000 year record was constructed from the [5] study on a 3 km deep core
of ice (Figure 1). Another source of similar ice core data is available from European
EPICA drilling project [7] which lasted from 1998 until 2005. EPICA data are
comparable with Vostok data. In this paper we focus on specific analysis related to
only two of the Vostok data variables, namely relative temperature and CO2 con-
tent. We also touch upon possible effect of the dust on various points along Vostok
timeline. We will include other data at a later date. Data sets used are from [8] and,
with corrections, [9]. The variation of atmospheric CO2, temperature and dust are
shown in Figure 1 together with our definition of four cycles (C1, C2, C3, C4)
formed from the maxima of the variables. These cycles could also be defined
starting from the variable minima. Before presenting very detailed time and fre-
quency analysis of specific subset of Vostok data, we make some general observa-
tions related to climate fluctuations of CO2, temperature and dust.

Variations in global climate measured by temperature change automatically
involve the thermal energy content and heat capacity of the atmosphere. These
highly variable systems can be contrasted with the energy content of conservative
physical systems like planetary orbits, where the principle of least action defines the
trajectories favored; conservative systems can be reliably modeled as an interaction

Figure 1.
Vostok data variation in global relative temperature and CO2 content [8, 9].
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between gravity and inertial forces, with the angular momentum and action held
constant as a function of mass and the gravitational constant [10]. By contrast, the
molecular states in the global ecosystem are dominated by transient energy flows,
oscillating in a complex set of time scales as short as hourly to as long as geological
epochs. Such variations in energy flows invite frequency analysis, characterized
with Fourier transforms to provide underlying information.

A “snowball” Earth [11], more or less covered by ice and snow as the ice cores
were fashioned clearly has diminished total energy in terms of molecular quantum
states affecting molecular vibration, rotation, translation � as well as sustaining the
more coherent circulatory motions in the atmosphere and the ocean, transferring
thermal energy towards the poles. A warm Earth as at present has all these flows in
higher quantum states, raising their entropy as we have quantified for atmospheric
molecules elsewhere [12]. Variation in physical parameters such as temperature is
obvious but complex in causes, with any longer-term trends overlying daily or
seasonal trends as a function of latitude.

One state property that does not vary over time on Earth except geologically is
atmospheric pressure, given that it is effectively based on the weight of the atmo-
sphere, apart from variation for water, some 4% during the El Nino cycle [13]. The
current IPCC consensus concludes that the most significant warming is from
greenhouse gas content, such as that of CO2, methane and nitrous oxide, but this is
not necessarily the major controlling cause of increasing temperature, given how
negotiable thermal energy is. Globally, we are conducting a large uncontrolled
experiment to see if CO2 is so important. Although originally thought that the CO2

data from ice cores might be considered as proof of its causal role in global
warming, but given that changes in CO2 lag temperature changes its resultant
release or absorption from solution in sea water is more likely the cause of
correlations in the relationship.

An additional causative factor controlling the atmospheric pressure of CO2 that
seems to have been overlooked is varying acidity of waters, which can also respond
to temperature. In warm periods with high oxygen levels, acidification by oxidation
of reduced sulfur, nitrogen and carbon compounds is favored [14]. Alkaline condi-
tions are favored anaerobically. The reduction of dimethyl sulfate, a major oxidant
in sea water, can also lead to the evolution of reduced sulfur compounds, which can
be converted to sulfuric acid in the atmosphere by ultraviolet oxidation. The alka-
line pH of the ocean about 8.2 is effectively the same as that obtained in aerated
water equilibrated with limestone (CaCO3). Sources of alkaline carbonated salts in
the ocean is basaltic volcanic rocks and soils, in contrast to more acidic granitic
deposits that tend to acidify water.

We have shown using equilibrium theory that a lowering in surface ocean pH of
0.01 units can lead to an increased CO2 pressure in the atmosphere of 8–10 ppm by
volume. So, a change of 100 ppm could occur locally if the ocean surface or water
on land was acidified by 0.10 unit, say from pH 8.20 to 8.10 as observed recently.
Much larger local changes could occur, from a catastrophic event such as major
volcanic eruption. The annual oscillation in CO2 pressure at 3500 m altitude on
Mona Loa, Hawaii could be a result of the change in the high surface temperature of
the nearby ocean between winter and summer, rather than imbalance between
photosynthetic assimilation and respiratory evolution of CO2, often claimed in
general climate models. The CO2 pressure in Hawaii peaks after winter in May when
the sea temperature is about 23°C and reaches its minimum in late October when
the sea is about 27°C. A peculiarity of calcite is that its solubility declines with
higher temperature [15], so its precipitation removing CO2 from the atmosphere
could partly or fully explain the oscillation. By contrast, at the sampling site at
Cape Grim in Tasmania, where the annual sea temperature has a mean temperature
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comparable with Vostok data. In this paper we focus on specific analysis related to
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tent. We also touch upon possible effect of the dust on various points along Vostok
timeline. We will include other data at a later date. Data sets used are from [8] and,
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shown in Figure 1 together with our definition of four cycles (C1, C2, C3, C4)
formed from the maxima of the variables. These cycles could also be defined
starting from the variable minima. Before presenting very detailed time and fre-
quency analysis of specific subset of Vostok data, we make some general observa-
tions related to climate fluctuations of CO2, temperature and dust.

Variations in global climate measured by temperature change automatically
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Vostok data variation in global relative temperature and CO2 content [8, 9].

38

Glaciers and the Polar Environment

between gravity and inertial forces, with the angular momentum and action held
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states affecting molecular vibration, rotation, translation � as well as sustaining the
more coherent circulatory motions in the atmosphere and the ocean, transferring
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higher quantum states, raising their entropy as we have quantified for atmospheric
molecules elsewhere [12]. Variation in physical parameters such as temperature is
obvious but complex in causes, with any longer-term trends overlying daily or
seasonal trends as a function of latitude.

One state property that does not vary over time on Earth except geologically is
atmospheric pressure, given that it is effectively based on the weight of the atmo-
sphere, apart from variation for water, some 4% during the El Nino cycle [13]. The
current IPCC consensus concludes that the most significant warming is from
greenhouse gas content, such as that of CO2, methane and nitrous oxide, but this is
not necessarily the major controlling cause of increasing temperature, given how
negotiable thermal energy is. Globally, we are conducting a large uncontrolled
experiment to see if CO2 is so important. Although originally thought that the CO2

data from ice cores might be considered as proof of its causal role in global
warming, but given that changes in CO2 lag temperature changes its resultant
release or absorption from solution in sea water is more likely the cause of
correlations in the relationship.

An additional causative factor controlling the atmospheric pressure of CO2 that
seems to have been overlooked is varying acidity of waters, which can also respond
to temperature. In warm periods with high oxygen levels, acidification by oxidation
of reduced sulfur, nitrogen and carbon compounds is favored [14]. Alkaline condi-
tions are favored anaerobically. The reduction of dimethyl sulfate, a major oxidant
in sea water, can also lead to the evolution of reduced sulfur compounds, which can
be converted to sulfuric acid in the atmosphere by ultraviolet oxidation. The alka-
line pH of the ocean about 8.2 is effectively the same as that obtained in aerated
water equilibrated with limestone (CaCO3). Sources of alkaline carbonated salts in
the ocean is basaltic volcanic rocks and soils, in contrast to more acidic granitic
deposits that tend to acidify water.

We have shown using equilibrium theory that a lowering in surface ocean pH of
0.01 units can lead to an increased CO2 pressure in the atmosphere of 8–10 ppm by
volume. So, a change of 100 ppm could occur locally if the ocean surface or water
on land was acidified by 0.10 unit, say from pH 8.20 to 8.10 as observed recently.
Much larger local changes could occur, from a catastrophic event such as major
volcanic eruption. The annual oscillation in CO2 pressure at 3500 m altitude on
Mona Loa, Hawaii could be a result of the change in the high surface temperature of
the nearby ocean between winter and summer, rather than imbalance between
photosynthetic assimilation and respiratory evolution of CO2, often claimed in
general climate models. The CO2 pressure in Hawaii peaks after winter in May when
the sea temperature is about 23°C and reaches its minimum in late October when
the sea is about 27°C. A peculiarity of calcite is that its solubility declines with
higher temperature [15], so its precipitation removing CO2 from the atmosphere
could partly or fully explain the oscillation. By contrast, at the sampling site at
Cape Grim in Tasmania, where the annual sea temperature has a mean temperature
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of 15°C with variation between 11 and 19, a range which does not lead necessarily to
precipitation of calcite, there is only slight evidence of an oscillation. While the
burning of fossil fuels would be the main current cause of pH variation in the ocean,
any other acidifying processes in the atmosphere or on land such as from agricul-
ture, could also be controlling influences.

For all of the above reasons regarding the complexity of causes of climate
change, we consider it would be beneficial if the ice core data could be subjected to
careful Fourier frequency analysis, yielding detailed data regarding long term
mechanisms of variation in climate, also pointing to an appropriate dynamic
modeling of the underlying processes. In this chapter we focus specifically on CO2

Vostok data for C1 as defined in Figure 1, as an example of our CPE approach,
extending this to CO2 for C2, C3 and C4, or their combinations. Other data such as
temperature, methane, dust, and any other available ice core data such as EPICA,
can be analyzed similarly.

2. Methodology

The eminent statistician Fisher [16] was an early exponent of testing statistical
significance by harmonic analysis. Some preliminary spectral analysis has been
conducted on Vostok ice core data set as reported in [17–19]. In this paper, a
detailed spectral analysis in R and Excel was applied to Barnola et al. data set [8, 9].
In such analysis, time series are decomposed into underlying sine and cosine func-
tions to establish the most important frequencies. Various texts on Fast Fourier
Transforms (FFT) were also sources for frequency determination. These
approaches allow construction of periodograms quantifying the contributions of the
individual frequencies to the time series regression. The methodology developed for
bioinformatics [20] has general application for time series and was employed in this
study. In this paper we perform our own time and frequency analysis using R and
Excel. Trudinger et al. [21, 22] have also applied Kalman filter analysis to ice core
data. This allowed a more rigorous analysis of CO2 variability for the Law Dome ice
cores of Antarctica over the recent 1000 years than the usual deconvolution
method. These authors pointed out that the Kalman filter allows better calculation
of uncertainties in the deduced sources. The uncertainties correspond to the
selected range of frequencies. They claimed [22] that it allows investigation of
statistical properties that are directly related to physical properties.

Our aim is to apply Kalman filter based methodology to define the logic for a
Climate Prediction Engine (Figure 2) based on 4 data cycles, Figure 1. Cycle C1 is
the most recent period, the current interglacial warming period nearing its maxi-
mum but still incomplete. The overall number of published data points for both
variables (relative temperature and CO2) is 363. The individual cycles are deter-
mined by locating maximum absolute values for relative temperature and CO2.
Individual cycles differ in the number of data points slightly. Also, because of a lag
observed between the maxima for temperature and CO2 data, the number of data
points differs slightly in two data sets in each cycle. This is also confirmed in our
time correlation analysis below. Table 1 summarizes the number of data points in
each cycle. Note that each cycle is defined as top-to-top data values for both CO2

and temperature, resulting in a different number of data points for CO2 and tem-
perature. However, the beginning of each interglacial where temperatures com-
mences climbing might prove superior for some analyses, given that the controlling
causes for reversal may be more consistent for these periods. Obviously, the current
cycle is still evolving and new data may be added as required for further analysis.
We can achieve that by appending the original Vostok data with additional current
points, that might skew the previous natural data progression. Comparison of two
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data sets including current data may be very useful in estimating global near and far
future effects of factors like temperature and CO2 content � an ultimate goal in this
research.

Note that one such additional current data point may not make a large difference
on the current C1, as far as harmonic analysis, which has long term time behavior
built in, but the short term time effects may be more prominent. Our approach
covers both short and long term effects and it can be used to perform sensitivity
analysis using current climate data together with original Vostok data. The uneven
data sampling times within each cycle) may pose some numerical issues as well for
the analysis in the context of Kalman filter (KF) prediction methodology. There are
various methods missing data problem and one of the simpler methods, yet effec-
tive one, is to enter missing data by some (linear or nonlinear) approximation
method. We inject additional data using linear interpolation, also achieving Nyquist
sampling requirements and in the process minimize the number of required
harmonics used by the Kalman filter harmonic bank (KFHB). For C1 which originally
had 80 data points for CO2 we added additional data points for the total of 128 suitable
for FFT but also corresponding to the length of 128,000 years so far in the cycle.

An aim is to gain more insight into Vostok data in time and frequency domains,
and check the corresponding amplitude and energy content in order to reduce the
number of significant harmonic components (Figure 2). Other authors used similar
energy consideration but in our case, we propose the simple and effective mathe-
matical model of a stochastic harmonic oscillator, based on which a KFHB can be
built and used to further analyze Vostok data as well as predict near and far future
data behavior. Note that besides C1 other cycles can be used to improve the preci-
sion by combining two or three cycles based on past data for C1, C2. C3. Amplitude

Figure 2.
Climate prediction engine (CPE) logic.

No of Data Points Cycle C1 Cycle C2 Cycle C3 Cycle C4 Total

Temperature 74 136 99 54 363

CO2 80 135 99 49 363

Boldfaced entries point to CO2 and Cycle 1 related values.

Table 1.
Number of original Vostok data points for each cycle.
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any other acidifying processes in the atmosphere or on land such as from agricul-
ture, could also be controlling influences.

For all of the above reasons regarding the complexity of causes of climate
change, we consider it would be beneficial if the ice core data could be subjected to
careful Fourier frequency analysis, yielding detailed data regarding long term
mechanisms of variation in climate, also pointing to an appropriate dynamic
modeling of the underlying processes. In this chapter we focus specifically on CO2

Vostok data for C1 as defined in Figure 1, as an example of our CPE approach,
extending this to CO2 for C2, C3 and C4, or their combinations. Other data such as
temperature, methane, dust, and any other available ice core data such as EPICA,
can be analyzed similarly.
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In such analysis, time series are decomposed into underlying sine and cosine func-
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Transforms (FFT) were also sources for frequency determination. These
approaches allow construction of periodograms quantifying the contributions of the
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bioinformatics [20] has general application for time series and was employed in this
study. In this paper we perform our own time and frequency analysis using R and
Excel. Trudinger et al. [21, 22] have also applied Kalman filter analysis to ice core
data. This allowed a more rigorous analysis of CO2 variability for the Law Dome ice
cores of Antarctica over the recent 1000 years than the usual deconvolution
method. These authors pointed out that the Kalman filter allows better calculation
of uncertainties in the deduced sources. The uncertainties correspond to the
selected range of frequencies. They claimed [22] that it allows investigation of
statistical properties that are directly related to physical properties.

Our aim is to apply Kalman filter based methodology to define the logic for a
Climate Prediction Engine (Figure 2) based on 4 data cycles, Figure 1. Cycle C1 is
the most recent period, the current interglacial warming period nearing its maxi-
mum but still incomplete. The overall number of published data points for both
variables (relative temperature and CO2) is 363. The individual cycles are deter-
mined by locating maximum absolute values for relative temperature and CO2.
Individual cycles differ in the number of data points slightly. Also, because of a lag
observed between the maxima for temperature and CO2 data, the number of data
points differs slightly in two data sets in each cycle. This is also confirmed in our
time correlation analysis below. Table 1 summarizes the number of data points in
each cycle. Note that each cycle is defined as top-to-top data values for both CO2
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and energy analysis performed here reduces a number of required individual
Kalman Filter Harmonic Oscillators (KFHO) as individual blocks for the KFHB. It is
important to note that using this approach rather than just combining amplitudes
and harmonic components directly as described for example in [23], is to accom-
modate stochasticity of the data and the overall probabilistic nature of the predic-
tion problem using KFs. This approach adds to the robustness of the method and
provides better probabilistic accuracy both for short and long term periods, as well
as allowing for prediction sensitivity analysis using various values, such as CO2

levels as measured now and estimated for some future periods. Our methodology
can be applied for both research as well as for policy making tools for the future
climate related societal and technological decisions.

In this paper we perform time analysis of all cycles and C1 CO2 frequency
analysis (boldfaced in Table 1) to illustrate the KFHB approach (Section 7).

3. A climate prediction engine

The block diagram in Figure 2 summarizes our CPE. It seeks the ability to
predict various quantities using both past data (from one or more cycles) as well as
the current data available This also allows to run various sensitivity analysis by
using a variety of future scenarios as far as CO2 and temperature, for example. The
CPE can be applied to any ice core data, Vostok, EPICA or any other and for any
variable, CO2, temperature, methane, O2, or dust.

The CPE consists of three major blocks. First one is a data base of various ice core
data, both original, conditioned and inserted as required to make the data more
uniformly distributed across the time span of each cycle. The second block is data
analysis, in time and frequency domains, including various correlation measures.
The third block is the prediction engine which consists of a set of oscillators
(KFHO) that produce a KFHB (Section 8). Various predictions as well as sensitivity
analysis are performed in this block. Finally prediction parameters are fine-tuned
by original ice core data vs. the prediction errors. This is primarily done to fine tune
KFHO gains. Section 8 contains all the mathematical details of KFHB.

4. Average sampling time analysis

First, we considered the entire set of Vostok data regarding time sampling. This
will yield some initial indication of important issues in dealing with the data and
how to perform further Vostok data filling to minimize the effects of non-uniform
data distribution. As Table 1 indicates the number of data points and the
corresponding time periods for each cycle is quite different. This has to be taken into
account when analysis is performed, as far as machine learning use of individual
cycles for the benefit of estimating on going C1 data values. Table 2 summarizes
approximate duration of each cycle based on our definition of four cycles.

Duration in years Cycle C1 Cycle C2 Cycle C3 Cycle C4

Temperature 127,726 115,156 86,462 96,782

CO2 128,399 109,800 86,148 95,587

Boldfaced entries point to CO2 and Cycle 1 related values.

Table 2.
Climatic cycles approximate duration in years.
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Detailed visual inspection of maximum values in Figures 2 and 3 indicates that
CO2 lags relative temperature in C4, C3, and C2. In C1, the data may be a little
skewed due to the number of recent data points where maximum values are still not
clearly identified in Vostok data (left-most CO2 data, Figure 1), as C1 is still
evolving. Better lag estimates can be obtained by cross correlation analysis as done
in Section 4 below. Another feature is the varied time differences when the data is
obtained from ice core readings. In some cases difference between two data samples
are only 400–500 years, but in some as much as 5000 years. To start the analysis for
each cycle we calculated average time sampling values as summarized in Table 3. In
Section 5 this will be corrected to some extent by data filling and determining an
ideal Nyquist and data sampling rate.

The differences in average sampling times obviously come from the number
of data points collected and the duration of each individual cycle. To facilitate
our general approach all other combination of available cycles data are also
considered. The idea is enrich with the varied of all available data for prediction
purposes and also training purposes of machine learning approach. For example
Table 4 indicates respectively average sampling times for C1 and C2 combined
(C12), C2 and C3 combined (C23), as well as C2, C3 and C4 combined (C234), plus
the total data set C1234. Note from Table 4 that more cycles we add the more
uniform average data sampling times become, until it becomes equivalent for both
CO2 and temperature. Further refinement of average sampling time is given in
Section 5.2 bellow.

Figure 3.
Short term temperature and CO2 cross correlation.

Average sampling time in years Cycle C1 Cycle C2 Cycle C3 Cycle C4

Temperature 1703 800 865 1792

CO2 1605 813 862 1911

Boldfaced entries point to CO2 and Cycle 1 related values.

Table 3.
Average data sampling time in years for each cycle.

Average sampl. time, years Cycles C12 Cycles C23 Cycles C234 Cycles C1234

Temperature 1087 827 1008 1149

CO2 1108 834 1020 1149

Boldfaced entries point to CO2 and combined Cycle C12.

Table 4.
Combined cycles C12, C23, C234 and C1234 mean data sampling times in years.
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and energy analysis performed here reduces a number of required individual
Kalman Filter Harmonic Oscillators (KFHO) as individual blocks for the KFHB. It is
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as allowing for prediction sensitivity analysis using various values, such as CO2

levels as measured now and estimated for some future periods. Our methodology
can be applied for both research as well as for policy making tools for the future
climate related societal and technological decisions.

In this paper we perform time analysis of all cycles and C1 CO2 frequency
analysis (boldfaced in Table 1) to illustrate the KFHB approach (Section 7).
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(KFHO) that produce a KFHB (Section 8). Various predictions as well as sensitivity
analysis are performed in this block. Finally prediction parameters are fine-tuned
by original ice core data vs. the prediction errors. This is primarily done to fine tune
KFHO gains. Section 8 contains all the mathematical details of KFHB.

4. Average sampling time analysis

First, we considered the entire set of Vostok data regarding time sampling. This
will yield some initial indication of important issues in dealing with the data and
how to perform further Vostok data filling to minimize the effects of non-uniform
data distribution. As Table 1 indicates the number of data points and the
corresponding time periods for each cycle is quite different. This has to be taken into
account when analysis is performed, as far as machine learning use of individual
cycles for the benefit of estimating on going C1 data values. Table 2 summarizes
approximate duration of each cycle based on our definition of four cycles.

Duration in years Cycle C1 Cycle C2 Cycle C3 Cycle C4

Temperature 127,726 115,156 86,462 96,782

CO2 128,399 109,800 86,148 95,587

Boldfaced entries point to CO2 and Cycle 1 related values.

Table 2.
Climatic cycles approximate duration in years.
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Detailed visual inspection of maximum values in Figures 2 and 3 indicates that
CO2 lags relative temperature in C4, C3, and C2. In C1, the data may be a little
skewed due to the number of recent data points where maximum values are still not
clearly identified in Vostok data (left-most CO2 data, Figure 1), as C1 is still
evolving. Better lag estimates can be obtained by cross correlation analysis as done
in Section 4 below. Another feature is the varied time differences when the data is
obtained from ice core readings. In some cases difference between two data samples
are only 400–500 years, but in some as much as 5000 years. To start the analysis for
each cycle we calculated average time sampling values as summarized in Table 3. In
Section 5 this will be corrected to some extent by data filling and determining an
ideal Nyquist and data sampling rate.

The differences in average sampling times obviously come from the number
of data points collected and the duration of each individual cycle. To facilitate
our general approach all other combination of available cycles data are also
considered. The idea is enrich with the varied of all available data for prediction
purposes and also training purposes of machine learning approach. For example
Table 4 indicates respectively average sampling times for C1 and C2 combined
(C12), C2 and C3 combined (C23), as well as C2, C3 and C4 combined (C234), plus
the total data set C1234. Note from Table 4 that more cycles we add the more
uniform average data sampling times become, until it becomes equivalent for both
CO2 and temperature. Further refinement of average sampling time is given in
Section 5.2 bellow.

Figure 3.
Short term temperature and CO2 cross correlation.

Average sampling time in years Cycle C1 Cycle C2 Cycle C3 Cycle C4

Temperature 1703 800 865 1792

CO2 1605 813 862 1911

Boldfaced entries point to CO2 and Cycle 1 related values.

Table 3.
Average data sampling time in years for each cycle.

Average sampl. time, years Cycles C12 Cycles C23 Cycles C234 Cycles C1234

Temperature 1087 827 1008 1149

CO2 1108 834 1020 1149

Boldfaced entries point to CO2 and combined Cycle C12.

Table 4.
Combined cycles C12, C23, C234 and C1234 mean data sampling times in years.
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5. Time correlation analysis

As a starting point in time cross correlation analysis we examine correlation
coefficients � single numbers that can be used as simple measure of cross correla-
tion intensity between two variables. There are several coefficients named after
their inventors such as Spearman, Pearson and Kendal [24] and they all indicate
certain statistical properties that can relate two data series. Table 5 summarizes
standard cross coefficient between relative temperature and CO2 for individual
cycles as well as for the entire Vostok data set. The intensity of the cross correlation
is quite high, on average more than 0.8 for the entire set. If we split the cycles into
up and down sub cycles we obtain Table 6 which indicates cross correlation coeffi-
cients for up and down cycle parts. Overall these coefficients indicate bigger spread
between up and down sub cycles, and are very sensitive to where the break between
up and down parts is chosen.

In general, one of the coefficients (up or down) is considerably larger than the
overall single cycle coefficient. This might indicate that the usefulness of the indi-
vidual up and down cross correlation analysis may be limited of the current C1
cycle. In the context of machine learning methodology this points to putting less
emphasis on the cycles from longer in the past compared to the ongoing C1 cycle.
To complete this analysis, the down-up period (boldfaced) ratios in Table 6 indi-
cate that the descending period is on average 6 to 8.6 times longer than the ascend-
ing period during interglacials, given that the cooling period is that much longer
than the warming part. See also Figure 9 for C1 CO2.

Cross correlation coefficient Cycle C1 Cycle C2 Cycle C3 Cycle C4 Entire cycle C1234

Temperature vs. CO2 0.8389 0.8094 0.8069 0.8191 0.821

Table 5.
Cross correlation coefficient for individual and entire cycle.

Cycle 1 Down Correlation 0.869 Down Years 108,328

Ratio 7.05582

Up Correlation 0.8262 Up Years 15,353

Total Correlation 0.8389 Total Years 123,681

Cycle 2 Down Correlation 0.8008 Down Years 97,087

Ratio 8.653802

Up Correlation 0.9014 Up Years 11,219

Total Correlation 0.8094 Total Years 108,306

Cycle 3 Down Correlation 0.8558 Down Years 72,931

Ratio 5.961337

Up Correlation 0.6503 Up Years 12,234

Total Correlation 0.8069 Total Years 85,165

Cycle 4 Down Correlation 0.8519 Down Years 83,533

Ratio 6.824034

Up Correlation 0.827 Up Years 12,241

Total Correlation 0.8191 Total Years 95,774

Table 6.
Cross correlation coefficients for individual sub cycles.
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Time correlation analysis produces a variety of useful information about period-
icity and correlation strength among data samples of a given quantity. In particular
autocorrelations produce the measure of self correlation of a data series, and the cross
correlations indicate how two different data sets are correlated. We used standard
programs such as R and Excel to generate those. One property of crosscorrelations Rxy

is very useful in analysis of relative temperature vs. CO2 content and that is the
estimate of the time delay between the two. In general one needs to locate the
maximum value point for Rxy and locate the corresponding argument, time lag in our
case, between relative temperature and CO2 content. Figure 3 (with numerical values
around zero lag) illustrates short term calculations for cross correlation between the
two variables for the total C1234 cycle. We can read the value of the delay τdelay
between temperature and CO2 as approximately equal to two lag units. Since the
calculation is done for the entire data set, from Table 4 we can read an average
sampling time for C1234 as 1149 years, hence we can make a rough upper limit
approximation of the size of the delay for the entire data set to be:

τdelay < 2 times 1, 149 years � 2, 300 years

The calculation is approximate, primarily because the non-uniform distribution of
the Vostok data. Some data is separated by only hundred years rather than thousands.
This points to a need to make the data more uniform by inserting additional data. We
address how to harmonize these data in Section 5. The total delay appears to be of
order of 2000 or more years and not 100–200 years. That may be an important
finding which can influence our thinking about the role of CO2 increase caused by
human actions. Figure 4 indicates entire data set auto and cross correlation. It is clear
that the data exhibits some periodicity. To determine average time delays between
relative temperature and CO2 for individual cycles we examine Figures 5–8 which
also have numerical values around zero lag. The first two diagrams in Figure 5 are
autocorrelations and they also indicate certain periodicity within the each cycle but
obviously not as well as the entire data set. The third diagram shows cross correlation
between two variables. The time delay can be read from cross correlation and for C1 it
is less than one lag period but maybe more than zero lag, due to the non uniformity of
data. We can estimate it as less than half of one period lag. From Table 3 for both

Figure 4.
Total long term temperature and CO2 autocorrelations (left to right, above) and cross correlation (bellow)
indicating inherent data periodicity.
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relative temperature and CO2 the average data sampling times are 1703 and
1605 years putting the absolute delay at around 800–850 years or less. Similar
approximate estimates can be done for other cycles. Reading from C2 and C3 cross
correlations, Figures 7 and 8 and Table 3, by the same consideration the delay is less
than half the cycle, which translates into 400–435 years on average, or less. For C4
(Figure 8 and Table 3) the delay appears to be of order of one cycle sampling time, a
delay around 1800 years. To get a more precise approximations we would need more
uniform data and finer resolution around the zero lag where the cross correlation is at
its maximum. Note that on the individual cycle up and down parts this delay may
differ from the average cycle level, also indicated by larger correlation coefficients
spread in Table 6. We can identify no specific pattern in these coefficients regarding
up and down sub cycles having larger or smaller coefficient. Overall, there is a
significant CO2 delay across total Vostok data C1234 compared to the relative tem-
perature. For individual cycles a more detailed cross correlation analysis should be
done, especially following data insertion. We made very rough estimates above.

Figure 5.
Cycle C1 temperature and CO2 autocorrelations (left to right, above) and cross correlation (bellow) indicating
some periodicity within the cycle C1 itself.

Figure 6.
Cycle C2 temperature and CO2 cross correlation indicating some periodicity within the cycle C2 itself.
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For practical reasons, the most important figure to keep in mind is the current cycle
C1 delay which points to 800–850 years or less.

Note at the end of this Section that the way various cycles are defined (Figure 1)
also affects the analysis. In a follow up work we aim at repeating this analysis by
defining cycles from minim to minimum CO2 values. Choice of maximum or
minimum values may assist in determining what triggers cycle reversals. We have
early indications that the dust might have a significant role in this reversal.

Figure 7.
Cycle C3 temperature and CO2 cross correlation indicating some periodicity within the cycle C3 itself.

Figure 8.
Cycle C4 temperature and CO2 cross correlation indicating some periodicity within the cycle C4 itself.

Figure 9.
Cycle C1 CO2 content.
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6. Cycle C1 CO2 frequency analysis

As an illustration of frequency analysis we examine Cycle C1 CO2 data in details.
Similar approach can be used for other data, such as temperature, methane, oxygen
and dust. The first concern is to make the C1 CO2 data more homogeneous hence
the sampling time can be more precise and useful.

6.1 Data filling

The original Cycle 1 Vostok data contains a total of 80 CO2 data points are very
unevenly distributed in time. This poses issues with FFT or DFT harmonic analysis.
Hence we corrected the situation somewhat by inserting certain number of addi-
tional “data points” using linear approximation between the original data points
with the biggest time difference between the neighboring points, hence generating
a total of 128 original and inserted data points. In particular, the very first point we
added to the original Vostok data is the current value of CO2 which we stated at 350
[25] for the year 1990, as an example. Current levels are estimated at over 400 ppm.
Our CPE model can be used for a variety of sensitivity analysis by playing “what if”
and processing the data through CPE.

Next data is the first original Vostok data, 2362 years in the past. This will
correspond to 64 FFT harmonics described next. Note that the time period of C1
CO2 data is 128,399 years (Table 2), time difference between the oldest C1 data and
the current time, Figure 9 above.

6.2 Sampling time

For sampling time, we proceeded as follows. As stated in Section 2 the cycle
duration is measured between the maximum (CO2 and temperature) points in each
cycle. Hence, we have an average of a bit over 1000 years time sampling for Cycle 1,
i.e. T ¼ 128, 399

128�1 = 1011 years, which is used as the CO2 data sampling time. The FFT
analysis on 128 total points produces 64 harmonics with the highest frequency of
f max ¼ f

2 ¼ 1
2T ¼ 1

2022 10
�3 ¼ 0:000495 x 10�3 Hz. For the analysis we use T ¼ 1:011

with the understanding it is in 1000s of years. Table 7 summarizes Cycle 1 har-
monic content ordered by the amplitude, from the largest to the smallest to identify
each harmonic energy contribution. First harmonic H1 is boldfaced. As shown in
Section 7.1, for the discretization purposes, it is important to satisfy an additional
sampling time requirement given in inequality (7) bellow which produces equiva-
lent resonant frequency of continuous and discrete models, and in turn makes for
more precise discrete KFHO and KFHB models as well. This increases required
sampling frequency and reduces time sampling period bellow 1011 years, and we
deal with it using energy analysis as described in Table 8. For other approaches to
non-uniform data analysis see [26, 27] as well as general literature on non uniform
and optimal Fourier analysis.

6.3 Amplitude and energy analysis

Table 7 shows that the average signal value (DC or H0) is 231 and the rest of the
energy content (reflected in a corresponding harmonic amplitude) of the harmonics
follows the highest-to-lowest amplitude pattern H1, H2, H4, H3, H7, H10, H5, and so on.

The cumulative column in Table 7 indicates amplitude sum percentage of sub-
sequent harmonics compared to the sum of all harmonic amplitudes. For example to
reach 90% + of the total amplitude we need a total of 25 harmonics, including H0.
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The last (boldfaced) harmonic in this list is H27. For a bit smaller cumulative
amplitude, say 88%+, we only need 19 harmonics, with H37 as the last one. Table 8
further summarizes energy analysis. For example, a chosen sampling time of 1011
satisfies the requirement in inequality (7) bellow all the way to cumulative energy

H No Frequency f Period 1/f Phase Amplitude Cumulative %

0 0 N/A 0 231.0068 58.83917

1 0.007727498 129.408 0.754987 36.27814 68.07948

2 0.015454995 64.704 0.555383 15.87177 72.12214

4 0.03090999 32.352 �1.11877 9.409128 74.51872

3 0.023182493 43.136 0.478204 6.815518 76.25468

7 0.054092483 18.48686 1.435168 5.576594 77.67508

10 0.077274975 12.9408 0.316939 5.098453 78.97369

5 0.038637488 25.8816 �1.14182 4.847574 80.20841

12 0.09272997 10.784 �0.20146 4.780349 81.426

6 0.046364985 21.568 �2.02131 3.49376 82.31588

17 0.131367458 7.612235 0.471006 3.462987 83.19793

14 0.108184965 9.243429 �0.58073 3.138693 83.99738

15 0.115912463 8.6272 0.489932 2.959198 84.75111

26 0.200914936 4.977231 �0.08324 2.30261 85.3376

25 0.193187438 5.17632 0.527865 2.031371 85.85501

38 0.293644906 3.405474 �0.48454 2.018039 86.36902

32 0.247279921 4.044 �0.171 1.841643 86.8381

11 0.085002473 11.76436 0.041037 1.827369 87.30354

34 0.262734916 3.806118 0.371439 1.794662 87.76066

37 0.285917409 3.497514 0.402143 1.71814 88.19828

60 0.463649852 2.1568 0.050809 1.694368 88.62985

21 0.162277448 6.162286 �1.80194 1.617602 89.04186

23 0.177732443 5.626435 0.231643 1.60276 89.4501

28 0.216369931 4.621714 0.236801 1.570401 89.85009

27 0.208642433 4.792889 �0.21626 1.560695 90.24761

Boldfaced entries correspond to the first harmonic H1.

Table 7.
Summary of cycle 1 CO2 harmonic analysis.

Highest
frequency

Maximum
frequency

Cumulative
amplitude %

Total
H’s

Sampling Ts
<

Chosen
Ts

15 0.293645 86.369 15 1.083996 1.011

15 0.293645 88.1983 19 1.083996 1.011

20 0.46365 90.2476 24 0.686531 0.650

63 0.486832 96.6477 44 0.653839 0.650

Boldfaced entries point to the lowest limit on Sampling Time Ts.

Table 8.
Cycle 1 CO2 amplitude and sampling time.
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12 0.09272997 10.784 �0.20146 4.780349 81.426

6 0.046364985 21.568 �2.02131 3.49376 82.31588

17 0.131367458 7.612235 0.471006 3.462987 83.19793

14 0.108184965 9.243429 �0.58073 3.138693 83.99738

15 0.115912463 8.6272 0.489932 2.959198 84.75111

26 0.200914936 4.977231 �0.08324 2.30261 85.3376

25 0.193187438 5.17632 0.527865 2.031371 85.85501

38 0.293644906 3.405474 �0.48454 2.018039 86.36902

32 0.247279921 4.044 �0.171 1.841643 86.8381

11 0.085002473 11.76436 0.041037 1.827369 87.30354

34 0.262734916 3.806118 0.371439 1.794662 87.76066

37 0.285917409 3.497514 0.402143 1.71814 88.19828

60 0.463649852 2.1568 0.050809 1.694368 88.62985

21 0.162277448 6.162286 �1.80194 1.617602 89.04186

23 0.177732443 5.626435 0.231643 1.60276 89.4501

28 0.216369931 4.621714 0.236801 1.570401 89.85009

27 0.208642433 4.792889 �0.21626 1.560695 90.24761

Boldfaced entries correspond to the first harmonic H1.

Table 7.
Summary of cycle 1 CO2 harmonic analysis.

Highest
frequency

Maximum
frequency

Cumulative
amplitude %

Total
H’s

Sampling Ts
<

Chosen
Ts

15 0.293645 86.369 15 1.083996 1.011

15 0.293645 88.1983 19 1.083996 1.011

20 0.46365 90.2476 24 0.686531 0.650

63 0.486832 96.6477 44 0.653839 0.650

Boldfaced entries point to the lowest limit on Sampling Time Ts.

Table 8.
Cycle 1 CO2 amplitude and sampling time.
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of 88.1983%. To reach the energy level of 90.2476%, much lower sampling time
would be required, i.e. 650 years instead of 1011. In order to satisfy this requirement
we would need to almost double the total number of data points and use more
harmonics. Fortunately. not all the amplitudes are at their maximums all the time,
hence the above percentages are only very conservative lower bounds. In reality we
can calculate the errors by MAPE (Maximum Absolute Percentage Error) and these
will be much more realistic, actually of order of 3–5% off of 100%, per Table 9.
Also, energy of these first seven harmonics is of order of 99% + due to its calculation
based on amplitude squares. This analysis gives us an idea of various issues at hand
related to non-uniformity of Vostok data as well as number of harmonics to be used
based on energy analysis. Our aim is to show that properly designed KFHB based
CPE can deal with these issues in a very effective way. In Section 7 we illustrate
various points raised here using first 7 harmonics, H1, H2, H4, H3, H7, H10, H5.

7. Kalman filter harmonic bank

In an illustrative example in this paper we focus on C1 CO2 harmonic analysis
and the corresponding KFHO for the strongest, amplitude wise, first harmonic H1 in
Table 7. The same analysis can be repeated for any harmonic as we elaborate in
Sections bellow. We proceed with the development of KFHB which models a series
of harmonic components obtained by the energy analysis, which approximates to a
reasonable degree (say 90% + or higher cumulative amplitude percentage) the
original Vostok data. First step is to define a general Markov model [28] for a
generic harmonic oscillator in discrete time described in the following Section.
Other authors also used the Kalman filter approach to analyze ice core data, but
with a different emphasis, [21, 22] as mentioned in Introduction.

7.1 Discrete time harmonic oscillator

To start we introduce a continuous model of a Harmonic Oscillator described in
[29, 30]:

_x1
_x2

� �
¼ 0 1

�ω2
0 0

� �
x1
x2

� �
(1)

where ω0 is radial frequency, ω0 ¼ 2π f 0, with f 0 frequency in Hz. The solution
to the above state equation is sine or cosine function depending on the initial
conditions. The state variables x1 and x2 are “position” and “velocity” of whatever
variable we are dealing with, such as CO2 content and its rate of change. The first

MAPE Harmonics

1 1 + 2 1 + 2 + 4 1 + 2 + 4 + 3 1 + 2 + 4 + 3 + 7 1 + 2 + 4 + 3 + 7 + 10 1 + 2 + 4 + 3 + 7 + 10 + 5

y 0.058 0.043 0.038 0.036 0.034 0.033 0.031

x
Corrected

0.058 0.043 0.037 0.036 0.034 0.033 0.030

x
Predicted

0.056 0.044 0.039 0.037 0.035 0.034 0.033

Table 9.
Kalman filter harmonic bank estimation errors.
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level of continuous-to-discrete approximation is based on one point derivative
approximation and sampling time T, whereas we obtain:

x1 tþ 1ð Þ
x2 tþ 2ð Þ

� �
¼ 1 T

�ω2
0T 1

� �
x1 tð Þ
x2 tð Þ

� �
(2)

with “tþ 1” standing for tþ 1ð ÞT, and similarly tþ 2ð ÞT for “ tþ 2ð Þ”, where
T is dropped for simplicity. To the above discretized time model we can also
add model uncertainty via additional stochastic zero mean Gaussian white inputs
r1 and r2, with certain variance values, V1 and V2 which can be fine-tuned. Hence
we have:

x1 tþ 1ð Þ
x2 tþ 1ð Þ

� �
¼ 1 T

�ω2
0T 1

� �
x1 tð Þ
x2 tð Þ

� �
þ r1 tð Þ

r2 tð Þ

� �
(3)

The initial conditions are given as a transposed vector x1 0ð Þjx2 0ð Þð Þ with:

x1 0ð Þ ¼ A0 cos θ0ð Þ, x2 0ð Þ ¼ �A0 sin θ0ð Þ (4)

where A0 and θ0 are the amplitude and the phase of the harmonic ω. Better
discrete approximation can be obtained by 2 point derivative approximation
whereas we obtain:

x1 tþ 1ð Þ ¼ �a0x1 tð Þ � x1 t� 1ð Þ (5)

where parameter a0 is calculated to match discrete and continuous resonant
frequencies:

a0 ¼ �2 cos ω0Tð Þ (6)

It is important to note that in this case one needs to choose sampling time
T ¼ 1=f to satisfy:

f > π f 0,ω0 ¼ 2π f 0 (7)

which is higher than the standard Nyquist frequency, f > 2 f 0. We show in the
next Section an example of this. Eq. (5) produces cosine function with the proper
initial conditions x1 0ð Þ in (4). The corresponding equation for x2 tþ 1ð Þ is equiva-
lent to (5) with the initial condition x2 0ð Þ in (4) to produce sin function. Instead
of proceeding with two state model (3) we can produce another two state model
using (5):

x1 tþ 1ð Þ
x1 tð Þ

� �
¼ �a0 �1

1 0

� �
x1 tð Þ

x1 t� 1ð Þ

� �
þ w1 tð Þ

w2 tð Þ

� �
(8)

y0 tð Þ ¼ x1 tð Þ þ v0 tð Þ (9)

where w1 tð Þ and w2 tð Þ are zero mean Gaussian white inputs with joint covariance

symmetric matrix Q =
Q11 Q12

Q12 Q22

� �
, [2]. The measurement y0 tð Þ of x1 tð Þ with the

measurement error v0 tð Þ is simply defined in (9) and it corresponds to the harmonic
ω0. Measurement error v0 tð Þ is zero mean stochastic process with variance R0

assumed constant across all time samples, which is a reasonable assumption, unless
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based on amplitude squares. This analysis gives us an idea of various issues at hand
related to non-uniformity of Vostok data as well as number of harmonics to be used
based on energy analysis. Our aim is to show that properly designed KFHB based
CPE can deal with these issues in a very effective way. In Section 7 we illustrate
various points raised here using first 7 harmonics, H1, H2, H4, H3, H7, H10, H5.

7. Kalman filter harmonic bank

In an illustrative example in this paper we focus on C1 CO2 harmonic analysis
and the corresponding KFHO for the strongest, amplitude wise, first harmonic H1 in
Table 7. The same analysis can be repeated for any harmonic as we elaborate in
Sections bellow. We proceed with the development of KFHB which models a series
of harmonic components obtained by the energy analysis, which approximates to a
reasonable degree (say 90% + or higher cumulative amplitude percentage) the
original Vostok data. First step is to define a general Markov model [28] for a
generic harmonic oscillator in discrete time described in the following Section.
Other authors also used the Kalman filter approach to analyze ice core data, but
with a different emphasis, [21, 22] as mentioned in Introduction.

7.1 Discrete time harmonic oscillator

To start we introduce a continuous model of a Harmonic Oscillator described in
[29, 30]:
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where ω0 is radial frequency, ω0 ¼ 2π f 0, with f 0 frequency in Hz. The solution
to the above state equation is sine or cosine function depending on the initial
conditions. The state variables x1 and x2 are “position” and “velocity” of whatever
variable we are dealing with, such as CO2 content and its rate of change. The first
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Table 9.
Kalman filter harmonic bank estimation errors.

50

Glaciers and the Polar Environment

level of continuous-to-discrete approximation is based on one point derivative
approximation and sampling time T, whereas we obtain:

x1 tþ 1ð Þ
x2 tþ 2ð Þ

� �
¼ 1 T

�ω2
0T 1

� �
x1 tð Þ
x2 tð Þ

� �
(2)

with “tþ 1” standing for tþ 1ð ÞT, and similarly tþ 2ð ÞT for “ tþ 2ð Þ”, where
T is dropped for simplicity. To the above discretized time model we can also
add model uncertainty via additional stochastic zero mean Gaussian white inputs
r1 and r2, with certain variance values, V1 and V2 which can be fine-tuned. Hence
we have:
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x2 tþ 1ð Þ

� �
¼ 1 T

�ω2
0T 1

� �
x1 tð Þ
x2 tð Þ

� �
þ r1 tð Þ

r2 tð Þ

� �
(3)

The initial conditions are given as a transposed vector x1 0ð Þjx2 0ð Þð Þ with:

x1 0ð Þ ¼ A0 cos θ0ð Þ, x2 0ð Þ ¼ �A0 sin θ0ð Þ (4)

where A0 and θ0 are the amplitude and the phase of the harmonic ω. Better
discrete approximation can be obtained by 2 point derivative approximation
whereas we obtain:

x1 tþ 1ð Þ ¼ �a0x1 tð Þ � x1 t� 1ð Þ (5)

where parameter a0 is calculated to match discrete and continuous resonant
frequencies:

a0 ¼ �2 cos ω0Tð Þ (6)

It is important to note that in this case one needs to choose sampling time
T ¼ 1=f to satisfy:

f > π f 0,ω0 ¼ 2π f 0 (7)

which is higher than the standard Nyquist frequency, f > 2 f 0. We show in the
next Section an example of this. Eq. (5) produces cosine function with the proper
initial conditions x1 0ð Þ in (4). The corresponding equation for x2 tþ 1ð Þ is equiva-
lent to (5) with the initial condition x2 0ð Þ in (4) to produce sin function. Instead
of proceeding with two state model (3) we can produce another two state model
using (5):

x1 tþ 1ð Þ
x1 tð Þ

� �
¼ �a0 �1

1 0

� �
x1 tð Þ

x1 t� 1ð Þ

� �
þ w1 tð Þ

w2 tð Þ

� �
(8)

y0 tð Þ ¼ x1 tð Þ þ v0 tð Þ (9)

where w1 tð Þ and w2 tð Þ are zero mean Gaussian white inputs with joint covariance

symmetric matrix Q =
Q11 Q12

Q12 Q22

� �
, [2]. The measurement y0 tð Þ of x1 tð Þ with the

measurement error v0 tð Þ is simply defined in (9) and it corresponds to the harmonic
ω0. Measurement error v0 tð Þ is zero mean stochastic process with variance R0

assumed constant across all time samples, which is a reasonable assumption, unless
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there is a compelling reason to make it time varying. The model (8) and (9) above
remains the same. Obviously equivalent model holds for x2 tþ 1ð Þ with the proper
initial conditions. The model as given by (8) and (9) is our starting point for KFHO
described next. The consideration holds for any harmonic ω.

7.2 Kalman filter harmonic oscillator

To facilitate the next step, we rewrite (8) as:

x1 tþ 1ð Þ
x2 tþ 1ð Þ

� �
¼ �a0 �1

1 0

� �
x1 tð Þ
x2 tð Þ

� �
þ w1 tð Þ

w2 tð Þ

� �
(10)

where x2 tþ 1ð ) is just an auxiliary notation for x1 tð Þ and it is not x2 tð Þ in (3).
Then the standard KF equations in the above case produce [2]:

Prediction Step:

x̂1 tþ 1=tð Þ ¼ �a0x̂1 t=tð Þ � x̂2 t=tð Þ (11)

x̂2 tþ 1=tð Þ ¼ x̂1 t=tð Þ (12)

Correction Step:

x̂1 tþ 1=tþ 1ð Þ ¼ x̂1 tþ 1=tð Þ þ K11 tþ 1ð Þ~y0 tþ 1ð Þ (13)

x̂2 tþ 1=tþ 1ð Þ ¼ x̂2 tþ 1=tð Þ þ K21 tþ 1ð Þ~y0 tþ 1ð Þ (14)

In (13), (14) above, ~y0 tð Þ ¼ y0 tð Þ � x̂1 t=t� 1ð Þ is Innovation Sequence and filter
gains are:

K11 tð Þ ¼ P11 t=t� 1ð Þ=½P11 t=t� 1ð Þ þ R� (15)

K21 tð Þ ¼ P12 t=t� 1ð Þ= P11 t=t� 1ð Þ þ R½ � (16)

The corresponding Prediction Step and Correction Step variances and
covariances of the estimation error ~x1 t=t� 1ð Þ ¼ x1 tð Þ � x̂1 t=t� 1ð Þ, and
~x1 t=tð Þ ¼ x1 tð Þ � x̂1 t=tð Þ, and similarly for the state x2 tð Þ, are:

Prediction Step:

p11 tþ 1=tð Þ ¼ a02p11 t=tð Þ þ 2a0p12 t=tð Þ þ p22 t=tð Þ þQ11: (17)

p12 tþ 1=tð Þ ¼ �a0p11 t=tð Þ � p12 t=tð Þ þ Q12 (18)

p22 tþ 1=tð Þ ¼ p11 t=tð Þ þQ22 (19)

Correction Step:

p11 tþ 1=tþ 1ð Þ ¼ ½1� K11 tð Þ� p11 tþ 1=tð Þ (20)

p12 tþ 1=tþ 1ð Þ ¼ ½1� K11 tð Þ� p12 tþ 1=tð Þ (21)

p22 tþ 1=tþ 1ð Þ ¼ �K21 tð Þ p12 tþ 1=tð Þ þ p22 tþ 1=tð Þ (22)

The initial conditions for the above equations are:

p11 1=0ð Þ, p12 1=0ð Þ, and p22 1=0ð Þ (23)

52

Glaciers and the Polar Environment

and they are determined by the initial Kalman Filter design. One way to
determine them is to use matrix Q values:

p11 1=0ð Þ ¼ Q11, p12 1=0ð Þ ¼ Q12, and p22 1=0ð Þ ¼ Q22 (24)

Here the values of Q11 and Q22 are assumed to be of same the order because they
represent uncertainty in modeling x1 tð Þ and x2 tð ), and they are just one step apart
values of the same state. Simple correlation analysis of x1 tð Þ and x2 tð ) indicates that
Q12 is of order of �a0Q11=4. Figure 10 below shows a block diagram of a single ω0
KFHO. Here we have the total state vector corresponding to specific harmonic ω0 as:

x̂0 t=t� 1ð Þ ¼ x̂1 t=t� 1ð Þ, x̂2 t=t� 1ð Þ½ �T (25)

7.3 Kalman filter harmonic bank

Once we define single harmonic KF as in Figure 10 we can proceed and construct
a KFHB as an assemblage of a number of individual harmonic filters in parallel with
the combine outputs to form the original signal (data). We assume a set of harmonics
ω ¼ ω1,ω2,ω3, … ,ωNf g and for each of ωi, i ¼ 1, 2, … ,N we define a separate
KFHO as described above. Note that harmonics are related to each other via:

ωi ¼ i ω1, i ¼ 1, 2, … ,N (26)

and the total signal output (such as Votok data) is the sum of individual
harmonic ωi ¼ 2π f i outputs:

y tð Þ ¼
XN
1

yi tð Þ (27)

Figure 10.
Kalman filter harmonic oscillator.

Figure 11.
Kalman filter harmonic bank.
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there is a compelling reason to make it time varying. The model (8) and (9) above
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initial conditions. The model as given by (8) and (9) is our starting point for KFHO
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� �
(10)

where x2 tþ 1ð ) is just an auxiliary notation for x1 tð Þ and it is not x2 tð Þ in (3).
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and they are determined by the initial Kalman Filter design. One way to
determine them is to use matrix Q values:
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values of the same state. Simple correlation analysis of x1 tð Þ and x2 tð ) indicates that
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a KFHB as an assemblage of a number of individual harmonic filters in parallel with
the combine outputs to form the original signal (data). We assume a set of harmonics
ω ¼ ω1,ω2,ω3, … ,ωNf g and for each of ωi, i ¼ 1, 2, … ,N we define a separate
KFHO as described above. Note that harmonics are related to each other via:
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Kalman filter harmonic oscillator.
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Kalman filter harmonic bank.
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Figure 11 indicates this arrangement with KFHO where we have:

x̂ t=t� 1ð Þ ¼
XN
1

x̂i t=t� 1ð Þ (28)

representing the total KFHB predicted state estimate. These can be used for
short and long term prediction purposes for CO2, temperature or other variables of
interest. We can similarly define a set of corrected state estimates which are more
precise than predicted with the real data available.

x̂ t=tð Þ ¼
XN
1

x̂i t=tð Þ (29)

General idea here as compared to a simple sum of harmonic cosine signals
(following inverse Fourier Transform) as in (27) with:

y tð Þ ¼
XN
1

yi tð Þ ¼
XN
1

Ai cos ωitþ θið Þ (30)

is to accommodate stochasticity of the underlying Vostok measurement data as
well as a simple linear structure of Kalman Filters Harmonic Oscillator, and its
ability to make predictions for the signal future values in the probabilistic (more
realistic) environment.

8. Vostok cycle C1 CO2 Kalman filter harmonic oscillators

8.1 First harmonic H1

The harmonic analysis of Cycle C1 Vostok data is presented in Section 5. In this
Section we proceed and build a specific first harmonic H1 KFHO, as an example of
CPE set up, with the initial conditions:

x̂1 0=0ð Þ ¼ A1 cos θ1ð Þ, x̂2 0=0ð Þ ¼ �2π f 1A1 sin θ1ð Þ (31)

Optimal Constant Gain

k1(+) k2(+)

N/A N/A

0.96149 0.48075

0.93616 0.29119

0.93633 0.29926

0.93578 0.30137

0.9357 0.30151

0.9357 0.30151

0.9357 0.30151

Boldfaced entries indicate constant Kalman Filter gains.

Table 10.
Filter gains.
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were A1 and θ1 are first harmonic amplitude and phase. In Table 10 we show H1

KFHO gains from Eqs. (15), (16) for the first seven time samples. The boldfaced
values indicate the moment (after 5 time samples) when the gains become constant.
These constant gains can be used in the KFHO design for its simplicity. Table 11
summarizes various filter parameters. The results for predicted and corrected state
estimates x̂1 and x̂2 for 128 time samples are shown in Figure 12. The reference
harmonic H1 data is calculated using standard cosine function and it is the
“measurement” as in (9) (Table 12).

8.2 Other harmonics (H2, H4, H3, H7, H10, H5)

The other harmonic calculations are done likewise, with specific amplitude and
phase used and we will not give the obvious details here. The initial conditions are

Q11 100

Q22 100

Q12 49.759

R 25

a �1.99759

Table 11.
Parameters.

Figure 12.
Complete data, H1 harmonic, predicted and corrected states.

x1(0) x2(0)

Initial Initial

231.0068 0

26.42065 �1.20707

13.48622 �0.81265

4.1098 1.643843

6.050971 �0.45685

0.754028 �1.87793

4.844518 �0.7715

2.016297 1.070199
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Figure 11 indicates this arrangement with KFHO where we have:

x̂ t=t� 1ð Þ ¼
XN
1

x̂i t=t� 1ð Þ (28)

representing the total KFHB predicted state estimate. These can be used for
short and long term prediction purposes for CO2, temperature or other variables of
interest. We can similarly define a set of corrected state estimates which are more
precise than predicted with the real data available.

x̂ t=tð Þ ¼
XN
1

x̂i t=tð Þ (29)

General idea here as compared to a simple sum of harmonic cosine signals
(following inverse Fourier Transform) as in (27) with:

y tð Þ ¼
XN
1

yi tð Þ ¼
XN
1

Ai cos ωitþ θið Þ (30)

is to accommodate stochasticity of the underlying Vostok measurement data as
well as a simple linear structure of Kalman Filters Harmonic Oscillator, and its
ability to make predictions for the signal future values in the probabilistic (more
realistic) environment.

8. Vostok cycle C1 CO2 Kalman filter harmonic oscillators

8.1 First harmonic H1

The harmonic analysis of Cycle C1 Vostok data is presented in Section 5. In this
Section we proceed and build a specific first harmonic H1 KFHO, as an example of
CPE set up, with the initial conditions:

x̂1 0=0ð Þ ¼ A1 cos θ1ð Þ, x̂2 0=0ð Þ ¼ �2π f 1A1 sin θ1ð Þ (31)

Optimal Constant Gain

k1(+) k2(+)

N/A N/A

0.96149 0.48075

0.93616 0.29119

0.93633 0.29926

0.93578 0.30137

0.9357 0.30151

0.9357 0.30151

0.9357 0.30151

Boldfaced entries indicate constant Kalman Filter gains.

Table 10.
Filter gains.
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were A1 and θ1 are first harmonic amplitude and phase. In Table 10 we show H1

KFHO gains from Eqs. (15), (16) for the first seven time samples. The boldfaced
values indicate the moment (after 5 time samples) when the gains become constant.
These constant gains can be used in the KFHO design for its simplicity. Table 11
summarizes various filter parameters. The results for predicted and corrected state
estimates x̂1 and x̂2 for 128 time samples are shown in Figure 12. The reference
harmonic H1 data is calculated using standard cosine function and it is the
“measurement” as in (9) (Table 12).

8.2 Other harmonics (H2, H4, H3, H7, H10, H5)

The other harmonic calculations are done likewise, with specific amplitude and
phase used and we will not give the obvious details here. The initial conditions are

Q11 100

Q22 100

Q12 49.759

R 25

a �1.99759

Table 11.
Parameters.
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Complete data, H1 harmonic, predicted and corrected states.
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calculated in the equivalent way as given in (31) using different values for ampli-
tude, frequency and the phase angle, using Table 7 harmonic values. Once calcu-
lated, initial conditions drive the KFHO for each harmonic, with the various
harmonics KFHO parameters similar to the Tables 11–12 above for H1 and the other
harmonic signals like in Figure 12 but with different frequencies and phases. Next
all of the predicted and corrected x1 and x2 estimates are combined per KFHB
output in Eqs. (28) and (29). Resulting values are compared to the known original
and inserted Vostok data and appropriate MAPE are generated to check the perfor-
mance of the method. Table 9 summarizes resulting MAPE for all 7 harmonics.
Note that the results are based on constant filter gains in KFHB similar to the values
in Table 10 which are equivalent to the optimal time varying gains to at least 2nd
decimal point. Parameters in Table 11 were not optimized in any way and they can
be tuned further based on errors obtained. This may be done so Q values would be
adjusted per specific harmonic amplitude. We made a simple assumption that the
standard model deviations and variances are of order of 100 for both states and all
harmonics, and cross variance of order of �a0Q11=2, as noted earlier. Table also
indicates what we expected, namely that the corrected errors are smaller than the
predicted ones.

Note that the values for y are just specific harmonic amplitudes calculated based
on maximum amplitude and phase angle, per Eq. (20). The prediction errors corre-
spond to one sampling interval, in our case 1011 years. This is large enough for long
terms calculations and prediction. If we chose to have 2 or more sampling intervals
the prediction errors will obviously increase.

As far as corrected errors, they correspond to the situation where we have a
specific CO2 value to use for KFHB correction. For example if we chose to consider a
current CO2 value we can append it to the beginning of the Vostok data, and we
actually did that by adding 350 PPM value for CO2 ‘now’ in front of the ‘newest’
Vostok data, more than 2000 years old. The CPE as we envisioned it allows for all
sorts of scenarios, sensitivity analysis, ‘what if’ scenarios for all the variables, CO2,
temperature, methane, and so on, EPICA and other ice core measurements, both for
short term (100+ years) as well as long term (1000 years+). To give a visual
impression of Vostok data approximated by first seven harmonics, see Figure 13
above. Approximation by 7 strongest amplitude harmonics produces very smoothed
Vostok data (in blue) without capturing very abrupt changes on a smaller time

Figure 13.
Comparison of Vostok data vs. approximation with 7 harmonics.
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scale, as in original Vostok data (in red). This can be improved by addition of more
harmonics. The advantage which our CPE offers is its flexibility to treat both
natural induced values of CO2 and other variables as well as modern times human
produced effects attributed to global warming.

9. Further considerations

Other cycle contributions can be examined as a base for KFHB based machine
learning training and testing. This is important due to different duration of various
cycles and the uncertainty about the duration of the ongoing Cycle 1. Then older
cycles may carry less useful data for the predictions about the current cycle, espe-
cially in a view of current global warming effects due to human activities not
present in the climate past. On the other hand the old data carries useful short and
long term information which can be used judiciously in the KFHB fine tuning, in
particular due to its inherent periodicity. Hence multicycle analysis can be very
useful for machine learning implementation of our CPE based on KFHB idea. The
minimal choice of harmonics will allow us to devise a reasonably simple machine
learning algorithm for training, testing and prediction purposes based on KFHB. For
example the longer data sets in C234 can be used as a training data set, as can
shorter C23, in order to predict the completion of C1, calculating prediction error
E1,234 (Error in predicting C1 given C2, C3 and C4 cycles) or E1,23 (predicting C1
given only C2 and C3 data). This applies to both temperature and CO2. This can be
repeated for other components in Vostok data set, such as methane, oxygen and
insolation. Similarly for the European EPICA data set as well as set of cycles indi-
cated in Milankovich theory [31]. Hence, once we predict C1 using C123 or C23, we
obtain errors E1,234 and E1,23. Intuitively we can expect that E1,23 > E1,234, i.e.
training based on larger data set ideally would produce smaller test and prediction
errors. This has to be confirmed by the further analysis, in particular due to differ-
ent lengths of the various cycles.

Besides our aim at producing an effective CPE methodology, the harmonic
analysis spurred a variety of related thinking and ideas which we also summarize in
this paper. Some further ones follow. Climate change on the time scales of the ice
cores has been considered as consistent with the IPCC’s hypotheses [11], focusing
on permanent greenhouse gases, particularly CO2, methane and nitrous oxide. This
has included the role of increasing water vapor but viewed only as a secondary
amplifying factor. The effect of temperature on water vapor pressure is shown by
the Clausius-Clapeyron equation, dictating an exponential increase in vapor pres-
sure as temperature rises. But the role of water vapor in modern global warming is
only considered in GCMs as a derivative of primary warming by permanent green-
house gases. This may be in error, as modern irrigation is now adding an extra 4% of
water to land surfaces from 1960. It is possible to estimate water vapor content of
atmospheres of different eras from temperature data. We have also hypothesized a
positive forcing from irrigation water [32, 33] in addition to other primary sources
of warming such as the Milankovich astronomical cycles. This may prove a more
reliable means of correlation using the link already established between water vapor
responsible for more than 80% of the air heating.

One feature of some of the ice core analyses is the irregular but rising increasing
levels of dust as the planet became colder (Figure 1), possibly absorbing rather than
scattering solar radiation. From frequency analysis, a marked impulse effect can be
recognized, given that the peak of the dust samples in ice cores clearly coincides
with the commencement of the interglacials, suggesting a role in initiating the
warming process. Dust-climate feedbacks have recently been highlighted as having
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calculated in the equivalent way as given in (31) using different values for ampli-
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lated, initial conditions drive the KFHO for each harmonic, with the various
harmonics KFHO parameters similar to the Tables 11–12 above for H1 and the other
harmonic signals like in Figure 12 but with different frequencies and phases. Next
all of the predicted and corrected x1 and x2 estimates are combined per KFHB
output in Eqs. (28) and (29). Resulting values are compared to the known original
and inserted Vostok data and appropriate MAPE are generated to check the perfor-
mance of the method. Table 9 summarizes resulting MAPE for all 7 harmonics.
Note that the results are based on constant filter gains in KFHB similar to the values
in Table 10 which are equivalent to the optimal time varying gains to at least 2nd
decimal point. Parameters in Table 11 were not optimized in any way and they can
be tuned further based on errors obtained. This may be done so Q values would be
adjusted per specific harmonic amplitude. We made a simple assumption that the
standard model deviations and variances are of order of 100 for both states and all
harmonics, and cross variance of order of �a0Q11=2, as noted earlier. Table also
indicates what we expected, namely that the corrected errors are smaller than the
predicted ones.

Note that the values for y are just specific harmonic amplitudes calculated based
on maximum amplitude and phase angle, per Eq. (20). The prediction errors corre-
spond to one sampling interval, in our case 1011 years. This is large enough for long
terms calculations and prediction. If we chose to have 2 or more sampling intervals
the prediction errors will obviously increase.

As far as corrected errors, they correspond to the situation where we have a
specific CO2 value to use for KFHB correction. For example if we chose to consider a
current CO2 value we can append it to the beginning of the Vostok data, and we
actually did that by adding 350 PPM value for CO2 ‘now’ in front of the ‘newest’
Vostok data, more than 2000 years old. The CPE as we envisioned it allows for all
sorts of scenarios, sensitivity analysis, ‘what if’ scenarios for all the variables, CO2,
temperature, methane, and so on, EPICA and other ice core measurements, both for
short term (100+ years) as well as long term (1000 years+). To give a visual
impression of Vostok data approximated by first seven harmonics, see Figure 13
above. Approximation by 7 strongest amplitude harmonics produces very smoothed
Vostok data (in blue) without capturing very abrupt changes on a smaller time
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scale, as in original Vostok data (in red). This can be improved by addition of more
harmonics. The advantage which our CPE offers is its flexibility to treat both
natural induced values of CO2 and other variables as well as modern times human
produced effects attributed to global warming.

9. Further considerations

Other cycle contributions can be examined as a base for KFHB based machine
learning training and testing. This is important due to different duration of various
cycles and the uncertainty about the duration of the ongoing Cycle 1. Then older
cycles may carry less useful data for the predictions about the current cycle, espe-
cially in a view of current global warming effects due to human activities not
present in the climate past. On the other hand the old data carries useful short and
long term information which can be used judiciously in the KFHB fine tuning, in
particular due to its inherent periodicity. Hence multicycle analysis can be very
useful for machine learning implementation of our CPE based on KFHB idea. The
minimal choice of harmonics will allow us to devise a reasonably simple machine
learning algorithm for training, testing and prediction purposes based on KFHB. For
example the longer data sets in C234 can be used as a training data set, as can
shorter C23, in order to predict the completion of C1, calculating prediction error
E1,234 (Error in predicting C1 given C2, C3 and C4 cycles) or E1,23 (predicting C1
given only C2 and C3 data). This applies to both temperature and CO2. This can be
repeated for other components in Vostok data set, such as methane, oxygen and
insolation. Similarly for the European EPICA data set as well as set of cycles indi-
cated in Milankovich theory [31]. Hence, once we predict C1 using C123 or C23, we
obtain errors E1,234 and E1,23. Intuitively we can expect that E1,23 > E1,234, i.e.
training based on larger data set ideally would produce smaller test and prediction
errors. This has to be confirmed by the further analysis, in particular due to differ-
ent lengths of the various cycles.

Besides our aim at producing an effective CPE methodology, the harmonic
analysis spurred a variety of related thinking and ideas which we also summarize in
this paper. Some further ones follow. Climate change on the time scales of the ice
cores has been considered as consistent with the IPCC’s hypotheses [11], focusing
on permanent greenhouse gases, particularly CO2, methane and nitrous oxide. This
has included the role of increasing water vapor but viewed only as a secondary
amplifying factor. The effect of temperature on water vapor pressure is shown by
the Clausius-Clapeyron equation, dictating an exponential increase in vapor pres-
sure as temperature rises. But the role of water vapor in modern global warming is
only considered in GCMs as a derivative of primary warming by permanent green-
house gases. This may be in error, as modern irrigation is now adding an extra 4% of
water to land surfaces from 1960. It is possible to estimate water vapor content of
atmospheres of different eras from temperature data. We have also hypothesized a
positive forcing from irrigation water [32, 33] in addition to other primary sources
of warming such as the Milankovich astronomical cycles. This may prove a more
reliable means of correlation using the link already established between water vapor
responsible for more than 80% of the air heating.

One feature of some of the ice core analyses is the irregular but rising increasing
levels of dust as the planet became colder (Figure 1), possibly absorbing rather than
scattering solar radiation. From frequency analysis, a marked impulse effect can be
recognized, given that the peak of the dust samples in ice cores clearly coincides
with the commencement of the interglacials, suggesting a role in initiating the
warming process. Dust-climate feedbacks have recently been highlighted as having
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a role in the final stages of the glacial cooling process [34]; but we have surmised,
the opposite that dust on the surface of snow and ice has decreased the albedo,
capturing more radiant heat from the Sun. If true, a process in which a decreasing
albedo effect from widespread dust in very cold, dry conditions (similar to the
Antarctic now) initiates warming that is accentuated by increasing water vapor can
be proposed. The rapid upward change of temperature in the interglacial would be
directly consistent with the exponential increase in water vapor with temperature.
In that case, the release of CO2 could properly be seen as an effect of Henry’s Law
[35], rather than cause.

Consequently, the climate sensitivity for CO2 may be overestimated. It would be
of interest to know the scale of wind velocities in the glacials, since the inertial force
of wind motion is opposed to gravity in the case of dust suspension and its carriage
to high albedo surfaces. When dust particles are dry and disaggregated, current dust
storms carrying particles above are most prominent. Furthermore, we have pro-
posed [33, 36] that the atmosphere can store an order of magnitude more thermal
energy because of the additional degree of freedom of motion in vertical motion.
That is the motion involved in circulating air in anticyclones-cyclones. In a tropical
cyclone, condensing water vapor is considered as providing energy to drive the
cyclonic motion, using heat derived from the surface of the ocean. This follows
from our finding [12] that configurationally entropy (the inverse of free energy) is a
logarithmic function of the physical action, a scalar property related to angular
momentum but including the dimensionless angular motion [10]. If confirmed this
could mean that weather extremes such as very hot days with greater fire risk could
be caused by collisions between anticyclones with extra thermal energy released as
heat as the laminar flow of air becomes turbulent.

10. Conclusion

In this paper we have analyzed Vostok ice core data using (i) time correlations,
(ii) harmonic analysis, as well as (iii) amplitude and energy consideration, and
proposed a (iv) general prediction approach using KFHBmethodology. In particular
we focused on Cycle 1 of CO2 data in frequency domain as a representative exam-
ple. The general approach is to split Vostok data set into 4 smaller sets, as per
climate periodicity indicated in the set. The outcome is a choice of set of high energy
harmonics for all cycles and any of their combinations for designing CPE based on
KFHB which is a linear combination of several individual KFHOs, for effective data
prediction purposes. This can be incorporated into a practical machine learning
methodology for training and testing, as well as data prediction using collected
Vostok or other available climate data sets. We believe that our CPE based approach
offers advantages in its simplicity and for short as well as long term prediction
abilities via KFHB approach which can produce optimal results in the context of
stochastic data set. Several issues remain to be solved, in particular (i) uneven cycle
lengths as well as better approach to (ii) non uniformity of ice core data. We are
addressing both in our ongoing work. Our analysis also seeks to find evidence
regarding causes and results in climate science, an essential requirement for more
certainty in weather and climate predictions. We consider that current GCMs have
considerable uncertainties in such predictions.
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[35], rather than cause.
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to high albedo surfaces. When dust particles are dry and disaggregated, current dust
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could mean that weather extremes such as very hot days with greater fire risk could
be caused by collisions between anticyclones with extra thermal energy released as
heat as the laminar flow of air becomes turbulent.
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we focused on Cycle 1 of CO2 data in frequency domain as a representative exam-
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climate periodicity indicated in the set. The outcome is a choice of set of high energy
harmonics for all cycles and any of their combinations for designing CPE based on
KFHB which is a linear combination of several individual KFHOs, for effective data
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Vostok or other available climate data sets. We believe that our CPE based approach
offers advantages in its simplicity and for short as well as long term prediction
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Chapter 4

The Vegetation of the South 
Shetland Islands and the Climatic 
Change
Jair Putzke and Antonio Batista Pereira

Abstract

Antarctica allows at the same time to study the effects of change on the  
environment with minimal anthropic interference and in the least modified condi-
tions in the world regarding biodiversity and its relations. At the same time, it allows 
assessing its effects on an ecosystem of few species and with a food web that directly 
links the oceans to terrestrial organisms. The South Shetland Islands are located 
further north within Antarctic Maritime and are therefore more vulnerable to climate 
change. Part of the studies already carried out with vegetation in this archipelago 
are discussed with a focus on the effects already generated and on predictions about 
future changes in the structure and plant diversity of Antarctica.

Keywords: vegetation, ecology, ice retreat, Antarctica, cryptogams

1. Introduction

The South Shetland Archipelago is located in the northern part of Antarctic 
Peninsula and is formed by 10 large islands (some reaching 100 km of lenght) 
and many smaller ones. The Maritime Antarctica, especially near the Antarctic 
Peninsula, have recorded the most significant temperature increases in the entire 
Southern Hemisphere, with 0.34° C per decade in the South Shetland Islands and 
between 1 and 1.4° C per decade (recorded since 1980) at the Rothera research sta-
tion on the Antarctic Peninsula [1]. Data indicate that the marine water around the 
Antarctic Peninsula is up to 3° C warmer on average, contributing up to 50% of the 
ice melting already recorded [2].

The Antarctic Peninsula region had one of the most intense climatic warming 
trends over the last decades (increase of 0.56° C/decade in air temperature and 3°C 
in surface temperature since 1950) [3–5]. A statistically significant (at 3%) increas-
ing trend in temperature was observed during the years 1944–1996, when the 
temperature increased by 1.6° C by analyzing the temperature in King George and 
in Deception Islands, from the South Shetland Archipelago. But in regions as the 
Admiralty Bay in King George Island the mean temperature was higher than 0.7° C, 
and the Wanda Glacier located there is retreating fast, having lost already 31% of its 
volume (compared to 1979) attributed to the regional warming [6].

The use of modeling proved that the ice river of the Thwaites Glacier that drains 
into the Amundsen Sea, in Western Antarctica, is already destabilized. The melting 
of these glaciers will raise the sea 1.2 meters on the planet, but the process will be 
very slow, probably hundreds of years [7].
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Radar data proved that Pine Island Glacier retreated 31 km between 1992 and 
2011, but has now reduced this speed. Until 2009 nothing was recorded about 
this retreat, when the melting and destabilization of glaciers suddenly began. 
The Larsen Glacier was one of the first to indicate a retreat (having persisted for 
10,000 years), started to fall apart in 2002, collapsing in a period of 35 days and it is 
expected to disappear in 18 years [2].

In a reconstruction of changes in ice since the last glacial maximum, having 
studied at least 674 glacier data across the Antarctic Peninsula, it has been dem-
onstrated as an environmental factor (the increase in the temperature of seawater 
rather than the atmosphere), was directly related to the retreat of glaciers [8]. The 
north–south gradient of increased retreat in the glaciers has a high correlation with 
ocean temperatures, since the water is cold in the Northwest and becomes progres-
sively warmer at depths below 100 meters to the south. These waters of medium 
depth in the southernmost regions have been warming up since the 1990s, at the 
same time that the acceleration in the retreat of the glaciers began. And these waters 
are reaching lower and lower depths and affecting the emerged parts, as they heat 
up the platform. Almost all of the glaciers studied have declined since 1940.

The eastern region of the Antarctic continent, on the other hand, is slightly dif-
ferent from the region of the peninsula, since it is on dry land and has very thick ice. 
But because it is a more remote region, few scientists venture into the area and little 
data has been collected. However, data recently gathered from satellites and airplanes 
show another scenario. The Totten Glacier, for example, seems to be one of the most 
vulnerable, with the radar showing that there is a channel in the depths of it, which 
allows the entry of hot sea water that melts the ice and explains the loss of mass. This 
glacier can contribute to an increase of up to 3.5 meters in sea level [9].

Plant species on this continent are restricted to ice-free areas (except for micro-
scopic algae that can grow directly on the ice) and are formations very threatened 
by climate change, as they do not support temperature changes very well. At the 
same time, plant communities are advancing in areas recently exposed by the 
retreat of ice and more favorable temperatures, resulting in the so-called “Antarctic 
greening”. Analyzing five cores at three sites over 150 years, revealed increased 
biological activity over the past ca. 50 years, in response to climate change, suggest-
ing that terrestrial ecosystems will alter rapidly under future warming, resulting in 
a greening similar to that registered to the Arctic [10].

It is important to note that a considerable carbon reservoir exists in cryobiont 
algae, which form extensive colonies directly on the ice. With the increase in tem-
perature, it is expected that 62% of the blooms of small islands (like in the South 
Shetland archipelago) of low altitude will disappear [11].

There are at least 3 ways in which organisms can adapt to changes in the envi-
ronment: 1- they can use the margins of physiological flexibility and then support 
changes. 2- can change the range of biological capacity which is highly dependent 
on the magnitude and rate of change. This ability is linked to the organism’s repro-
ductive capacity, but mutation rates, number of reproductive events and generation 
time are also linked. 3- they can migrate to have more favorable conditions. For 
Antarctic plants, the problems to be faced are greater to adapt, as they do not have 
an efficient disperser except the wind for lichen and moss spores, and must com-
pensate locally for the differences to survive. And perhaps one of the big problems 
is getting nutrients. These are brought to the continent basically by animals, from 
their diet consisting of marine organisms [12]. A schematic of the flow of nutrients 
to the terrestrial environment can be seen in Figure 1.

Penguins are climate indicators and changes in their populations have been 
described over the past 50 years, mainly associated with changes in ice dynamics  
[13, 14]. Pygoscelis adeliae (Adélie penguin) is the most dependent on ice and the most 
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widely distributed species, occurring throughout the continent, as it is circumpolar. 
P. antarctica (the Antarctic Penguin) is found almost exclusively in the Antarctic 
Peninsula [15] and P. papua (the Papua Penguin) occurs in both the Antarctic pen-
insula and sub-Antarctic islands. The latter species has been showing its Antarctic 
populations expanding rapidly in the last 50 years, which is being associated with 
the increase in temperature in the region. Changes in ice dynamics have allowed the 
species to move further south, while P. adeliae and P. antarctica had a decrease in their 
populations mainly because availability of Krill, its main food. Adélie penguin popula-
tions are decreasing throughout the Antarctic Peninsula but they have remained stable 
on the east side of the continent, where the influences are still not so felt. In the past 
this species seems to have resisted climate change better. If it continues at this rate, it is 
estimated that populations can be reduced by 30% by 2060 and 60% by 2099 [16].

Fewer penguins means less availability of nutrients as they are one of the main 
sources of guano for the continent. Therefore, changes in plant communities that 
depend on this input may not happen. The melting of glaciers ends up exposing 
areas with rocks and sediments that will allow the installation of terrestrial vegeta-
tion, but nutrients must be available specially for the nitrophilic species.

Even cryobiont algae are found in ice, because it receives a spray of nutrients 
from penguins existing at least 5 km away [11]. The melting of the ice allows the 
melting water flows to carry these nutrients to the plants that grow on its banks, 
especially species like Wanstorfia spp., Brachythecium spp. and Sanionia spp. [17].

The Pinnipedia also have their contribution to the terrestrial environment, 
especially during periods when they are on land to rest. The deposition of feces and 
urine helps to nitrify the ground, but trampling can be harmful. A case described 
for the Signy Islands exemplifies this aspect, where the population of Arctocephalus 
gazella (fur seal) has greatly increased in recent years, completely destroying the 
existing vegetation in an area of about 80 hectares [18–21].

2. Plants with flower from Antarctica

Antarctica has only two native plants forming flowers: Deschampsia antarctica Desv. 
(Poaceae - Figure 2) and Colobanthus quitensis Kunth. (a Caryophyllaceae - Figure 3). 
There are already records of other Angiosperms occurring in the region, but these have 
been introduced by man, such as Poa annua L., and climate change can contribute to 

Figure 1. 
Schematic view of the contribution of nutrients for the terrestrial ecosystems (adapted from [12]).
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the occurrence of more plants in the region [22]. These two plants compete for space 
with all other species, but because they are larger and more complex, they need a large 
availability of nutrients and water. Therefore, they are usually found close to sources of 
nitrogen, such as in the vicinity of penguin rockeries or nests of other birds. Both have a 
chemical arsenal to survive the conditions of the Antarctic cold, especially a reasonable 
concentration of sugars in their cells: there is at least ten times more sugar in vacuoles 

Figure 3. 
Colobanthus quitensis among mosses and rock fragments.

Figure 2. 
Deschampsia antarctica, the Antarctic grass. Scale = 20 cm.
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than in sugarcane, foreseeing a potential use of this source in future. This accumulation 
of sugar is a protection against very cold periods in Antarctica [23].

Regarding the distribution of these phanerogams in the study area, it is possible 
to mention their occurrence in almost all the South Shetland Islands and areas 
of the Antarctic Peninsula free of ice. They can occur as small isolated tufts of a 
maximum of 15 cm, or forming fields of a few meters, but almost always associated 
with different Bryophyta and Marchantiophyta. Carpets even seem to stimulate 
grass development, but not its survival [24].

There are studies reporting the photoprotective effect of Deschampsia antarctica 
and Colobanthus quitensis extracts against UVB. The photoprotective properties 
have been attributed to several molecules, such as flavonoids and carotenoids, 
which absorb UV and act as antioxidants [25, 26].

It is possible that changes in temperature may interfere with the growth and 
development of populations of these species as has been shown experimentally  
[27, 28]. In the Argentine Islands, an increase of 25 times for D. antarctica and 
5 times for C. quitensis was recorded in 30 years of observation [29]. Data collected 
in 2009 and historical data since the 1960s on the distribution of the two Antarctic 
vascular plants on Signy Island revealed that D. antarctica increased its coverage by 
191% and the number of occurrence sites by 104%. C. quitensis increased its cover-
age by 208% and the number of occurrence sites by 35%. All due to the increase of 
1.2° C in the air temperature and all the changes that this caused in the region [30].

Studying the formations of these phanerogams in the Fildes and Coppermine 
Peninsulas, in addition to locations in the Antarctic Peninsula in order to assess 
their responses to the increase in local temperatures, it was discovered that the 
populations of D. antarctica are expanding in the South Shetland Islands, but this 
expansion is not continuous in the Antarctic Peninsula, as the plants disappeared at 
3 points, suggesting that there are other biotic and abiotic factors involved [31].

The fauna and flora associated with these plants is also very rich. There are bac-
teria, fungi and microscopic animals, many with a symbiotic or survival relationship 
with these plants. A high mortality of terrestrial microbial communities was detected 
along the South Shetland Islands. These communities are said to be dying from physi-
ological problems and lack of nitrogen, in addition to changes in their microstructure, 
which seems to be associated with the rupture of the biogeochemical gradient of the 
microbial ecosystem. Caused by a strange but high abundance (explosion) of the 
associated fungi and the physical changes caused by them. All of these changes are 
related to the high temperatures recorded in the region. Some new diseases have been 
registered, especially for Antarctic grass, indicating that something is making pos-
sible the occurrence of these phytopathologies, but more studies are needed [32, 33].

There are also birds, of which at least the skuas (Catharacta spp.) and the gulls 
(Larus dominicanus) use these plants more frequently to make their nests. In a sur-
vey, scientists identified the seagull’s preference for Deschampsia antarctica at Cierva 
Point in the Antarctic Peninsula [34]. More or less availability of this raw material 
can affect the reproduction of these birds.

These plants can be found in reproduction, but in general they are sterile. But 
higher average temperatures can contribute to increasing seed maturation, germination 
and seedling survival, although this has not yet been proven experimentally [35, 36].

3. Mosses and hepatics

Among the species that most stand out on more consolidated areas and even on 
Antarctic rocks, are mosses. The group that represents the bryophytes also has some liv-
erworts occurring, but in this text, all will be commonly called mosses. There are, there-
fore, Marchantiophyta, popularly called hepatics, and the representatives of the genus 
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Figure 4. 
Two Marchantiophyta, the thallose Marchantia berteroana (above) and the leafy Cephalozia sp. (below).

Marchantia are those that present the largest gametophyte (Figure 4), although small 
species of other genera sometimes take very large areas. Large populations have been 
found recently, such as the rare Hygrolembidium isophyllum in Harmony Point - Nelson 
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Island [37]. Marchantia is thallose, reproducing basically by direct fragmentation of 
the thallus or by specialized structures, the propagules, formed in receptacles such as in 
the figure (called conceptacles). But the group most represented in species in the area 
are the leafy liverworts (about 22 species). They even have a relationship with other 
organisms, as in the case of Cephaloziella varians, which is associated with a mycorrhizal 
fungus Rhizoscyphus ericae (ericoid symbiosis) throughout Antarctica [38–40].

Many species of liverworts are associated with dominant species in the plant 
community, and this reflects an interdependence. If the dominant species are 
threatened, by climate change, for example, their dependents will also be [41].

Bryophyta, or mosses themselves, have so far collected 113 species, within 
55 genera and 17 families [18, 42]. The mosses present two main forms of growth: 
the pleurocarpic, where the moss stalk is prostrate, forming continuous carpets and 
in general covering more extensive areas if they are available (Figures 5 and 6); 

Figure 5. 
A moss carpet moved by wind being fixed by a scientist.

Figure 6. 
Two large carpet of Sanionia uncinata associated to Warnstorfia sarmentosa in the wettest areas.
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and the acrocarpic form, where the mosses grow upright, forming tufts or smaller 
cushions (Figures 7–11). The moss species with the highest occurrence and highest 
biomass in all ice-free spots is the pleurocarpic Sanionia uncinata, a carpet former 
with curved leaves, twisted like a scythe [18].

Antarctic moss fields can be very old and even deeper layers of growth can be alive 
even though they have been buried for over a thousand years by acrocarpic develop-
ment. In 2014 research showed that the moss Chorisodontium acyphyllum remained 
alive after remaining frozen for more than 1500 years. A 1.4-meter-thick tuft was 

Figure 7. 
Tufts of the moss Syntrichia sp. (red circles) growing among whale bones and a carpet of Sanionia uncinata.

Figure 8. 
Polytrichastrum alpinum, one of the tallest moss (left) and Pohlia cruda (right).
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sectioned every 20 cm (layer by layer) and placed to germinate under ideal conditions. 
In up to 8 weeks everyone started growing. The deepest layer was dated by radiocarbon 
and estimated between 1533 and 1697 years [43]. Acrocarpic and pleurocarpic mosses 
buried under more than 600 years by a glacier were re-exposed by the retreat of the ice 
and parts of the moss were able to activate again and grow normally “in vitro” [44].

The most available substrate in Antarctica is rock, but there are species that grow 
in soil. Andreaea, with four acrocarpic species occurring in Antarctica, for example, 
is exclusively saxicolous (name given to species that grow on rocks) [18].

Figure 10. 
Hennediella heimii with sporophyte.

Figure 9. 
Bartramia patens, with sporophyte (left) and Bryum palescens (right).

Figure 11. 
Chorisodontium acyphyllum, dull green and acrocarpic surrounded by a light green carpet of Sanionia 
uncinata (pleurocarpic).
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Mosses are capable to colonize areas such as those closest to the sea and even 
receiving splashes of salt water waves, to the interior of the continent and includ-
ing areas of recent exposition by ice retreat. The species Muelleriella crassifolia 
P. Dusén requires at least some contact with marine spray to develop, which is 
achieved in some coastal rocks. Eventually it can be found with other groups that 
have species with this preference, called halophytes, such as some of the lichens of 
the genus Verrucaria [45, 46]. The alterations in sea level will affect directly this 
community.

The rise in temperature in Antarctic regions has been accelerating the 
growth of mosses in particular since the late half of the 20th century. A study of 
5000 years old population of Polytrichum strictum (in Lazarev Bay, on Alexander 
Island), dated by radiocarbon millimeter by millimeter, demonstrated that the 
population accumulated around 1.25 mm/year in the 19th and early 20th century 
and then increased its growth from 1955 until reaching 5 mm per year until the 
end of 1970, currently reducing growth to 3,5 mm/year. The authors also found 
that the associated amoeba population also increased considerably over the same 
period [47].

Studying a 1500 km gradient from Antarctic Maritime to the south of the 
Antarctic Peninsula (in the region of Lazarev Bay, Alexander Island) the accu-
mulation in the banks of moss began to increase around the 1950’s, reaching 
peaks in the Lazarev Bay in the 1970’s (about 0.1 g of dry matter/cm2/year) 
and Signy Island in the 1990s (0.06 g/DM cm2/year); the most recent measure-
ments indicate around 0.04 g of dry matter/cm2. In continental Antarctica the 
growth of mosses is inversely proportional to the speed of the summer wind 
and proportional to the number of days above 0° C and the temperature of the 
summer [48].

Data collected in the Windmill Islands show evidence that the endemic moss 
Schistidium antarctici is likely to be more susceptible to climate change than the 
co-occurring and cosmopolitan species such as Ceratodon purpureus and Bryum 
pseudotriquetrum. And this in particular due to the habitat requirements, much 
more associated with water in the endemic species [49]. The rapid permanent ice-
melting in areas like the South Shetland can result in dryer areas and reduction of 
plant communities.

Antarctica was the last continent discovered and in the first botanical studies the 
samples revealed one main taxonomical difficulty: no fertile mosses were found. 
Among the Antarctic mosses only 22 are found commonly fertile [18] despite some 
of these species are relatively rare. Reproduction by spores is only possible with 
water in liquid form, since the antherozoid needs to swim to the correspondent 
archegonia, fertilize it to form sporophyte and then finely the spores are formed 
inside a capsule. Since Antarctica is known to have water mostly if form of ice and 
snow, and being called the biggest desert in the world, it is somewhat difficult and 
sometimes impossible in some areas to achieve fertilization.

There is a huge difference in precipitation from Dry Valleys at 77,8° S 
(50 mm) to Livingston Island at 62.6° S (80 mm) [50]. An increase in precipita-
tion was found at Faraday Station, according to data collected from 1956 to 1992 
in the Antarctic Peninsula. This increase is connected with the diminishing 
sea ice and the intensification of evaporation, a higher humidity of the air and 
more dynamic cyclonic activity, especially in the winter season [51]. All these 
aspects can affect directly Antarctic plants, contributing also to mosses achieve 
fertilization.

In tropical and temperate areas ca. 75 ± 90% of the mosses are found fertile. 
In the maritime Antarctic the value reduces to approximately 25 ± 33% and in 
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continental Antarctica to only 10%. In Margerite Bay fertility of 43% was found 
(19 species: 17 mosses, 2 liverworts) and in Alexander Island 47% (17 species; 
16 mosses, 1 liverwort). 51 sterile species were found among 111 known from 
Antarctica (46% with sporophyte) [18, 35].

It is interesting that mostly saxicolous mosses are found fertile (Table 1), and 
this is probably because the rock surface is hottest than the environment, melting 
the snow deposited and resulting in liquid water available more frequently than 
on other surfaces. As the species usually grow on cracks, the water is piped over 
them [52].

There is also some preference for the availability of nutrients, especially the 
presence or proximity to nesting points or with the presence of birds or mammals. 
These species are called ornithocoprophylous or nitrophilous and often growing 
on slopes bathed in the excrement of the animals that occur above. Species such as 
Synchitria magellanica and Henediella heimii (Figure 10), among others, have this 
preference. With the reduction of penguin populations, already mentioned above, 
the unavailability of nutrients will affect these species.

Another group is represented by species that do not support high levels of 
nitrogen and therefore occur away from places where birds or mammals occur. 
They are called ornithocoprophobic or nitrophobic. Examples are Pohlia cruda and 
Bartramia patens (Figure 9). These classifications can be used for lichens as well 
and both mosses and lichens can grow associated in these places.

Mosses can be useful for Antarctic biodiversity, serving as food, as material for 
making nests or as a resting place for fauna. As food, they are used for this purpose 
mainly by arthropods, who are permanent residents of the South Pole, as there is 
no way out of there in winter. In this context, several other groups of microscopic 

SPECIES ON ROCK ON FINE SEDIMENTS FERTILITY

Andreaea regularis X Frequent

Andreaea gainii X Frequent

Schistidium cupulare X Rare

Schistidium amblyophyllum X Frequent

Schistidium deceptionensis X Rare

Schistidium leptoneuron X Rare

Schistidium antarctici X X Frequent

Schistidium hialinae X Frequent

Schistidium urnulaceum X Frequent

Schistidium steerei Not truly saxicolous X Frequent

Schistidium andinum X X Frequent

Schistidium praemorsum X Rare

Schistidium rivulare X X near water Frequent

Schistidium lewis-smithii X X Rare

Hymenoloma grimmiaceum X Frequent

Hymenoloma crispulum X Frequent

Hymenoloma antarcticum X Frequent

Table 1. 
List of saxicolous/soil growing mosses frequently found fertile in Antarctica.
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beings are also inserted, with nematodes or even the smaller rotifers. Another 
important aspect is the associated microalgae communities.

There is also important associations with large animals, such as birds, which use 
plants to make their nests. The most used material can be moss (Figure 12), there 
may be mixtures with lichens in different proportions or even with flowering plants, 
but in some cases lichens (Figure 14) and phanerogams may predominate. There are, 
of course, birds that use other materials, such as rocks, in the case of giant petrels and 
penguins (Figure 13), mud with algae as is the case of Phalacrocorax atriceps, etc. [53].

Figure 12. 
Skua nest build using the moss Polytrichastrum alpinum (above) and another using Sanionia uncinata 
(below).

Figure 13. 
Giant petrel nest (Macronectes giganteus) build using rock fragments.
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4. The lichenized fungi: lichens

Lichens are the most representative land group in Antarctica, despite they are 
not truly plants. They are formed by the symbiosis between a fungus plus an alga 
(most), a fungus plus a bacterium (case of Leptogium puberulum, as for example) or 
a fungus plus an alga and a bacterium (case of Placopsis contortuplicata). There are 
even lichenized mushrooms such as in Lichenomphalia spp. In the relationship, the 
photobiont provides the carbon source to the fungus, which can be polybasic alco-
hol (if it is green algae) or glucose (cyanobacteria). The fungus protects the algae 
from radiation and desiccation. The fungus still manages to reproduce in most cases 
through sexually formed spores or conidia (asexual), to fragments of the thallus or 
soredia. The algae reproduction is inhibited or suppressed [54].

To grow like a lichen, the spore needs to find the compatible algae that is rare in 
nature and lichenize. About 17,500 species of lichenized fungi and about 200 species 
of associated algae (100 green and 100 cyanobacteria) have been described. In this 
way, all of these fungi use algae in common and even different algae are used by the 
same species, in most cases even to adapt better to certain environments [55].

There are approximately between 386 to 427 species of lichens cited for 
Antarctica [55, 56] numbers that implies the most biodiverse group among terrestri-
als. In Antarctica in addition to the climate, limiting factors for lichens are the avail-
ability of substrate, which in most cases are rocks (in saxicolous species) or mosses 
(when species are muscicolous) and the presence of a source of nutrients, which 
can be originating from resting places or breeding animals, as already mentioned 
in the topic about mosses, above. These species are also starting competition with 
introduced ones which are being more and more frequent due climatic change.

5. Plant species associated with lichens

In natural environments on the planet a succession is expected to occur. But 
these environments generally have trees. How is the succession of species in a 
mainly cryptogamic community like in Antarctica?

Perhaps one of the most ignored formation in Antarctica is that of the lichen/
moss association. Mosses colonize an environment first and, to be replaced, must be 

Figure 14. 
Larus dominicanus (kelp gull) nest build with mosses and the lichen Usnea.
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annihilated. Who does that? If not an animal, mostly a set of lichens. If we look at the 
work already done with phytosociology in Antarctica, we see that lichens have figured 
as one of the most important when considering the ecological significance index [17].

Figure 15 illustrates how different species are associated with a lichen which 
in this case is fruticose: Sphaerophorus globosus, which forms groups up to 10 cm in 
height and is generally parasitic on mosses (muscicolous). In this 20 x 30 square 
in the figure, there are associated eight other species, of which 3 are mosses and 
5 are other lichens, demonstrating how the lichen community settles on mosses 
and needs them to develop, even if it results in its death. In succession, it is to be 
expected, therefore, that lichens from the vegetation damage or kill a previously 
installed moss and then gradually disappear, also due to the lack of a host.

In this community the mosses are at a disadvantage, as they are being attacked 
by various parasites of the lichen group. These parasites do not even care about the 
moss species, but it looks like the Chorisodontium acyphyllum moss is surviving well 
and unscathed. This is also noticed in other parts and perhaps indicates that this 
moss ends up taking the place of the other parasitized and previously killed. This 
may show a stage of plant succession in Antarctica, which is still poorly studied.

Lichens can also occur on rock fragments and in Figure 16 there is a schematic 
drawing of the cover of round rocks, very common in uplifted areas. There are  

Figure 15. 
Biodiversity surrounding the fruticose lichen Spaerophorus globosus.

Figure 16. 
Biodiversity in a 20 x 20 cm square of rounded rocks in Henequin point, King George Island, with 18 species.
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17 species of lichens and one of moss occurring on the fragments. At some 
 distance and to the unsuspecting it seems that the rocks have no vegetation, but 
it has adapted very well to this surface. Vegetation-free areas are in most cases 
rocks turned over by an animal or researcher who passed the site. So even small 
areas can group a considerable richness and the Antarctica is very sensitive to any 
 disturbance, imagine the effects of climatic change.

6. Macroscopic terrestrial algae

Prasiola is the macroscopic alga that occurs in terrestrial environments in the 
Antarctic region with greater frequency. Only two species were being cited for the 
area: P. crispa (nitrophilous) and P. calophylla (nitrophobous) (Putzke & Pereira, 
2013). Studying the molecular phylogeny of these algae in Antarctica, the presence 
of P. crispa was confirmed, that P. calophylla is different from the same species 
mentioned for Europe, changing its name to P. glacialis and that Prasiola antarctica 
is an independent species, morphologically identical P. crispa [57].

These species are among the largest primary producers in Antarctica and  
studies have shown that P. crispa is very resistant to desiccation and hypersaline 
conditions [58–61].

In general, nitrophilic species occur near or inside bird colonies and nitrophobic 
in areas in contact with them. Often, some shallow pools of water have groups of 
Prasiola that prevent the growth of the surrounding mosses, demonstrating that 
they are somewhat allelopathic.

In several places it can be seen that the alga is lichenized, forming a different, 
more blackened and dotted thallus. It is the association with the fungus Mastodia 
tesselata, whose relationship is still controversial, as some authors believe it is 
parasitism and not a symbiosis. The lichen appears close to Verrucaria, a lichen with 
marine affinities [62].

In some cases, during the collections it can be seen that part of the algae stem is 
green and part is associated with the fungus and is already blackened, showing that 
the association may not be complete. Further studies are needed to elucidate what is 
the relationship between these two very different organisms.

P. crispa produces secondary metabolites with high toxicity and insecticidal 
power, and some studies on the subject have already been published [63, 64].

7. Dispersion of land plants

Birds can contribute to the long-distance dispersion of spores and seeds. In 
the first case, they can carry diaspores of fungi, mosses and pteridophytes trans-
continentally (the latter group does not yet occur in Antarctica). Seeds in general 
can be carried via the digestive tract even. Some first evidences of dispersion 
of microscopic bryophyte spores have been published, where the case studied 
presents a transequatorial dispersion, with species carrying diaspores from one 
pole to the other or at least from the southern part of South America to the North 
Pole. Algae cells, fragments of moss leaves, elatheria and fungal spores have been 
found [65]. With the temperature registered due to climate changes, it is expected 
that new mosses may occur from introductions with the participation of birds in 
Antarctica.

Many birds carry these structures passively, as they can land on the fields, 
brush against them, use plants from these groups as material for their nests and 
even ingest material when transporting the food that is taken to the nests, or when 
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feeding on carcasses arranged on plant communities (Figures 12–14). As any frag-
ments of mosses may be sufficient to germinate and form new plants, many species 
in Antarctica today may have arrived there using transport in the bodies of birds 
and many more can be introduced in the future.

Feces can also introduce botanical material, as long as it is possible for structures 
to survive mechanical crushing and chemical bombardment of the digestive tract. 
The fact that they are eliminated with feces guarantees at least an initial supply of 
nutrients for their development and, since they are very small plants, the supply 
deposited once, may even be available for some years.

Despite this, the wind is the most important disperser of Antarctic mosses and 
lichens, since their main reproductive structures are spores or thallus fragments.

8.  The Antarctic ice-free areas and their potential for the evaluation of 
climatic changes

Antarctica, despite having the largest number of superlatives, as it is considered 
the coldest (−89.2° C), the driest (average annual precipitation not exceeding 
100 mm), the highest (average height 2300 m), the windiest (wind speed can reach 
327 Km/h), is the most unknown and the most preserved continent. However, it is 
isolated from the rest of the world due to its geography and ocean currents. From 
this isolation the populations are very different, facilitating the study of biologi-
cal models, whose data can help in the explanation of global biological problems. 
Global climate change has been a feature in polar regions and continues to be. When 
discussing climate change on Earth, references are always made to glaciations and 
ice records [66].

The environmental superlatives of Antarctica, which determine extreme abiotic 
conditions for the biota, led to the evolution of fragile and unique communities, 
which are mainly characterized have high specialization and adaptation to environ-
mental conditions, in addition to being very sensitive to environmental impacts of 
anthropic origin or caused by natural phenomena.

The climatic phenomena that occur in Antarctica are the basis for describing 
the climate of the Southern Hemisphere, and what happens in many countries is in 
part also a reflection of the phenomena that occur in the South Pole. In Antarctica 
the so-called “fronts” are frequent, numerous and of constant formation, these 
are mostly ephemeral, but many reach the southern areas of South America. In 
addition, the Antarctic ice is considered as a climatic archive. Air bubbles found 
in glacial ice can identify the composition of air from past eras. Snow samples can 
currently demonstrate the types of gases and particles that existed in atmospheric 
air many years ago. This means that through isotopes, it is possible to evaluate the 
activity of the sun in several eras, in addition to the biological activity, obtained by 
the analysis of molecules of organic origin [66].

Pollution was believed to be almost exclusively a product of the Industrial 
Age, but ice samples demonstrated lead pollution, dating from the Roman 
Empire period. The snow when deposited carries with it the characteristics 
of the chemical composition of the atmosphere at the moment it was formed, 
deposited on the continent’s surface air bubbles, salts, dust, volcanic ash, pollut-
ants, among others. As snow does not melt on glaciers, the layers are deposited 
and compacted, keeping the record of climatic phenomena that occur over time 
preserved.

One of the global changes that can affect the Antarctic ecosystems is the 
so-called “hole in the Ozone layer”, which is located at the south pole, because 
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it brings together the coldest regions of the planet and for having a very local-
ized circulation of air masses. This despite being on Antarctica also reaches the 
southern tip of South America. This phenomenon contributes to the increase in 
ultraviolet radiation (UV-B), which, because it is mutagenic, contributes to the 
genetic alteration of species. Since this radiation is very intense in Antarctica, 
great mutation rates are expected, but it was observed that this does not occur, 
since these species have mechanisms that prevent DNA damage by the formation 
of secondary metabolites, at least in plants, whose photoprotector effects were 
experimentally proven [25, 26].

The retreat of the glaciers and the reduction of snow fields expand and the 
consequent exposure of new habitats for colonization, and the increase in the 
populations of plants, has been documented. Small changes in the physiology of 
the Antarctic organisms can affect their life histories, with indirect effects on the 
dynamics of the ecosystem and trophic chains. These subtle effects can be more 
easily detected due to the simplicity of polar ecosystems [25].

The use of plant communities in Antarctic ice-free areas to assess climatic 
changes consequences can be justified by facts such as:

1. These have a small number of species when compared to periglacial and sub-
tropical regions, since among the species mentioned and described so far there 
are: two species of Magnoliophyta, Deschampsia antarctica Desv. (Poaceae) and 
Colobanthus quitensis (Kunth.) Bart. (Caryophyllaceae), approximately 360 
species of lichens [55]. Bryophytes comprise approximately 113 species of moss 
and 22 species of liverworts [18].

2. As biodiversity is small, populations are very numerous, facilitating their 
 delimitation and the identification of interspecific relationships.

3. The presence of soil is an important factor, since there are species of mosses 
such as, for example, Sanionia uncinata (Hedw.) Loeske and Chorisodontium 
aciplhyllum (Hook. F et Wils.) Broth. that grow in areas where rock fragments 
occur, as the soil is formed these populations are replaced by other moss spe-
cies such as, for example, Polytrichum juniperinum Hedw. and Polytrichastrum 
alpinum (Hedw.) G.L.Smith, often associated with Deschampsia antarctica and 
Colobanthus quitensis [45].

4. Most of the species that grow in these areas, evolved under extreme environ-
mental conditions and under intense stress, making them very well adapted to 
such environmental conditions.

5. Antarctica is still a continent with an insignificant anthropic impact, so the 
changes that occur in communities are the result of environmental changes 
arising from natural phenomena. This fact is important, since environmental 
variables that are selected can be evaluated based on natural phenomena.

6. The importance of studying plant species that grow in ice-free areas in Ant-
arctica are strongly related to the environment, so it constitutes a potential 
source for assessing global changes. It is expected that climate change will have 
a major impact on Antarctic land biota. Studies suggest that the increase in 
temperature and greater availability of water can extend periods favorable to 
growth, increase the rates of development and reduce the duration of the life 
cycle, which can alter the distribution of species [5].
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Chapter 5

Whales as Indicators of Historical 
and Current Changes in the 
Marine Ecosystem of the  
Indo-Pacific Sector of the 
Antarctic
Yoshihiro Fujise and Luis A. Pastene

Abstract

We review the scientific information on whales that could be indicative of 
historical and current changes in the ecosystem in the Indo-Pacific sector of the 
Antarctic. The increased krill availability in the middle of the past century as a 
result of the heavy harvesting of the larger baleen whale species could have been 
translated into better nutritional conditions for the Antarctic minke whale, result-
ing in a decreasing trend in the age at sexual maturity and an increasing trend in 
recruitment rate and hence total population size between approximately 1940 and 
1970. This nutritional condition has deteriorated more recently, as revealed by 
a decrease in energy storage and stomach content weight since the 1980’s; these 
changes coincide with appreciable increases in the abundances of humpback and 
fin whales, which were heavily harvested in the first half of the past century. 
The historical demographic changes observed in the Antarctic minke whale are 
consistent with the pattern to be expected under the krill surplus hypothesis, with 
minke whales now again competing with other (recovering) baleen whale species 
for krill. However, these minke whales could also be using alternative feeding areas 
(e.g. polynias within the pack-ice) in response to the increase in abundance and 
geographical expansion of these other large whale species. This could provide an 
alternative explanation for indications from sighting surveys and population models 
of a decrease and then re-stabilisation of minke whale abundance in open water 
areas since the 1970s.

Keywords: East Antarctic, Antarctic minke whale, blue whale, fin whale, humpback 
whale, whaling, krill surplus hypothesis, abundance, biological parameters, 
nutritional condition

1. Introduction

The Antarctic ecosystem is very dynamic with changes in species composi-
tion and habitat occurring through time. Within this ecosystem, Antarctic krill 
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1. Introduction

The Antarctic ecosystem is very dynamic with changes in species composi-
tion and habitat occurring through time. Within this ecosystem, Antarctic krill 
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(Euphausia superba) is a key prey species, supporting different species of baleen 
whales, pinnipeds, birds and fish. Changes in the ecosystem can result from human 
interventions or from natural causes. One example of human intervention is the 
large-scale harvesting of whales in the first half of the 20th Century, which has been 
discussed by several authors [1, 2]. This harvesting started in the Antarctic Ocean 
in 1904. Several species of krill-eating large whales, such as the Antarctic blue 
(Balaenoptera musculus intermedia) and humpback (Megaptera novaeangliae) whales 
were heavily reduced in number by commercial whaling during the first half of the 
past century. Other species such as the fin whales (B. physalus) were reduced during 
the second half. Over more recent decades, the populations of some large whales 
have started to recover [3]. Changes in the biomass of whale species also seem to 
have had strong effects on the demography of other krill-eating predators in the 
Antarctic ecosystem [1, 2].

An example of the effects of natural causes is the increases in the chinstrap 
penguins (Pygoscelis antarctica) populations of the Scotia and Weddell Seas over the 
last four decades (1950’s-1990’s), which has been attributed to a gradual decrease in 
the frequency of cold years with extensive winter sea ice cover resulting from envi-
ronmental warming [4]. However, more recent analyses in the Antarctic Peninsula 
and Scotia Sea conclude that the chinstrap penguin instead may be among the most 
vulnerable species affected by a warming climate [3].

In studying the changes in the Antarctic ecosystem, there needs to be dif-
ferentiation between West and East Antarctic, as well between land-based and 
sea-based krill predators. The West Antarctic Peninsula represents one of the 
regions of the planet where the fastest warming has been observed in the last 
50 years [5]. For this reason the studies documenting ecosystem changes in the 
West Antarctic have considered environmental variables in addition to demo-
graphic information on land-based krill predators (mainly penguin species)  
[3, 4], on which environmental factors could have a larger impact. Warming has 
not been reported for the East Antarctic, so that environmental factors would 
not be expected to play the predominant role in the ecosystem changes in this 
part of the Antarctic.

Here historical and current ecosystem changes in the Indo-Pacific sector of the 
Antarctic (involving mostly East Antarctic) are documented through the examina-
tion of biological and demographic parameters of sea-based predators (whales). 
These changes in parameter values are interpreted in the context of some estab-
lished hypotheses.

2. Characterization of the research area

The present study is focused on the Indo-Pacific sector of the Antarctic, in the 
longitudinal range 35°E-145°W (Figure 1), south of 60°S, which is the approximate 
position of the Antarctic Convergence (AC). This longitudinal range includes 
International Whaling Commission (IWC) management Areas III (east part), IV, V 
and VI (west part) (Figure 1).

Prydz Bay is located at the west boundary of the research area while the Ross 
Sea is located at its east boundary. The research area is strongly influenced by the 
southern boundary of the Antarctic Circumpolar Current (SBACC), which interacts 
with the coastal East Wind Drift (EWD) in a series of fronts and eddies (Figure 1). 
A series of gyres link the EWD and the SBACC, e.g. the Prydz Bay and the Ross Sea 
gyres. Krill concentrations appear to track gyral systems off the East Antarctic, for 
example in the sectors between 30°-90°E or 80°-115°E [6].
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3.  Krill-eating baleen whale species in the Indo-Pacific sector of the 
Antarctic

Baleen whale species, except the Bryde’s whale, migrate seasonally between 
low latitude breeding areas in winter to high latitude feeding areas in the Antarctic 
in summer. The main prey species of baleen whales such as Antarctic blue, fin, 
humpback and Antarctic minke (B. bonaerensis) whales (Figure 2) is the Antarctic 
krill. Therefore the summer migrations of these whales to the Antarctic are related 
to areas of krill concentrations, which in turn are associated with gyral systems.

3.1 Antarctic blue whale

This is the largest baleen whale species. The record for a whale killed in the 
Southern Hemisphere in the first half of the past century was a body length of more 
than 30 m and weigh of nearly 180 tons. During the austral summer Antarctic blue 
whales are distributed between the AC and the ice edge. There is limited informa-
tion on the population structure of this species.

3.2 Fin whale

This is the second largest baleen whale species, with a maximum length of more 
than 27 m and weight of nearly 120 tons. During the austral summer, fin whales are 
found extensively south of 50°S, but most commonly north of 60°S. There is limited 
information on the population structure of this species.

3.3 Humpback whale

This species presents a maximum body length of 17 m and weight of 40 tons. 
During the austral summer humpback whales are distributed from south of the AC 
to the ice edge, but just to the north of the main distribution area for Antarctic minke 
whale. The IWC has identified seven populations of humpback whales in the Southern 
Hemisphere, which are denominated with alphabetic letters from ‘A’ to ‘G’ [7]. The 
populations occurring in the Indo-Pacific sector of the Antarctic are Populations 
‘C’ (mainly in Area III), ‘D’ (mainly in Area IV), ‘E’ (mainly in Area V), and ‘F’ 

Figure 1. 
Schematic representation of the research area (dashed in blue). The figure shows the Southern Hemisphere 
Areas that the International Whaling Commission (IWC) uses for the management and conservation of baleen 
whales (except the Bryde’s whale, B. edeni). The research area is influenced by the southern boundary of the 
Antarctic Circumpolar Current (SBACC) (dashed arrow), which interacts with the coastal East Wind Drift 
(EWD) (dotted arrow) in a series of fronts and eddies.
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(mainly in Area VI) (Figure 1). There are some spatial overlaps between adjacent 
populations in the Antarctic [8]. The breeding areas for Populations ‘D’ and ‘E’ are 
located in West and East Australia, respectively.

3.4 Antarctic minke whale

This is one of the smallest baleen whale species with a maximum body length of 
more than 10 m and weight of nearly 10 tons. During the austral summer, Antarctic 
minke whales are distributed mainly around the pack-ice. There are at least two 
populations of this species in the Indo-Pacific sector of the Antarctic, the Eastern 
Indian Ocean population in the western part of the research area (mainly the eastern 
part of Area III and Area IV) (Figure 1), and the Western South Pacific population in 
the eastern part of the research area (mainly the eastern part of Area V and Area VI) 
(Figure 1) [9, 10]. Both populations interact in a transition area between approximately 
100° and 160°E (eastern part of Area IV and western part of Area V) (Figure 1) [11].

The biological and demographic studies summarized below are based on the 
approximate geographic limits of these ‘populations’ in the case of humpback and 
Antarctic minke whales, and on geographical areas for those species with limited 
information on population structure (Antarctic blue and fin whales).

4. Whale and environmental surveys in the Indo-Pacific sector

As explained briefly above, the causes of ecosystem changes in the Antarctic 
are complex. To determine those causes, long-term monitoring research programs 
focused on collecting biological data of krill predators, as well data on sea ice cover 
and environmental variables, are important. The kind of information which is used 
to monitor changes in the ecosystem through sea-based predators (whales) and 
their environment is shown in Table 1.

Most of the data in Table 1, which have been used in the studies summarized 
below, come from two main sources.

Figure 2. 
Krill-eating baleen whale species in the Indo-Pacific sector of the Antarctic. Top left: humpback whale; 
top right: Antarctic minke whale; bottom left: fin whale; bottom right: Antarctic blue whale.
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4.1 JARPA and JARPAII programs

The Japanese Whale Research Program under Special Permit in the Antarctic 
(JARPA) was conducted in the austral summers from 1987/88 to 2004/05, and 
its second phase (JARPAII) from 2005/06 to 2013/14. Both programs conducted 
systematic surveys in the Indo-Pacific sector (35°E-145°W) of the Antarctic using 
both lethal (biological sampling of a limited number of Antarctic minke whales) 
and non-lethal (biopsy sampling and photo-identification of large whales, oceano-
graphic and marine debris surveys, dedicated sighting surveys) approaches. The 
main objectives of these programs were related to the investigation of stock struc-
ture, biological parameters and feeding ecology of Antarctic minke whales, as well 
the investigation of environmental pollutants in whale tissue and the environment. 
These surveys were conducted in the open sea because the survey vessels were 
not ice strengthened. Data and research outputs from JARPA and JARPAII were 
reviewed by IWC-organized international workshop of specialists, and they are 
available in conjunction with the reports of those workshops [9, 12].

Parameter How the information is 
obtained?

Relevance of monitoring

Krill biomass Echo-sounder and net 
surveys

Krill is a key species in the Antarctic ecosystem. 
Changes in its abundance have effects on 
predators and the whole ecosystem

Whale abundance Systematic sighting surveys Fluctuations in the abundance of whales over 
time is important for their management. 
Different levels of whale abundance have 
different impacts on krill

Whale distribution Systematic sighting surveys Distributions of whale species can change with 
time in response to changes in abundance and/
or changes in oceanographic conditions/krill 
abundance

Whale recruitment Population dynamic 
models that use age and 
abundance information for 
whales

Same as above. Index of young whale abundance

Blubber thickness, 
fat weight and girth

Direct measurements from 
sampled whales

Index of body condition. Better nutritional 
condition (e.g. better availability through higher 
abundance of krill) will be reflected in thicker 
blubber, heavier fat and larger girth

Stomach content 
weight

Direct measurements from 
sampled whales

Index of body condition. Better nutritional 
condition will be reflected by heavier stomach 
contents

Age at sexual 
maturity (ASM)

Examination of the 
transition phase in 
earplugs; examination of 
ovaries and testis

Better nutritional conditions will be reflected in 
a shift of the ASM to younger ages, so that whales 
will be able to reproduce at younger ages

Pregnancy rate Examination of ovaries and 
uterus

Better nutritional conditions will be reflected in 
higher pregnancy rates

Oceanographic 
conditions

Systematic oceanographic 
surveys based on CTD and 
XCTD

Changes in oceanographic conditions will affect 
the distribution and krill biomass, and in turn the 
abundance and distribution of whales. Changes 
in oceanographic conditions might be an effect of 
climate change

Table 1. 
Biological and ecological parameters monitored for whales and their environment to investigate changes in the 
ecosystem.
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4.2 IWC’s IDCR/SOWER programs

The IWC’s International Decade for Cetacean Research (IDCR) undertook 
a series of Antarctic sighting cruises for assessment of Antarctic minke whales 
during the austral summers 1978/79–1995/96. From 1995/96 this was renamed the 
Southern Ocean Whale and Ecosystem Research (SOWER) program, and contin-
ued until the 2009/10 season. The primary aim of these programs was to conduct 
sighting surveys using the line transect method for estimating the abundance of 
Antarctic minke whales and other cetacean species. The survey programs have also 
enabled collection of biopsies, photo-identification, oceanographic and acoustic 
samples for studies on the ecosystem. As for JARPA and JARPAII, these surveys were 
conducted in the open sea because the survey vessels were not ice strengthened. 
Even though IDCR/SOWER surveys were conducted at a circumpolar level, it is the 
information from the surveys conducted in the Indo-Pacific sector, particularly in 
IWC Areas IV and V (see Figure 1), that is summarized here.

Some of the studies summarized below used biological data collected during 
former commercial whaling operations (by Japan and the former USSR) in the 
Indo-Pacific sector of the Antarctic.

5. Historical ecosystem changes revealed through whale demography

5.1 Trend in age at sexual maturity

Changes in the age at sexual maturity (ASM) indicate changes in the nutri-
tional conditions for the whales, which in turn could indicate less or more food 
availability in the environment. Better nutritional conditions will be reflected 
by a shift of the ASM to younger ages, so that whales will be able to reproduce 
at younger ages and as a consequence the populations will grow faster. One of 
the methods for determining ASM in whales is through the examination of the 
‘transition phase’ in the earplugs [13]. The earplugs of several baleen whale 
stocks exhibit seasonal growth layers which have been shown for some species to 
indicate the age of the animals. A transition from early, irregular layers to later, 
more regular layers can be seen in these earplugs (the ‘transition phase’), and this 
has been shown to indicate the age at sexual maturity of the whale [13]. Historical 
changes in the ASM can be investigated through the analyses of cohorts (groups 
of whales born in the same year).

Earplugs of Antarctic minke whales were collected during the period of com-
mercial whaling in the early 1970’s, and during the JARPA/JARPAII surveys in the 
Indo-Pacific sector of the Antarctic for more than 25 years. A decline in the average 
age at transition in Antarctic minke whales in the Eastern Indian Ocean popula-
tion from roughly 11 years for the cohorts of the 1950’s to roughly 7 years for the 
cohorts of the 1970’s was evident (Figure 3), and this trend was similar for females 
and males. The ASM remained stable until the 1980’s cohorts [14]. This work was 
subsequently updated [15] by using a large number of samples, and those authors 
confirmed that the ASM remained stable until the 1998 cohort at least. The same 
pattern was observed for the Western South Pacific population.

5.2 Trend in recruitment rate and total population size

The Scientific Committee (SC) of the IWC has been applying statistical catch-
at-age (SCAA) analyses to Antarctic minke whales since 2005. SCAA is a common 
method of fisheries stock assessment where age-structured catch data from a 
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fishery are used to estimate quantities of interest, such as population size and natu-
ral mortality rates, employing the maximum likelihood estimation approach [16]. A 
summary history of the application of SCAA to Antarctic minke whale is provided 
in [17], and an assessment of this species using SCAA is reported in [18].

The data used when conducting assessment by SCAA on Antarctic minke 
whales consisted of catches, abundance estimates, length frequency data, and 
conditional age-at-length data. Different series of abundance estimates were used, 
i.e. those from the IWC’s IDCR/SOWER and JARPA/JARPAII’s dedicated sighting 
surveys in the Indo-Pacific sector of the Antarctic. The biological data mentioned 
above were available from the period of commercial whaling (Japan and the for-
mer USSR), and JARPA/JARPAII surveys in the Indo-Pacific sector of the Antarctic 
for more than 25 years.

The SCAA assessment on Antarctic minke whale included a ‘reference’ case and 
several sensitivity tests. These tests explored sensitivity to the weight assigned to 
the various data sources and penalties in the model fitting process, to assumptions 
related to vulnerability, natural mortality and catchability, and to the use or other-
wise of the JARPA/JARPAII’s abundance index data [18]. As in the estimation of the 
ASM, historical changes in recruitment and total population size can be investigated 
through the analyses of cohorts.

Figure 4 shows the temporal trend for the total size of the Eastern Indian Ocean 
population of Antarctic minke whales. Results presented here refer to the ‘refer-
ence’ case, and were robust to the sensitivity tests conducted. The population was 
estimated to have increased from 1930 until the early 1970’s, with the population 
having declined subsequently and then staying stable. The increase in abundance 

Figure 3. 
Changes in the age at sexual maturity of Antarctic minke whale as determined from the transition phase, by 
cohort (Eastern Indian Ocean population). Histogram of the number of whales aged in each cohort is also 
showed. Age at sexual maturity changed from around 11 years in the 1950s cohorts to around 7 years in the 1970s 
cohorts (modified from [14]).
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fishery are used to estimate quantities of interest, such as population size and natu-
ral mortality rates, employing the maximum likelihood estimation approach [16]. A 
summary history of the application of SCAA to Antarctic minke whale is provided 
in [17], and an assessment of this species using SCAA is reported in [18].

The data used when conducting assessment by SCAA on Antarctic minke 
whales consisted of catches, abundance estimates, length frequency data, and 
conditional age-at-length data. Different series of abundance estimates were used, 
i.e. those from the IWC’s IDCR/SOWER and JARPA/JARPAII’s dedicated sighting 
surveys in the Indo-Pacific sector of the Antarctic. The biological data mentioned 
above were available from the period of commercial whaling (Japan and the for-
mer USSR), and JARPA/JARPAII surveys in the Indo-Pacific sector of the Antarctic 
for more than 25 years.

The SCAA assessment on Antarctic minke whale included a ‘reference’ case and 
several sensitivity tests. These tests explored sensitivity to the weight assigned to 
the various data sources and penalties in the model fitting process, to assumptions 
related to vulnerability, natural mortality and catchability, and to the use or other-
wise of the JARPA/JARPAII’s abundance index data [18]. As in the estimation of the 
ASM, historical changes in recruitment and total population size can be investigated 
through the analyses of cohorts.

Figure 4 shows the temporal trend for the total size of the Eastern Indian Ocean 
population of Antarctic minke whales. Results presented here refer to the ‘refer-
ence’ case, and were robust to the sensitivity tests conducted. The population was 
estimated to have increased from 1930 until the early 1970’s, with the population 
having declined subsequently and then staying stable. The increase in abundance 

Figure 3. 
Changes in the age at sexual maturity of Antarctic minke whale as determined from the transition phase, by 
cohort (Eastern Indian Ocean population). Histogram of the number of whales aged in each cohort is also 
showed. Age at sexual maturity changed from around 11 years in the 1950s cohorts to around 7 years in the 1970s 
cohorts (modified from [14]).
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was due primarily to an increase in recruitment (Figure 5), arising in turn from an 
increase in carrying capacity [18], presumably due to an increase in the abundance 
of krill. A similar pattern was found for the Western South Pacific population.

It is interesting to note that the increase in total population size from 1930 to the 
1970’s coincided roughly with the period over which the ASM decreased.

5.3 Interpretation of results

The results of this section can be summarized as following:

• The average ASM of Antarctic minke whales declined from roughly 11 years 
for the cohorts of the 1950’s to roughly 7 years for the cohorts of the 1970’s; this 
trend was similar for females and males, and for the two populations occurring 
in the Indo-Pacific sector.

• The population of Antarctic minke whale increased from 1930 until the early 
1970’s, but declined subsequently and then re-stabilised. A similar pattern is 
evident for the two populations occurring in the Indo-Pacific sector.

• The increase in abundance was due primarily to higher recruitments resulting 
from an increase in carrying capacity with more food being available for these 
Antarctic minke whales during the middle decades of the last century.

These historical changes in the demography of Antarctic minke whale are 
consistent with expectations under the krill surplus hypothesis. The harvesting of 
large whales in the Antarctic Ocean started in 1904, and several species of large 
whales such as the Antarctic blue and humpback whales were heavily depleted by 

Figure 5. 
Time trajectory of recruitment for the Antarctic minke whale of the Eastern Indian Ocean population ( from 
1930 and from 1975) for the reference case analysis, by cohort (modified from [18]).

Figure 4. 
Time trajectory of total (1+) population size for the Eastern Indian Ocean population of Antarctic minke whale 
(reference-case), by cohort. The dotted lines indicate 95% asymptotic confidence intervals (modified from [18]).
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the first half of the past century. Other species such as the fin whales were depleted 
during the second half of that century. Antarctic blue, fin and humpback whales 
were reduced to 5%, 21% and 2% of their original total sizes of 220,000, 490,000 
and 130,000, respectively [19]. However, commercial harvesting of the Antarctic 
minke whales started only in the early 1970’s, when the other baleen whale species 
were already depleted.

Some researchers have suggested that following the period of heavy harvesting 
of the large baleen whales in the Antarctic mainly during the middle decades of 
the past century, some 150 million tons of ‘surplus’ annual production of Antarctic 
krill became available for other krill predators, such as Antarctic minke whales, 
crabeater seals, fur seals, penguins and some albatrosses. These species then took 
advantage of this food surplus to increase their abundance. This is the so-called krill 
surplus hypothesis [1, 2].

The increased krill abundance around the middle of the past century could 
therefore have led to better nutritional conditions for some krill predators like 
the Antarctic minke whale. Although there is no direct observational evidence of 
improved nutritional conditions at that time, it is known that better nutritional 
conditions in whales may be reflected in a decrease in the age at sexual maturity. 
This was the case for Antarctic minke whales between approximately 1940 and 1970, 
which coincides with the period of depletion of some key krill-eating large whale 
species. This low age at sexual maturity led to an increase in the recruitment rate and 
total population size for minke whales over this period. The Antarctic minke whale 
perhaps rose to close to an increased carrying capacity resulting from a larger krill 
population by the 1970s, with the stock achieving this by stabilizing its age at sexual 
maturity at lower 7–8 years. The period of these demographic changes in Antarctic 
minke whales coincides with that characterized as ‘favorable climate conditions and 
reduced competition for krill’ and linked to penguin population changes [3].

6. Current ecosystem changes revealed through whale demography

Commercial whaling of humpback, Antarctic blue and fin whales in the 
Antarctic was suspended in 1963, 1964 and 1976, respectively. As an effect of these 
conservation measures, the abundance of these species have increased in recent 
decades, i.e. there have been recoveries from past commercial harvesting. The speed 
of recovery varies among species and populations. The increases in abundance of 
the recovering species will have effects on the ecosystem as a whole. In this section 
the current information on abundance and abundance trends of baleen whale spe-
cies is examined, as well as some aspects of current nutritional conditions, feeding 
ecology and biological parameters of the Antarctic minke whale, a species which 
benefited from the krill surplus during the last century.

6.1 Abundance trend of baleen whales

Estimates of abundance of large whales in the Antarctic are based on systematic 
sighting surveys in open sea carried out under sampling methods advocated in 
DISTANCE [20], and the guidelines for surveys and analyses agreed by the IWC 
Scientific Committee (SC) [21]. Dedicated sighting surveys were carried out in the 
Indo-Pacific sector of the Antarctic under the JARPA/JARPAII programs using the 
IWC SC-agreed methodology and guidelines. Overall, the IWC SC carried out three 
circumpolar sighting surveys under the IDCR/SOWER programs (CPI, CPII and 
CPIII).



Glaciers and the Polar Environment

92

was due primarily to an increase in recruitment (Figure 5), arising in turn from an 
increase in carrying capacity [18], presumably due to an increase in the abundance 
of krill. A similar pattern was found for the Western South Pacific population.

It is interesting to note that the increase in total population size from 1930 to the 
1970’s coincided roughly with the period over which the ASM decreased.

5.3 Interpretation of results

The results of this section can be summarized as following:

• The average ASM of Antarctic minke whales declined from roughly 11 years 
for the cohorts of the 1950’s to roughly 7 years for the cohorts of the 1970’s; this 
trend was similar for females and males, and for the two populations occurring 
in the Indo-Pacific sector.

• The population of Antarctic minke whale increased from 1930 until the early 
1970’s, but declined subsequently and then re-stabilised. A similar pattern is 
evident for the two populations occurring in the Indo-Pacific sector.

• The increase in abundance was due primarily to higher recruitments resulting 
from an increase in carrying capacity with more food being available for these 
Antarctic minke whales during the middle decades of the last century.

These historical changes in the demography of Antarctic minke whale are 
consistent with expectations under the krill surplus hypothesis. The harvesting of 
large whales in the Antarctic Ocean started in 1904, and several species of large 
whales such as the Antarctic blue and humpback whales were heavily depleted by 

Figure 5. 
Time trajectory of recruitment for the Antarctic minke whale of the Eastern Indian Ocean population ( from 
1930 and from 1975) for the reference case analysis, by cohort (modified from [18]).

Figure 4. 
Time trajectory of total (1+) population size for the Eastern Indian Ocean population of Antarctic minke whale 
(reference-case), by cohort. The dotted lines indicate 95% asymptotic confidence intervals (modified from [18]).

93

Whales as Indicators of Historical and Current Changes in the Marine Ecosystem…
DOI: http://dx.doi.org/10.5772/intechopen.94323

the first half of the past century. Other species such as the fin whales were depleted 
during the second half of that century. Antarctic blue, fin and humpback whales 
were reduced to 5%, 21% and 2% of their original total sizes of 220,000, 490,000 
and 130,000, respectively [19]. However, commercial harvesting of the Antarctic 
minke whales started only in the early 1970’s, when the other baleen whale species 
were already depleted.

Some researchers have suggested that following the period of heavy harvesting 
of the large baleen whales in the Antarctic mainly during the middle decades of 
the past century, some 150 million tons of ‘surplus’ annual production of Antarctic 
krill became available for other krill predators, such as Antarctic minke whales, 
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Antarctic was suspended in 1963, 1964 and 1976, respectively. As an effect of these 
conservation measures, the abundance of these species have increased in recent 
decades, i.e. there have been recoveries from past commercial harvesting. The speed 
of recovery varies among species and populations. The increases in abundance of 
the recovering species will have effects on the ecosystem as a whole. In this section 
the current information on abundance and abundance trends of baleen whale spe-
cies is examined, as well as some aspects of current nutritional conditions, feeding 
ecology and biological parameters of the Antarctic minke whale, a species which 
benefited from the krill surplus during the last century.

6.1 Abundance trend of baleen whales

Estimates of abundance of large whales in the Antarctic are based on systematic 
sighting surveys in open sea carried out under sampling methods advocated in 
DISTANCE [20], and the guidelines for surveys and analyses agreed by the IWC 
Scientific Committee (SC) [21]. Dedicated sighting surveys were carried out in the 
Indo-Pacific sector of the Antarctic under the JARPA/JARPAII programs using the 
IWC SC-agreed methodology and guidelines. Overall, the IWC SC carried out three 
circumpolar sighting surveys under the IDCR/SOWER programs (CPI, CPII and 
CPIII).
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6.1.1 Humpback whales

Abundance and abundance trend estimates based on JARPA and JARPAII 
focused mainly in Areas IV (Population D) and V (Population E) (Figure 1). In 
Area IV the abundance was estimated in 29,067 whales (CV = 0.255) based on 
sighting data collected in 2007/08; in Area V the abundance was estimated in 13,894 
whales (CV = 0.338) based on sighting data collected in 2008/09 [22].

Figure 6 shows the abundance trend of Populations D and E based on JARPA 
and JARPAII sighting data. For comparison purposes, the figure includes data 
from the IDCR/SOWER programs [23]. The figure shows a clear increasing trend, 
which is consistent for the JARPA/JARPAII and IDCR/SOWER survey data. Annual 
rate of increase was estimated at 13.6% (95% CI = 8.4–18.7%) and 14.5% (95% 
CI = 7.6–21.5%) for Areas IV and V, respectively, which were statistically greater 
than zero [22].

6.1.2 Antarctic minke whale

Abundance estimates and abundance trends of Antarctic minke whale for the 
Eastern Indian Ocean population (Area IV) and Western South Pacific popula-
tion (Area V) have been conducted based on sighting surveys under JARPA [24]. 
Abundance estimates for the Eastern Indian Ocean population ranged from 16,562 
(CV = 0.542) in 1997/98 to 44,945 (CV = 0.338) in 1999/00. Estimates for the 
Western South Pacific Ocean population ranged from 74,144 (CV = 0.329) in 
2004/05 to 151,828 (CV = 0.322) in 2002/03.

Estimates of the annual rates of increase in abundance were 1.8% (95% CI: −2.5%, 
6.0%) for the Eastern Indian Ocean population and 1.9% (95% CI: −3.0%, 6.9%) for 
the Western South Pacific population, which were not statistically greater than zero 
(Figure 7) [24].

The estimates based on IDCR/SOWER data were 55,237 (CV: 0.17) in 
Circumpolar II (CPII) and 59,677 (CV: 0.34) in circumpolar III (CPIII) for the 
Eastern Indian Ocean population (Area IV). For the Western South Pacific popula-
tion (Area V) were 300,214 (CV: 0.13) in CPII and 183,915 (CV: 0.11) in CPIII.

6.1.3 Fin whales

For the purpose of the abundance estimates based on JARPA and JARPAII sur-
veys, south of 60°S, the whole area was divided into a western area (Areas IIIE+IV) 
and eastern area (Areas V + VIW). For the western area the abundance was 

Figure 6. 
Annual abundance trend for humpback whales in Areas IV (Population D) (left) and V (Population E)  
(right), south of 60°S. Estimates were based on sighting data collected by JARPA and JARPAII surveys 
primarily during January to February. Estimates from the IDCR-SOWER surveys [23] are shown for 
comparative purposes (filled circles). Vertical lines show 95% confidence intervals (modified from [22]).
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estimated as 3,087 (CV = 0.191) in 1995/96, and 2,610 (CV = 0.285) in 2007/08. For 
the eastern area the abundance was estimated as 1,879 (CV = 0.226) in 1996/97, and 
14,981 (CV = 0.298) in 2008/09. For the western area the increasing trend between 
1995/96 and 2007/08 seasons was estimated at 8.9% (95%CI: -0.145%, 32.4%), 
while the trend in the eastern area between 1996/97 and 2008/09 was estimated 
at 12.0% (95%CI: 2.6%, 21.5%). The estimate for the eastern area was statistically 
greater than zero [25]. It should be noted that the JARPA/JARPAII surveys do not 
cover the latitudinal sector 50°-60°S, where fin whales distribute in large numbers 
in summer.

6.1.4 Antarctic blue whales

There is limited information on stock structure of Antarctic blue whales. 
Abundance of this species for the Indo-Pacific sector of the Antarctic (35°E-145°W), 
south of 60°S was 664 (CV = 0.328) in 2005/06 and 2006/07 seasons. The abun-
dance was estimated at 1,223 whales (CV = 0.345) in the 2007/08 and 2008/09 sea-
sons. The abundance trend was estimated at 8.2% (95% CI: 3.9%, 12.5%) between 
1995/96 and 2008/09, which was not statistically greater than zero [25].

For most of the populations of these whale species were over-exploited in the 
past, but there is now scientific evidence of their recovery, although the speed of 
recovery is different among species and populations. The populations of Antarctic 
minke whale appear to be stable in recent years.

6.2 Changes in the distribution pattern of baleen whales

Substantial increases in the abundance of some species could have an implication 
on their pattern of distribution. Antarctic humpback whales from population D (Area 
IV) have increased substantially over recent decades, while the abundance of the 
Eastern Indian Ocean Population of Antarctic minke whale (Area IV) has been rather 
stable since the 1990s. We might expect some changes in the pattern of distribution of 
these two species. The spatial distribution of Antarctic minke and humpback whales 
was examined in the Indian sector (Area IV) based on JARPA/JARPAII sighting data 
for three periods: early (1989/1990, 1991/1992 and 1993/1994), middle (1995/1996, 
1997/1998 and 1999/2000) and late (2001/2002, 2003/2004 and 2005/2006) [26]. 
Spatial distribution was estimated using generalized additive models (GAM). 
Presence or absence of whales was used as the response variable while seafloor depth, 
distance from shelf break and longitude were used as explanatory variables.

Mean probabilities of occurrence of Antarctic minke whales in the survey area 
in early, middle and late periods were 0.41, 0.46 and 0.41, while those of humpback 
whales were 0.14, 0.35 and 0.46. Occupied area indices (probabilities of occurrence 

Figure 7. 
Annual abundance trend for Antarctic minke whales of the Eastern Indian Ocean population (Area IV) (left) 
and Western South Pacific population (Area V) (right), together with their 95% CIs, based on sighting data 
from JARPA. The IDCR/SOWER estimates are shown for comparison (open triangles). The dashed curves 
indicate the 95% CIs for the exponential model applied to the JARPA estimates (modified from [24]).
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of Antarctic minke whales less probabilities of occurrence of humpback whales) 
were also calculated. If the index is 1, only Antarctic minke whales were present in a 
grid cell, while only humpback whales were present if the index is −1. If the index is 
0, probabilities of the presence of Antarctic minke whales and humpback whales in 
a grid cell were identical. Mean occupied area indices in early, middle and late peri-
ods were 0.28, 0.11 and − 0.07, respectively. The authors [26] concluded that the 
spatial distribution of humpback whales expanded to the south during the period 
investigated, while that of Antarctic minke whales remained stable. A summary of 
their results is presented in Figure 8.

The analyses were conducted based on sighting data obtained in the open sea. 
It should be mentioned that in the most recent period, Antarctic minke whales 
have also been observed frequently in polynias within the pack-ice [27], reflect-
ing perhaps a response of this species to the geographical expansion of humpback 
whales to the south.

6.3 Changes in energy storage and stomach content weight

Nutritional condition in Antarctic minke whales has been investigated through 
different indices: blubber thickness under the assumption that the amount of lipids 
increase with the thickness of the blubber, girth and total fat. These data have 
been collected for more than 25 years during the JARPA and JARPAII surveys in 
the Indo-Pacific sector of the Antarctic (Areas IV and V). Regression analyses has 
shown that blubber thickness, girth and fat weight of sexually mature whales have 
been decreasing for nearly two decades [28]. The decrease per year was estimated at 
approximately 0.02 cm for mid-lateral blubber thickness and 17 kg for fat weight, 
corresponding to 9% for both measurements over the 18-year period (Figure 9).

Figure 8. 
Probability of occurrence of humpback (left) and Antarctic minke (right) whales in the Indian sector (Area 
IV) during three time periods [26]. Red indicates high probability of occurrence.
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Another study has reported the results of an analysis of temporal trend in stom-
ach content weight in the Antarctic minke whale based on JARPA/JARPAII surveys 
[29]. A linear mixed-effects analysis showed a 31% (95% CI: 12.6–45.3%) decrease 
in the weight of stomach contents over the 20 years since 1990/91. A similar pattern 
of decrease was found for both males and females, except in the case of females 
sampled at higher latitudes in the Ross Sea (Figure 1). These results are consistent 
with the decline in energy storage reported above. Humpback whales are not 
found in the Ross Sea, where both Antarctic krill and ice krill (E. crystallorophias) 
are available, and where the authors [29] found no change in prey abundance for 
Antarctic minke whales.

The studies summarized above suggested a decrease in the abundance of krill for 
Antarctic minke whales, except in the Ross Sea.

6.4 Biological parameters

As indicated above, the ASM has remained stable at 7–8 years until the 1998 
cohort (at least). The proportion of pregnant animals among mature females (PPF) 
for the Antarctic minke whale has been examined based on JARPA/JARPA surveys 
conducted between 1987/88 and 2010/11 [30]. The PPF for the Eastern Indian 
Ocean and Western South Pacific populations was high: 0.932 and 0.904, respec-
tively, using data from all years combined. Linear regression analyses of the PPF 
over the years showed no significant temporal trend.

6.5 Interpretation of results

The results of this section can be summarized as following:

• The abundance of the once over-exploited large whale species such as the 
Antarctic blue, fin and humpback whales, has been increasing since the 1980’s  
(at least). In particular, the increasing trends of Populations D and E of 
humpback whale and that of a population of fin whales in the eastern part of 
the research area were statistically significantly greater than zero.

• Since about 1990, the abundance of two populations of Antarctic minke 
whale has been rather stable as revealed by the SCCA analyses and abundance 
estimated by sighting surveys.

Figure 9. 
Yearly trends in blubber thickness (a) and fat weight (b) for Antarctic minke whale in the Indo-Pacific sector 
of the Antarctic (modified from [28]).
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of Antarctic minke whales less probabilities of occurrence of humpback whales) 
were also calculated. If the index is 1, only Antarctic minke whales were present in a 
grid cell, while only humpback whales were present if the index is −1. If the index is 
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ods were 0.28, 0.11 and − 0.07, respectively. The authors [26] concluded that the 
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investigated, while that of Antarctic minke whales remained stable. A summary of 
their results is presented in Figure 8.

The analyses were conducted based on sighting data obtained in the open sea. 
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the Indo-Pacific sector of the Antarctic (Areas IV and V). Regression analyses has 
shown that blubber thickness, girth and fat weight of sexually mature whales have 
been decreasing for nearly two decades [28]. The decrease per year was estimated at 
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Figure 8. 
Probability of occurrence of humpback (left) and Antarctic minke (right) whales in the Indian sector (Area 
IV) during three time periods [26]. Red indicates high probability of occurrence.
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are available, and where the authors [29] found no change in prey abundance for 
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• The abundance of the once over-exploited large whale species such as the 
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(at least). In particular, the increasing trends of Populations D and E of 
humpback whale and that of a population of fin whales in the eastern part of 
the research area were statistically significantly greater than zero.

• Since about 1990, the abundance of two populations of Antarctic minke 
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• Humpback whales from Population D (Area IV) have expanded their geo-
graphical distribution to the south in recent years, while the distribution of the 
Antarctic minke whales of the Eastern Indian Ocean population (Area IV) has 
remained stable in the open sea. Larger number of Antarctic minke whales are 
distributed in polynias within the pack-ice in recent years.

• The nutritional conditions of Antarctic minke whales has been deteriorating as 
evidenced by a decreasing trend of several nutritional indices.

• The ASM of Antarctic minke whale has remained low and stable around 
7–8 years old until the 1998 cohort, and the PPF of Antarctic minke whale has 
remained high (over 0.9), and stable.

Deteriorating nutritional conditions of the Antarctic minke whales suggest 
less food available for this species in recent years. Less availability/abundance of 
Antarctic krill could be a response to environmental changes (e.g. global warm-
ing) and/or competition for food with the increasing large whale species such as 
Antarctic blue, fin and humpback whales. No evidence of global warming exists for 
the Indo-Pacific sector of the Antarctic [31], so competition for food could be a more 
plausible interpretation for the results of nutritional deterioration in the Antarctic 
minke whale. This reflects the end of the period of a krill surplus hypothesised dur-
ing the past century. Nutritional deterioration as a consequence of competition is not 
entirely consistent with the low ASM and high APR of the Antarctic minke whale 
over more recent years. Under the competition hypothesis, this could be the result 
of a temporal phenomenon in that the response of ASM and APR to environmental 
changes producing a nutritional deterioration may be subject to time lags.

Direct competition occurs when two predators are present in the same area as a 
prey species, and may interfere with each other’s access to the prey. Indirect competi-
tion may occur when two predators occur in different parts of the area of prey, but 
because the prey’s production is limited, consumption by the one predator limits the 
production available for the other, and vice versa [32]. To investigate the plausibility of 
the competition hypothesis, estimates of krill biomass trends in the research area are 
required. There is some partial information on krill abundance based on dedicated 
krill surveys in the past, but the information is scattered and needs to be combined 
with that from new surveys in a comprehensive and consistent way so that time series 
data can be obtained. The period of these demographic changes in the Antarctic 
minke whales coincides with the post whaling era (1970’s-) which has been character-
ized as ‘unfavorable climate conditions and increasing competition for krill’ [3].

Antarctic minke whales could also be using alternative feeding areas (e.g. polyn-
ias within the pack-ice) in response to the increase in abundance and geographical 
expansion of these other large whale species. This could provide an alternative 
explanation from sighting surveys and population models of a decrease and then 
re-stabilization of Antarctic minke whales abundance in open areas since the 1970’s.

The increase of the Adelie penguins (Pygoscelis adeliae) in East Antarctic in recent 
decades [33] seems immediately not to be consistent with the competition hypothesis. 
The authors of the Adelie penguin study provided two explanations for the increase of 
this species: (i) harvesting of baleen whales, krill and fish across East Antarctic waters 
through the 20th century could have reduced competition between Adelie penguins 
and other predators for food, improving prey availability, and (ii) a proposed reduc-
tion in sea-ice extent in the mid-20 century may also have benefited Adelie penguins 
by enabling better access to the ocean for foraging. Since recovery of krill-eating large 
baleen whales has been reported since the 1980’s, it is suggested that their explanation 
of environmental factors for the demographic changes of Adelie penguins since the 
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1980’s is more plausible. Perhaps environmental changes have stronger effects on land-
based predators such as the penguins than on sea-based predators such as whales.

7. Conclusions

This review of the scientific evidence for ecosystem changes in the Indo-Pacific 
sector of the Antarctic has highlighted the importance of long-time monitoring 
research programs focused on the collection of biological data for krill predators 
(both land-based and sea-based predators) as well as data on sea ice cover and envi-
ronmental variables. The hypothesis proposed for the recent demographic changes 
found in whales is competition. To investigate this hypothesis further, estimates of 
krill abundance as well additional data collection of the predators and improved 
modelling analyses are required (see [34]). Also, oceanographic data obtained for 
more than 30 years in the Indo-Pacific sector of the Antarctic by JARPA/JARPAII 
surveys should be analysed to explore further the possible effect of global warming 
on the pattern of demographic changes found in whales.

In this context, Japan has started a new non-lethal research program to continue 
studying whales and the environment in the Indo-Pacific sector of the Antarctic. 
The program called JASS-A (Japanese Abundance and Stock structure Survey in the 
Antarctic) started in the austral summer of 2019/20, and will continue for at least 
eight years. It will conduct systematic sighting surveys for abundance estimates, 
biopsy sampling for genetic analysis of population structure, oceanographic and 
marine debris surveys, satellite tracking and photo-identification for studies on 
stock structure, distribution and movement of large whales, and Unmanned Aerial 
Vehicle (UAV) to observe whales outside of the main survey area. The analyses 
of the data to be collected will assist to examine the plausibility of the hypothesis 
proposed in this study further, in particular the observation that Antarctic minke 
whales have been moving into polynias within the pack-ice in recent years.
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graphical distribution to the south in recent years, while the distribution of the 
Antarctic minke whales of the Eastern Indian Ocean population (Area IV) has 
remained stable in the open sea. Larger number of Antarctic minke whales are 
distributed in polynias within the pack-ice in recent years.

• The nutritional conditions of Antarctic minke whales has been deteriorating as 
evidenced by a decreasing trend of several nutritional indices.

• The ASM of Antarctic minke whale has remained low and stable around 
7–8 years old until the 1998 cohort, and the PPF of Antarctic minke whale has 
remained high (over 0.9), and stable.

Deteriorating nutritional conditions of the Antarctic minke whales suggest 
less food available for this species in recent years. Less availability/abundance of 
Antarctic krill could be a response to environmental changes (e.g. global warm-
ing) and/or competition for food with the increasing large whale species such as 
Antarctic blue, fin and humpback whales. No evidence of global warming exists for 
the Indo-Pacific sector of the Antarctic [31], so competition for food could be a more 
plausible interpretation for the results of nutritional deterioration in the Antarctic 
minke whale. This reflects the end of the period of a krill surplus hypothesised dur-
ing the past century. Nutritional deterioration as a consequence of competition is not 
entirely consistent with the low ASM and high APR of the Antarctic minke whale 
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required. There is some partial information on krill abundance based on dedicated 
krill surveys in the past, but the information is scattered and needs to be combined 
with that from new surveys in a comprehensive and consistent way so that time series 
data can be obtained. The period of these demographic changes in the Antarctic 
minke whales coincides with the post whaling era (1970’s-) which has been character-
ized as ‘unfavorable climate conditions and increasing competition for krill’ [3].

Antarctic minke whales could also be using alternative feeding areas (e.g. polyn-
ias within the pack-ice) in response to the increase in abundance and geographical 
expansion of these other large whale species. This could provide an alternative 
explanation from sighting surveys and population models of a decrease and then 
re-stabilization of Antarctic minke whales abundance in open areas since the 1970’s.
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decades [33] seems immediately not to be consistent with the competition hypothesis. 
The authors of the Adelie penguin study provided two explanations for the increase of 
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tion in sea-ice extent in the mid-20 century may also have benefited Adelie penguins 
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1980’s is more plausible. Perhaps environmental changes have stronger effects on land-
based predators such as the penguins than on sea-based predators such as whales.

7. Conclusions

This review of the scientific evidence for ecosystem changes in the Indo-Pacific 
sector of the Antarctic has highlighted the importance of long-time monitoring 
research programs focused on the collection of biological data for krill predators 
(both land-based and sea-based predators) as well as data on sea ice cover and envi-
ronmental variables. The hypothesis proposed for the recent demographic changes 
found in whales is competition. To investigate this hypothesis further, estimates of 
krill abundance as well additional data collection of the predators and improved 
modelling analyses are required (see [34]). Also, oceanographic data obtained for 
more than 30 years in the Indo-Pacific sector of the Antarctic by JARPA/JARPAII 
surveys should be analysed to explore further the possible effect of global warming 
on the pattern of demographic changes found in whales.

In this context, Japan has started a new non-lethal research program to continue 
studying whales and the environment in the Indo-Pacific sector of the Antarctic. 
The program called JASS-A (Japanese Abundance and Stock structure Survey in the 
Antarctic) started in the austral summer of 2019/20, and will continue for at least 
eight years. It will conduct systematic sighting surveys for abundance estimates, 
biopsy sampling for genetic analysis of population structure, oceanographic and 
marine debris surveys, satellite tracking and photo-identification for studies on 
stock structure, distribution and movement of large whales, and Unmanned Aerial 
Vehicle (UAV) to observe whales outside of the main survey area. The analyses 
of the data to be collected will assist to examine the plausibility of the hypothesis 
proposed in this study further, in particular the observation that Antarctic minke 
whales have been moving into polynias within the pack-ice in recent years.
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