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Preface

In this book, Computer Memory and Data Storage, you will learn about the significant 
role that memory subsystems play in high-performance processors, the challenges 
associated with low-power memory designs, and the importance of ensuring data 
integrity and security in memory design. You will also discover various techniques 
proposed by researchers to address power consumption concerns and reliability 
issues. The book is organized into five chapters.

Introductory Chapter: Computer Memory and Data Storage introduces the topic of 
computer memory and data storage. The author highlights the significant role that 
memory subsystems play in high-performance processors and the impact they have 
on the overall energy, area, and performance of modern computing systems. The 
chapter also discusses the challenges associated with low-power memory designs and 
the need for techniques that effectively handle reliability issues. The author notes 
that various solutions have been explored to address power consumption concerns, 
such as scaling CMOS logic circuits. However, aggressive voltage scaling increases 
the likelihood of memory failures, making it crucial to implement techniques that 
effectively handle reliability issues associated with low-power designs.

The chapter also discusses the importance of minimizing power consumption while 
maintaining high performance and reliability, particularly in mobile devices where 
battery life is a critical factor. The author notes that Dynamic Voltage and Frequency 
Scaling (DVFS) is one approach to reducing power consumption, but it can also lead 
to reliability issues. To address these issues, researchers have proposed various tech-
niques, such as Adaptive Voltage Scaling (AVS) and Dynamic Reliability Management 
(DRM). The chapter also highlights the importance of ensuring data integrity and 
security in memory design. Memory errors can lead to data corruption and system 
crashes, which can have serious consequences in critical applications. To address this 
issue, researchers have proposed various techniques, such as Error-Correcting Codes 
(ECC) and memory scrubbing.

Chapter System-Scenario Methodology to Design a Highly Reliable Radiation-Hardened 
Memory for Space Applications provides valuable information on designing a highly 
reliable radiation-hardened memory for space applications. The chapter focuses on 
the Nwise radiation-hardened cell, and the system-scenario methodology used to 
optimize energy consumption while maintaining reliability in cache memory circuits. 
The Nwise radiation-hardened cell is a memory cell that provides tolerance against 
single-event and multi-event upsets in memories.

The system-scenario methodology is used to optimize energy consumption in applica-
tions with dynamic system requirements. This methodology involves analyzing the 
system requirements and identifying the most critical scenarios that require the highest 
level of reliability. The energy consumption of the system is then optimized by adjusting 
the system parameters to meet the requirements of these critical scenarios. The study 
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presented in this chapter focuses on the use case related to satellite systems and solar 
activity. The methodology was applied to optimize the energy consumption of a cache 
memory circuit used in a satellite system that is exposed to solar activity. The study 
showed that the system-scenario methodology can significantly reduce the energy con-
sumption of the cache memory circuit while maintaining the required level of reliability.

Chapter A Review on Non-Volatile and Volatile Emerging Memory Technologies discusses 
the need to address the reasons behind today’s performance bottleneck in modern-day 
processors. The reasons include long access latency of memory technologies, scalability of 
memory designs, energy inefficiency incurred by increased performance, and additional 
area overhead. The chapter reviews different memory designs starting from volatile 
memory technologies such as Static Random Access Memory (SRAM), Dynamic Random 
Access Memory (DRAM), and NAND/NOR flash to emerging non-volatile memory 
technologies such as Resistive Random Access Memory (RRAM), Magneto-Resistive 
Random Access Memory (MRAM), and Ferroelectric Field Effect Transistor (FeFET) 
with specific consideration of tradeoffs involving area, performance, and energy.

The chapter begins with an introduction to the Von-Neumann architecture, which is 
the foundational architecture for high-performance CPUs. The chapter then elaborates 
on the existing technologies and the solutions proposed in the literature to understand 
the tradeoffs made between energy, area, and performance. The technologies described 
are SRAM, DRAM, NAND/NOR flash, RRAM, MRAM, and FeFET.

It classifies memory technologies into volatile and non-volatile memory technologies 
depending on whether the data is retained in memory in the absence of power supply. 
From an architectural perspective, processors use caches made of SRAM that are 
responsible for fast memory accesses and main memory made of DRAM optimized 
for density/cost. The secondary storage is made of non-volatile memory technologies 
like NAND Flash and optimized for higher density/lower cost.

It elaborates on the tradeoffs in both 6T and 8T SRAM designs with respect to perfor-
mance, area, and energy. The 8T SRAM design is proposed to relax the design con-
straints for read operation and to amortize the cost of a precharge cycle by performing 
another useful task simultaneously. The chapter also discusses the tradeoffs in DRAM, 
NAND/NOR flash, RRAM, MRAM, and FeFET designs.

Field Programmable Gate Arrays (FPGAs) have become increasingly important in 
modern computing systems due to their flexibility and reconfigurability. However, 
conventional CMOS-based FPGAs have limitations such as high-power consumption 
and volatility. This is where MRAM technology comes in, providing non-volatility and 
low standby power. MRAM-based FPGAs have the potential to overcome the limita-
tions of conventional FPGAs and provide a new generation of reconfigurable fabrics.

Chapter MRAM-Based FPGAs: A Survey provides a comprehensive overview of the 
recent developments in the field of MRAM-based FPGAs. It begins by introducing 
the concept of FPGAs and their importance in modern computing systems. It then 
discusses the limitations of conventional CMOS-based FPGAs, including their high-
power consumption and volatility. The chapter then introduces MRAM technology 
and its potential to overcome these limitations by providing non-volatility and low 
standby power.

V

The chapter provides a comprehensive review of the prior research in the field of 
MRAM-based FPGAs. The chapter includes a table summarizing the design objec-
tives, architecture, fabrication, speed, area, power, reliability, and security of various 
MRAM-based FPGA designs over the past two decades. The chapter also discusses 
the advantages and disadvantages of various MRAM technologies, including 
Spin-Transfer Torque MRAM (STT-MRAM) and Magnetic Tunnel Junction (MTJ) 
MRAM. It highlights the potential of MRAM technology to provide non-volatility 
and low standby power, which are essential for low-power applications such as 
Internet of Things (IoT) devices. MRAM-based FPGAs can also provide high-speed 
reconfiguration, which is important for applications such as software-defined radio 
and cognitive radio.

It also discusses the potential of MRAM-based FPGAs to provide high-security appli-
cations due to their non-volatile nature. The chapter then discusses the challenges 
associated with developing MRAM-based FPGAs. These challenges include the need 
for new design methodologies, the need for new fabrication processes, and the need for 
new testing and verification techniques. The chapter also discusses the potential future 
directions for research in this area, including the development of new MRAM tech-
nologies, the integration of MRAM with other emerging memory technologies, and  
the exploration of new design methodologies.

Chapter New Content Addressable Memory Architecture for Multi-Core Applications 
discusses a new content-addressable memory architecture for multi-core applica-
tions. The architecture is designed to address issues that arise when multiple cores try 
to access the same shared module in the shared cache memory. The near-far access 
replacement algorithm and the dual-port content addressable memory design are 
two solutions that are proposed to address these issues. The near-far access replace-
ment algorithm is a new algorithm that is designed to improve the performance of 
shared cache memory in multi-core processors. The dual-port content-addressable 
memory design is another solution that is proposed to address issues with shared 
cache memory in multi-core processors. The chapter also discusses the performance 
of the new content-addressable memory architecture compared to a set-associative 
cache memory.

Finally, it discusses potential applications for the new content-addressable memory 
architecture in the field of massively parallel computation. The architecture is 
well-suited for applications that require high-speed access to shared memory, such 
as machine learning and data analytics. The architecture can also be used in other 
applications that require high-speed access to shared memory, such as video processing 
and scientific simulations.

Azam Seyedi
Faculty of Information Technology and Electrical Engineering,

Department of Electronic Systems,
Norwegian University of Science and Technology (NTNU),

Trondheim, Norway
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Chapter 1

Introductory Chapter: Computer
Memory and Data Storage
Azam Seyedi

1. Introduction

Memory subsystems play a significant role in high-performance processors,
occupying a considerable portion of the die area. Consequently, they have a profound
impact on the overall energy, area, and performance of modern computing systems
[1]. This necessitates the development of low-power, reliable, and high-performance
memory solutions to cater to the needs of emerging applications.

Various solutions have been explored to address power consumption concerns.
For instance, scaling complementary metal-oxide-semiconductor (CMOS) logic
circuits offers improvements in power consumption, area utilization, and speed.
However, aggressive voltage scaling increases the likelihood of memory failures. Thus,
further reducing the supply voltage poses a risk to the accuracy of computations.
Consequently, it is crucial to implement techniques that effectively handle reliability
issues associated with low-power designs in such systems [2, 3].

Motivated by these challenges, this book focuses on memory designs and explores
the techniques to minimize power consumption while enhancing performance and
reliability. Readers will gain insights into recent advancements in computer memory
and data storage through investigation and analysis. By engaging with this resource,
they will stay updated on the latest developments in computer memory and data
storage.

2. Balancing performance and energy efficiency in cache memory design:
Voltage scaling and power management strategies

Cache design plays a critical role in optimizing memory access efficiency in
modern processors [1]. One commonly used type of cache is SRAM (Static Random-
Access Memory), which offers fast access times and is commonly employed in cache
hierarchies. However, in the pursuit of low-power memory design, innovative tech-
niques are being explored to reduce power consumption in SRAM-based caches. These
techniques include voltage scaling, where the supply voltage to the SRAM cells is
reduced, as well as adaptive power gating, which selectively shuts down portions of
the cache when not in use [4]. By incorporating such low-power design methodolo-
gies, cache systems can achieve a balance between performance and energy efficiency,
contributing to overall system power savings while maintaining satisfactory memory
access speeds [5].

Voltage scaling is a popular approach employed to reduce power consumption in
memory subsystems. Operating at lower voltages significantly decreases power
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dissipation, leading to improved energy efficiency. However, voltage scaling brings
challenges such as increased vulnerability to soft errors caused by radiation-induced
particle strikes [2, 3]. To counter this, radiation hardening techniques are employed to
enhance the resilience of SRAM cells against such errors. These techniques, such as
redundant circuitry, error correction codes, and error detection and correction
mechanisms, are employed to ensure reliable operation even in radiation-prone
environments [6–10].

3. Reliable radiation-hardened memories: Design methodologies and
techniques

Radiation hardening is a critical aspect of ensuring the reliability and robustness of
electronic systems, particularly in demanding environments such as space applica-
tions. In space, electronic systems are exposed to high-energy particles that can cause
significant damage and errors [3]. These particles can come from the sun, cosmic rays,
and other sources, and they can cause single-event upsets (SEUs) or multiple-event
upsets (MEUs) in electronic systems.

If a radiation strike impacts a node of an SRAM cell and modifies its stored data, it
results in a phenomenon called Single Event Upset (SEU) [2]. This occurrence takes
place when the charge delivered by the particle strike at the affected node exceeds the
critical charge, known as Qcrit. Qcrit represents the minimum charge required to alter
the data state stored within the SRAM cell [11]. If two or more neighboring nodes
collectively receive and contribute to the deposited charge causing a state change, it is
referred to as a Multi Event Upset (MEU) [11]. To address these challenges, radiation
hardening techniques are employed in SRAM design.

Redundancy is a common approach wherein additional circuitry is incorporated to
detect and correct errors. Error correction codes (ECC) are widely used to identify
and correct bit errors, ensuring data integrity [7].

Moreover, techniques like triple modular redundancy (TMR) are employed to
enhance system reliability [6]. TMR involves triplicating the circuitry and
comparing the outputs to identify and correct errors. This redundancy adds an extra
level of fault tolerance, ensuring reliable operation in the presence of radiation-
induced errors.

Various techniques have been developed to mitigate Single Event Upset (SEU)
issues in radiation-hardened memory cell designs [3]. Although conventional solu-
tions such as ECC, DMR [8], and TMR have been used at the architectural level, they
suffer from significant area overhead, power consumption, and increased system
complexity, making them unsuitable for small memory blocks, particularly at low
voltage levels [12]. In contrast, circuit-level techniques offer a more efficient approach
by improving SEU immunity without architectural overhead, resulting in reduced
area overhead, delay, and power consumption [3, 13–16].

However, previous designs exhibit various trade-offs in terms of SEU tolerance,
critical charge, access time, area overhead, and recovery time. For example, some
designs offer SEU tolerance but have a low critical charge (Qcrit) [15, 17] or high read
access time [18]. Others address SEU tolerance but come with high area overhead
[19], while some have limitations in SEU recovery and MEU immunity [14, 15].
Researchers continue to explore new techniques to develop memory cells that can
offer improved radiation robustness while minimizing these trade-offs, especially for
space applications and other scenarios requiring high reliability and efficiency.
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4. Emerging non-volatile memory technologies: Overcoming limitations
of existing technologies

Moore’s law, which has significantly enhanced computing technology through
technology scaling, has also brought about unintended consequences such as the
heightened impact of radiation on SRAM cells. This is due to the increased suscepti-
bility of transistors to noise at lower supply voltages and smaller feature sizes [2]. As a
result, researchers are exploring alternative approaches to sustain continued scaling
endeavors, leading to the emergence of non-volatile memory technologies.

These technologies, such as Flash memory, RRAM, and PCM, offer the advantage
of data retention even when power is removed and are used in storage systems, solid-
state drives, and embedded systems where persistent data storage is essential [20].
While non-volatile memories like Flash memory have been widely used in various
applications, emerging non-volatile memory technologies such as MRAM, FeRAM,
and STT-RAM are gaining attention due to their unique properties, such as non-
volatility, high endurance, fast access times, high density, low power consumption,
and fast write speeds [20, 21].

These emerging technologies have the potential to overcome some of the limita-
tions of existing technologies. However, they also face challenges such as high pro-
duction costs and scalability issues, which researchers are actively working to address
and improve the performance and reliability of these technologies. Thus, the emer-
gence of non-volatile memory technologies represents a promising alternative
approach to sustain continued scaling endeavors and overcome the limitations of
existing technologies [22].

5. Conclusion

In summary, the design of memory systems encompasses several key aspects, such
as voltage scaling to reduce power consumption, radiation hardening to enhance
resilience against soft errors, variation-aware design to address process variations,
low-power cache design for improved energy efficiency, fault-tolerant memory
design to ensure reliable operation, and the adoption of emerging technologies that
have the potential to overcome limitations of existing technologies. By incorporating
these techniques, memory systems can achieve high performance, low power con-
sumption, resilience to radiation-induced errors, and robustness against various fault
conditions, effectively meeting the demands of modern computing applications.
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Chapter 2

System-Scenario Methodology to
Design a Highly Reliable
Radiation-Hardened Memory for
Space Applications
Azam Seyedi, Per Gunnar Kjeldsberg and Roger Birkeland

Abstract

Cache memory circuits are one of the concerns of computing systems, especially in
terms of power consumption, reliability, and high performance. Voltage-scaling tech-
niques can be used to reduce the total power consumption of the caches. However,
aggressive voltage scaling significantly increases the probability of memory failure,
especially in environments with high radiation levels, such as space. It is, therefore,
important to deploy techniques to deal with reliability issues along with voltage
scaling. In this chapter, we present a system-scenario methodology for radiation-
hardened memory design to keep the reliability during voltage scaling. Although any
SRAM array can benefit from the design, we frame our study on the recently proposed
radiation-hardened cell, Nwise, which provides high level of tolerance against single
event and multi event upsets in memories. To reduce the power consumption while
upholding reliability, we leverage the system-scenario-based design methodology to
optimize the energy consumption in applications, where system requirements vary
dynamically at run time. We demonstrate the use of the methodology with a use case
related to satellite systems and solar activity. Our simulations show that we achieve up
to 49.3% power consumption saving compared to using a cache design with a fixed
nominal power supply level.

Keywords: space applications, solar activity, radiation hardening, single event upset
(SEU), voltage scaling, system scenario, SRAM design, reliability, Nwise cell

1. Introduction

The memory subsystems are among the main contributors to the total energy
consumption, area, and performance of today’s computing systems; therefore, there is
a critical need to provide low-power, reliable, and high-performance memories for
emerging applications. One of the concerns of memory designs is cache memories.
Caches are designed to keep frequently used data and instructions close to the
processing unit to avoid power-hungry and slow access to main memory. Almost all
modern CPU cores, from ultra-low power chips, such as the ARM Cortex-A53 [1] to
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the highest-end Intel Core i3-1215UL processors [2], use caches. However, caches are
known to consume a large portion (up to 30�70%) of the total processor power [3, 4].
On-chip cache size will also continue to grow due to device scaling coupled with
increased performance requirements.

Voltage-scaling techniques are well-known techniques to reduce the total power
consumption of the caches. Due to the quadratic relationship between dynamic energy
consumption and supply voltage, this is worthwhile even if it incurs overhead in other
parts of the system. However, aggressive voltage scaling significantly increases the
probability of memory failure. Therefore, further reduction of the supply voltage is
not possible without the risk of erroneous computations. This problem increases
dramatically in environments with high levels of radiation, such as in space, because
the systems stay exposed to high doses of radiation strikes for long periods of time and
have limited energy budgets [5]. Therefore, adding advanced techniques to deal with
the reliability issues during voltage scaling is critical for energy-efficient memory
designs, especially for space applications.

A memory fault is typically modeled as a single event upset (SEU) or a multi event
upset (MEU), where a single or multiple nodes in a memory cell may change state due
to charge deposited by a radiated energetic particle [6]. Design of low-power and
fault-tolerant caches has a rich body of work at different design abstraction levels.
Circuit-level techniques are used to improve the reliability of each SRAM cell at low-
voltage levels. Apart from the standard six transistor (6 T) SRAM cells, 8 and 10 T
SRAM cells have been proposed by [7, 8]. These designs have a large area overhead,
which again poses a significant limitation in performance and increase in power
consumption of the caches. In addition, they do not provide enough tolerance against
high radiation strikes in space.

A hardened 10 T SRAM cell called Quatro-10 T is proposed in [9] to provide higher
area efficiency and higher reliability in low-voltage applications with larger noise
margin and lower leakage current. It uses negative internal feedbacks to improve the
immunity of the cell nodes against SEUs. However, it cannot provide full immunity to
all SEUs, and some internal nodes may flip during 0 ! 1 SEU [10]. The RHBD-10 T
cell is proposed with a low area overhead compared to previous radiation-hardened
memory cells [10]. However, the proposed 10 T cell suffered from high read access
time that may affect its application, wherever high speed is necessary [10, 11]. Fur-
thermore, even if providing SEU tolerance regardless of the upset polarity, the toler-
ance capability, that is. the radiation-induced charge it can resist, is not high
compared to previously proposed cells [11]. Two quadruple cross-coupled storage
cells, the so-called QUCCE 10 T and QUCCE 12 T, are proposed in [12]. QUCCE 10 T
is a proper cell design for high-speed applications, while the QUCCE 12 T cell is a
promising candidate for low-voltage and high reliability. Their SEU tolerance is lower
than several previous designs such as [11], though QUCCE 12 T tolerates higher
deposited charge at the expense of larger area. Therefore, the proposed cells may be
less suitable for space applications that need high cell robustness and low area.

Nwise and Pwise have recently been proposed as two highly reliable radiation-
hardened SRAMs cells [11, 13]. Simulation results show that they are competitive
cells for radiation-hardened SRAMs to use in various memory blocks for space
applications compared to the state of art. Both have the highest level of SEU
tolerance capability for the temperature range deployed in space applications. In
addition, both have the highest level of the tolerance to MEU. However, all the
simulations are done at nominal voltage levels, and voltage scaling has not been
addressed in those papers.
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Circuit designs proposed in [14, 15] combine data duplication/triplication with
error correction schemes to increase reliability while reducing supply voltage. The
design can save energy through voltage scaling and ensure reliable behavior in harsh
environments, however, with the cost of high area overhead of additional memory
cells.

At the architecture level, several schemes have been proposed to save the energy
by reducing the voltage while improving the reliability using sophisticated fault toler-
ance mechanisms, such as block/set pairing [16], address remapping [17], and
block/set-level replication [18]. In another set of schemes, various complex error
correcting codes (ECC) have been used to protect against both permanent and tran-
sient errors while reducing the voltage [19–21].

Some software-level approaches have been proposed that use language extensions
to give the programmer the ability to perform relaxations [22]. For instance, a frame-
work is developed to expose hardware errors to software in specified code regions.
This allows programmers to mark certain regions of the code relaxed and decrease the
processor’s voltage and frequency below the critical threshold when executing such
regions.

For other parts of the embedded systems domain, the so-called system-scenario-
based design methodology has been developed to optimize energy consumption.
System-scenario-based techniques [23, 24] enable exploitation of application dyna-
mism through fine-grained run-time system tuning. At design time, profiling is used
to determine the behavior of different run-time situations. Run-time situations are
then clustered into system scenarios based on similarity in a multidimensional cost
perspective, such as execution time, energy consumption, and memory footprint [25].
Optimal platform configurations, such as dynamic voltage, frequency settings, mem-
ory configuration, and task mapping, are then determined for each scenario. Further-
more, efficient scenario prediction and switching mechanisms are developed. At run
time, according to the current run-time situation and the scenario knowledge, the
application and platform are switched to the optimal configuration.

However, little work has been attempted to leverage a combination of hardware-
and software-level techniques to simultaneously manage unreliability and reduce
power consumption, especially in the electronics space industry. To this end, our work
adopts an approach where the circuit and run-time levels of the system cooperate to
improve energy and reliability issues. Our main goal is to design a low-power and
fault-tolerant cache memory accompanied with a system-scenario-based design
methodology, which makes it possible to minimize power consumption by adapting
voltage and frequency levels according to a dynamically changing exposure to differ-
ent doses of particle strikes. The contributions of this chapter are as follows:

1.We present a radiation-hardened memory circuit design, which keeps the
reliability during voltage scaling. This design allows us to operate at nominal
voltage levels down to low-voltage levels for space applications.

2.We leverage the system-scenario-based design methodology to optimize the
energy consumption at run time.

The rest of the chapter is organized as follows: In Section 2, we first briefly review
the Nwise cell design details [11, 13]. Then, we move on to the adapted version of the
Nwise cell, which can operate reliably during voltage scaling. We describe the sche-
matic details, operational behavior, and address the SEU robustness analysis.
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Furthermore, the circuit simulations results, including read and write delay times,
read and write power consumption, and robustness simulations during voltage scal-
ing, are presented in this section. In Section 3, we briefly describe the system-
scenario-based design methodology and explain how we deploy this methodology in
our design. Then, a case study is presented to confirm the applicability of our design in
space. In this section, we show how the system-scenario methodology can optimize
the power consumption when the system is operating in space. To confirm the use-
fulness of our proposed method, our memory energy consumption is compared in two
cases: when it is equipped with the system-scenario method and when it operates
without considering any scenario decision at run time. Finally, Section 4 concludes
this chapter.

2. Memory design details

2.1 Cell schematics

The Nwise and Pwise cells have been recently proposed as area-efficient and highly
reliable radiation-hardened SRAM cells [11, 13]. However, we will go with Nwise cell
in this chapter since it is a proper choice for cache designs.

Figure 1 shows the details of the Nwise cell circuit. The main storage part of the
cell is a cross-coupled pair, consisting of transistors N1 and N2. The backup part is
another cross-coupled pair consisting of transistors N5 and N6. The Nwise cell, thus,
has four storage nodes Q, QB, P, and PB. Transistors N7 and N8 connect BL and BLB
to Q and QB, respectively. N7 and N8 are controlled by the word line (WL): whenWL
is High, N7 and N8 are ON, and read/write operations are done. Two feedback paths
(P1-N4 and P2-N3) help the storage nodes recover to their initial value after particle
strikes and secure robustness under high radiation conditions.

Although Nwise improves fault tolerance, it can suffer from poor cell stability
under voltage scaling [8]. This is a common problem also for the other radiation-
hardened cells presented in the previous section. To overcome the stability problem, a

Figure 1.
Circuit details of the Nwise cell.
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single-ended read port SRAM cell is proposed in [26], which can separate the read bit
line from the storage node with the help of two added NMOS transistors. In this way,
the stability of the SRAM cell is improved during read operation, which allows further
scaling toward threshold levels [8]. Inspired by this technique, our Adapted Nwise cell
is chosen for our simulation in this chapter.

We show the structure of the Adapted Nwise cell in Figure 2. The main storage
part is still the same as the Nwise cell. However, the access paths are separated: N7 and
N8 are write access transistors that connect the main storage nodes to the write bit
lines (BLW and BLBW). When the write word line (WWL) is high, N7 and N8 are
ON, and a write operation is performed. N9 and N10 connect the storage node QB to
the read bit line (BLR). During a read operation, read word line (RWL) is high and
turns on N10.

2.2 Operation analysis

Figure 3 shows the test bench circuit used in our simulations, which consists of a
one-column set containing 64 Adapted Nwise cells and associated peripheral circuitry
(read and write precharge circuits and appropriate circuits for read [7] and write
operations [27, 28]).

Transistors P3, P4, and P5 keep BLW and BLBW precharged to VDD before the
write operation begins. Signals EnableW is set to VDD, hence Data and DataB can be
transferred to BLW and BLBW. Signal WWL is set to VDD, the write operation starts,
and data can be written to the storage nodes. Before starting the read operation,
transistor P6 keeps BLR precharged to VDD. The read operation begins when RWL
becomes high, hence BLR is connected to the internal storage node through N9 and
N10. When the read data is on BLR, EnableR becomes high, and the NAND gate
routes the data to out.

We use 45 nm technology to design the Adapted Nwise cell. The simulations are
done with LTspice [29] at different voltage levels (1 to 0.5 V). Figure 4 shows the
transient simulation results of an Adapted Nwise cell located in the test bench column
set for a sequence of “Write 1, Read 1, Write 0, and Read 0” operations. It confirms
that the write and read operations are completed successfully.

Figure 2.
Circuit details of the adapted Nwise cell.
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2.3 SEU recovery analysis

The SEU robustness of the proposed cell for VDD = 0.5 V is depicted in Figure 5.
When an energetic particle passes through a semiconductor device, electron-hole

Figure 3.
The test bench circuit consists of a one-column set containing 64 adapted Nwise cells and appropriate circuits for
read and write operations [7, 27, 28].

Figure 4.
The simulation waveform of the adapted Nwise cell for a sequential set of operations, write 1, read 1, write 0, and
read 0.

12

Computer Memory and Data Storage



pairs are created in its path because it loses its energy [30, 31]. If such an energetic
particle strikes a reverse-biased junction depletion region, the injected charge is
transported by drift current, leading to an accumulation of extra charge at the node
[31]. It produces a transient current pulse that changes the value of the node when the
injected charge exceeds the critical charge collected in the node Qcritð Þ [30, 31]. Hence,
sensitive cell nodes are the nodes surrounded by the reverse-biased drain junction of
transistor(s) biased in the OFF state [32]. Thus, when a radiation particle strikes a
PMOS transistor, only a positive transient pulse (1 ! 1 or 0 ! 1) is generated,
whereas when a radiation particle strikes an NMOS transistor, only a negative tran-
sient pulse (0 ! 0 or 1 ! 0) is induced [32]. Let us assume that the Adapted Nwise
cell is in state 1 (Q = 1, QB = 0, PB = 0, and P = 1). Therefore, transistors N2, N4, N6,
and P1 are ON, and the rest are OFF. Hence, Q, QB, and P are sensitive nodes, while
PB is not sensitive to the particle strike.

As shown in Figure 5, fault injections that may result in SEUs occur at 25, 40,
70, and 80 ns, respectively. At 25 ns, QB is affected by a particle strike (QB:
0 ! 1). We observe that QB returns to its initial state, and followed by it, other
nodes return to their initial state. At 40 ns, node Q is affected by a particle strike
(Q: 1 ! 0). Again, the internal nodes of the Adapted Nwise cell recover their
initial state after the injected fault. At 70 ns, P is affected by a particle strike (P:
0 ! 1). As can be seen, node P comes back to its initial state, and followed by it, other
internal nodes recover their initial state after the injected faults. Finally, PB is affected
by a particle strike at 80 ns (PB: 1 ! 0). PB also returns to its initial state, and
followed by it, other nodes return to their initial state. Hence, the cell is robust against
SEUs on all nodes.

The core cell is the same as the Nwise cell. Since the SEU robustness simulations
are done in the hold mode, the description of the SEU robustness of the Adapted
Nwise cell is the same as that of the Nwise cell [11, 13]. Due to lack of space, we briefly
mention the relevant explanations in this article and refer the readers to [11, 13]. In
our simulations, we inject charges at cell nodes using the model outlined in Section
2.4. A charge just below the Qcrit of the given node is injected to show how this affects
the node voltage, and how the SRAM cell recovers its original state. If a charge equal
to or greater than Qcrit is injected, the SRAM cell would not be able to recover, and a
actual SEU would occur.

Figure 5.
SEU tolerance simulation of the adapted Nwise cell for VDD = 0.5 V.

13

System-Scenario Methodology to Design a Highly Reliable Radiation-Hardened Memory…
DOI: http://dx.doi.org/10.5772/intechopen.113327



2.4 Design methodology and simulation results

As mentioned, we design and simulate a one-column set consisting of 64 Adapted
Nwise cells and associated peripheral circuitry. The high-level structure is a column in
a cache memory as described in [33, 34]. Necessary wire capacitances are added to the
bitlines (BLW, BLBW, and BLR) and the wordlines (WWL and RWL) based on the
sizes reported in [12, 31, 35].

Transistor sizes of the memory cells, as well as the peripheral circuitry, are opti-
mized to get the maximum robustness, as well as minimum read/write power con-
sumption, minimum read/write access times, and minimum area. However, when the
optimization goals are conflicting, more weight is given to robustness. Transistor sizes
are chosen for the worst case (VDD = 0.5 V): WP1 ¼ WP2 ¼ 60nm,WN1 ¼ WN2 ¼
240nm,WN3 ¼ WN4 ¼ 240nm,WN5 ¼ WN6 ¼ 60nm,WN7 ¼ WN8 ¼ 180nm,
WN9 ¼ WN10 ¼ 180nm:

We use standard manual optimization, tuning transistor sizes to find a
global optimized solution. The simulations are performed with LTspice at different
voltage levels (1 to 0.5 V) and at a temperature of 27∘C. The circuits are designed
with a 45 nm predictive technology model. From the simulations, we find the read
and write power consumption, read and write access times, and Qcrit for different
voltage levels.

To simulate the effects of a particle strike injection in a cell node, we use the same
model as used in [13]. It is a double exponential current model presented in Eq. (1) that
has been widely used by researchers [12, 36, 37].Qdep is the total charge deposited at the
node hit by the particle strike. τr is the collection time constant of the junction and τf is
the ion-track establishing time constant. Both are material-dependent time constants
[36]. According to Yassin et al. [38], we set τr ¼ 164ps and τf ¼ 50ps: We gradually
increase Qdep in Eq. (1) in the simulations until the data value stored in the SRAM cell
changes and cannot be recovered. This is the critical charge of a given node in an SRAM
cell. The cell Qcrit is the minimum Qcrit among all sensitive nodes of the cell.

I tð Þ ¼ Qdep

τf � τr
e
�t
τf � e

�t
τr

� �
(1)

Table 1 shows simulation results with the full performance comparison of the
Adapted Nwise cell during voltage scaling. The comparisons include power consump-
tion during read and write operations, read access times, write access times, and Qcrit.

Supply Voltage
Level

Write Power
(uW)

Read Power
(uW)

Write Access
Time (ps)

Read Access Time
(ps)

Q crit

(fF)

1 V 19.19 8.49 53.16 29.51 101.5

0.9 V 16.61 4.93 63.48 35.31 86.6

0.8 V 15.85 3.06 78.67 43.39 70.7

0.7 V 16.26 2.02 111.48 59.49 51.3

0.6 V 14.67 1.58 176.72 95.74 31.9

0.5 V 9.93 1.10 400.95 196.48 15.9

Table 1.
Cost comparison for the adapted Nwise cell for different supply voltage levels.
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3. System-scenario-based design methodology

As we mentioned in Section 1, the system-scenario-based design methodology is a
combined design-time and run-time methodology [39] to exploit the application’s
dynamic behavior at run time, leading to significant optimization potential.
According to our simulations, the energy consumption is reduced by combining
voltage scaling techniques applied to SRAM cells with the system-scenario-based
design method in our framework. A two-phase design-time/run-time system scenario
design methodology is detailed in [24]. Here, we describe the methodology according
to our use case:

3.1 Case study: space weather forecast

The main idea is to adapt the supply voltage according to the probability of SEUs.
When the probability is high, we increase the supply voltage to make the memory
more robust against radiation. On the other hand, we reduce the supply voltage to
save power when the probability for SEUs is low.

In space, a satellite is exposed to different doses of radiation, depending on, for
example, the solar activity. Various agencies provide forecasts for the space weather,
that is. the electron or proton flux, based on solar activity. As a case study, we choose
the available online information for historic solar weather from [40]. We extract
proton flux numbers from November 2004 to May 2022 from the graph. The graph
shows samples of the average solar flux units per month, and we choose this parame-
ter as a knob to select the appropriate scenario. In this case, the granularity is rela-
tively coarse, and the power supply voltage can only be adjusted once a month. This is
historically coarse-grained statistics. An operational system would have to be based on
space weather predictions that typically are valid for a 3 day period, with a forecasted
granularity of down to three-hour windows, in which the VDD can be adjusted to the
predicted case for each window. Table 2 shows the number of samples in each range
of solar flux.

A correlation between the solar flux level and the probability of SEU has been
reported in [41]. We also assume that the energy of the particles reaching the chip
surface is sufficiently moderated by passing through metallic shielding [42]. Under
these realistic assumptions, we observe flux levels between 5 and 160 MeV. At design
time, we identify run-time situations (RTSs) and cluster them into six scenarios:

Range of flux level Number of one-month samples in each range

0–45 MeV 0

45 MeV � 60 MeV 0

60 MeV � 85 MeV 115

85 MeV � 110 MeV 47

110 MeV � 130 MeV 32

130 MeV � 160 MeV 17

Table 2.
Number of samples at each range of solar flux [40].
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1.The first scenario is defined for flux levels below 45 MeV. For this situation, we
choose VDD = 0.5 V. The system is in low-power consumption mode, but at the
cost of lowest fault tolerance.

2.The second scenario is defined for flux levels between 45 and 60 MeV (45 MeV
< flux ≤ 60MeVÞ: For this situation, we choose VDD = 0.6 V.

3.The third scenario is defined for flux levels between 60 and 85 MeV (60 MeV <
flux ≤ 85MeVÞ: For this situation, we choose VDD = 0.7 V.

4.The fourth scenario is defined for flux levels between 85 and 110 MeV (85 MeV
< flux ≤ 110MeVÞ: For this situation, we choose VDD = 0.8 V.

5.The fifth scenario is defined for flux levels between 110 and 130 MeV (110 MeV
< flux ≤ 130MeVÞ: For this situation, we choose VDD = 0.9 V.

6.The sixth scenario is defined for flux levels between 130 and 160 MeV (130 MeV
< flux ≤ 160MeVÞ: For this situation, we choose VDD = 1 V. The system has the
highest level of fault tolerance but at the cost of high power consumption.

At run time, the satellite is informed from Earth when the solar activity changes,
and scenarios are dynamically selected accordingly. We now calculate the total power
consumption in two cases: (a) when the system scenario method is applied and the
system can run at different voltage levels, and (b) when the system runs only at a
fixed nominal voltage level.

To calculate power consumption, we need the following information: Table 1,
which shows cost comparison for the Adapted Nwise cell for different supply voltage
levels. Table 2, which shows the number of samples in each solar flux range. Fur-
thermore, the number of each level-one cache operation, which is available for a
tested benchmark [43]. According to Petersen [43], the number of read and write
operations for a tested application of the STAMP benchmark suite, Genome, are as
follows: 400449 and 25,028.

We calculate the total power consumption of the first case as follows: (1) The total
power consumption for each voltage level is calculated according to the information
obtained from Table 1, and the number of each operation reported in [43]. (2) The
number of samples for each scenario is multiplied by the number of corresponding
total power calculated in 1. (3) The results of all scenarios are added together.

For example, we examine the sixth scenario: the number of samples in this range is
17. We choose VDD = 1 V for this scenario. The power consumption for each sample is
calculated as follows:

Powersample ¼ 400449 ∗ 8:49uWð Þ þ 25028 ∗ 19:19uWð Þ½ �= 400449þ 25028ð Þ (2)

Therefore, the total power consumption is obtained by multiplying this number by
the number of samples in this range (17), which is equal to 155.03 uW. Similarly, we
calculate the total power consumption for each scenario. Then, we add them all
together, which results in 842.47 uW.

For the second case: (1) The total power consumption is calculated only for
VDD = 1 V according to the information obtained from Table 1 and the number of
each operation reported in [43]. The power consumption for each sample is the same
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as Eq. (2). (2) The total number of samples (211) is multiplied by the number of
power consumption calculated in 1), which is equal to 1924.11 uW.

In this way, we have demonstrated a 56.2% power saving compared to using
Adapted Nwise with fixed nominal power supply level. We repeat our simulation for a
cache consisting of the original Nwise cell depicted in Figure 1. The total power
consumption of this cache is calculated as follows:

Powertotal ¼ 211 ∗ 400449 ∗ 7:49uW þ 25028 ∗ 14:14uWð Þ= 400449þ 25028ð Þ (3)

which is equal to 1662.93 uW, 13.6% lower than that of a cache containing of
Adapted Nwise cells (at VDD = 1 V). Using the Adapted Nwise cell in combination
with system scenario-controlled voltage scaling reduces the power consumption by
49.3% compared to using the original Nwise cell. Table 3 summarizes the results.

It should be mentioned that we do not consider the loss induced by the circuitry
generating the different voltage levels. We assume that this memory will be used in
systems, where dynamic voltage and frequency scaling are anyway used for the
regular logic.

4. Conclusions and future work

In this chapter, we present a radiation-hardened memory design, which
keeps the reliability during voltage scaling. Inspired by the Nwise cell, a
recently proposed highly reliable radiation-hardened SRAM cell, we present the design
of the Adapted Nwise cell, including calculations of its Qcrit, energy consumption, and
access time for each operation during voltage scaling. Simulations show that this design
can operate at nominal voltage levels down to low-voltage levels for space applications.

In addition, we leverage the scenario-based design methodology to optimize
energy consumption at run time and according to our use case: solar activity. Our
simulations show that we save up to 49.3% in power consumption compared to using
a cache design with a fixed nominal power supply level.

As a future work, an operational system will be made practical by leveraging
information from space weather forecasts, thus adjusting the VDD value based on
the expected solar flux. Space weather forecasts are given as a three-day prediction
and a methodology to extract relevant prediction parameters and distribute them in
time to a space system using the Adapted Nwise cell memory must be developed. In
addition, process, voltage, and temperature (PVT) variations will be investigated in
our future work.

Cache Designs Power
Consumption

(uW)

Original Nwise cache design with a fixed nominal power supply level 1662.93

Adapted Nwise cache design with a fixed nominal power supply level 1924.11

Adapted Nwise cache design with adapted power supply levels according to system
scenario design methodology

842.47

Table 3.
The total power consumption of each cache design.
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Chapter 3

A Review on Non-Volatile and
Volatile Emerging Memory
Technologies
Siddhartha Raman Sundara Raman

Abstract

As technology scaling is approaching a stand-still with architectural advancements
on modern day processors struggling to improve performance, coupled with the rise in
machine learning topologies demanding better performing processors, there is a press-
ing need to address the reasons behind today’s performance bottleneck. These reasons
include long access latency of memory technologies, scalability of memory designs,
energy inefficiency incurred by increased performance, and additional area overhead.
To explore these issues, a holistic understanding of existing memory technologies is
essential. In this chapter, a review of different memory designs starting from volatile
memory technologies such as Static Random Access Memory (SRAM), Dynamic Ran-
dom Access Memory (DRAM), NAND/NOR flash to emerging non-volatile memory
technologies such as Resistive Random Access Memory (RRAM), Magneto-resistive
random access memory (MRAM), Ferroelectric Field effect transistor (FeFET) is
presented, with specific consideration of tradeoffs involving area, performance, energy.

Keywords: memory, SRAM, DRAM, non-volatile memory, NAND/NOR, RRAM,
FeFET, MRAM

1. Introduction

Modern day systems typically consist of a central processing unit responsible for
performing arithmetic and logical operations on the data stored in memory. This
architecture is called the Von-Neumann architecture, wherein there are dedicated
logic and arithmetic units inside the CPU and the data is read/written from/into
memory, and has been the foundational architecture for high performance CPUs till
date. A brief background of these CPUs suggest that these processors have undergone
tremendous improvements beginning from in-order CPUs that execute the instruc-
tions in program order, to modern-day out-of-order CPUs that execute instructions as
soon as they are ready to execute and still give an impression to the software that the
instructions were executed in-order. This has resulted in an increased performance,
with frequencies ranging as high as GHz. However, the major bottleneck from
improving the performance further has been the tremendously low memory perfor-
mance [1, 2], often referred to as the memory-wall bottleneck. To alleviate this, an in-
depth analysis of existing/emerging memory technologies is required to understand
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the problems in each of the technologies and further propose solutions. Therefore, in
this chapter, we give a brief overview on the existing technologies and the solutions
proposed in the literature to understand the tradeoffs made between energy, area and
performance. The technologies described are (i) Static Random Access Memory
(SRAM), (ii) Dynamic Random Access Memory (DRAM), (iii) NAND/NOR flash (iv)
Resistive Random Access Memory (RRAM), (v) Magneto-resistive Random Access
Memory (MRAM), (vi) Ferroelectric Field effect Transistor (FeFET). The major
reason behind choosing these devices as the case study for non-volatile memories is
that there has been a tremendous growth in the recent times about potential of
replacing the existing memory topologies with these devices, as they offer bitcell
density advantage.

2. Memory technologies

The memory technologies can be classified into volatile and non-volatile memory
technologies depending on whether the data is retained in memory in the absence of
power supply. From an architectural perspective, processors use caches made of
SRAM that are responsible for fast memory accesses and main-memory made of
DRAM optimized for density/cost. The hard disk/secondary storage are made of non-
volatile memory technologies like NAND Flash and are further optimized for higher
density/lower cost.

2.1 Volatile memory technology

The major memory technologies that are present in the modern-day computers are
made of SRAM, DRAM and embedded DRAM (eDRAM). SRAMs have been the
workhorse of high performance caches, as they have low access latencies as compared
to other memory technologies. Commodity DRAMs have been used in main memory
storage, as they have the advantages of high density and a simple bitcell structure.
Embedded DRAMs have started to gain traction for caches as they offer higher
performance (than commodity DRAM) and high density with a simple bitcell struc-
ture, which will be discussed in detail in this section.

2.1.1 Static random access memory (SRAM)

SRAMs are classified into 6 T, 7 T, 8 T,9 T and 10 T structures [3]. The most
commonly used SRAM bitcells are the 6 T and 8 T bitcells. Both these bitcells make use
of a cross-coupled inverter as the storage element. The 6 T structure is used when
overall SRAM area is constrained with high-performance requirements. However, the
8 T structure is used in high-performance cache designs, wherein there are no density
constraints, because they have the advantage of performing read after write in back-
to-back cycles [4]. This section elaborates the tradeoffs in both these designs with
respect to performance, area and energy.

2.1.1.1 6 T SRAM

This design makes use of a shared read-write port, thereby ensuring that either
read/write can be performed in a cycle, therefore making it a 1R(read)W(write) port
design. 6 T SRAMs shown in Figure 1 consists of a cross-coupled inverter with pull-up
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PMOS transistors named P1, P2 and pull-down NMOS transistors named N1, N2 and
the NMOS access transistors named A1, A2. In the case of a write operation, data is
written onto the bitcell by conditioning the bit lines (BL) to the data value that needs
to be stored in the bitcell [5]. For instance, for writing ‘1’ onto the bitcell, BL is driven
high with a voltage of Vcc and BL’ is driven low with a voltage of 0. WWL voltage is
driven high so that the DATA node holds a value of ‘1’ and DATA’ node holds a ‘0’.
This operation can be split further into 2 phases, namely the initiation and completion
phase. The initiation of writing ‘1’ onto the DATA node begins by writing ‘0’ onto the
DATA’ node, as the NMOS access transistor A1 can pass a good ‘0’, as opposed to
NMOS access transistor A2 passing a good ‘1’. Thus, DATA’ going low would imply
that the PMOS P2 is slowly being turned ON, thus helping A2 to further write a good
‘1’ onto the bitcell, even though A2 does not pass a good ‘1’ during the completion
phase. In order to accomplish a good initiation, the access transistor marked A1 should
have a high drive strength as compared to PMOS P1 so that BL’ is written successfully
onto the DATA’ node. In the case of writing a ‘0’ onto DATA node, A2 initiates the
process and is completed by the PMOS P1 driving DATA node to Vcc [6]. In this case,
the design constraint is that the drive strength of A2 must be greater than the drive
strength of P2 to accomplish a successful completion. Generalizing this, the initiation
is brought about by the node storing ‘1’ and completed by the node storing ‘0’ in the
case of a write operation.

The read is preceded by a precharge operation, wherein the BL is precharged to
Vcc. During the read operation, with ‘0’ being stored in the bitcell, the BL discharges
through A2, with the WWL turned ON and the difference in voltage between BL and
BL’ is measured using a sense amplifier, that is sensitive to voltage differences as low
as 100 mV [7, 8] in the modern-day SRAM design. The sense amplifier is typically
realized by another cross-coupled inverter design, that is designed to offer precise
outputs even in the presence of process variations, often leading to design complexity/
overhead. The design constraint during the read operation is that the NMOS transistor
should be strong enough to hold the DATA node at ‘0’ even though BL attempts to
write a ‘1’ through the access transistor A2.

During the retention phase, the WWLs and BLs are turned OFF and data leaks
from the node storing ‘1’ [7]. This occurs because of the voltage difference between BL
and DATA node, with the possibility of a bit-flip, making SRAMs volatile. One com-
mon approach is to drive the WL to slightly negative voltages to reduce the leakage
through the access transistor. Furthermore, the bitcell Vcc cannot be reduced to 0
even during retention, as this would lead to corruption of bitcell contents. Therefore,
the bitcell Vcc needs to be maintained at a minimum voltage, leading to an increased
power consumption of the processor [7]. This voltage limits the minimum operating
voltage of the overall processor design and is often referred to as Vmin. The issues

Figure 1.
a) 6 T SRAM, with a shared read/write port, b) 8 T SRAM with decoupled read and write ports.
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with 6 T SRAM design can be summarized as complex design constraints required for
read, write, retention operation in 6 T SRAMs, the need for a separate precharge cycle
before the read operation.

2.1.1.2 8 T SRAM

In an attempt to relax the design constraints for read operation and to amortize the
cost of a precharge cycle by performing another “useful” task simultaneously, 8 T
SRAMs were proposed [6]. These have decoupled read/write ports, wherein the access
transistors A1 and A2 are used during the write operation and the transistors RN1 and
RN2 are used during the read operation, as shown in Figure 1. The major advantage of
8 T SRAM is that precharge of RBL attached to the read port can be done in parallel to
the write operation done using the access transistors A1, A2. This can be extremely
useful in caches, wherein a commonly seen operation is a read followed by write, for
which precharge can be overlapped with write, thereby making the read-after-write a
2 cycle operation, as opposed to it being a 3 cycle operation. Furthermore, because the
read port transistors are decoupled from write port transistors, the read is indepen-
dent of the strength of the N2 and A2 transistors, unlike the 6 T SRAM scenario,
thereby enabling better design characteristics. The write/retention operation in this
scenario is the same as that of 6 T SRAM [9].

The read operation progresses as: (1) RBL is precharged, (2) RWL is turned ON (3)
RBL discharge is sensed. Unlike the case of 6 T SRAM, 8 T SRAM involves full swing
discharge of RBL during a read operation, therefore enabling realization of the sense
amplifier using digital logic gates like a simple 2-input AND gate, with one input being
connected to RBL and the other input connected to a reference voltage driven to Vcc.
Furthermore, this form of sensing is called single ended sensing as RBL’ is not utilized
in sensing, unlike the case of 6 T. A design optimization for improving performance is
that instead of sharing the RBL across all the rows in a column, RBL that is sensed for
read in the case of 8 T SRAM, is shared across only a few rows in the column
(indicated as local RBL), although there is still a RBL shared across all rows in the
column (called the global RBL). During the precharge operation, “global RBL” is
initially precharged to Vcc, which further precharges “local RBL” to Vcc [10]. How-
ever, during the read operation, local RBL discharges and the global RBL is used as the
reference voltage for the sensing operation. This decoupling of global and local RBL
helps in reducing the discharge latency/read time improving the performance further,
as there is lesser capacitance to discharge as opposed to having a higher capacitance,
when discharging a complete column [11].

2.1.2 Dynamic random access memories (DRAM)

Commodity DRAMs, used as the main memory storage structure, has the advan-
tages of high storage density owing to its small bitcell size. The bitcell is made of 1T1C
(1 Transistor, 1 Capacitor) structure (Figure 2) [12], with the capacitor used as the
storage element. The capacitor is typically a deep trench capacitor, with its capaci-
tance value in the order of 10s of fF, in order to store the charge with minimal leakage.
However, it is still a volatile memory because of the discharge from the “leaky capac-
itor”, requiring periodic refreshes to refresh the data that is stored. This bitcell is
optimized for cost, but is manufactured separately, integrated with the processor on a
separate chip, leading to long latencies for DRAM accesses [13].
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2.1.2.1 1T1C

The write operation is accomplished by turning on the WL and driving the BL to
the necessary voltage value, thereby charging the bitcell capacitor. The read operation
is carried out by first precharging the BL to Vcc/2, turning on WL and using a sense
amplifier to sense the voltage drop/increase on the BL [14]. It is important to note that
the read operation naturally carries out the refresh operation as the sense amplifier is
connected to the BL, therefore driving SN to the sensed value. This refresh action is
important because the read of the bitcell is disruptive, as the SN voltage changes
during the discharge of BL. For instance, during read of ‘0’, SN settles to a value
between 0-Vcc/2 and during read of ‘1’, SN settles to a value between Vcc/2-Vcc. The
disadvantage of this design is that the discharge of BL is susceptible to process varia-
tions and may lead to inaccurate computations, if the data is not restored/refreshed
back by the sense amplifier. During the retention phase, WL is turned off/driven to
negative voltages to reduce the leakage through the access transistor.

2.1.2.2 2T1C

Although the commodity DRAMs still make use of 1T1C structure, bitcells have
been proposed to eliminate the disruptive read. One such bitcell is 2T1C DRAM
(Figure 2), that makes use of decoupled read and write ports, These are also called the
gain cell DRAM, that make use of WWL and WBL to write a value onto SN and using
RBL, RWL to read a value from SN. The write operation is similar to that of 1T1C.
Prior to a read operation, the RBL is precharged to ‘0’ in the case of PMOS being the
read port transistor. During the read operation of a bitcell storing ‘0’, RWL is turned
ON and RBL is charged through the read-port transistor, which is further sensed using
a sense amplifier. Similarly, in the case of storing ‘1’, BL does not discharge as the
PMOS read port transistor is OFF. However, the major disadvantage with this design
is that the available margin for sensing the RBL voltage is limited during a read
operation. This can be explained as: Assume there are ‘m’ rows in a single column that
share the same RBL, with RWL corresponding to the unselected/selected rows in a
column driven low/high and are storing a ‘0’/‘1’. In such a scenario, RBL charges
towards Vcc, because the selected row’s WL is turned ON. However, as RBL is
ramping up towards the threshold voltage of the read port transistor, the unselected
rows experience a path towards gnd through the read port transistor, thereby
discharging the RBL differential that was developed and constraining the sense mar-
gin to be equal to the threshold voltage of the read port transistor making it suscepti-
ble to process variations. In the case of NMOS being used as read port transistor, RBL

Figure 2.
a) DRAM variants without/ b), c) with decoupled read and write ports with SN/Vc showing the storage node.
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is precharged to Vcc and the selected/unselected row’s RWL driven high/low. In
this case, the RBL voltage saturates at Vcc-Vt because of the leakage from the
unselected rows, with Vt being the threshold voltage of the NMOS read port
transistor [15].

2.1.2.3 3T1C

Although 2T1C offers non-disruptive read mechanism, there was a need to
improve the design in terms of resilience to process variations with increased sense
margin. To accomplish this, 3T1C structure was proposed with 2 read port transistors
(NMOS transistors) and 1 write port NMOS transistor, as seen in Figure 2, similar to
that of 8 T SRAM. In this case, the write operation is similar to 1T1C design and the
read operation is preceded by precharge operation, with RBL precharged to ‘Vcc’.
During a read operation, RWL is turned ON and RBL starts to discharge, with the
additional transistor enabling read-out with higher sense margin by not allowing the
unselected rows to discharge the RBL further, unlike 2T1C. This is accomplished by
driving RWL of unselected rows to ‘0’, ensuring that the RBL does not discharge
through the unselected rows. However, both the 2T1C and 3T1C bitcells need separate
refresh cycles, leading to increased power/energy, as the read operation does not
imply a refresh operation because of the presence of a separate write and read bit lines
(unlike the case of 1T1C) [16].

The major issues with the DRAM are the long access latencies, reduced number of
metal layers for routing the DRAM wires, thereby limiting the bandwidth of the
memory array [17]. To improve the performance of the DRAM design, embedded
DRAMs that have the advantage of monolithic integration with the logic transistors
were proposed, Furthermore, these have the advantage of stacking multiple layers and
eDRAMs can be stacked in a 3D fashion, allowing increased bandwidth as compared to
DRAMs, thereby enabling them to be used in last level caches. These can be
designed in similar variants like 1T1C, 2T1C and 3T1C eDRAMs. However, the major
disadvantage is that the eDRAMs use back end of the line (metal layers) based bitcell
capacitor and scaling the capacitance to higher values is extremely difficult, thereby
degrading the retention time of Silicon-based eDRAMs. Therefore, these offer the
advantage of improved performance at the cost of lesser retention time. To further
improve the retention time and reduce the leakage of eDRAMs, few novel
materials based devices like Indium Gallium Zinc Oxide eDRAMs have been pro-
posed, which have extreme low leakage with moderate ON currents have been
proposed [18, 19].

2.2 Non-volatile memory technology

Non-volatile memories are important for storing large amount of data that need to
be saved for years together, as they retain data even in the absence of voltage supply.
These are used extensively in hard disk/solid state drives (SSD) in the modern pro-
cessors. The technology used in the SSDs is the NAND/NOR flash memory technol-
ogy, as they have the advantage of easy integration, highly dense bitcell structure,
stackable across 3D layers with minimal design effort, low cost/bit technology. This
was a major replacement to old-age magnetic memory technology such as floppy, hard
disk drives(HDD), which incur extremely long latency operations. The performance
of NAND/NOR flash memories is better than the HDD, but worse than the already
discussed SRAM/DRAM technology. This section begins by discussing the tradeoffs in
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the flash memory technologies and further extends to emerging non-volatile memory
technologies including Resistive Random Access Memory, Magnetic Random Access
Memory.

2.2.1 Flash memory

2.2.1.1 NAND/NOR flash

NAND flash gets its name from the fact that the transistors are connected serially,
similar to the pull-down transistors present in a CMOS NAND configuration. NAND
has higher density, requires high write voltage, offers high write performance, low
read performance as compared to NOR flash. The write operation is classified into
programming (writing a ‘0’) and erasing (writing a ‘1’) by modulating the threshold
voltage of the transistor that is being written into [20]. The NAND flash technology
makes use of a floating and a separate control gate (CG), marked as 2 lines in Figure 3
transistor as the storage element, with CG trapping the electrons onto the floating gate
using Fowler-Nordheim tunneling. In the case of programming, a high voltage is
applied on the control gate and this allows the electrons in the channel between source
to drain to get attracted onto the floating gate of the transistor, thereby depleting the
channel of electrons, effectively increasing the threshold voltage of the transistor,
resulting in a storage of ‘0’ [22]. In the case of storing a ‘1’, the electrons that were
trapped during the program phase are released by driving the control gate with a
negative or 0 voltage. This results in the channel receiving more electrons, thereby
decreasing the threshold voltage of the transistor. In the case of NAND flash, there are
header and footer transistors that are used during the write and read operations [22].

During the write operation (program), the BL is driven to ‘0’(0 V), WL
corresponding to the selected row is driven high (for instance, �20 V), with the other
rows in the column driven with a voltage sufficient to pass the BL voltage onto the
source of the row of transistors that are being written into and the gate to source
voltage for selected cell is high to ensure that the tunneling happens. Furthermore, the
header device is turned ON (for instance, �4 V) to ensure that the BL voltage is
passed onto the selected row. On the unselected columns, the BL is driven high (for
instance, �4 V), and as the NMOS transistors are not good at passing ‘1’(for instance,
�4 V), the header transistor goes into sub-threshold region, (as the drain = Vcc,
source = Vcc-Vt, gate being at Vt). Thus, shutting down of the header transistor
enables a non-disruptive operation on the unselected columns. In the case of

Figure 3.
a) NAND and b) NOR flash, c) RRAM bitcell (1T1R) d) RRAM I-V characteristics [21].
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programming, similar to other memory technologies, only a row is programmed,
whereas in the case of erasing, a block of memory is erased. In other words, a memory
array completely is erased [23].

During the erasing scenario, BL is initialized to 0 to ensure that all intermediate
source and drain voltages are at 0 and are then left floating. SL can be left floating and
the WL of the floating gate transistors are kept at 0 to ensure that the trapped
electrons are ejected out of the floating gate into the channel for an entire memory
array of cells. The header and footer word lines are turned ON, thereby ensuring that
the source/drain voltages are 0 [24].

In the case of reading from NAND flash, the read is similar to programming in that
the granularity of read is still a row of bitcells, unlike the case of erasing. The read of
NAND flash can be accomplished by turning on the WLs of unselected rows to pass
voltage, with BL driven high and SL driven low. The gate of the selected row is driven
low and the current at the BL is measured across all columns to identify the read value
from a row of cells. Furthermore, the major reason for NAND flash being used
extensively for SSDs is the possibility of storing multiple levels in a bit-cell. There
have been proposals suggesting storage of as high as, 1024 levels in a single bitcell.
However, the major disadvantage of the flash technology is the voltages needed for
operation can be extremely high in the order of 20 V for programming, to capture
electrons into the floating gate, limiting the power on the design and thereby it suffers
from thermal bottleneck issues. The future of this technology lies in the ability to stack
multiple layers with minimal coupling coefficient between layers. From a point of
view of NOR flash, it is used only in microcontroller/internet of things based applica-
tion space in older technology nodes and is still premature when it comes to usage in
advanced technology, with a density as high as NAND flash [25].

2.2.2 Resistive random access memory (RRAM)

These are a class of emerging memory technology that rely on the principle of
distinguishing the memory contents on the basis of resistance of the bitcell. The idea
of using resistance based memory is helped by the fact that a variety of oxides exhibit
resistive switching, i.e. the resistance changes as a function of the voltage applied
between them (like HfO2, TiO2) and these binary metal oxides are easily compatible
with CMOS [26]. There are different RRAM variants like that of conductive bridge
RRAM and oxide RRAM (detailed in this section). The conductive bridge RRAM (also
known as electrochemical metallization memory) makes use of a metal ion for the
formation of filament and rely on the movement of metal ions to determine the
resistance of the device and subsequent switching. The oxide RRAM bitcell consists of
metal (top electrode)-insulator-metal (bottom electrode) (R1 marked in Figure 3),
with the insulator being the above-mentioned oxides and rely on formation or break-
ing of oxide filament to store ‘1’(set) and ‘0’(reset), with Joule heating predicted to be
the reason for filament rupture [27]. There are 2 types of RRAM namely the unipolar
and bipolar RRAM, distinguished on the basis of voltages necessary to perform
switching. It is important to understand the device characteristics to understand the
applications and tradeoffs of the bitcell. In the case of bipolar switching, which is the
most common usage of RRAM, the switching would involve applying positive voltages
between the top and bottom electrode to perform “set operation” and applying nega-
tive voltages between the top and bottom electrode to perform the “reset operation”.
In the case of unipolar RRAM based switching mechanism, only positive voltage is
sufficient to undergo set-reset and reset-set changes. Figure 3 describes the I-V
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characteristics for a bipolar switching RRAM, wherein the set voltage is high in the
range of for instance, 3–3.2 V and the reset voltage is in the range of -ve for instance,
3–3.2 V [21]. The set and reset voltages need not be in the similar range and the set
voltage can be considerably higher than the reset voltage, depending on the oxide
insulator between the two electrodes. However, there are other devices of RRAM that
have been proposed in the literature to reduce RRAM set/reset voltage to as low as for
instance, 1 V [21]. With the initial state of the RRAM assumed to be in reset, the
voltage is increased from 0 to the voltage necessary for setting, forming the filament
necessary for conduction across RRAM, thereby allowing a low resistance path
between the top and the bottom electrodes, shown as the set operation. Increasing the
voltage beyond the set voltage strengthens the filament formation, and does not
increase the current, marked by the saturation of current. In devices, wherein the
current keeps increasing, a compliance current is maintained to restrict the increasing
current to a certain threshold. In the case of decreasing the voltage from beyond set
voltages towards 0, the current keeps decreasing, with a voltage of 0 still holding the
filament, thereby having a non-zero current when the voltage comes back to 0. On
decreasing the voltage in the negative directions, the current initially starts increasing
till the voltage becomes equal to the reset voltage. On reaching the reset voltage, the
current saturates and programs it into reset mode (that is, the filament formation is
broken). Once the reset voltage is achieved, decreasing the voltage below the reset
voltage breaks down the filament, thereby decreasing the current flowing through and
increasing the resistance between the electrodes. These are non-volatile memory
because the filament does not break/form if the current state is an already formed/
broken filament, even when left without supplying voltage to retain the contents of
the bitcell [6, 21].

It is important to understand the memory topology that is present to obtain a
bitcell that can be used for storing. Similar to commodity DRAM structure, the RRAM
based memory makes use of 1T1R structure wherein the access transistor has a WL
that is responsible for accessing the bitcell. In the case of setting RRAM (storing ‘1’), a
high voltage is applied on the BL node with SL node closer to 0, so that there is enough
differential across the RRAM to obtain the filament, with WL turned ON. In the case
of resetting RRAM (storing ‘0’), a high voltage is applied on the SL node with BL node
closer to 0, breaking the filament formed by the set process. The design constraint in
the case of setting is that the voltage at WL needs to be high enough to allow a high
voltage through the access transistor, as NMOS based access transistors are not good at
allowing ‘1’ and saturates at Vcc-Vt. This should be taken into account when identi-
fying the right BL voltage for setting. During the reset process, driving BL with a
negative voltage is not preferred as the unselected rows in the same column would
have WL equal to 0 and having a high negative voltage on the BL would mean a high
negative voltage between the gate and the source of unselected rows, causing Gate
Induced Drain Leakage (GIDL). Hence, SL is driven with a positive value, making
sure that the difference between voltage at the top and bottom node is negative,
thereby resetting the filament formation. In the case of read, the voltage at RBL is
driven to a predefined value and based on the amount of current flowing through the
bitcell, the contents of the bitcell are identified. In the case of set mode, since the
RRAM is in a lower resistance state, the amount of current sensed on the BL would be
higher, indicating ‘1’ and in the case of reset mode, since the RRAM is in a higher
resistance state, the amount of current would be low, indicating ‘0’ [28]. During a
read operation, the constraint is that the read voltage should not be high enough to
alter the state of the bitcell and just a “disturb voltage” is sufficient to accomplish a
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successful read. The ratio of high resistance state’s resistance to low resistance
state’s resistance determines read margin of RRAM. In the case of RRAMs having
high ratio of OFF to ON resistance, read margin is high and is resilient to process
variations. Similar to the NAND flash, RRAM can be used effectively to store multiple
levels in a single bitcell thereby adding to the advantage of dense bitcell. The disad-
vantages of RRAM involve the higher set/reset voltages, high read/write latency and
lower endurance (� 106 cycles) as compared to the conventional SRAM/DRAM
technology.

2.3 Magneto-resistive random access memory (MRAM)

MRAM, like the RRAM also belongs to a class of memory technology that relies on
the resistance of different states to store different contents onto the bitcell and builds
concepts from magnetism/Spin Hall effect to modulate the bitcell resistance, hence
the name magneto-resistive memory [29]. There are different types of MRAM namely
the spin transfer torque (STT MRAM), Spin orbit torque MRAM (SOT MRAM)
distinguished on the basis of the mechanism used for writing into the bitcell. The
advantage of the bitcell as compared to RRAM is that the endurance of the bitcell is
extremely high (in the order of � 1015 cycles) with the write voltage slightly lower
and lower write latency as compared to RRAM [30]. However, the disadvantage of
this device lies in the complexity of integrating the different parts of the device
together and the ratio of OFF to ON resistance is lower as compared to RRAM.
However, the complexity of fabrication of the device has been taken care of, as STT
MRAMs (Figure 4) are ready for mass production. The magnetic tunnel junction
(MTJ) which is the primary storage element for STT-MRAM, consists of 3 layers
namely pinned, spacer layer and free layer with the relative orientation between the
pinned and free layer determining the magneto-resistance of the device. The pinned
layer has the magnetic moment pointed in one direction and does not change with
application of external voltage. On the contrary, free layer’s magnetic moment can be
changed with the application of external voltage. If the magnetic moment of pinned
layer and free layer point in the same direction, the magneto-resistance is low, and the
resistance is high, when the magnetic moments point in the opposite direction. Similar
to the case of RRAM, the direction of current determines the switching of MRAM and
the current flow from pinned layer to free layer is responsible for switching the free
layer from parallel (Low resistance - ‘1’) to antiparallel (High resistance - ‘0’) state.
The current flow from free layer to pinned layer is responsible for switching from

Figure 4.
(i)STT-MRAM and (ii) FeFET bitcell.
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antiparallel to parallel state. A read operation is accomplished by applying a voltage at
the BL and SL and the current through the MTJ (through single-ended sensing) is an
indication of the magneto-resistance of the device [31, 32].

2.4 Ferroelectric field effect transistor (FeFET)

It belongs to a class of technology that makes use of capacitor to store data, similar
to DRAM. It is a promising non-volatile memory (NVM) technology as it is dense,
similar to RRAM, offers high speed as compared to RRAM and ease of manufacturing
as they are compatible with mature CMOS technology nodes. The disadvantages of the
existing design include the high program/erase voltage as compared to other NVM
designs (order of 4 V) and the lower retention time because of the innate depolarizing
field in these devices [33]. FeFETs were formerly realized using a ferroelectric HZO
(Hafnium Zinc Oxide) that is sandwiched between the metal and the typical oxide
dielectric, as in the case of MOSFET, with the voltage division between the HZO
capacitor and dielectric oxide (interlayer dielectric - ILD) for the voltage applied at
the gate determining the bitcell content as shown in Figure 4a. The major disadvan-
tage is that the voltage drop across dielectric oxide is high and the voltage drop across
HZO is minimal, thereby increasing the voltage needed for performing the write
operation. Furthermore, there are innate fabrication difficulties to introduce the HZO
layer between the gate and interlayer dielectric. To overcome the higher write voltage
for FeFET, recessed FeFET was proposed, which increases the voltage drop across
HZO, by making a geometry of the source-drain channel to be circular, concentrating
the incoming electric field to a smaller region of area. FeMFET tries to overcome the
integration difficulties faced by recessed FeFET, by integrating ferroelectric capacitor
separately/independently at the gate (Figure 4b). This allows optimization of ferro-
electric capacitor separately from that of MOSFET and write voltage can be reduced
by decreasing the aspect ratio between ferroelectric capacitor and the interlayer
dielectric of MOSFET (Figure 4c). However, the disadvantage of the design is that it
introduces a floating node in between HZO capacitor and interlayer dielectric capac-
itance that is susceptible to noise, process variations and can reduce the retention time
as the depolarizing field increases [34]. Furthermore, it also affects the read voltage
considerably, if there is leakage from the unselected cells in the same column. Fur-
thermore, multiple ferroelectric capacitors can be connected in parallel at the gate to
make sure that write voltage can be reduced because of the increase in capacitance of
the ferroelectric capacitor, thereby making sure that most of the voltage drop is across
the ferroelectric capacitor and not across the MOSFET. However, this approach is not
scalable to larger voltage ranges and requires 3 cycles for a write operation. The write
operation in these bitcells are accomplished by applying a voltage at the gate, and the
voltage across the ferroelectric capacitor is an indication of the bitcell content. In the
case of read, a read disturb voltage is applied on the top terminal of the ferroelectric
capacitor, causing a voltage division, thereby enabling a higher voltage at the gate of
the MOSFET, thereby implying a higher current through the FET which would imply
‘1’ and ‘0’ if the current through the MOSFET is lower [35–37].

3. Conclusion

In this chapter, we discussed the different memory technologies starting from volatile
memories like Static Random Access Memory (SRAM), Dynamic Random Access
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Memory (DRAM) to non-volatile memories like NAND/NOR flash, resistive random
access memories (RRAM), magneto-resistive random access memories (MRAM), ferro-
electric field effect transistor (FeFET) with specific reference to write, read and retention
operations in each of these designs and the design constraints associated with them.
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Chapter 4

MRAM-Based FPGAs: A Survey
Peyton Chandarana, Mohammed Elbtity,
Ronald F. DeMara and Ramtin Zand

Abstract

Over the last decade, field programmable gate arrays (FPGAs) have embraced
heterogeneity in a transformative way by leveraging emerging memory devices along
with conventional CMOS-based devices to realize technology-specific benefits.
Memristive device technologies exhibit desirable characteristics such as non-volatility,
scalability, near-zero leakage, radiation hardness, and more, making them promising
alternatives for SRAM cells found in conventional SRAM-based FPGAs. In recent
years, a significant amount of research has been performed to take advantage of these
emerging technologies to develop fundamental building blocks of FPGAs like hybrid
CMOS-memristive look-up tables (LUTs) and configurable logic blocks (CLBs). In
this chapter, we will provide a brief overview of the previous work on hybrid CMOS-
memristive FPGAs and their corresponding opportunities and challenges.

Keywords: magnetoresistive random-access memory (MRAM), non-volatile FPGA,
MRAM-based look-up table, hybrid configurable logic block, heterogeneous
technology reconfigurable fabric

1. Introduction

Since the advent of the first field programmable gate array (FPGAs), there has
been a gradual transition from traditional homogeneous reconfigurable fabrics,
designed with one type of logic block, to the now modern heterogeneous FPGAs with
special-purpose co-processors to handle specific tasks such as floating point arithmetic
[1, 2]. In recent years, a new type of heterogeneity has attracted the attention of both
academia and industry which involves leveraging emerging logic and memory devices
within FPGA fabrics to realize technology-specific advantages such as non-volatility,
scalability, low leakage power, radiation hardness, etc. Some of the most promising
technologies that have been proposed as alternatives for static random access memory
(SRAM) cells in FPGAs are resistive random-access memory (RRAM) [3–6], phase-
change memory (PCM) [7–9], and magnetoresistive random-access memory
(MRAM) [10–14]. In this chapter, we specifically focus on MRAM-based FPGAs, but
the underlying circuits and architectures discussed can be readily utilized for other
resistive memory technologies.

Magnetic tunnel junctions (MTJs) are considered to be the primary component of
MRAM devices. Figure 1 shows an example of the MTJ stack structure [15], which
includes two ferromagnetic (FM) layers (CoFeB), called the pinned and free layers,
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that are separated by a thin oxide layer (MgO). The magnetization direction of the
electrons in the pinned layers is fixed, while that of the free layer can switch to the
parallel (P) or anti-parallel (AP) states with reference to the fixed layer. The resis-
tance of an MTJ (RMTJ) depends on the angle between the magnetization orientation
of the FM layers (θ), as expressed in the below equation [16]:

RMTJ θð Þ ¼ 2RStack 1þ TMRð Þ
2þ TMR 1þ cos θð Þ ¼ RP ¼ RStack, θ ¼ 0

RAP ¼ RStack 1þ TMRð Þ, θ ¼ π

�
(1)

where RStack ¼ RA
Area, in which the resistance-area product (RA) value is determined

by the material composition of MTJ’s layers. Moreover, TMR is the tunneling magne-
toresistance, which depends on the temperature (T) and bias voltage (Vb) as seen
below [16]:

TMR T, Vbð Þ ¼ 2P2 1� αspT3=2� �2

1� P2 1� αspT3=2� �2 :
1

1þ Vb
V0

� �2 (2)

where V0 is a fitting parameter, αsp is a material-dependent constant, and P is the
spin polarization factor [16]. Table 1 lists the experimental parameters used herein to
model the MTJ devices. Spin transfer torque (STT) [18] is the conventional approach

Figure 1.
MTJ stack structure [15].

Parameters Description Value

Area MTJ surface 65nm� 65nm� π=4

RA MTJ resistance-area product 5 Ω:μm2

T Temperature 358 K

P Polarization 0.52

V0 Fitting parameter 0.65

αsp Material-dependent constant 2e-5

Table 1.
Parameters of STT-MTJ device [16, 17].
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to switch the resistance state of the MTJ, where a bidirectional charge current flows
through the fixed layer of the MTJ. This, in turn, generates a spin-polarized current
that switches the magnetization orientation of the electrons in the free layer. Recently,
it has been shown that passing a charge current through a heavy metal can generate a
spin-polarized current with a ratio greater than one [19]. This means the produced
spin current can be larger than the applied charge current, and thus, lower energy
switching can be achieved in the MRAM cells. Readers can refer to [20] for further
details about the fundamentals and modeling of MRAM devices. Proceeding with this
background information on MRAM cells, we can now introduce how MRAM technol-
ogy can be used as an alternative for SRAM to realize the building blocks of FPGAs,
such as look-up tables (LUTs) and configurable logic blocks (CLBs).

2. MRAM-based look-up table (LUT) circuits

Look-up tables (LUTs) are the main building blocks in FPGAs that allow combi-
national and sequential logic circuits to be realized. An n-input LUT circuit includes:
(1) 2n memory cells, containing a truth table of an n-input Boolean logic function, and
(2) a select tree used to return the value stored in a specific memory cell specified by
an address passed into the LUT circuit. Conventional LUT circuits consist of memory
cells implemented using SRAM technology. This, however, introduces multiple chal-
lenges with respect to:

• High static power: Caused by the intrinsic leakage current which increases as the
transistor size decreases.

• Volatility: SRAM’s volatility limits the energy savings that could be achieved by
power-gating in FPGAs. All functions must be reprogrammed upon each power-
up, and therefore, external non-volatile memory is needed to reprogram all the
functions upon each power-gating cycle.

• Low logic density: Each SRAM cell consists of six transistors which increases logic
and memory footprint at scale.

In recent years, various MRAM-based LUT circuits have been proposed, where
MRAM technology replaces SRAM. Similar to conventional SRAM-based LUTs,
MRAM-LUTs have two operation phases: (1) the configuration phase, during which the
states of the MTJs in MRAM cells are adjusted based on the Boolean logic function
being stored in the LUT, and (2) the read phase, which involves reading the state of the
MTJ devices in the MRAM-LUT to realize a Boolean function. The configuration
operation of the MRAM cell requires special write circuitry to generate a sufficiently
large spin current to switch the state of the MTJs. Figure 2 Shows four well-known
circuits introduced in the literature for the MRAM write operation.

The LUT read operation, on the other hand, involves sensing the resistive states of
MRAM cells and generating the corresponding Boolean outputs, that is, “0” and “1”. A
commonly used circuit for reading the state of the MTJs is a pre-charge sense amplifier
(PCSA) shown in Figure 3. The PCSA circuit reads the MTJ states in two steps that
could be performed in one clock cycle: (1) the pre-charge step, in which the CLK signal
is in a low state (GND) that leads to turning the MP0 and MP3 PMOS transistors on,
and thus, the OUT and OUT’ nodes are charged to VDD, and (2) the discharge phase,
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where CLK signal is in a high state (VDD) which turns off all the PMOS transistors
(MP0-MP3) and consequently disconnects the OUT and OUT’ nodes from the voltage
source (VDD). Therefore, the pre-charged OUT and OUT’ nodes begin discharging.
The discharge speed in each of the branches of the PCSA relies on the total resistance
of each branch which, itself, depends on the resistance of the MRAM device
connected to it. The branch of lower resistance discharges faster than the other and
therefore turns on the PMOS transistor connected to the branch of higher resistance.
This causes the opposite output node of the lower-resistance branch to connect to the
VDD, while the output node connected to the lower-resistance branch discharges
completely to GND. A comprehensive survey of various PCSA circuits designed for
sensing MRAM cells is provided in [24].

One of the pioneering works on MRAM-LUT circuit design belongs to Zhao et al.
[25], in which one PCSA circuit is used to sense each bit of the LUT, as shown in
Figure 4a. The write circuits store each bit of the Boolean function in one MRAM cell
and its inverse in another as a reference resistive memory that is used by the PCSA
circuit to read the cells. A select tree is then used to read the corresponding MRAM
cell, based on the input of the LUT circuit. However, the use of one PCSA per cell in
the LUT for reading has led to significant energy and area overheads. Therefore, in
2012, Suzuki et al. [26] proposed an optimized MRAM-LUT design, in which only one
PCSA is used in the LUT architecture as shown in Figure 4b. One branch of the PCSA
is connected to the select tree and LUT MRAM cells, while the other branch is
connected to a reference tree and a combination of MRAM devices. Reference tree

Figure 3.
PCSA circuit schematic.

Figure 2.
Various MRAM write circuits circuit structure. (a) Current mirror write circuit [21], (b) proposed in [21], (c)
proposed in [22], (d) proposed in [23].
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compensates for the resistance of the select tree and the reference MRAM cells pro-
vide a total resistance value between the high resistance (RAP) and low resistance (RP)
of the LUT MRAM cells. With this modification in the circuit, Suzuki et al. [26]
achieved a 44% reduction in active power compared to the MRAM-LUT designed in
[25]. Another well-known MRAM-LUT circuit is proposed by Zand et al. in [27].
Instead of using multiple MRAM cells to form a reference MRAM cell, Zand et al.
adjusted the area of a single MTJ such that its resistance in the parallel (P) state is
between the high resistance (RAP) and low resistance (RP) of the main MRAM cells in
the LUT circuit. This simple modification led to a 34% improvement in the power-
delay-product (PDP) value compared to the MRAM-LUT design proposed by Suzuki
et al. in [26].

2.1 Modern MRAM-LUT circuits

Most modern FPGAs utilize more versatile LUT structures in their architecture
compared to the basic designs introduced in the previous subsection. Intel FPGAs, for
example, the Arria®series, Cyclone®V, and Stratix®V, use adaptive logic modules
(ALMs) as their building blocks. This can simultaneously realize various types of
functions such as two independent 4-input functions, a 5-input and a 3-input func-
tion, two 5-input functions, which share two inputs, and so on [28]. Similarly, Xilinx
FPGAs, for example, the Virtex-7 Family, employ fracturable 6-input LUTs in their
design that can realize an independent 6-input function or two 5-input functions, if
they share five inputs. Recently, there have been some efforts to design novel MRAM-
LUT circuits that can support functionalities similar to those of modern LUT circuits.
Here, we focus on two of the well-known designs in this area, that is, adaptive MRAM-
LUT and fracturable MRAM-LUT proposed in [27, 29], respectively.

2.1.1 Adaptive MRAM-LUT design

Figure 5 shows a 4-input adaptive MRAM-LUT circuit proposed in [27], which can
be configured to realize different functions. There are seven types of functions that
can be implemented by the 4-input adaptive MRAM-LUT: four 2-input Boolean func-
tions, two 3-input functions, and one 4-input function. The output of each configura-
tion is individually connected to the PCSA circuit through a mode selector that
includes pass transistors to choose between the different operational modes listed in
Table 2. For example, in Mode 0, the adaptive MRAM-LUT is configured to operate
as a 2-input LUT and realize the logic function stored in MRAM0 thru MRAM3.

Figure 4.
Basic MRAM-LUT circuit structure: (a) proposed in [25], and (b) proposed in [26].

43

MRAM-Based FPGAs: A Survey
DOI: http://dx.doi.org/10.5772/intechopen.108212



2.1.2 Fracturable MRAM-LUT design

Figure 6 shows the structure of a six-input MRAM-LUT circuit proposed in [29],
which includes MRAM-based storage cells, a select tree, a mode selector, and two
PCSAs. The fracturable MRAM-LUT circuit is capable of implementing any six-input
Boolean functions or two five-input Boolean functions if the inputs are shared. The
M5 and M6 signals are used to select the 5-input or 6-input functional modes of the
fracturable MRAM-LUT circuit, respectively. Zand and DeMara [30] have shown that
fracturable MRAM-LUT circuits can achieve significant reductions in power con-
sumption compared to their SRAM-based counterparts. However, they have also
shown that MRAM-LUTs can be severely impacted by process variation (PV), while
SRAM-LUTs exhibit no read errors in presence of PV.

There have been several efforts to address the PV challenges of MRAM-LUTs
including the proposal of modular redundancy-based MRAM-LUT and clock-less
MRAM-LUT circuits proposed in [30, 31], respectively. In [30], the authors identified
the PCSA circuit as the most susceptible component of the MRAM-LUT and as a

Figure 5.
The circuit diagram of a 4-input adaptive MRAM-LUT [27].

Mode S21 S22 S23 S24 S31 S32 S4 RS2 RS3 RS4 MRAMs Function

1 0 0 0 0 0 0 1 0 0 0�3 2-input

0 1 0 0 0 0 0 1 0 0 4�7 2-input

0 0 1 0 0 0 0 1 0 0 8�11 2-input

0 0 0 1 0 0 0 1 0 0 12�15 2-input

0 0 0 0 1 0 0 0 1 0 0�7 3-input

0 0 0 0 0 1 0 0 1 0 8�15 3-input

0 0 0 0 0 0 1 0 0 1 0�15 4-input

Table 2.
Different operating modes in the 4-input adaptive MRAM-LUT.
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result, proposed a triple modular redundancy method to alleviate the PV impacts. As
shown in Figure 7, the proposed circuit includes three PCSAs and two voter circuits
that determine the output of the LUT circuit based on the majority of the PCSA’s
outputs. The modular redundancy-based MRAM-LUT could successfully decrease the
PV-induced read errors by more than 30% at the cost of a 24% and 6% increase in
power consumption and area occupation, respectively.

In another effort to reduce the impact of PV on MRAM-LUT circuits, Salehi et al.
[31] propose a fracturable MRAM-LUT design that uses two MRAM cells with differ-
ential magnetization polarities to represent each bit of the Boolean function stored in
the LUT. This enables replacing the PCSA circuits, which are the main source of errors
caused by PV in MRAM-LUTs, with a voltage divider circuit to read the states of the
MTJs, as shown in Figure 8. Since the values stored in the MRAM cells are comple-
mentary, that is, one MRAM device is used to store the data value and the other as a
reference, a wide read margin is realized, and this leads to a near zero error rate for the
MRAM-LUT circuit in presence of various PV scenarios in both transistor and MRAM
devices. However, as shown by Salehi et al. [31], PV-tolerance is achieved at the cost
of increased power consumption compared to the PCSA-based MRAM-LUTs.

Figure 7.
The circuit diagram of a six-input modular redundancy-based fracturable MRAM-LUT [30].

Figure 6.
The circuit diagram of a six-input fracturable MRAM-LUT [30].
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3. MRAM-based FPGAs

Figure 9 shows the typical architecture of modern FPGAs, which include
configurable logic blocks (CLBs), input–output blocks (IOBs), block RAMs, program-
mable switch matrices (SMs), and delay-locked loops (DLLs) for clock distribution.
Bitstreams are used to store the logic functions in CLBs. Any new design of FPGAs that

Figure 8.
The circuit diagram of a six-input fracturable MRAM-LUT that uses voltage divider circuits instead of PCSAs for
the LUT’s read operation [31].

Figure 9.
A typical FPGA architecture.
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intend to use MRAM-LUT circuits in their structure is desired to have the highest
compatibility with modern FPGAs such that similar routing structures, programming
paradigms, and toolchains can still be leveraged with minimal modifications. In [12],
Zand and DeMara propose a hybrid spin/charge-based FPGA (HSC-FPGA) which is
based on the architecture of Xilinx FPGAs, such as the Virtex 7 family.

Similar to the CLBs in modern Xilinx FPGAs, the CLBs in HSC-FPGA provide logic
circuits including (1) six-input LUT circuit, (2) dual five-input LUTs with shared
inputs, (3) distributed memory, (4) shift registers, and (5) dedicated carry logic for
arithmetic operations. In particular, as shown in Figure 10, the HSC-FPGA’s CLB
architecture includes two slices to implement sequential and combinational logic
functions, called Slice-S and Slice-C, respectively. Slice-C consists of SRAM-based
LUT circuits that can also be used as shift registers and distributed RAM. Slice-S
includes six-input fracturable MRAM-LUTs as well as latch and flip-flop circuits to
realize sequential logic. Suzuki and Hanyu [32] have designed an MRAM-LUT circuit
that can also operate as a shift register, however, they consume significantly higher
energy compared to SRAM-based shift registers due to the high switching energy
required to change the state of the MRAM cells. Overall, the simulation results, in
[12], show that the HSC-FPGA can achieve more than 18% reduction in area occupa-
tion, in addition to a 70% and 15% decrease in standby power and read power
dissipation, respectively, compared to conventional SRAM-based FPGAs.

Besides the designs discussed in this chapter, there are several important efforts in
this area at different levels of design abstraction, from circuit and architecture to the
fabrication of FPGA chips, with different design objectives including but not limited
to: increasing performance, reducing power, area, and improving reliability and secu-
rity. Table 3 lists some of these efforts in the past two decades which have advanced
the area of research, achieved promising results and set the foundation for future
research and manufacturing of MRAM-based FPGAs.

Figure 10.
The structure of the CLBs in hybrid spin-charge FPGA proposed in [12].
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4. Conclusions

In this chapter, we provided an overview of the recent efforts in developing the
next generation of FPGA fabrics which take advantage of the cooperating strengths of
CMOS technology, such as fast and energy-efficient switching, and MRAM technol-
ogy to attain characteristics such as non-volatility and low standby power. The prior
research in this area shows that MRAM-based FPGAs can achieve significant

Paper Design level Design objective

Cir Arch Fab Speed Area Power Reliability Security

[33] ✓ ✓ ✓

[34] ✓ ✓ ✓ ✓

[35] ✓ ✓ ✓ ✓ ✓ ✓

[36] ✓ ✓ ✓ ✓

[37] ✓ ✓ ✓ ✓ ✓

[29] ✓ ✓ ✓ ✓

[38] ✓ ✓

[39] ✓ ✓ ✓

[27] ✓ ✓ ✓

[40] ✓ ✓ ✓ ✓ ✓

[41] ✓ ✓ ✓ ✓

[26] ✓ ✓

[42] ✓ ✓ ✓ ✓

[10] ✓ ✓ ✓ ✓

[43] ✓ ✓ ✓ ✓

[44] ✓ ✓ ✓ ✓ ✓

[30] ✓ ✓ ✓ ✓ ✓

[45] ✓ ✓ ✓

[46] ✓ ✓ ✓

[47] ✓ ✓ ✓ ✓ ✓ ✓

[48] ✓ ✓ ✓ ✓

[49] ✓ ✓ ✓ ✓

[50] ✓ ✓ ✓

[51] ✓ ✓ ✓ ✓ ✓

[52] ✓ ✓ ✓

[13] ✓ ✓ ✓ ✓

[53] ✓ ✓ ✓ ✓ ✓

[11] ✓ ✓ ✓ ✓ ✓ ✓

Table 3.
An overview of the MRAM-based FPGA designs in the past two decades.
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reductions in power consumption and chip area compared to conventional SRAM-
based FPGAs. However, further research is required for addressing the reliability
challenges of MRAM-based FPGAs including susceptibility to process variation, and
endurance of memristive devices which can impact the reprogrammability of the
FPGAs. Finally, this area of research provides several possibilities for future work,
such as developing memristive-based in-memory computing co-processors to handle
data-intensive applications such as machine learning and graph processing in hybrid
memristive-CMOS FPGAs.

Abbreviations

FPGA Field programmable gate array
CMOS Complementary metal-oxide-semiconductor
SRAM Static random-access memory
LUT Look-up table
CLB Configurable logic blocks
RRAM Resistive random-access memory
PCM Phase-change memory
MRAM Magnetoresistive random-access memory
MTJ Magnetic tunnel junctions
FM Ferro-magnetic
CoFeB Cobalt-ferrous-foron
MgO Magnesium-oxide
P Parallel
AP Anti-parallel
RA Resistance-area product
TMR Tunneling magnetoresistance
STT Spin transfer torque
PCSA Pre-charge sense amplifier
PMOS P-channel metal–oxide-semiconductor
PDP Power-delay-product
ALM Adaptive logic modules
PV Process variation
IOB Input–output block
SM Switch matrix
DLL Delay-locked loop
HSC Hybrid spin/charge
EDA Electronic design automation
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Chapter 5

New Content Addressable Memory 
Architecture for Multi-Core 
Applications
Allam Abumwais and Mahmoud Obaid

Abstract

The future of massively parallel computation appears promising due to the 
emergence of multi- and many-core computers. However, major progress is still 
needed in terms of the shared memory multi- and many-core systems, specifically 
in the shared cache memory architecture and interconnection network. When 
multiple cores try to access the same shared module in the shared cache memory, 
issues arise. Cache replacement methods and developments in cache architecture 
have been explored as solutions to this. This chapter introduces the Near-Far Access 
Replacement Algorithm (NFRA), a new hardware-based replacement technique, as 
well as a novel dedicated pipeline cache memory design for multi-core processors, 
known as dual-port content addressable memory (DPCAM). The experiments show 
that the access latency for write/read operations of a DPCAM is lower than that of a 
set-associative (SA) cache memory, with the latency of a write operation staying the 
same regardless of the size of the DPCAM. It is estimated that the power usage will 
be 7% greater than a SA cache memory of the same size.

Keywords: multi-core processor, shared cache, cache architecture, dual port CAM, 
replacement algorithm

1. Introduction

The purpose of the special purpose shared memory architecture discussed in 
this chapter is to allow multiple cores of a multi-core processor to access a cache 
memory simultaneously, thus decreasing access latency compared to set-associative 
(SA) caches. This proposed architecture is based on CAM and a new replacement 
algorithm. In Section 1, the introduction of shared memory types in computer design 
is discussed, and Section 2 covers the architectures of the DPCAM and the Near-Far 
Access NFRA. Section 3 provides functional and timing simulation results, power 
estimation analysis, and an FPGA implementation of the DPCAM.

Multi-core ICs package multiple processors into a single device. Many-core 
systems, an evolution of multi-core technology, provide intense parallel process-
ing capabilities for a large number of cores. In order for many-core systems to 
work, shared memory must be used to communicate between the cores. However, 
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this shared memory can become problematic if multiple cores attempt to access it 
simultaneously. To address this issue, there have been various studies conducted in 
the literature that aims to reduce latency and power usage when accessing shared 
memory. Two potential methods for this are improving cache replacement algorithms 
and optimizing cache architecture.

Many multi-core systems utilize Associative Memory (AM) cache as a way to 
share memory [1, 2]. The architecture of enhanced caching seeks to facilitate parallel 
searching and faster retrieval [3]. In contrast, replacement algorithms are employed 
to aid the cache controller in deciding which data to eliminate in order to make space 
for new data [4, 5]. Moreover, an effective replacement algorithm can reduce the 
latency of cache access. Content addressable memory (CAM) is a type of AM that 
accesses memory locations by comparing tags (parts of the content) rather than 
calculating the address and has certain properties that make it suitable for use as a 
shared memory [3, 6, 7]. The use of CAM memory in shared memory for multi-core 
systems is interesting, as demonstrated by other relevant articles that have recently 
been published by the authors [8, 9].

1.1 Types of shared cache memory

In contrast to traditional memory architectures, such as Static Random Access 
Memory (SRAM) and Dynamic RAM (DRAM), which use unique addresses to 
retrieve and store data, content-operated memory (COM) uses a different approach. 
COM allows stored data to be accessed based on part of its content, instead of an 
address [1]. COM is used in a variety of digital computer applications, from branch 
prediction techniques to very-high-speed parallel systems, to perform two primary 
memory-related operations: writing (storing data) and reading (accessing the correct 
corresponding data) when the address is not known [3]. The major application of 
COMs is packet switching routing and classification on network systems [10]. It is 
anticipated that COM memory will be used in upcoming applications for non-CMOS 
next-generation electronic devices [3]. COM memory architectures can be divided 
into two main categories: AM and CAM. Both of these types of memory perform the 
same functions, but they do so in different ways.

AM memory is further divided into three categories: direct-mapped (DM), 
set associative (SA), and fully associative (FA). Each of these memory types has 
different restrictions on where data can be written, as well as different replacement 
algorithms that are used. DM memory only allows for one location for a particular 
data item. FA memory allows for data to be mapped to any location. SA memory 
allows for a set of possible locations for data to be stored. In the following subsec-
tions, a brief overview of each of these three main types of cache memory will be 
provided.

1.1.1 Fully associative memory

The FA cache memory design stores the address and data in the same cache 
location, and compares the incoming address with all addresses stored within each 
location. As shown in Figure 1, this type of caching architecture is associated with 
high performance in comparison with its size; however, its design complexity is 
a major drawback. To counteract this, Random, First in First out (FIFO), and the 
Least Recently Used (LRU) algorithms are employed to determine where data 
should be stored [2].
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FA caches are rarely utilized in multi-core processors due to their lower cache hit 
rate. Whenever a new memory is referenced to the same cache location, the cache line 
is replaced, leading to an increased miss rate [1, 2].

1.1.2 Direct mapped memory

In this type of system, the main memory is divided into blocks, and the cache is 
divided into a set of lines. This means that each cache line can hold one block of the 
main memory. Rather than storing the full address in the address field, only a part 
of the address bits is stored alongside the data field [1, 2] shown in Figure 2. Direct 
mapped caching has the benefit of being both simple and cost-effective to implement; 

Figure 1. 
FA architecture.

Figure 2. 
Direct mapped cache memory.
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however, if access to different locations with the same index is attempted, its perfor-
mance will suffer.

1.1.3 Set-associative memory

Set-associative (SA) caching is a hybrid between full associativity and direct map-
ping. It splits the cache into a set of lines, allowing one block of main memory to be 
stored in n potential sets. Compared to a FA cache, it is less complex and can provide 
better performance since multiple addresses can be stored under the same index. 
However, its cost increases as the set size grows, as well as its access latency since it 
has to compare each address in all sets after its index is generated. Despite this, many 
commercial multi-core systems still use SA caches due to their improved performance 
[1, 2]. Figure 3 represents the SA cache memory.

In both FA mapping and SA mapping, there are multiple options for where data 
can be stored, so replacement algorithms must be used to decide which location 
should be chosen.

1.1.4 Content-addressable memory

CAM is a type of memory whose locations can be accessed by comparing tags that 
are parts of the contents, rather than supplying their addresses. In some ways, CAM 
is similar to direct memory (DM) in its form; both allow for the instant retrieval of 
an output based on the input. However, both DM and CAM use different methods 
to facilitate the parallel search and quick storage [2, 3]. DM prevents the storage of 
particular data in just one location; conversely, CAM has no bounds on where data can 
be stored. Similarly, CAM and FA are comparable in that they both have no con-
straint on where data can be saved. Additionally, they both use analogous update and 
replacement strategies such as random, FIFO, and LRU to replace data when memory 
is full or the data becomes no longer useful. These algorithms will select a line that is 
unlikely to be needed in the near future, from all the lines stored in memory [5].

Figure 3. 
SA cache memory.
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Transactional memory (TM) is a new, emerging type of memory associated with 
CAM. It is not much different from CAM, but it is used to allow data sharing between 
processors in a distributed system. TM is used as autonomous storage memory with 
various hardware components [11, 12].

CAM memory is used for a variety of applications, including image processing, 
signal processing, pattern recognition, switching network techniques, and paral-
lel processing systems. Unlike traditional SRAM, CAM memory searches through 
the content of data rather than its address, allowing for parallel and simultaneous 
search. This makes it a powerful tool that can quickly search through memory 
contents [3, 13–15].

A unique tag is assigned to each data in a CAM. To read the data, a read signal 
and the tag are applied to all locations at the same time, and then, the applied tag is 
compared with all of the previously stored tags. If a match is found, the data in the 
matched location is selected, output on the data bus, and read by the core. Figure 4 
displays the architecture of a CAM with a single port. It was not previously possible 
to make CAMs as a standalone memory in any system because a large number of 
pins were required; however, with the advances in semiconductor technology and 
FPGAs, researchers are now able to implement CAMs in FPGAs [7, 16]. These types of 
memory improve the search rate and reduce the processing latency and sometimes the 
power consumption.

The SA cache is the most popular architecture type used as shared memory in 
multi-core systems [1, 3]. It still suffers from many problems such as increasing 
access latency and contention if more than one core tries to access the same shared 
memory simultaneously. These problems are solved using the proposed DPCAM 
architecture.

Figure 4. 
CAM architecture.
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2. Proposed DPCAM

As demonstrated in Figure 5, a Dual-Port Content Addressable Memory 
(DPCAM) can be used with a separate, pipelined shared cache. A Tag Field, Data 
Field, control unit (CU), comparator (CMP), Tag Field, Data Field, and two ports 
(Ds31-Ds0 for writing and Dd31–Dd0 for reading) are all included in the cache.  
The core sends Data source [Ds31–Ds0] and Tag source [Ts15–Ts0] to be written to the 
chosen cache line during the Store Back (SB) stage. The cached data is read to the 
destination data bus [Dd31–Dd0] during the Operand Fetch (OF) step, while the core 
simultaneously sends the Tag destination [Td15–Td0] for comparison with each cache 
line. Both ports have the ability to operate simultaneously.

The Data Field and the Tag Field are the two components that make up a cache 
line (L). The common data is kept in the Data Field, and each Data Field’s specific tag 
(data and version number) is kept in the Tag Field. Depending on the sort of archi-
tecture the CAM is used in, the length of each field can be altered. A 24-bit tag, for 
instance, can hold up to 16 Mega versions of shared material. For reading operations, 
a 2 × 1 CMP is included that compares the tags from the OF stage [Td15-Td0] to those 
kept [Ts15–Ts0] in the cache lines.

The CU of the DPCAM design is a crucial component that is responsible for both 
managing the writing process and executing the replacement algorithm. Its goal is to 
generate an active signal in a cyclic pattern for each cache line. The control circuit is 
used to select which position to write the data to, as illustrated in Figure 6. The loca-
tions are chosen in order and are rewritten if needed to update their contents. This is 
accomplished by employing a collection of D Flip Flops (D-FF), each of which points 

Figure 5. 
DPCAM design.



61

New Content Addressable Memory Architecture for Multi-Core Applications
DOI: http://dx.doi.org/10.5772/intechopen.112060

to an associated DPCAM location. The first writing operation will be done on line 
L0 when the system is initially powered on, with the pointer indicating the first line, 
LE0. After writing to the current line, the pointer will shift to the next line and so on 
until the n − 1th line (Ln − 1) is reached.

The Write (WR) signal is transmitted by the CU from the first port (write 
port) in DPCAM, which is responsible for the writing operation. The stage buffer 
(SB) unit supplies the source data [Ds31–Ds0], the source tag [Ts15–Ts0], and an 
active low WR signal. The control circuit will then switch the LE to LE1 in order 
to write to line 1 whenever the WR signal reaches its negative edge (marking the 
end of the writing procedure). The output (OF) unit of the reading core will 
send an active high read (RD) signal and the tag destination (Td15–Td0) to all 
Tag Fields during the reading operation. The applied data’s tag is compared to 
the tags kept in the memory lines. If a match is found, the CMP of each memory 
line will output an output enable (OE) signal. The data kept in the Data Field is 
then output via this signal to the destination data bus [Dd31–Dd0] for the reading 

Figure 6. 
Control unit.
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core’s OF unit to read. If the same memory address is requested for both reading 
and writing, the CU will give priority to the writing process and signal a WAIT 
to the reading operation. Both read and write ports can operate simultaneously if 
separate memory locations are requested for reading and writing, which lowers 
the cache access latency. While the SB unit of the writing core delivers the data 
[Ds31–Ds0] and the tag [Ts15–Ts0] to the precise position designated by the CU, the 
OF unit of the reading core concurrently transmits the destination tag [Td15–Td0] 
and the RD signal to all tag fields. This makes it possible to read the stored data 
from the target data bus [Dd31-Dd0].

The proposed architecture features a new, small DPCAM in place of the cache 
controller, which collects data from lower-level memory and increases access latency. 
Close-access data is stored in the main DPCAM module, as indicated in Figure 7, and 
far-access data is stored in the new module. As far-access data is used less often than 
near-access data, the far-access module is generally smaller. To illustrate, a four-core 
processor with a 64 KiB shared DPCAM can store 2 K operands, each composed of 
eight bytes of data plus a tag, before the data must be rebuilt.

The NFRA algorithm is implemented at the hardware level to reduce cache access 
latency. This technique involves writing a CU and pointer to position Lx, followed by 
instructions that write their operands to Lx + 1 to Ln − 1. After reaching the last posi-
tion, the pointer returns to LE0 and overwrites the previous data and tags. Compared 
to a complex algorithm in the cache controller, this method is used for both near-
access and far-access modules and has lower costs and access overhead. Moreover, it 
facilitates the storing, loading, and retrieving of near-access and far-access data/tags 
from various DPCAM modules [1]. According to the migration principle, the far-
access module can be activated as needed and then switched to an inactive mode to 
conserve power when not in use [17, 18].

Figure 7. 
Near-access, far-access DPCAM modules.
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3. Implementation of the DPCAM and performance analysis

Quartus Prime 19.1 was utilized in the development, testing, and validation of 
DPCAM using Intel’s FPGA Cyclone V family with 28 nm technology. ModelSim, 
Intel’s design and simulation software, was employed to construct and examine 
DPCAM as a single memory [19]. In order to determine if DPCAM could replace the 
shared cache in the memory hierarchy of a multi-core CPU, two cores were utilized 
to measure the latency of read and write operations. Block schematics and Verilog 
Hardware Description Language (VHDL) files were implemented to develop the 
device, while Model Sim and Vector Wav File (VWF) were used for functional and 
timing simulation verification and debugging. The Power Analyzer Tool was also 
employed to evaluate the DPCAM’s static and dynamic power consumption, and 
a tests-bench was created to simulate and analyze the latency of its reading and 
writing operations. To compare the performance of DPCAM, the SA cache, the most 
popular architecture type used as shared memory in multi-core computers, was 
employed [1, 2].

3.1 Functional assessments

The test-bench program was used to simulate the operations of the DPCAM and 
evaluate its latency and power usage. Firstly, it reset the CU and then created random 
16-bit tags and 32-bit data to carry out write operations. Read/write signals were 
generated until the end of the simulation time and the output for the read opera-
tions was generated by comparing the 16-bit tags with the stored tags. It was used 
to compare the SA cache with the LRU replacement mechanism, and DPCAM with 
NFRA. The usage of the test-bench program is depicted in Figure 8. Through numer-
ous simulations, it was demonstrated that the DPCAM’s reading, writing, simultane-
ous read-write, CU, and replacement algorithms all operated as intended. Figure 9 
displays a 10 ns clock period of multiple clock cycles for reading and writing opera-
tions to the 64 KiB DPCAM. The CU was set to the first location in the first interval 
(0–10 ns) with the written data (out). The processor loaded the relevant tag (tagd) 
of the written data (outI) and used the RD signal to read the data from the desired 
out DPCAM location during the second interval (10–20 ns) using the WR signal. 
As soon as the RD signal went high, the processor output busses (outE) released 
the stored information. During interval 4 (30–40 ns), multiple DPCAM locations 
underwent read and write operations, with a write operation taking priority over 
the read operation. As a result, new data with a tag of [0]13 was written to the target 
location, while data previously written with a tag of [0]12 was accurately read. In 
interval 5 (40–50 ns), both read and write operations were performed on the same 
spot simultaneously.

3.2 Latency assessments

The performance of the DPCAM with regard to timing evaluation was evaluated 
using the Intel Quartus Prime Timing Analyzer. For each component of the design, 
this tool reports on all necessary data times, data arrival times, and clock arrival times 
using industry-standard constraint and analysis methodologies (Intel, 2021). The 
access latency for read and write operations in the DPCAM structure was measured 
using the Timing Analyzer, and real signal arrivals were compared to the design 
restrictions.
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To determine the delay of read and write operations, a 64 KiB near and distant 
DPCAM module timing simulation was performed using Intel’s Cyclone V FPGA, 
as shown in Figure 10. After running the simulator 100 times, it was found that 
the average delay time for writing on DPCAM was 0.9529 ± 0.03393 ns. The WR 
signal was then turned off. The average latency for a read operation was found to be 
1.1782 ± 0.08830 ns when the tag ([0]10) in the second interval was compared with 

Figure 8. 
Test-bench program.

Figure 9. 
Functional assessments.



65

New Content Addressable Memory Architecture for Multi-Core Applications
DOI: http://dx.doi.org/10.5772/intechopen.112060

the tags in all places with the RD signal. The fourth and fifth intervals were used to 
assess the latency of simultaneous read and write operations, and the average delay 
time was calculated to be the time between initiating a request for data and the actual 
data transfer for a single operation and the time between two requests for simultane-
ous write and read operations.

• ( )= +maxSDL WR RDl l l  SDL is referred to simultaneous access RD/WR operations 

to the different memory lines

• = +SSL CL RDl t l  SSL is referred to simultaneous access RD/WR operations to the 

same memory lines

Where lWR is a latency of a write operation, lRD is a latency of a read operation and 
tCL is the cycle time.

Hundred simulations in two separate modes with write and read operations to 
unique or similar memory locations were run. The write and read latency for the latter 
mode were 0.98280.0412 ns and 1.2226 ± 0.09446 ns, respectively, with an overall 
latency of lSSL = 11.2226 ± 0.09138 ns according to the T-test and 95% confidence 
interval. The average write latency was 1.9434 ± 0.0382 ns, and the average read 
latency was 2.15840.1056 ns, according to tests with a 64 KiB four-way SA cache. 
Unfortunately, due to SA cache limitations, simultaneous read and write operations 
could not be tested. The tested DPCAM has a lower read latency than the tested SA 
cache; this is because DPCAM compares the incoming tag directly with the stored tag, 
whereas SA caches must use an index to access the location with a tag to compare to, 
which increases the latency. Generally, a cache memory based on AM has a latency 
of around 2 ns for 64 KiB [20], 1.66 ns for AM with 1KiB, and 1.69 ns for 4-way set 
associative with 2 KiB, which is used in cache controllers [21]. However, the write 
latency for a cache memory based on AM typically exceeds 2 ns for 64KiB [20].

Using FPGA technology, a comparison of the write latency between a typical four-
way set associative cache and a DPCAM design was made for equivalent-sized caches. 
Because the CU points directly to the memory location and does not need to generate 
the address of the following write site as is necessary for the AM cache memory, simu-
lations have shown that DPCAM has a low and consistent write latency for variable 
memory sizes. As seen in Figure 11 and Table 1, the write latency difference between 
DPCAM and the SA cache widens as memory capacity grows.

Figure 10. 
Latency assessments.
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In order to assess the latency of write and read operations, the NFRA replace-
ment method used by DPCAM and the LRU algorithm employed by the set asso-
ciative cache memory were compared. The results showed that the set associative 
cache had an average latency of 0.9529 ± 0.03393 ns for a write operation and 
1.1782 ± 0.08830 ns for a read operation, whereas the DPCAM recorded a lower access 
latency for a size of 64 KiB, with a latency of 1.9434 ± 0.0382 ns for a write operation 
and 2.1584 ± 0.1056 ns for a read operation.

3.2.1 Descriptive statistics

About 100 times were spent running the simulator with various test-bench values, 
documenting the latency for write and read operations as well as for simultaneous read 
and write operations into distinct memory locations and the same memory location. In 
order to determine the minimum, maximum, mean, and standard error for DPCAM 
and SA architecture, data analysis was done using SPSS and T-test tools. Table 2 
displays descriptive data for write latency in DPCAM, Table 3 describes descriptive 
statistics for read latency, Table 4 describes descriptive statistics for simultaneous read 
and write operations into distinct memory locations, and Table 5 describes descriptive 
statistics for simultaneous read and write operations into the same memory regions. 
Similar descriptive statistics for write and read latency in set associative are shown in 
Tables 6 and 7. The write and read operations between DPCAM and SA memory were 

Size DPCAM Cache Size DPCAM Cache

16 K 0.90 1.02 256 K 0.95 3.60

32 K 0.90 1.95 512 K 0.99 3.77

64 K 0.91 1.94 1 M 1.09 4.76

Table 1. 
Write operation access latency (ns).

Figure 11. 
Write access latency (ns).
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compared using the T-test, and it was discovered that DPCAM had lower write and 
read latencies than those of SA memory with a 95% confidence interval.

3.3 Estimation of a power dissipation

Power management is essential to achieving better size, performance, and afford-
ability while maintaining a high power density as chip technology continues to get 
smaller. The Quartus simulator’s Power Analyzer Tool estimates power dissipation 
with an accuracy of 10% to make sure components use the right amount of power and 
enhance the design [22]. Based on the waveform file generated by Model Sim while 

N Minimum Maximum Mean Std.

Statistic Statistic Statistic Statistic Std. Error Statistic

Read DPCAM 100
100

1 1.35 1.1782 0.00883 0.0883

Table 3. 
Descriptive statistics for read latency in DPCAM.

N Minimum Maximum Mean Std.

Statistic Statistic Statistic Statistic Std. error Statistic

Write 
DPCAM

100
100

0.89 1.10 0.9529 0.00339 0.03393

Table 2. 
Descriptive statistics for write latency in DPCAM.

N Minimum Maximum Mean Std.

Statistic Statistic Statistic Statistic Std. Error Statistic

Write/
read 
same 
location 
DPCAM

100
100

0.91 1.10 0.9828 0.00412 0.0412

Table 5. 
Descriptive statistics for simultaneous access latency Rd/Wr operations in the same DPCAM location.

N Minimum Maximum Mean Std.

Statistic Statistic Statistic Statistic Std. error Statistic

Write/
read 
different 
location 
DPCAM

100
100

1 1.40 1.2262 0.00945 0.0945

Table 4. 
Descriptive statistics for simultaneous access latency Rd/Wr operations in the same DPCAM location.
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simulating the script with the DPCAM design at the gate level, the Power Analyzer 
Tool was used to assess static, dynamic, I/O, and overall power consumption.

This section compares and evaluates the power dissipation of DPCAM and four-
way SA caches with various memory capacities. The DPCAM dissipates electricity 
through near-far access modules. Static power, which is the leakage power of the 
functional unit on the FPGA excluding the I/O port, is the thermal energy used on 
the chip. Dynamic power is the amount of energy used when a unit is in use or when 
a signal is changing. The pins, which power components on and off-chip and have an 
impact on dynamic power, produce I/O power [22].

In Figure 12, the static, dynamic, and I/O power dissipation of DPCAMs and SA 
caches can be compared. From Figure 12a, it is evident that DPCAMs have a higher 
static power dissipation than SA caches. This is because increasing the size of the 
DPCAMs leads to the complexity of the hardware created by the CU and internal 
wires covering a larger surface, resulting in an increased static power dissipation. 
Tables 8 and 9 further provide a comparison of the static, dynamic, I/O, and total 
power dissipation of DPCAMs and SA caches, respectively, for different sizes. 
Figure 12b compares the dynamic power dissipation of DPCAM and SA. It can 
be observed that when the size is less than 512 K, the dynamic power of DPCAM 
is similar to that of SA. However, after 256 K, it increases significantly due to 

N Minimum Maximum Mean Std.

Statistic Statistic Statistic Statistic Std. error Statistic

Read SA 100
100

1.95 2.35 2.1584 0.01056 0.1056

Table 7. 
Descriptive statistics for read latency in SA.

N Minimum Maximum Mean Std.

Statistic Statistic Statistic Statistic Std. error Statistic

Write SA 100
100

1.88 2.10 1.9434 0.00382 0.0382

Table 6. 
Descriptive statistics for write latency in SA.

Figure 12. 
Power dissipation with variation in memory size: (a) Compared the static power dissipation between DPCAM 
and SA. (b) Compared dynamic power dissipation. (c) It is compared I/O power dissipation.
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Figure 13. 
Total power dissipation with variation in size.

Power in milliwatts (mW)

Size Static Dynamic I/O Total

16 K 32.214 1.13 11 44.344

32 K 64.33 2.14 11.21 77.68

64 K 107.57 2.99 11.10 121.66

256 K 349.5 7.98 11.88 369.28

512 K 796.2 22.90 12.07 831.17

1 M 1411.10 39.26 13.21 1463.57

Table 8. 
DPCAM power dissipation.

Power in (mW)

Size Static Dynamic I/O Total

16 K 28.9166 1.12 10.1 40.1366

32 K 57.33 1.62 10.1 69.05

64 K 99.41 2.79 10.6 112.8

256 K 334.750 5.48 11 351.23

512 K 696.261 10.021 11.025 771.307

1 M 1325.310 19.28 11.737 1356.326

Table 9. 
SA memory power dissipation.
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numerous active locations being accessed during read operations. Figure 12c‘s com-
parison of I/O power dissipation reveals that the DPCAM’s I/O power is comparable 
to the SA with varied sizes, since the off-chip pins remain constant regardless of the 
internal memory capacity. Figure 13 indicates that the total power used by DPCAM 
is only marginally higher than that of the SA cache, at around 7%. This small 
increase in power dissipation can be managed through power-saving techniques, 
such as those found in refs. [17, 18, 23–25], thus not prohibiting the adoption of 
DPCAM in multi-core systems.

4. Conclusion

A design of a special purpose-shared memory architecture based on CAM and 
a replacement algorithm has been presented in this chapter. This architecture was 
designed to enable multi-core processors to access the cache memory with lower 
latency than the traditional SA cache. It should be stressed that while all of the previ-
ous replacement algorithms do not make use of cache hardware architecture, they 
increase non-computational times for updating the location and introduce new access 
overhead. In order to lower the cost overhead and complexity of the cache controller, 
Near-Far Access Replacement Algorithm (NFRA) is also suggested and implemented 
as a hardware component inside the DPCAM module.

Testing the design on a Cyclone V Intel FPGA showed that the DPCAM could 
replace the shared cache in the memory hierarchy of a multi-core processor. The 
DPCAM had an average latency of 1.2 ± 0.09138 ns for reading operations and 
0.9679 ± 0.0642 for writing operations, which is better than other types of shared 
memory. Furthermore, the access latency for a write operation was almost the 
same regardless of the memory size. Although the DPCAM consumes more power 
than the SA memory, some power-saving techniques can be used to reduce this 
amount.

© 2023 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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