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Abstract: The extended optimal control problem is considered. It is necessary to find an optimal
control function, that not only provides the achievement of terminal state with optimal value of the
given quality criterion, but also is implemented in the control system of a real object. It means, that
the control function should depend on the state space vector, and the optimal solution should keep
optimality property at small perturbations of the found solution. To solve this problem machine
learning control by symbolic regression is used. In the extended optimal control problem, the problem
statement of stabilization system synthesis for movement along the optimal trajectory is included.
Synthesis problem is solved by the network operator method. In the synthesis problem a domain
of initial conditions is considered instead of one point of initial state. It provides less sensitivity of
found solution to perturbations of initial states. An example of solving the extended optimal control
problem with complex phase constraints in the form of bottleneck for four quadcopters is presented.

Keywords: optimal control; stabilization system; control synthesis; symbolic regression; evolutionary
computations

1. Introduction

Experts in the field of control are aware that the solution of the optimal control problem
in the classical statement [1] cannot be implemented directly in a real control object, even
in the presence of a sufficiently accurate mathematical model of the control object. The
main reason for it is that the solution to the classical optimal control problem is a time
function independent from coordinates of the state space vector. Therefore, the use of
the obtained solution in the control object results in an open-loop control system that is
sensitive even to small disturbances. The solution of the optimal control problem is only
needed to obtain the optimal program trajectory in the state space. To provide a movement
of a control object along this optimal trajectory, it is necessary to develop an additional
control system with feedback control. It should be noted here that the development of an
additional control system changes the mathematical model of the object that was used in
the optimal control problem. Thus, the optimal trajectory, obtained for a control object,
when solving an optimal control problem, is no longer optimal for an object with a control
system that provides movement along an optimal trajectory.

There are several ways to solve the optimal control problem and provide the movement
of an object along the optimal trajectory in the state space. In practice, engineers first make
these robots stable relative to some point in space, and then control the movement of the
robots by repositioning these stable points [2,3]. Usually, they set these points along a given
trajectory to allow robots to move along that trajectory. They do not solve the optimal
problem, because the control object stops near a stable point, and the task is to follow these

Eng. Proc. 2023, 33, 12. https://doi.org/10.3390/engproc2023033012 https://www.mdpi.com/journal/engproc
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points subsequently. To ensure stability in the state space, engineers usually apply linear
P-, PI- or PID-regulators in a feedback loop.

To provide practical feasibility of the solution, it is possible to solve the general control
synthesis problem instead of the optimal control problem. For this purpose, it is necessary
to change one initial state into a domain of initial states and to look for a control function of
the state space vector. The search for a structure of function of many arguments is a difficult
task. Here, it is possible to use methods of symbolic regression [4,5]. This perspective
direction allows the search of mathematical expressions in coded form by means of a
special evolutionary genetic algorithm. As a result, we obtain rather complex mathematical
expressions, but they can be directly applied in a real control object.

Another way to solve the optimal control problem that can be implemented in a real
object is to use a synthesized control specially developed for this purpose [6]. According to
this approach, firstly, the control synthesis problem is solved, and a control object becomes
stable in the state space relative to some equilibrium point. After that, the positions of this
stable equilibrium point are defined by the quality criterion of the optimal control problem
so that, if these positions are switched over equal time intervals, a control object every time
trends to the stable equilibrium point and moves along the optimal trajectory. As a result,
it achieves the given terminal state with the optimal value of the given quality criterion.

In this work, the third way of solution is considered, when after solving the optimal
control problem a stabilization system for motion along the optimal trajectory is obtained.
This problem is a control system synthesis for tracking the given trajectory. According to
this approach, a control object is included in the control system as a reference model for the
trajectory generation needed for tracking. Unlike some known works on tracking [7–10],
here the optimal trajectories obtained by solving the optimal control problem are considered
and a tracking system synthesis problem is solved by means of symbolic regression. In
this work, mathematical statements of the extended optimal control problem [11] and the
tracking system synthesis problem are presented. In the experimental part, the optimal
control problem for a group of four quadcopters is presented.

2. The Extended Optimal Control Problem

Consider the optimal control problem with additional requirements to the opti-
mal trajectory.

The mathematical model of control object is given

ẋ = f(x, u), (1)

where x is a state-space vector of control object, x ∈ R
n, u is a control vector, u ∈ U ⊆ R

m,
U is a compact set.

A compact set U determines restrictions on the control and is often presented in the
form of algebraic inequalities

u−
i ≤ ui ≤ u+

i , i = 1, . . . , m, (2)

where ui is a component of the control vector, u = [u1 . . . um]T , u−
i , u+

i are the given values,
i = 1, . . . , m.

The initial state is given:
x(0) = x0 ∈ R

n. (3)

The terminal state is given:

x(t f ) = x f ∈ R
n, (4)

where t f is a terminal time not given but limited, t f ≤ t+, t f is defined on achievement of
the terminal state, t+ is the given limit time of control process. If the control object does not
reach the terminal state in t+, then it is considered that the control object will never reach
the terminal state (4).
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The quality criterion is given

J =

t f∫
0

f0(x, u)dt → min
u∈U

. (5)

It is necessary to find a control function in the following form

u = v(t), t ∈ (0; t f ). (6)

If we replace a control vector u by the found control function v(t) in the right part of
ODE system (1), then the obtained ODE system

ẋ = f(x, v(t)) (7)

will have a particular solution that reaches the given terminal state (4) from the given initial
state (3) with the optimal value of the quality criterion (5).

Let v∗(t) be the optimal control function. In the second stage, consider the following
ODE system

ẋ∗ = f(x∗, v∗(t)),
ẋ = f(x, u).

(8)

In (8), the first subsystem is the reference model that generates optimal trajectory. For
the reference model, the initial state (3) is given.

For the second subsystem, a domain of initial states is given

X0 ⊆ R
n, (9)

where X0 is a compact set.
It is necessary to find a control function in the following form

u = h(x∗ − x) ∈ U, (10)

where x∗ is the given optimal trajectory or the particular solution of the reference system
in (8) from the given initial state (3).

The control function should minimize the following quality criterion

J1 =
∫

· · ·
∫

X0

max
t

‖x∗(t)− x(t, y)‖dt → min
h(x∗−x)∈U

, (11)

where y ∈ X0.

3. Symbolic Regression

To solve the synthesis problem and find the control function (10), symbolic regression
is used.

Symbolic regression is a perspective computational method that allows to find mathe-
matical expressions fully automatically. If someday humanity manages to create artificial
intelligence, that is, write a program that will reflect and form the goals of the calculation,
then this will be performed not manually but automatically. Symbolic regression is such
an approach. It allows finding the structure and parameters of mathematical expressions
automatically in a coded form. Previously, when the problem of finding a mathematical
expression arose, for example, for deriving the physical laws, humans wrote mathemat-
ical expressions with accuracy to values of some constant parameters. Only for finding
these parameters on experimental data, numerical methods were used, for example, the
least-squares method. Note, that any artificial neural network is a function with a given
structure and a big number of unknown parameters. The search of these parameters by
optimization algorithms is called machine learning.
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In this work, a network operator method is used to solve the tracking system synthesis
problem and to find the control function as a function of a state space vector.

To code mathematical expressions, symbolic regression uses an alphabet of elementary
functions. The network operator uses an alphabet of unary and binary functions and codes
a mathematical expression in the form of an oriented computational graph. Consider an
example of coding a mathematical expression by the network operator.

Let us be given a mathematical expression

y = q1 sin(x1 + q2 cos(x1 − x2)). (12)

The expression has two parameters q1, q2 and two variables x1, x2. The alphabet of
the following elementary functions is enough to present this mathematical expression.

A set of unary functions

F1 = { f1,1(z) = z, f1,2(z) = −z, f1,3(z) = sin(z), f1,4(z) = cos(z)}, (13)

A set of binary functions

F2 = { f2,1(z1, z2) = z1 + z2, f2,2(z1, z2) = z1z2}. (14)

Elementary function designations contain two indexes. The first index is the number of
arguments of the function, and the second index is its number in the set. Using elementary
functions, expression (12) can be written as

y = f2,2(q1, f1,3( f2,1(x1, f2,2(q2, f1,4( f2,1(x1, f1,2(x2))))))). (15)

In the network operator method, functions with two arguments f2,i(z1, z2) must be
commutative, associative and have a unit element, ei. If one of the arguments is equal to
a unit element, then the result of the calculations of the function is equal to the second
argument, f2,i(ei, z2) = z2. For the addition function, the unit element is zero, e1 = 0, and
for multiplication, the unit element is one, e2 = 1.

Figure 1 presents the network operator for the mathematical expression (15). Argu-
ments of the mathematical expression are placed in the source nodes of the graph, the
numbers of the binary functions are placed in other nodes of the graph and the numbers
of the unary functions are located over arcs. To present the network operator in the PC
memory, all nodes must be numerated so that the node number from which the arc outputs
is less than the node number where the arc inputs. It can be done if the graph has no loops.
Node numbers are pointed in the upper parts of the nodes.

Figure 1. The network operator of the mathematical expression.
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The network operator is presented in the PC memory in the form of an upper trian-
gular integer network operator matrix. The network operator matrix for the considered
mathematical expression is

Ψ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 1 0 1 0
0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0
0 0 0 0 1 4 0 0
0 0 0 0 0 2 1 0
0 0 0 0 0 0 1 3
0 0 0 0 0 0 0 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(16)

In the network operator matrix, the zero elements on the main diagonal point to the
lines corresponding to the source nodes. The non-zero elements of the main diagonal are
the binary function numbers. Non-zero elements above the main diagonal are the unary
function numbers.

In order to calculate the mathematical expression by the network operator matrix, it is
necessary to set a nodes vector of a dimension equal to the number of nodes of the network
operator graph

z = [z1 . . . zL]
T , (17)

where L × L is a dimension of the network operator matrix.
Firstly, it is necessary to initialize the nodes vector. The components of the nodes vector

corresponding to the source nodes are equal to the arguments of the mathematical expres-
sion, and the remaining components are equal to the unit elements of the corresponding
binary functions.

Further, the values of the components of the nodes vector change after passing each
line of the matrix and finding a non-zero non-diagonal element in it, as

z(i)j ←
⎧⎨⎩ f2,ψj,j(z

(i−1)
j , f1,ψi,j)(z

(i−1)
i ), if ψi,j 	= 0

z(i−1)
j

, i = 1, . . . , L − 1, j = i + 1, . . . , L, (18)

where ψi,j is an element of the network operator matrix Ψ = [ψi,j], i, j = 1, . . . , L.
For the network operator matrix (16), a nodes vector has the following changes

z(0) = [x1 x2 q1 q2 0 1 0 1]T ,

z(1) = [x1 x2 q1 q2 x1 1 x1 1]T ,

z(2) = [x1 x2 q1 q2 x1 − x2 1 x1 1]T ,

z(3) = [x1 x2 q1 q2 x1 − x2 1 x1 q1]
T ,

z(4) = [x1 x2 q1 q2 x1 − x2 q2 x1 q1]
T ,

z(5) = [z(4)1 . . . z(4)5 q2 cos(x1 − x2) x1 q1]
T ,

z(6) = [z(5)1 . . . z(5)6 sin(x1 + q2 cos(x1 − x2)) q1]
T ,

z(7) = [z(6)1 . . . z(6)7 q1 sin(x1 + q2 cos(x1 − x2))]
T .

(19)

For more details on the network operator and the genetic algorithm that searches for the
mathematical expression using the network operator, see the monographs [4,5].

4. Computational Experiment

Consider the optimal control problem for spatial movement of four similar quadcopters.

7
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The mathematical model of control object is

ẋj
1 = xj

4,

ẋj
2 = xj

5,

ẋj
3 = xj

6,

ẋj
4 = uj

4(sin(uj
3) cos(uj

2) cos(uj
1) + sin(uj

1) sin(uj
2)),

ẋj
5 = uj

4 cos(uj
3) cos(uj

1)− gc,

ẋj
6 = uj

4(cos(uj
2) sin(uj

1)− cos(uj
1) sin(uj

2) sin(uj
3)),

(20)

where j = 1, . . . , 4, gc = 9.80665.
The control is constrained

−π/12 � uj
1 � π/12,

−π � uj
2 � π,

−π/12 � uj
3 � π/12,

0 � uj
4 � 12, j = 1, . . . , 4.

(21)

For the system (20), the initial states are given:

x1,0 = [0 5 0 0 0 0]T , x2,0 = [10 5 0 0 0 0]T ,
x3,0 = [0 5 10 0 0 0]T , x1,0 = [10 5 10 0 0 0]T .

(22)

The terminal states are given

x1, f = [10 5 10 0 0 0]T , x2, f = [0 5 10 0 0 0]T ,
x3, f = [10 5 0 0 0 0]T , x1, f = [0 5 0 0 0 0]T .

(23)

The static phase constraints are given

ϕi(x
j) = ri −

√
(xi − xj

1)
2 + (zi − xj

3)
2 � 0, (24)

where i = 1, . . . , 4, j = 1, . . . , 4, r1 = r2 = r3 = r4 = 1.5, x1 = 1.5, z1 = 2.5, x2 = 1.5,
z2 = 7.5, x3 = 8.5, z3 = 2.5, x4 = 8.5, z4 = 7.5.

The dynamic phase constraints are given

χ(xj1 , xj2) = s −
√√√√ 3

∑
i=1

(xj1
i − xj2

i )
2 � 0, (25)

where j1, j2 ∈ {1, 2, 3, 4}, j1 	= j2, s = 1.5.
Initially, the optimal control problem is solved by the direct approach. For this purpose,

the time axis is divided into equal time intervals. In each interval, a control function is
found as a piecewise-linear time function. It is necessary to find the values of the constant
parameters on the boundaries of the time intervals. Taking into account the constraints on
control, the control function is

uj
i =

⎧⎪⎪⎨⎪⎪⎩
uj,+

i , if ũj
i > uj,+

i

uj,−
i , if ũj

i < uj,−
i

ũj
i , otherwise

, (26)

8
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where

ũj
i = qi+(k−1)m + (qi+km − qi+(k−1)m)

t − (k − 1)Δt
Δt

, (k − 1)Δt � t � kΔt, (27)

i = 1, . . . , m, m is a dimension of the control vector, m = 4, k = 1, . . . , N, N is the number
of intervals.

It is necessary to find the control functions for each control object as (26). The time
limit of the control process is t+ = 5.6. The time interval is Δt = 0.4. To solve the optimal
control problem, it is necessary to find 240 parameters, 4 · m · (N + 1) = 4 · 4 · (⌊ 5.6

0.4
⌋
+ 1

)
=

4 · 4 · 15 = 240.
To solve the optimal control problem by direct approach, the evolutionary hybrid

algorithm is used [6,12]. The algorithm includes evolutionary transformations of three
evolutionary algorithms, the genetic algorithm (GA) [13], particle swarm optimization
(PSO) algorithm [14] and grey wolf optimizer (GWO) algorithm [15].

Figure 2 shows projections of the found optimal trajectories on the horizontal plane.
Here, the solid line is for the trajectory of the first robot, dashed line—the second robot, dot-
dashed line—the third robot, dots—the forth robot, and circles are the static phase constraints.

Figure 2. Optimal trajectories on the horizontal plane.

At the second stage, the tracking system synthesis problem is solved. To solve the
synthesis problem, we used the network operator method.

The domain of initial states (9) was replaced by the set of points

xi(0) = xj,0
i ± 0.2, i = 1, 2, 3, j = 1, . . . , 4. (28)

In the quality criterion (11), an integral over domain was replaced by the sum of all
33 = 27 initial states.

The following solution was found by the network operator method

uj
i =

⎧⎪⎪⎨⎪⎪⎩
uj,+

i , if ûj
i > uj,+

i

uj,−
i , if ûj

i < uj,−
i

ûj
i , otherwise

(29)

where
ûj

1 = μ(A), (30)

9
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ûj
2 = μ(A)− μ3(A), (31)

ûj
3 = ρ17(û

j
2) + ρ19(B + μ(A)) + ρ17(C), (32)

ûj
4 = ûj

3 + ln(ûj
2) + sgn(B + μ(A))

√|B + μ(A)|+ ρ19(B)+

arctan(D) + sgn(E) + arctan(F) + exp(q2(xj,∗
2 − xj

2)) +
√

q1,
(33)

A = q3(xj,∗
3 − xj

3) + q6(xj,∗
6 − xj

6),

B = G + tanh(E + sin(C) 3√F) + exp(H)− C,

C = q1(xj,∗
1 − xj

1) + q4(xj,∗
4 − xj

4)

D = E + sin(C) 3√F + tanh(E) + ρ18(V),

E = F + arctan(A) + arctan(H)− V,

F = H + sgn(xj,∗
5 − xj

5) + (xj,∗
2 − xj

2)
3,

G = exp(D) + cos(q6(xj,∗
6 − xj

6)) + sgn(E + sin(C) 3√F)
√
|E + sin(C) 3√F|+ E−1 − q6,

H = ρ17(A) + V3 + C + ϑ(q5(xj,∗
5 − xj

5)) + xj,∗
5 − xj

5,

V = sin(q6(xj,∗
6 − xj

6)) + q5(xj,∗
5 − xj

5) + cos(q1) + ϑ(xj,∗
2 − xj

2),

ϑ(α) =

{
1, if α > 0
0, otherwise

, μ(α) =

{
α, if |α| < 1
sgn(α), otherwise

,

ρ17(α) = sgn(α) ln(|α|+ 1), ρ18(α) = sgn(α)(exp(|α|)− 1), ρ19(α) = sgn(α) exp(−|α|),
q1 = 11.52295, q2 = 7.54395, q3 = 15.45825, q4 = 12.39771, q5 = 15.94922, q6 = 10.84229,
xj,∗ = [xj,∗

1 . . . xj,∗
6 ]T is a program trajectory, generated by the reference model.

Figure 3 shows the trajectories from eight random initial states of given domain (28).
Here, blue lines mark trajectories from (3) and black lines mark trajectories from (28). As it
can be seen from the experiment, the obtained control system (29) for optimal trajectory
tracking guarantees the presence of an attracting neighborhood for the optimal trajectory
in the extended optimal control problem.

Figure 3. The optimal trajectory and disturbances trajectories from eight initial states.
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5. Results

The paper presents the statements of the optimal control problem and the stabilization
system synthesis with respect to the optimal program trajectory. To solve the synthesis
problem, machine learning by the network operator method was used. A brief description
of the network operator method is presented. A computational example is given for a group
of four quadcopters. To analyze the quality of the obtained solutions, we simulated the
synthesized stabilization system under perturbations of the initial state. The experiments
showed the high quality of the stabilization system.

6. Discussion

The implementation of the control system is related to the solution of the control
synthesis problem. As a result of solving the synthesis problem, we obtain a feasible
feedback control. It is a complex problem that does not have universal computational
methods. In this paper, we applied an approach based on the machine learning by the
symbolic regression method. The method is universal, but requires lots of calculations. It is
necessary to continue the study of this approach for other complex control problems.
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Abstract: Intelligent systems today are increasingly required to predict or imitate human perception
and behavior. In this, feature-based Machine Learning (ML) models are still common, since collecting
appropriate training data from human subjects for the data-hungry Deep Learning models is costly.
Considerable effort is put into ensuring data quality, particularly in crowd-annotation platforms
(e.g., Amazon MTurk), where fees of top workers can be several times higher than the median. The
common knowledge is that quality of input data is beneficial for the end quality of ML models, though
quantitative estimations of the effect are rare. In our study, we investigate how labeled data quality
affects the accuracy of models that predict users’ subjective impressions—per the scales of Complexity,
Aesthetics and Orderliness assessed by 70 subjects. The material, about 500 web page screenshots,
was also labeled by 11 workers of varying diligence, whose work quality was validated by another
20 verifiers. Unexpectedly, we found significant negative correlations between the workers’ precision
and R2s of the models, for two out of the three scales (r11 = −0.768 for Aesthetics, r11 = −0.644 for
Orderliness). We speculate that the controversial effect might be explained by a bias in the indiligent
labelers’ output that corresponds to subjectivity in human perception of visual objects.

Keywords: web interfaces; intelligent systems; machine learning; image recognition

1. Introduction

One of the implicit assumptions in Machine Learning (ML) is that the data that get
through the preliminary screenings and tweaks to the model training stage are appropriate.
As for ML models that seek to predict or simulate human behavior, such as user behavior
models (UBMs) in the field of Human–Computer Interaction (HCI), the situation is rather
more sophisticated. The actual interaction-related data, which are generally the input
of the predictive UBMs [1], arguably cannot be “bad”, as long as they reflect the human
“imperfection”. However, there are also increasingly important subjective dimensions, from
perceptional “how pleasant is our website design” in HCI to “how likely is it that you would
recommend our service to a friend” in marketing. By definition, the subjective impressions
are usually directly provisioned by human subjects—although indirect methods do exist,
e.g., facial emotion recognition. Correspondingly, Deep Learning is slow to take off in this
field, and an ample share of the models are feature based and rely on labeled data and the
subjective assessments.

There is a general consensus that inaccurately annotated data are a hindrance and
that the labeled data quality does not come for free. In micro-task platforms, such as
Amazon Mechanical Turk (MTurk), filtering of crowdworkers can be carried out by a
reputation that is principally based on the Approval Rate supplied by task requesters [2].
The fees charged by higher-paid workers are about four times above the median ones in
MTurk [3], even though it has been shown that even top workers can be indiligent [4].

Eng. Proc. 2023, 33, 3. https://doi.org/10.3390/engproc2023033003 https://www.mdpi.com/journal/engproc
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Reputation might have seemed an easy solution to crowd-labeled data quality a decade
ago [2], but the arsenal of methods and tools has been rapidly expanding since then [5],
as we subsequently outline in Section 2.1. The currently mainstream data quality control
methods are majority/group consensus and ground truth, which necessarily imply redundancy
(several workers performing the same task), wasting up to 33% of the output.

Even if data labeling work is carried out by volunteers and is technically free, their
limited effort should be used efficiently too. Although volunteers generally have higher
motivation than crowdworkers, redundancy might still be necessary to reach the certainty
thresholds [6]. Setting the latter is actually a major problem for a requester, which we
believe is not adequately covered in existing studies. Similarly to software debugging,
more is always better, and there is no hard threshold to improving the quality of the data,
only the one advised by practicability. Many developments to improve input data for
UBMs, e.g., the enhanced version of the robust Aalto Interface Metrics (https://github.
com/aalto-ui/aim, accessed on 1 June 2022) [7], are underway with the best intentions.
Unfortunately, estimating the concrete “return on investment” in data quality remains
problematic, as quantitative studies of its end effect in ML are scarce.

In our paper, we explore the relation between the completeness and precision of the
input data produced by 11 human labelers and the quality of the ensuing 33 user behavior
models built for 487 web page screenshots assessed by another 70 participants. Rather
unexpectedly, we find that the significant correlation between the labelers’ precision and the
quality of the models constructed for the subjective scales of aesthetics and orderliness is
negative. We attribute this preposterous result to the bias in indiligent labelers that brings
their output closer to some subjective dimensions of human visual perception. We did
not find any significant correlations for the labeling of completeness—even for complexity,
which is known to be affected by the number of visual elements. Our results question the
traditional data quality measures’ applicability for human-related data, although further
research is necessary.

The outcome has been preliminary reported and discussed at the 2021 Fall Conference
of Ergonomic Society of Korea (ESK). In the current paper, we present the extended version of
our results, referencing some of our previous related publications, such as [8,9]. In Section 2,
we briefly review the research relevant to human behavior data quality in ML and describe
our experiment. In Section 3, we construct the models and analyze the effects of the input
data on their quality. In the final section, we discuss the findings and their possible causes,
and outline directions for further research.

2. Method and Related Work

2.1. Data Quality Control in ML

As noted by philosophers long ago, the concept of good is very subjective. In relation
to ML, it was recently demonstrated that the understanding of “good data” varies consid-
erably for different stakeholders [10]. The concept of quality, though more objective and
operational, is domain specific [11] and multi-dimensional [12]. With respect to data, it
commonly involves the aspects of completeness, consistency, lack of duplicates, accuracy,
timeliness for the purpose, and so on—some researchers identify as many as 20 dimensions.
Since ML is predominantly concerned with precision and recall of the models, it associates
data quality for the most part with completeness and accuracy.

The importance of these two dimensions in data quality was well recognized even
before the ML era, and the related methodologies were classified as the ones helping
“selection, customization, and application of data quality assessment and improvement
techniques” [13]. Currently, the data quality control incorporates techniques for data
collection planning, cleaning, profiling, evaluation, monitoring, etc. About a decade ago,
strong focus in the field was established concerning crowd data, due to rapid advancement
of crowdworking platforms such as Amazon MTurk (2005), microworkers.com (2009),
Yandex.Toloka (2014), etc. The whole family of related meta-tools dedicated to data quality
control emerged, such as CDAS (2012), Crowd Truth (2014), iCrowd (2015), DOCS for
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AMT (2015), and others [9]. A comprehensive review of quality control in crowdsourcing
can be found in [5], where the methods are organized into three major groups: individual,
group and computation based. The former two generally imply involvement of humans in
the assessment of the annotators or of the tasks’ output.

It should be noted though that there has been a certain decrease in research enthusiasm
towards crowd data since then, as the involved disadvantages had been acknowledged [4].
ML and Intelligent Systems came to rely more on unstructured and uncontrolled data
sources [14], see Big Data [11,15] and data scrapped from the web [16]. A recent related
publication carefully catalogs the software tools for data quality measurement and mon-
itoring, listing a whopping 667 of them [17]. All in all, the quantitative engineering of
data quality is better developed in the fields where data generation is easier to control.
A recent example of such a field is IoT (see review in [18]), while the most established one
is industrial data, where datasets are well structured and plentiful. Researchers in the field
of industrial data quality already formulate it as a dataset selection problem and propose,
e.g., the criteria of estimated relative return improvement and estimated action stochasticity [19].
However, those working with human-related data more often than not have no luxury of
choosing between several datasets relevant to their specific problem.

2.2. Human Factor in Data Quality

The comparative rarity of reusing human behavior-related data outside of repro-
ducibility and meta-analysis studies (e.g., [20] using the dataset from [8]) is partially due
to its high value. The latter mainly comes from costly human time needed to generate
or label the data, but its potential economic value may be involved too—think of social
networks users’ behavior data. Another reason that decreases the chance for finding appro-
priate data for a specific problem is that human data are a task too and context-dependent,
and there is never a perfect match of factors and conditions. Moreover, their quality is
arguably less formalizable on the scale from “good” to “bad”, and the emerging concept of
“fitness-for-use” [21] might prove to be more appropriate than “quality”.

In the dawn of the AI/ML era, the human factor in data was rather considered a
nuisance (cf. user needs in the era of mainframes). For instance, 10 reasons for bad data
quality comprehensively listed by Lee et al. in 2006, include “subjective judgments during
data generation” [22]. Lately though, there is more recognition that human-related data are
special, and specific quality dimensions are introduced, such as ethical ones [23]. The latter
are arguably a response to the recently highlighted “inappropriate” behavior of trained
AIs, who started to demonstrate “racist”, “sexist”, or “offensive” behavior [24]—just in
accordance with the patterns they found in human-generated training data.

Still, the urgency of ML methods to describe human behavior is widely recognized, and
UBMs that both incorporate domain knowledge and are trained on practical data is a popu-
lar implementation. The models’ output are certain key performance characteristics—the
examples in HCI field are success rate, time to complete a task, dimensions of subjective
satisfaction, etc. The corresponding input data generally would need to specify the char-
acteristics of the target users and the parameters of a candidate UI [1]. The techniques
for parameterizing the UI can rely on manual labeling, on automated design mining algo-
rithms (see in [25]), or on their combination [9]. Indeed, the algorithms for calculating the
features are already numerous, and the developers put in a considerable effort in improving
them [7]). However, the data quality studies in the field rather focus on adherence to “best
practices” [26] and the reasons leading to “bad” models [27]. Quantitative studies of the
data effect are rare, if any.

So, we undertook the following experimental study to relate the measured dimensions
of the input data quality and the quality parameters for some simple UBMs.
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2.3. The Experiment Description
2.3.1. Material

The material in our experiment was screenshots of website homepages belonging to
universities and colleges from all over the world (but only their English versions). First,
we automatically collected 10,639 screenshots in PNG format using a dedicated Python
script crawling through various catalogs, DBPedia, etc. Then, we manually selected 497
of them for the experiment (see [8] for more detail)—hereafter, references as the UIs. To
ensure better diversity of UI elements, the screenshots were made for full web pages, not
just of the part above the fold or of a fixed size.

2.3.2. Procedure
UI Assessment

In a dedicated online survey (see details in [8]), the participants provided the subjective
assessments of their impressions for each UI, per the three visual perception scales that
we employed:

• How visually complex is the UI: Complexity;
• How aesthetically pleasant is the UI: Aesthetics;
• How orderly is the UI: Orderliness.

Complexity and aesthetics were elected as arguably the most popular dimensions in
studies of subjective visual perception [20]. Orderliness was added mostly for the purpose
of validity control of the assessments, as most studies in HCI are uniform about the positive
correlation of UI regularity with aesthetics and the negative one with complexity. For each
of three the scales, Likert ratings were used (1—lowest, 7—highest). The participants were
instructed to provide their honest subjective assessments and were told that there are no
right or wrong answers. The screenshots were randomly assigned to each participant suc-
cessively, and the completeness of the assessment for all the 3 scales per UI was mandatory
and controlled by the survey software.

UI Labeling

The labelers used LabelImg (Version 1.8.1, from https://github.com/tzutalin/labelImg,
accessed on 1 June 2022), a third-party dedicated software tool that saves the output as XML
files in PASCAL VOC format. They were asked to draw bounding rectangles around UI
elements in the screenshots, as precisely as possible, and to choose one of the 20 pre-defined
classes for the element: image, background image, text, textinput, link, button, etc. (see the
complete list in [9]). The participants were provided with the written instruction on UI
labeling and on technical usage of LabelImg and asked to process as many UI elements
in each UI as possible. The screenshots were distributed among them near evenly, but no
random assignment was performed.

The Labeling Verification

For each UI element in each screenshot, the verifiers could specify the labeling as correct
or incorrect. In addition, for each UI the they were asked to subjectively assess completeness,
i.e., if all the visible UI elements had been labeled, on the scale from 1 (very few elements)
to 100 (all elements). The verifiers had the written instruction with recommendations for
making the correct/incorrect decision, based on the UI elements’ bounding box precision
and the correct specification of its class. To support the verification procedure, we have
developed a custom web-based software. The previously labeled UIs were distributed
among the verifiers near evenly, but without a random assignment.

2.3.3. Subjects

There were 3 groups of human participants, mostly students of Novosibirsk State
Technical University (NSTU), who performed the aforementioned activities:
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1. The UI assessment was performed by 70 participants (43 females, 27 males), whose age
ranged from 18 to 29 (mean 20.86, SD = 1.75).

2. The UI labeling was performed a few months later by another 11 participants (6 male,
5 female), with the age ranging from 20 to 24 (mean = 20.5, SD = 0.74).

3. The verification of the labelers’ output was performed a few months later by yet another
20 participants (10 male, 10 female), whose ages ranged from 20 to 22 (mean = 21.1,
SD = 0.45).

All the participants took part in the study voluntarily, and informed consent was
obtained. They had normal or corrected to normal vision and reasonably high experience
in the general usage of IT.

2.3.4. Design

The mean UI assessment ratings per the screenshots on the three scales of complexity,
aesthetics, and orderliness (ScaleC, ScaleA, and ScaleO, respectively) were used as the
output variables for the 3 × 11 = 33 user behavior models that we would construct for each
scale and each labeler.

The input data for the models were 8 factors, whose values we automatically calculated
for each UI from the labeling data, using our dedicated Python script:

1. number of all UI elements,
2. number of text elements,
3. share of the text elements’ area in the screenshot,
4. number of image elements,
5. share of the image elements’ area,
6. number of background image elements,
7. share of the background image elements’ area,
8. share of whitespace (the screenshot area minus all the other labeled elements).

From the 20 labeled classes, we deliberately chose the most visually prominent ones:
text, image and background image, since our experiment implied visual perception of the
material, but no interaction with the UIs—hence, no link, radiobutton, selectbox, textinput,
and so on.

So, our experiment had between-subject design. The main independent variables were
subjective completeness (SC) and Precision, averaged for each of the 11 labelers:

Precision =
correct

correct + incorrect
. (1)

The (derived) dependent variables were the quality parameters (R2s) of the user be-
havior models. We also controlled for another derived variable, the number of screenshots
processed by each labeler (UI).

Our hypothesis was that higher SC and precision, corresponding to better quality of
the labeling data, should result in the better quality of the models (R2s).

3. Results

3.1. Descriptive Statistics

In total, we collected 12705 assessments for the 497 UIs. Further, the 11 labelers
specified 42,716 elements in 495 UIs (see [Table 1] in [9]), and the quality of their work was
evaluated by 20 verifiers. Some UIs had technical problems or incomplete evaluations, so,
we remained with 487 valid UIs (98.0%), for which the descriptive statistics are presented
in Table 1. The first and second names of the labelers are abbreviated in the IDs.
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Table 1. The descriptive statistics per the labelers (M ± SD).

UI Labeling UI Assessment

ID UIs Elements ScaleC ScaleA ScaleO

AA 54 4802 3.67 ± 0.55 4.20 ± 0.86 4.43 ± 0.63
GD 44 3520 3.55 ± 0.56 4.07 ± 0.74 4.47 ± 0.53
KK 44 3927 3.33 ± 0.59 4.32 ± 0.71 4.59 ± 0.57
MA 44 5349 3.60 ± 0.63 4.02 ± 0.76 4.36 ± 0.56
NE 44 4994 3.57 ± 0.65 3.97 ± 0.90 4.34 ± 0.64
PV 43 4544 3.69 ± 0.74 4.34 ± 0.74 4.66 ± 0.58
PE 42 2569 3.69 ± 0.64 3.79 ± 1.07 4.16 ± 0.80
SV 43 3737 3.54 ± 0.63 4.22 ± 0.90 4.46 ± 0.68
ShM 41 1675 3.55 ± 0.71 4.05 ± 0.88 4.43 ± 0.56
SoM 45 3266 3.62 ± 0.73 4.25 ± 0.91 4.44 ± 0.68
VY 43 3630 3.47 ± 0.61 4.07 ± 0.83 4.52 ± 0.67
Total 487 42,013 3.57 ± 0.64 4.12 ± 0.86 4.44 ± 0.64

To check for the homogeneity of the UI assessments per the 11 labelers, we ran
ANOVA tests for all three scales. We found a barely significant effect of ID only on
ScaleO (F10,476 = 1.87, p = 0.047), but not on ScaleC (F10,476 = 1.21, p = 0.284) or ScaleA
(F10,476 = 1.63, p = 0.096). The post-hoc test for ScaleO (Tukey HSD, since there were many
levels of the independent variables) found significant difference (at α = 0.05) only between
labelers PV and PE (p = 0.012). The variances were not different (p = 0.372), so the
ANOVA assumptions were met. Pearson correlations for the assessments per UIs were
highly significant between ScaleA and ScaleO (r487 = 0.771, p < 0.001), as well as between
ScaleC and ScaleO (r487 = −0.145, p = 0.001), but not between ScaleC and ScaleA.

In the verification, 37,053 labeled elements were specified as correct and 4967 as
incorrect, and the mean Precision per labelers was 88.7%, which indicates a reasonably
good work quality. The Pearson correlation between Precision and SC per labelers was
not significant (p = 0.727), which suggests that these two aspects of UI labeling quality
are distinct. The correlation between SC and the average number of correct objects was
significant (r11 = 0.622, p = 0.041), unlike for the number of all labeled objects (r11 = 0.170,
p = 0.618), which reinforces the meaningfulness of the verification.

3.2. The Effect of the Input Data Quality in the Models

To construct the UBMs, we relied on simple linear regression, since we only had a
limited number of data samples (41–54) for each labeler. So, we built 33 models, each
having the same 8 factors calculated from each labeler’s output. The R2s obtained for
the models are presented in Table 2, together with the mean labelers’ quality parameters
obtained from the UI’s verifications.

Since the number of screenshots processed by each labeler (UI) was not exactly the
same (see in Table 1), we checked its correlations with R2s for each of the three scales. We
found that neither of the Pearson correlations was significant at α = 0.05, so treating all
labelers’ models universally is justified.

The subsequent Pearson correlations analysis revealed that the SC did not have a
significant correlation (at α = 0.05) with the models’ quality parameter (R2) for either of the
scales. Even for ScaleC, the correlation was r11 = −0.062 (p = 0.856), whereas the visual
complexity of a user interfaces is known to be influenced by the number of elements [25].
For the sake of checking the conceptual validity of our SC variable, we also checked the
association between the factual average number of elements per UI for each labeler and the
R2s. Again, neither of the Pearson correlations were significant (at α = 0.05), the correlation
for ScaleC being r11 = 0.274 (p = 0.415).
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Table 2. The labelers’ and the models’ quality.

UI Labeling Quality Models’ Quality (R2s)

ID SC Precision ScaleC ScaleA ScaleO

AA 73.0% 89.0% 0.108 0.149 0.114
GD 84.3% 89.9% 0.261 0.345 0.222
KK 82.5% 95.5% 0.261 0.252 0.152
MA 75.1% 72.0% 0.362 0.486 0.295
NE 78.3% 85.1% 0.316 0.488 0.416
PV 81.7% 91.6% 0.363 0.289 0.199
PE 72.0% 77.9% 0.165 0.568 0.611
SV 80.4% 97.4% 0.277 0.176 0.213
ShM 77.5% 89.5% 0.337 0.324 0.215
SoM 56.0% 95.9% 0.304 0.309 0.198
VY 95.5% 92.8% 0.204 0.110 0.169
Avg. 77.8% 88.7% 0.269 0.318 0.255

For precision, we found significant negative correlations with the R2s for ScaleA
(r11 = −0.768, p = 0.006) and ScaleO (r11 = −0.644, p = 0.032), but not for ScaleC
(r11 = −0.051, p = 0.883). Recognizing the possible inaccuracy of our quality measures,
we tried treating R2 and the precision as ordinal variables—this is rather practical, since
task requesters are often interested in only accepting the output from the best labelers.
However, the results did not change very much for Kendall’s tau-b correlation measure:
τ11 = −0.491, p = 0.036 for ScaleA and τ11 = −0.418, p = 0.073 for ScaleO.

4. Discussion and Conclusions

Seeking to explore the effect of input data quality, we undertook an experimental
study with 101 human participants and 497 web UIs. Our assumption was that better
quality of the UI labeling should result in better quality of UBMs.

Contrary to our expectations, we found significant negative correlations between the
labeling quality parameters and the resulting models’ quality (see Table 2) for the subjective
impression dimensions of aesthetics (r11 = −0.768) and orderliness (r11 = −0.644). Before
deciding to report the negative research results in the current paper, we revisited the possi-
ble biases. However, the following considerations re-enforce the validity of our findings:

1. Invalid UI assessment: there was almost no significant difference in the distribution of
the ratings per the labelers.

2. Invalid UI labeling: dimensions of precision (88.7%) and SC (77.8%) indicated high
work quality and were distinct.

3. Invalid Verification: SC was correlated (r11 = 0.622) with the number of correct objects,
but not with the number of all objects.

4. Invalid subjective impressions scales: as expected, ScaleA and ScaleO had significant
positive correlation (r487 = 0.771), while ScaleC and ScaleO had significant negative
correlation (r487 = −0.145). The relation between ScaleA and ScaleC was more contro-
versial, as known from the literature [20], and we did not find a significant correlation.

5. Imperfection in quality measurement: we tried the objective measure for SC (elements
per UI) and ordinal scale correlation (Kendall’s tau-b) for Precision, but there were no
major changes in the outcomes.

6. Uncontrolled differences in the models: the sample sizes varied from 41 to 45 (and even to
54 for one of the labelers), but there was no correlation between UI and the models’ R2.

The discovered negative correlations between the labelers’ precision and the quality
of the resulting models are not entirely clear to us, and we do not yet have a convincing
explanation. We would like to note that the effect was found for the scale of aesthetics
and the related scale of orderliness, but not for the less subjective scale of complexity. It is
believed that aesthetics judgements for visual objects are rather high level, involving the
factors of layout, visual hierarchy, colors, etc. Individual elements are grouped according
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to Gestalt principles, and imprecisions and omissions might even contribute to that—think
of an Impressionist painting. Correspondingly, we might speculate that the indilligent
workers would have a bias towards picking the UI elements and labeling them in a way
matching the actual human perception. However, a much closer look at their output would
be required before making any justified conclusions.

Among the limitations of our study, we see the relative minimalism of the linear
regression UBMs. We only employed eight factors, and often they would not even be
significant in the models. Correspondingly, the absolute quality levels of some models
were rather modest, while the average R2 per the 33 models turned out to be 0.281. The
latter is arguably acceptable for our small-scale study that deliberately incorporated the
potentially low-quality input data. For instance, in our another study with the same set of
university websites screenshots, R2s ranged from 0.105 to 0.248 (similarly, aesthetics had
the highest R2 of the three scales) [8]. However, recognizably, there the number of factors
was smaller, and the number of samples was higher. In any case, in the current study we
were interested in the relative values and never intended to use the models in production.

Our further research prospects involve experimentation with more labelers and a more
diverse set of the web UIs. Having collected more data, we plan to employ artificial neural
network (ANN) models, instead of the simple linear regression ones. ANNs are known as
universal approximators and can naturally handle systematic bias in data.
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Abstract: A predictive model for the early diagnosis of breast cancer based on the concentration of
some cytokines in the tumor microenvironment in the blood was built in this paper. In the work,
the influence of the following cytokines was studied: monocytic chemoattractant protein-1, vascular
endothelial growth factor, tumor necrosis factor-alpha, interferon gamma, transforming growth
factor-beta1, granulocyte colony stimulating factor, and granulocyte-macrophage colony stimulating
factor. As a result of preliminary statistical analysis, some combinations of these cytokines that
allowed for almost reliable detection of the presence or absence of breast cancer were identified.
Based on the identified combinations, new features were constructed. A machine learning model was
trained using gradient boosting for its classification method. The built model has an accuracy equal
to 1.0 at this stage, so the authors find it reasonable to carry out additional tests of the model for more
patients. However, even at this stage, it can be concluded that the concentration of cytokines in the
blood serum is applicable for the early diagnosis of breast cancer.

Keywords: tumor microenvironment; cytokines; machine leaning; breast cancer; blood analysis;
predictive analysis

1. Introduction

Breast cancer (BC) is the most common type of cancer in women in the world. BC
accounts for about 12 percent of newly diagnosed cancers and 25 percent of all cancers in
women [1]. According to the statistics of the World Health Organization [1], more than
2.3 million cases of BC were diagnosed worldwide in 2020, which accounted for approx-
imately 24.5% of all cancer cases, and more than 680 thousand patients with diagnosed
BC died. The early diagnosis of BC significantly reduces the risk of death. The survival
rate for early BC diagnosis approaches 99.1%, and the mortality rate reaches 70% for late
diagnosis [2] (Figure 1). At the same time, the early diagnosis of breast cancer cannot be
considered sufficient, since the localized stage accounts for only 64% of newly diagnosed
cases of breast cancer (Figure 2) [2].

The incidence and mortality of breast cancer increased rapidly in developing coun-
tries [3–5]. Therefore, along with early diagnostic methods such as mammograms, clinical
breast exams, and breast self-exams, it is of interest to develop new methods of additional
minimally invasive clinical diagnostics that could improve early detection and prognosis
in breast cancer. Such new approaches can be created using methods and algorithms of
artificial intelligence, thereby creating a predictive system for the early diagnosis of breast
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cancer based on a number of biophysiological parameters of the patient. This paper is
devoted to the creation of a predictive system for the early diagnosis of breast cancer by
analyzing the tumor microenvironment and its cytokines. The tumor microenvironment
(TME) is a microenvironment that is formed as a result of the interaction between tumor
tissue and the cells of the immune system that infiltrate it. The concentration of TME
cytokines in the blood varies depending on the activity of the tumor and the presence
of a metastatic process. As shown in [6], the mediator imbalance of the MCO, its special
characteristics, can be used for diagnosing and predicting tumor development. In the
previous work of [6], the authors analyzed changes in the concentration of cytokines in the
TME for breast cancer for two cases—for the incubation of tumor biopsies and for biopsies
of unchanged breast tissue with the determination of spontaneous cytokine production for
analyzing the cytokine concentrations in blood serum. This work describes the experience
of creating a predictive system based on the cytokine concentrations in blood serum, since
this method seems to be more convenient for patients for early BC diagnosis.

Figure 1. 5-Year relative survival.

Figure 2. Percent of cases by stage.

The purpose of this work is to develop a predictive system for early BC diagnosis by
the cytokine concentration in the blood serum.

2. Materials and Methods

Clinical research was carried out in the Regional Clinical Oncological Dispensary,
Saratov, Russia. A total of 80 patients (50–69 years) with diagnosed breast cancer were
involved in this clinical research.

The inclusion criteria were as follows: 1. age 50–69 years, 2. the I–IV stage of BC, 3. the
signed consent to informed participation in the study.

The exclusion criteria were as follows: 1. malignant tumors of other localizations,
2. acute infectious diseases, 3. chronic diseases in an acute phase (bronchitis, bronchial
asthma, pyelonephritis, etc.), 4. concomitant background in the form of somatic diseases in
the sub- and decompensation stage (cardiovascular insufficiency, insufficiency circulatory,
hepatic, renal failure, and diabetes mellitus).
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The comparison group consisted of 26 almost healthy women with ages ranging from
41 to 62 years old.

The study was approved by the local ethics committee of the Medical University
“Reaviz”, Saratov branch (protocol No. 7 dated 21 July 2017).

Healthy women of the comparison group and patients were examined in accordance
with the Clinical Guidelines of the Russian Federation. The patients were classified by the
BC stages according to the TNM classification, revision 7 (2012). The patients were divided
into three groups. The zero study group included healthy women without BC. The first
study group (local cancer, 37 (46%) patients) included patients with the first and second
stages of BC; the second study group (spread cancer, 43 (54%) patients) included patients
with the third and fourth stages.

Samples of seven blood serum cytokines were taken from women of the comparison
group (n = 26) and from the patients with diagnosed BC (n = 80) before therapy. The follow-
ing serum cytokines were obtained: MCP–1 (monocyte chemoattractant protein-1), VEGF
(vascular endothelial growth factor) , TNF–α (tumor necrosis factor-alpha), IFN–γ (inter-
feron gamma), TGF–β1 (transforming growth factor-beta1), G–CSF (granulocyte colony
stimulating factor), and GM–CSF (granulocyte-macrophage colony-stimulating factor).
The levels of MCP–1, VEGF, TNF–α, and IFN–γ were determined by solid-phase ELISA
(a set of reagents of Vector Best JSC, Novosibirsk). For the study of TGF–β1, G–CSF, and
GM–CSF, a “sandwich” ELISA variant (three-stage) with mono- and polyclonal antibodies
to cytokines (R&D Systems, UK) was used. To activate the inactive form of TGF–β1, blood
serum was kept for 60 min before ELISA in an environment with pH 1–2.0, followed by
neutralization to pH 7.2–7.6 [6].

3. Statistical Analysis

At the first stage, a statistical analysis was carried out to determine the parameters
that had the greatest impact on the stage of cancer. Figure 3 shows the matrix of paired cor-
relation coefficients for the studied parameters for three groups of patients (no BC—stage 0,
local cancer—stage 1, spread cancer—stage 2), and for two groups of patients, divided
according to the principle—breast cancer is absent (stage 0) and breast cancer is diagnosed
in any (local or spread) form (stage 1).

(a) (b)

Figure 3. Correlation matrices. (a) three groups (0—no BC, 1—local BC, 2—spread BC); (b) two groups
(0—no BC, 1—local or spread BC).

As can been seen in Figure 3a, there was a positive correlation between the zero stage
of BC (no BC), the local, and the spread BC stages and the cytokine concentrations in the
blood serum: TGF–β1 (R = 0.58; p < 0.05), MCP–1 (R = 0.5; p < 0.05), and G–CSF (R = 0.43;
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p < 0.05) showed positive correlations. meaning retained For GM–CSF (R = 0.41; p > 0.05),
TNF–α (R = 0.32; p > 0.05), and VEGF (R = 0.24; p > 0.05) the correlation with the BC stage
was absent or had a non-linear nature. A completely different situation occurred when
patients were divided into two groups according to the absence of BC and its presence. The
results of the t-test of the statistical significance of differences between these groups for the
considered cytokines are shown in Table 1.

Table 1. Comparison of the baseline cytokines characteristics for BC patients and healthy women
(N total= 107).

No BC Yes BC t-Value t Critical p
Cytokine Mean ±SD Mean ±SD

G–CSF 7.81 2.90 158.25 73.27 10.43 1.98 <0.01
GM–CSF 0.98 0.21 10.04 6.05 6.67 <0.01
VEGF 440.78 239.98 535.54 132.15 2.56 <0.05
MCP–1 186.70 90.75 404.07 212.44 5.06 <0.01
TNF–α 2.15 0.98 6.97 3.47 6.97 <0.01
IFN–γ 20.39 3.36 18.93 5.54 1.22 >0.05
TGF–β1 28,159.62 15,728.94 43,275.01 16,419.02 4.11 <0.01

From Table 1, it follows that the concentrations of all considered cytokines, except for
IFN–γ, were statistically significant and different for patients with and without BC. To
visualize the obtained results, scatter diagrams were constructed for all pairwise combi-
nations of cytokines. Some of these diagrams are shown in Figure 4. As follows from
the scatter diagrams, although IFN–γ did not correlate in any way with the presence or
absence of BC, combinations of IFN–γ and some other cytokines made it possible to quite
clearly identify the intervals for these cytokines values in which not a single case of BC
was observed.

Figure 4. Scatterplots of some pairwise combinations of cytokines. Blue dots are a group of healthy
women, orange dots are a group of local BC, and green dots are a group with spread BC.
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Based on the results of a preliminary statistical analysis, it was decided that it was
necessary to construct new combinations of features for training a predictive machine
learning model.

4. Machine Leaning and Predictive Algorithm

The following combinations of cytokines were taken as new features for training
the predictive classification model: TNF–α and GM–CSF, TNF–α and G–CSF, IFN–γ and
GM–CSF, IFN–γ and G–CSF, MCP–1 and GM–CSF, MCP–1 and G–CSF, VEGF, and G–CSF.

An importance diagram is shown in Figure 5. As can be seen in Figure 5, the vast
majority of constructed parameters had a more significant effect on the target variable than
the cytokines. Therefore, the model was trained on the constructed parameters and on the
G–CSF cytokine.

Figure 5. Percent of Cases by Stage.

The formulated problem was reduced to solving the classification problem when we
assigned the patient to one of two categories (0—no BC and 1—yes BC) based on the
values of the parameters. To solve the problem, the Gradient Boosting for Classification
algorithm and supervised learning were used. Gradient Boosting is a machine learning
technique that is widely used to solve regression and classification problems. In fact, it
represents the decision as a set of weak prediction models, which are typically decision
trees [7,8]. This method works well on samples with heterogeneous data and is able to
effectively find non-linear relationships in data of various natures. The main set of patients
was randomly divided into training and test sets, but in such a way that the resulting
sets were statistically the same with a reliability coefficient no worse than 0.05. The best
parameters for the Gradient Boosting for Classification algorithm were selected using a
Randomized Search on Hyperparameters (RandomizedSearchCV), which allows for the
quick exploration of a wide ranges of parameters of predictive algorithms and their impact
on the accuracy of the generated forecast. For the case under consideration, the following
parameters were recognized as the best parameters for the Gradient Boosting for Classifica-
tion: n_estimators = 1500, min_samples_split = 8, min_samples_leaf = 3, max_features = 5,
max_depth = 4, and learning_rate = 0.001, where n_estimators is the number of gradient
boost steps; learning_rate is the learning rate; max_features is the number of features
to consider when looking for the best split; and max_depth is the maximum depth of
individual regression scores, which limits the node quantities in the tree.

Calculating the ROC AUC metrics score on the test set gave the following results:
an accuracy (overall correct predictions) of 1.0 and an AUC of 1.0. A confusion matrix is
shown in Figure 6. As can be seen in Figure 6, all predicted (Pred) values of the target
variable coincided with true (True) for the test set.
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Figure 6. Percent of cases by stage.

5. Conclusions

In this work, the predictive system for the early diagnosis of breast cancer was built
based on machine learning methods. The concentration of cytokines in blood serum and
their combinations were used for a prognosis. The accuracy of the prediction value being
equal to 1 can be explained by the following reasons. Firstly, the model was trained on
constructed features, which were pairs of cytokines. Furthermore, these pairs were defined
at the stage of preliminary statistical analysis as combinations that were clearly different
for patients who have BC and those who do not. Therefore, it was possible to divide
the patients into two categories based on these pairs of cytokines. Secondly, the training
and test sets were obtained randomly from the initial sample but in such a way that they
were not statistically distinguishable. Third, the result obtained can be explained by the
insufficient number of patients in the initial set. Therefore, as the next step, the further
testing of the constructed predictive system for a larger quantity of patients has to be
carried out. However, even at this stage, it can be concluded that the concentration of
cytokines in the blood serum is applicable for the early diagnosis of breast cancer.
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Abstract: Currently, neural networks are being widely implemented for the diagnosis of various
diseases, including cancer of various localizations and stages. The vast majority of such solutions use
supervised or unsupervised convolutional neural networks, which require a great deal of training
data. Using unsupervised image segmentation algorithms can be considered the preferred trend
since their use significantly reduces the complexity of neural network training. So, developing
unsupervised image segmentation algorithms is one of the topical tasks of machine learning. This
year, a team of developers from Google, MIT, and Cornell University developed the STEGO algorithm,
which is an unsupervised and non-convolutional neural network. As its author stated, the STEGO
algorithm performs well at image segmentation problems compared with other machine learning
models. And this algorithm does not need a large amount of training data, unlike convolutional
neural networks, which are widely used for medical image analysis. So, the aim of this work is to
check the possibility of using this neural network for scintigraphy image segmentation by testing
whether the STEGO algorithm is relevant when applied to a scintigraphy dataset. To achieve this goal,
the intersection over union metric (IoU) was chosen for evaluating the correctness of the detection
of the location of metastases. The training dataset consists of scintigraphic images of patients with
various types of cancer and various metastasis appearances. Another version of this metric (mIoU,
mean intersection over union) was also used by the creators of STEGO to assess the quality of the
model to segment images with different kinds of content. Since the calculated metrics are not good
enough, the use of this algorithm for scintigraphic image analysis is not possible or requires the
development of a special methodology for this.

Keywords: artificial neural networks; machine learning in medicine; deep learning; image segmentation

1. Introduction

1.1. Artificial Intelligence and It’s Applications

Artificial intelligence (AI) in the world is one of the most promising information
technology industries, and there are many examples of improving the living conditions of
people through the implementation of machine learning algorithms into their everyday
activities [1]. However, despite the already quite widespread use of AI in the economy
and other human routines, there are areas of human life where the introduction of neural
networks is quite specific, and medicine is among them. Using methods for processing
data about a person by implementing a neural network to make a diagnosis, recommend
medicines, and carry out a course of treatment entails a high level of responsibility for the
lives of people to whom these methods will be applied. However, artificial intelligence in
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medicine is the use of machine learning models to search medical data and uncover insights
to help improve health outcomes and patient experiences. Thanks to recent advances in
computer science and informatics, artificial intelligence (AI) is quickly becoming an integral
part of modern healthcare. AI algorithms and other applications powered by AI are being
used to support medical professionals in clinical settings and in ongoing research.

1.2. Scintigraphy

Scintigraphy is a modern method of radionuclide visualization based on the registra-
tion of irradiation generated by the radioactive substance inside a patient. Scintigraphy
is used for the evaluation of the functioning of various organs and tissues. Diagnostic
methods such as X-ray, ultrasound, CT, or MRI are focused on detecting structural changes
in body tissues, and are not always able to distinguish the disease in its early stages, when
deviations manifest themselves at the level of biochemical changes in tissues. Radionuclide
research methods are indicated for diseases of the heart, the brain, the kidneys, and the
liver and look indispensable in identifying and assessing the prevalence of oncological
processes. Currently, scintigraphy is widely used in the USA, Europe, and a number of
other countries. So more than 17 million radionuclide studies on more than 15 million
people were conducted in 2007 in the USA. In Europe, in the same year, over 12 million
studies were conducted [2].

1.3. Machine Learning Usage in Scintigraphy

It was worth expecting the appearance of attempts to apply deep learning methods
to radionuclide diagnostics. Recent research has been completed on these areas that has
resulted in an AI model that demonstrates high-quality diagnostics of cancer bone metasta-
sis [3,4]. The area under the curve (AUC) of receiver operating characteristic (ROC) was
0.988 for breast cancer, 0.955 for prostate cancer, 0.957 for lung cancer, and 0.971 for other
cancers [3]. This model, after retraining, demonstrated performance comparable to that of
physicians individually classifying bone metastasis. Further AI-consulted interpretation
also improved diagnostic sensitivity and accuracy. In total, this AI model performed a
valuable benefit for nuclear medicine physicians in the timely and accurate evaluation of
cancer bone metastasis [3]. In the work of Papandrianos A. et al. [5], several convolutional
neural network algorithms, such as esNet50, VGG16, MobileNet, and DenseNet, were
compared with each other in terms of efficiency for bone metastasis diagnosis by means of
the analysis of scintigraphy images in RGB and gray scales. As has been shown, some of
these neural networks can achieve high accuracy, up to 92.50%, with the specific values of
the models. However, convolutional neural networks have great disadvantages. For ex-
ample, convolutional neural networks need a lot of training data and can’t recognize the
orientation and position of objects [6]. Therefore, the authors [5] could not create any classi-
fication model suitable for practical use since they had only 408 images. A brief overview
of some image processing algorithms regarding the task of scintigraphic image analysis
were discussed in ref. [7]. In this work [7], the authors proposed a new machine learning
approach in which the problem is rephrased to the multi-label learning problem and each
bone will be labeled with a non-empty subset of all possible labels. The articles above do not
exhaust the methods and algorithms of deep learning for scintigraphic images [8,9]. Thus,
the problem of developing deep learning algorithms for the analysis of scintigraphic images
is a task of current interest. Of special interest is the use of completely new architectures
of neural networks and deep learning algorithms not originally intended for the analysis
of medical images such as scintigraphy. One of such neural network architectures is the
self-supervised transformer with energy-based graph optimization (STEGO) framework,
which was published recently in [10]. This framework distils unsupervised features into
high-quality, discrete semantic labels .

The purpose of this work is to evaluate the applicability of STEGO to the scintigraphic
image segmentation problem and to compare it to other machine and deep learning meth-
ods that can be used for scintigraphic image analysis.

32



Eng. Proc. 2023, 33, 5

2. Dataset

Scintigraphy images were obtained during clinical research that was carried out at
Saratov State Medical University named after V. I. Razumovsky. The inclusion criteria
were the presence of kidney or prostate cancer with metabone metastases. The data for this
research was prepared by the scientific department of Saratov State Medical University and
contains information on 57 patients. The dataset includes data of 54 men and 3 women,
patients ages are normally distributed (Figure 1). Patient ages normally distributed except
two outliers (Figure 1). 17 patients have prostate cancer (about 30%), and patients with
another type or combination of types of cancer account for 40 (70%).

Figure 1. Normal distribution of patient ages with two outliers.

Patient data was in DICOM format. It is a special medical data format that may
contain a set of images of human bones and metastases on them for each patient on both the
front and dorsal sides. The images can be represented by different color palettes without
decreasing in quality due to DICOM format specifics (Figure 2). The dataset contains three
different types of images (like in Figure 2) for the front and dorsal views of the body for
each person in scope. This is raw scintigraphy images.

Figure 2. A sample of scintigraphy image represented by different colour palettes (Blue/Yellow,
Blue/Green/Red/Yellow, Warm Metal).
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Since patient data contains images of the front and dorsal sides of the body, we can
analyze the spread of metastases more precisely because metastasis can look varied on
different points of view.

Metastasis means that cancer spreads to a different body part from where it started.
Metastases most commonly develop when cancer cells break away from the main tumor
and enter the bloodstream or lymphatic system. These systems carry fluids around the
body. This means that the cancer cells can travel far from the original tumor and form
new tumors when they settle and grow in a different part of the body. The main task of
scintigraphy is to show these affected body parts by inserting the radioactive substance
inside a patient.

The principle of color indication on scintigraphic images is as follows (Figure 2).
For example, the color gamma of the left image in Figure 2 is blue/yellow, where the
intensity of the yellow color indicates the size and quantity of bone metastases. That is,
an area containing many metastases will be more intensely yellow than an area containing
fewer metastases. The less metastasis an area contains, the bluer it looks. For the other two
images in Figure 2, the principle of colour indication is the same, and yellow colour also
shows the quantity of metastases.

3. Implementation of STEGO for Scintigraphic Image Analysis

The STEGO algorithm (hereinafter-STEGO) first time described in [10] by scientists
from MIT’s Computer Science and Artificial Intelligence Laboratory (CSAIL), Microsoft,
and Cornell University. As it was stated, STEGO can jointly discover and segment objects
without any human labels at all, down to the pixel. The input to the STEGO is an image.
The STEGO retrieves global image information by pooling spatial data. The neural network
is made up of a frozen backbone that serves as a source of learning feedback and as an
input to the segmentation head for predicting distilled features. This segmentation head is
a simple feed forward network with ReLU activations. Thus, STEGO looks quite promising
for medical image analysis.

For example, when it is used in an ensemble as an image preprocessing neural network,
the output of the work can later be presented as an input to a classifier neural network
that will predict the level and area of the lesion, diagnosis based on this area, and so on.
The creation of ensembles for solving the problem of image segmentation of medical data
has previously been discussed in various papers, such as ref. [11]. In this work, Robert
Gordon University’s members considered the approach of creating a two-layer ensemble,
which was validated using the Hausdorff and Dice metric. The algorithm proposed in
ref. [11] showed the best results and has a 0.892 value of Dice Measure and a 48.831 value
of Hausdorff measure out of a few other two-layer ensembles that contain quite popular
neural networks such as VGG-16, ResNet-34, UNet, and others. Training of this network
was carried out on Kvasir-SEG dataset (which consists of 1000 gastrointestinal polyp
images) and the CAMUS dataset (the Cardiac Acquisitions for Multi-structure Ultrasound
Segmentation).

In this work, raw scintigraphic images were taken as input data for STEGO. As a result,
good low-resolution images 246 × 246 px were obtained, which almost ideally divide the
input pre-scaled scintigraphic image into segments.

An example of STEGO output can be seen in Figures 3 and 4. Both Figures 3 and 4
show three images. The first image is the input image of STEGO, the second one is
processed image by cluster prediction, and the last one is the image after linear probe
prediction. As can be seen in Figures 3 and 4, the resulting images of cluster predictions
look almost uniformly colored, so the cluster prediction algorithm is not good enough
for the scintigraphic images’ analysis. The resulting images of linear probe predictions
look more promising for further analysis since areas with and without metastases are well
separated there.

The patient in Figure 3a has metastases on the ribs since we see yellow colored areas
on the initial image (the left image), and the body areas without metastases are colored in
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various shades of blue on the initial image. In the output image of the STEGO algorithm
(linear probe predictions), the yellow blurry areas are replaced by red areas with clear
boundaries. The same situation exists for the image of the patient with metastasis on the
spine (Figure 3b). Thus, the areas of metastasis are clearly identified, and the resulting
images of the linear probe prediction algorithm can be used further for building high-level
models, for example, classification models.

Figure 3. The initial scintigraphy image and STEGO outputs for patients with metastasis on the ribs
(a) and on the spine (b).

It should be noted that the result of the STEGO of processing scintigraphic images is
sensitive to the color scheme of these images. So the wrong segments can be highlighted
(Figures 3 and 4).

In Figure 4, the input image shows metastases located on the spine, but linear probe
predictions of the STEGO algorithm split the image into two segments, green and red,
and we can clearly see a large area with metastasis (left red area in the right image) between
the arm and thigh of the patient, which is an obvious mistake.

Figure 4. The initial scintigraphy image and incorrect STEGO outputs for a patient with metastasis
on the spine.

If the color gamma changes from blue/yellow to rainbow colors, the performance of
dividing into segments by STEGO can get worse (Figure 5). Thus, not all possible color
palettes allow for high-quality of image segmentations.
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Figure 5. The initial scintigraphy image and incorrect STEGO outputs.

4. Quality Metrics

To check the quality of STEGO performance on a scintigraphic image dataset, an IoU
(intersection over union) was chosen as a standard metric for the problem of image seg-
mentation. The IoU is the area of overlap between the predicted segmentation and the
ground truth divided by the area of union between the predicted segmentation and the
ground truth. To apply this metric, it is necessary to create a mask for each patient, which
will determine the true position of metastases on the body. Since the size of the output
image from STEGO is 246 × 246 px, after applying the algorithm, it is needed to increase
the image size to the mask size (690 × 940 px) for the correct calculation of the metric.

Due to the fact that linear probe prediction in STEGO makes segments of images by
coloring them into different color palettes, the metric is calculated as follows. STEGO
output setting to grayscale, then metric applied over the mask and over every gray shade,
thereby giving the list of results (intersection over union for the mask and each gray shade).
Among the obtained results, the one that has the highest value determines the value of
this metric relative to this particular image. The metric is applied like this to all images,
and thus forming a list of metric values for each of the images in the dataset. The mIoU can
be calculated by finding the average value of the elements of the resulting list.

According to the steps and actions described above, and also taking into account the
above dataset and its characteristics, the value of the metric is about 0.05.

5. Conclusions

In the work, the possibility and efficiency of using the unsupervised algorithm STEGO
for scintigraphic image analysis were studied.

It was shown that cluster predictions of the STEGO algorithm look almost uniformly
colored, so the cluster prediction algorithm is not good enough for the scintigraphic
image analysis. Whereas, the linear probe predictions of the STEGO algorithm look more
promising for further analysis, but the quality of image segmentation highly depends on
the original color scheme of the initial images.

Two metrics were used for quality checking. The intersection over union metric
(IoU) was chosen for evaluating the correctness of detection of the location of metastases.
The training dataset consists of scintigraphic images of patients with various types of
cancer and various metastasis appearances. Another version of this metric (mIoU, mean
intersection over union) was also used by the creators of STEGO to assess the quality of the
model to segment images with different kinds of content.
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Since the calculated metrics are not good enough, the use of the STEGO algorithm
for scintigraphic image analysis is not possible, or requires the development of a special
methodology for this.
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Abstract: The article presents an approach based on machine learning with symbolic regression for
the synthesis of a stabilization system for a mobile robot. This approach is universal and allows you
to numerically solve the synthesis problem in a general setting without the need to form a training
sample, instead relying only on the value of the functional. The synthesis is implemented to stabilize
the mobile robot Rosbot in the Gazebo simulation environment. The feedback stabilization system is
received by the network operator method. The advantage of the method is that it can be applied to a
control object of any complexity and linearity.

Keywords: control synthesis; stabilization; machine learning; symbolic regression; Gazebo mobile robot

1. Introduction

Synthesis of a feedback stabilization system is one of the key tasks in applied robotics.
Feedback is needed to level out the differences between the model and the real object, as
well as other possible uncertainties and noise. From a mathematical point of view, this
problem belongs to the class of problems for the synthesis of optimal control systems,
where it is necessary to find a control vector function that depends on the state vector of
the object and delivers a minimum to the quality functional (see Figure 1).

Figure 1. The problem of synthesis of the stabilization system.

There are two main strategies for the synthesis of a control system: parametric and
structural-parametric.

Parametric synthesis includes all methods in which the control structure is specified,
and only the parameters are optimally tuned from the point of view of the functional. This
synthesis strategy is by far the most common. It also includes the most popular various PID
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controllers [1,2], other controllers based on neural networks [3,4], and fuzzy logic [5,6], etc.
In all these approaches, some preliminary knowledge of the developer about the object is
required in order to set the controller structure as correctly as possible; nevertheless, there
is still no reason to consider the chosen structure as optimal, as only the parameters are
adjusted according to the optimality criterion.

With the structural-parametric approach, not only are the parameters optimized, but
the optimal structure of the feedback control function is also sought. Among the analytical
methods for solving the problem of stabilization system synthesis, the most popular are
methods based on solving the Riccati equation [7], but, for linear systems only, as well as
more modern analytical approaches of backstepping [8] and analytical design of aggregated
controllers [9,10], they also depend on the types of right-hand sides of nonlinear differential
equations that describe the control object model. This challenging task for nonlinear
systems can be addressed by a dynamic programming (DP) algorithm assisted by the
Hamilton–Jacobi–Bellman (HJB) equation. However, it always results in difficulty due to
the well-known curse of dimensionality. Recently, modern techniques such as adaptive DP
(ADP) [11–14] and reinforcement learning (RL) [15–17] have received increasing attention as
powerful machine learning and optimization strategies for addressing the control problems
of nonlinear systems regarding the use of neural networks for numerical approximating
solutions of the HJB equation. However, these approaches also have many computational
difficulties, primarily related to the definition and training of the neural networks used.

Thus, the application of machine learning methods opens up broad prospects, but it is
necessary to develop novel control methods addressing general mathematical statements
of the control synthesis problem in order to satisfy the requirement of optimal performance
in control synthesis tasks. This motivates our research.

In this paper, we apply symbolic regression methods to solve the problem of synthesis
of a stabilization system. These methods also belong to the class of machine learning
methods, but unlike neural networks, they allow us to search for not only for parameters
but also for the optimal structure of the control function. These methods use evolutionary
optimization algorithms for the structural-parametric search for the control function, basing
it directly on the value of the quality functional.

A wheeled mobile robot is considered as a control object.
The paper develops an applied software implementation of the robot control system.

To create it, the most popular robotic operating system ROS is used today. It provides
the ability to work with all aspects of the control system, including hardware abstraction,
low-level control, message passing between processes, and package management. The
developed software systems were tested in the Gazebo simulation environment, which is
one of the most popular robotic simulators due to its compatibility with ROS. Gazebo is
a 3D simulator that aims to model a robot in a way that gives you a close substitute for
how the robot would behave in a real physical environment. Gazebo has a fairly reliable
simulation of physics and various physical phenomena, takes into account the influence
of forces, and also has a large number of plug-ins for simulating the operation of sensors,
such as lidars or cameras. Due to these facts, most developers of control systems for
robotic systems around the world use this ROS/Gazebo bundle as a standard for testing
the developed control algorithms [18,19].

In this work, we used the ready-made Gazebo model ROSbot 2.0 integrated into
ROS [20]. As a position source, a plugin was used that gives the true coordinates of the
robot. The robot model in the simulator is shown in Figure 2.

For the selected object, the problem of synthesizing the stabilization system was
successfully solved by machine learning based on symbolic regression via the network
operator method [21].
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Figure 2. ROSbot in Gazebo simulator.

2. Problem Statement of the Stabilization System Synthesis

The main goal of the introduction of the stabilization system is to provide a stability
property for the object in some domain X0 ⊆ R

n.
Let us be given a mathematical model of a control object. This model can be derived

from physical laws or identified by some machine learning technique [22]. Generally, this
model is described by a system of ordinary differential equations with a free control vector
on the right hand side

ẋ = f(x, u), (1)

where the state of the object is described by x ∈ R
n, and control by u ∈ U ⊆ R

m; U is a
compact set, m ≤ n,

x = [x1 . . . xn]T ,
u = [u1 . . . um]T , m ≤ n,

f(x, u) = [ f1(x, u) . . . fn(x, u)]T .
(2)

An area of initial conditions is given

X0 ⊆ R
n. (3)

It is necessary to find a control function in the form

u = h(x∗ − x), (4)

where x∗ is a fixed point in the state space, which becomes an equilibrium point of the
differential equation

ẋ = f(x, h(x∗ − x)), (5)

where control function h(x∗, x) = [h1(x
∗ − x) . . . hm(x∗ − x)]T : Rn × R

n → R
m has the

following properties:

h(x∗, x) ∈ U ⊆ R
n, ∀ x∗ ∈ X0, ∃x̃(x∗) such that

f(x̃(x∗), h(x∗, x̃(x∗))) = 0,
det(A − λE) = (−1)n(λ − λ1) · . . . · (λ − λn) = ∏n

j=1(λ − λj) = 0,
λj = αj + iβ j, j = 1, . . . , n,

αj < 0, j = 1, . . . , n, i =
√−1,

A = ∂f(x̃(x∗),h(x∗ ,x̃(x∗)))
∂x ,

E = diag(1, . . . , 1︸ ︷︷ ︸
n

).

(6)
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The properties (6) indicate that ∀x∗ ∈ X0 for the system ẋ = f(x, h(x∗, x)) means that
there is always a stable equilibrium point x̃(x∗) ∈ R

n. Additionally, the equilibrium point
possesses attractor properties, since near this point all solutions converge.

Computationally, to provide a stability property to the equilibrium point x̃, the synthe-
sis problem (1)–(4) is solved with the terminal point x f = x̃, the initial domain X0 ⊂ X, and
the quality criterion

J = max{t f ,1, . . . , t f ,K}+ a1

K

∑
i=1

Δ f ,i → min, (7)

where a1 is a weight coefficient,

Δ f ,i =
∥∥∥x f − x(t f ,i, x0,i)

∥∥∥, (8)

t f ,i is a time of achievement of the terminal position from the initial condition x0,i of the set
of initial conditions X0 = {x0,1, . . . , x0,K}, i ∈ {1, . . . , K},

t f ,i =

{
t, if t < t+ and Δ f ,i ≤ ε

t+ otherwise
, (9)

t+ and ε are given positive values, and x(t, x0,i) is a partial solution of the system

ẋ = f(x, h(x f − x)), (10)

for initial conditions x(t0) = x0,i, i ∈ {1, . . . , K},

∥∥∥x f − x
∥∥∥ =

√
n

∑
i=1

(x f
i − xi)2. (11)

Since we are solving the problem of synthesizing a stabilization system using machine
learning, we need machine confirmation of the achievement of the desired properties. Let
us introduce the following definition of a machine criterion for a differential equation
system to obtain some property. To define the property of the whole system (1), it is enough
to set a quantity K of partial solutions that obtain this property.

Definition 1. If D experiments are carried out, and in every i experiment Ki partial solutions of
the differential equation perform the required property from any Mi ≥ Ki randomly selected initial
conditions from the initial domain,

lim
D→∞

D

∑
i=1

Ki
Mi

→ 1, (12)

and so the existence of this property for the differential equation in this domain is proven by a
machine.

In other words, as the number of experiments increases, the probability of a “bad”
event, when the system does not have the desired property, tends to zero. From a mathe-
matical point of view, this means that all private solutions for a domain of initial conditions
have this property except for solutions for a subset of a zero measure.

Based on the proposed formulation of the problem statement, let us consider in the
next section a solution of the stabilization system synthesis problem via a machine learning
approach of symbolic regression for a mobile robot in a Gazebo simulation environment.
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3. Stabilization System Synthesis for ROSbot in Gazebo

We consider the ROSbot 2.0 virtual robot implemented in the Gazebo physical simula-
tion environment. The robot is a platform on four non-rotating wheels around the vertical
axis. An electric motor is attached to each wheel. A differential control scheme is used:
the robot moves forward and backward by applying the same voltage to all four electric
motors; turning the robot to the right or left is carried out by supplying more voltage to the
electric motors of the left or right wheels, respectively.

The robot motion model is described by the following system of differential equations [23]

ẋ1 = 0.5(u1 + u2) cos(x3),
ẋ2 = 0.5(u1 + u2) sin(x3),
ẋ3 = 0.5(u1 − u2),

(13)

where x = [x1 x2 x3]
T is a vector of state, u = [u1 u2]

T is a control vector.
Physical control of the robot in Gazebo is implemented using two signals: uv — the

desired linear speed; and uω — the desired angular velocity. As we are aiming to stabilize
the system, it can be assumed that control signals are completely directly transmitted to the
system v = uv, ω = uω. In this case, the (13) equations are converted to the following:⎧⎪⎨⎪⎩

ẋ1 = uv cos(x3),
ẋ2 = uv sin(x3),
ẋ3 = uω.

(14)

The stabilization system is synthesized in advance and then is programmed into an
onboard computer. For the solution, a machine learning approach based on symbolic
regression was chosen. Symbolic regression allows you to search for a solution to the
problem without training data, simply according to the formal statement, relying in the
search process on the criterion of minimizing the functional. Moreover, this approach is
universal and can be equally applicable to models of any kind, including non-linear models
or models in the form of neural networks.

The network operator method [21] was used in the calculations. This symbolic re-
gression method is good because it uses the principle of variation of the basic solution,
which significantly speeds up the process of finding a solution that is close to optimal. The
method encodes possible solutions as a square upper triangular matrix. It is in the form of
a matrix that describes the sequence of calculation of the control function that the resulting
stabilization system is placed in the on-board computer.

In the calculations, the following parameters were set.
The control values were constrained −10 ≤ ui ≤ 10, i = 1, 2.
The initial domain was defined by 26 elements:

X̄0 = {[−2.5 − 2.5 − 5π/12]T , [−2.5 − 2.5 0]T , [−2.5 − 2.5 5π/12]T ,
[−2.5 0 − 5π/12]T , [−2.5 0 0]T , [−2.5 0 5π/12]T , [−2.5 2.5 − 5π/12]T ,

[−2.5 2.5 0]T , [−2.5 2.5 5π/12]T , [0 − 2.5 − 5π/12]T , [0 − 2.5 0]T ,
[0 − 2.5 5π/12]T , [0 0 − 5π/12]T , [0 0 5π/12]T , [0 2.5 − 5π/12]T ,

[0 2.5 0]T , [0 2.5 5π/12]T , [2.5 − 2.5 − 5π/12]T , [2.5 − 2.5 0]T ,
[2.5 − 2.5 5π/12]T , [2.5 0 − 5π/12]T , [2.5 0 0]T , [2.5 0 5π/12]T ,

[2.5 2.5 − 5π/12]T , [2.5 2.5 0]T , [2.5 2.5 5π/12]T}.

(15)

The stabilization point was chosen as

x∗ = [x∗1 x∗2 x∗3 ]T = [0 0 0]T . (16)
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It is necessary to find a control function in the form

ui = hi(x∗1 − x1, x∗2 − x2, x∗3 − x3, r1, r2, r3), (17)

where r1, r2, r3 are constant parameters, i = 1, 2, such that a robot from all 26 initial
conditions (15) reaches the stabilization point (16) with minimal time and highest accuracy.

A time consuming computational experiment has been carried out, and as the result of
synthesis the network operator method found a solution in the form of a network operator
matrix. The dimension of the matrix in this experiment was L×L, where L = 24.

This matrix encodes a rather sophisticated symbolic formula. Each non-zero element
represents one of either unary (such as sin(x), ex . . . ) or binary operation (such as x + y,
x × y). To be able to calculate control values, the matrix has to be decoded online on an
onboard computer in real time. The computational complexity of such a process is limited
by O(L2) but is often reasonably low because a lot of matrix elements are zero.

CNOP =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 1 10 0 0 12 1 0 0 0 0 0 0 0 0 0 0 0 10
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 2 9 0 0 0 0 10 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 19

0 0 0 0 0 0 2 0 0 8 0 5 0 4 13 10 0 0 0 14 15 0 0 0
0 0 0 0 0 0 0 2 0 1 10 9 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 2 1 0 0 8 0 0 0 12 0 0 0 19 0 0 0
0 0 0 0 0 0 0 0 0 1 1 8 0 0 0 1 8 0 0 0 14 12 0 0

0 0 0 0 0 0 0 0 0 0 1 1 0 5 4 23 1 0 0 0 15 0 0 23
0 0 0 0 0 0 0 0 0 0 0 1 17 10 10 0 0 0 0 16 0 16 0 16

0 0 0 0 0 0 0 0 0 0 0 0 1 0 15 0 14 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 9 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 10 0 0 0 0 12 0 13
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 8 0 0 16 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 15 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 17 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 5 0 0 17
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 13
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 17
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 4
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(18)

4. Verification in Gazebo

For a real time onboard computation network, the operator decode function has been
implemented in C++ [24] and later incorporated into the ROS node Rosbot controller.
Rosbot controller node accepted robot ground truth coordinates and movement goal as
inputs and generated control signals uv, uω every 100 ms as outputs.

The robot was directed to reach several goals. After reaching its first goal, the robot
started heading to the next and so on, as shown in Figure 3.
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Figure 3. Rosbot trajectory on XY plane under network operator control.

In general we noticed that the robot’s movements were stable and predictable.

5. Discussion

In this paper, a Rosbot controller synthesized by a computer algorithm using the
network operator method has been verified to work in a Gazebo simulated environment.
The synthesis algorithm required only a mathematical model of the robot as an input. The
mathematical structure of the control function has been found automatically without any
human input. The synthesized function has been verified to be able to control Rosbot in a
stable and predictable way.

The presented numerical approach to the synthesis of a stabilization system by a robot,
implemented on the Gazebo simulator robot, is a universal machine learning approach
for the synthesis of control systems, and opens up broad prospects for its use in various
technical problems. The main advantage of the approach is that it is not tied to the type of
control object model, and allows you to find the feedback control function in automatic
mode using the symbolic regression algorithm.
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Abstract: This paper considers the difficulties that arise in the implementation of solutions to the
optimal control problem. When implemented in real systems, as a rule, the object is subject to
some perturbations, and the control obtained as a function of time as a result of solving the optimal
control problem does not take into account these factors, which leads to a significant change in the
trajectory and deviation of the object from the terminal goal. This paper proposes to supplement
the formulation of the optimal control problem. Additional requirements are introduced for the
optimal trajectory. The fulfillment of these requirements ensures that the trajectory remains close
to the optimal one under perturbations and reaches the vicinity of the terminal state. To solve the
problem, it is proposed to use numerical methods of machine learning based on symbolic regression.
A computational experiment is presented in which the solutions of the optimal control problem in
the classical formulation and with the introduced additional requirement are compared.

Keywords: optimal control; stability; control synthesis; feasibility of control; synthesized control

1. Introduction

The main disadvantage of the optimal control problem [1] is that its solution is an
optimal control as a function of time, and it cannot be implemented in practice since its
implementation leads to an open control system that is insensitive to model disturbances.

Consider a well-known optimal control problem

ẋ1 = x2,
ẋ2 = u,

(1)

where x = [x1 x2]
T is a state vector, u is a control signal.

The control values are limited

−1 ≤ u ≤ 1. (2)

It is necessary to find a control that will move the object (1) from the initial state

x(0) = [1 1]T , (3)

to the given terminal position
x f = [0 0]T (4)

as fast as possible
J = t f → min . (5)
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The analytical solution of the stated problem was presented in [1]. According to the
maximum principle, the optimal control takes only limit values (2) and has no more than
one switch. According to (3), initially, the control has the value u = −1. Then, when a
certain state is reached, the control switches to the value u = 1.

u =

{
−1, if t < t∗

1, otherwise
(6)

where t∗ is the moment of control switching.
Let us find the moment of switching. A particular solution of the system (1) from the

initial state (3) has the following form

x1 = −0.5t2 + t + 1,
x2 = −t + 1.

(7)

The general solution (1) for the control u = +1 is the following

x1 = 0.5t2 + x2,0t + x1,0,
x2 = t + x2,0,

(8)

where x1,0, x2,0 are the coordinates of the switching point.
Let us express in (8) x1 as a function of x2

x1 = x2
2 − 0.5x2

2,0 + x1,0, (9)

The relation for the switching point follows from the terminal conditions (4)

x1,0 = 0.5x2
2,0. (10)

Let us now find the moment of time for a particular solution (7) that satisfies the
relation (10).

−0.5t2 + t + 1 = 0.5(−t + 1)2;
t2 − 2t − 0.5 = 0;

t∗ = 1 +
√

1.5 = 2.22474487.
(11)

The switching time (11) is the solution to this optimal control problem. To deter-
mine the value of the functional (5), we calculate the coordinates of the switching point.
Substituting (11) into the particular solution (7), we obtain

x1 = −0.75, x2 =
√

1.5. (12)

From the second equation in (8), we obtain the optimal time of reaching the
terminal state

t̃ = t∗ +
√

1.5 = 3.44948974. (13)

Now, we introduce perturbations into the initial conditions (3)

x1(0) = 1 + δ1, x2(0) = 1 + δ2, (14)

where δ1, δ2 are random variables from a limited range.
During the time t∗, the object does not get to the switching point (12), and after

switching accordingly, does not get into the terminal state. Based on the optimal value of
the functional (13), let us limit the control time to t+ = 3.5 and determine the state of the
object at the moment t+, taking into account the switching of the control at the moment (11)
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x̂1,0 = −0.5t∗2 + (1 + δ2)t∗ + 1 + δ1,
x̂2,0 = −t∗ + 1 + δ2,

x1(t+) = 0.5(t+ + t∗)2 + x̂2,0(t+ − t∗) + x̂1,0 =
0.00127565 − (1.27525513 + t∗)δ2 + δ1,

x2(t+) = t+ − t∗ + x̂2,0 = 0.05051026 + δ2.

(15)

Figure 1 shows trajectories of eight randomly perturbed solutions of the problem
(1)–(5) from the range

x1(0) = 1 ± 0.25, x2(0) = 1 ± 0.25. (16)

In Figure 1, the blue curve represents the optimal unperturbed solution.

Figure 1. Optimal and perturbed solutions with control (6).

All perturbed solutions do not reach the terminal state. It is obvious from the plots that
the solution of the optimal control problem as a function of time (6) cannot be implemented
in practice since according to the model (1) with control (6) due to disturbances, it is
impossible to assess the state of the control object.

In this regard, it is necessary to introduce additional requirements into the formulation
of the optimal control problem so that the resulting controls can be directly implemented
on a real plant.

2. Optimal Control Problem Statement with Additional Requirement

Consider the formulation of the optimal control problem, the solution of which can be
directly implemented on the plant.

Given the mathematical model of the control object

ẋ = f(x, u), (17)

where x ∈ R
n, u ∈ U ⊆ R

m, f = [ f1(x, u) . . . fn(x, u)]T .
Given the initial

x(0) = x0 ∈ R
n. (18)

and terminal conditions
x(t f ) = x f ∈ R

n, (19)

where t f is the time to reach the terminal conditions, not specified, but limited, t f ≤ t+, t+

is the specified limit time of the control process.
A quality criterion is set. It may include conditions for fulfilling phase constraints

J1 =

t f∫
0

f0(u, x)dt → min
u∈U

. (20)
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We need to find a control in the form

u = g(x, t) ∈ U. (21)

The found control must be such that the particular solution x(t, x0) of the system

ẋ = f(x, g(x, t)) (22)

from the initial state (18) reaches the terminal state (19) with the optimal value of the quality
criterion (20). Moreover, the optimal particular solution x(t, x0) of the system (22) would
have a neighborhood Δ(t) > 0 such that if for any other particular solution x(t, y) of the
system (22) from another initial state y ∈ R

n at time t′, 0 ≤ t′ ≤ t+

‖x(t′, y)− x(t′, x0)‖ ≤ Δ(t′), (23)

then ∀t, t′ ≤ t ≤ t f , this particular solution does not leave the neighborhood of the optimal

‖x(t, y)− x(t, x0)‖ ≤ Δ(t), t′ ≤ t ≤ t f . (24)

The neighborhood Δ(t) shrinks near the terminal state. This means that for any
particular solution from the neighborhood of the optimal one for which the conditions (23)
are satisfied ∃t′′ < t+ such that

‖x(t′′, y)− x(t′′, x0)‖ ≤ ε, (25)

where ε is a given small positive value.
The existence of a neighborhood of the optimal solution in many cases can worsen

the value of the functional. For example, in a problem with phase constraints, which are
obstacles on the path of movement of the control object to the terminal state, the optimal
trajectory often passes along the boundary of the obstacle. Such a trajectory will not have
a neighborhood, so in this case, it is necessary to find another trajectory that will not be
optimal according to the classical formulation of the optimal control problem but allows
variations in the initial values with a small change in the value of the functional.

3. Overview of Methods for Solving the Extended Optimal Control Problem with
Additional Requirement

Therefore, an additional requirement has been put forward in the formulation of
the optimal control problem, which makes it possible to implement the obtained controls
on real objects. Consider the existing methods for solving the problem in the presented
extended formulation.

The solution to the problem of general control synthesis for a certain region of initial
conditions leads to the fact that each particular solution from this region of initial conditions
will be optimal. In this case, each particular solution has a neighborhood containing
other optimal solutions. The neighborhood will be open, but will also shrink near the
terminal state.

For the model (1), there is a solution to the problem of general control synthesis, in
which a control is found that ensures the optimal achievement of the terminal state from
any initial condition.

u∗ =
{
−1, if h(x1, x2) ≥ 0
1, otherwise

, (26)

where

h(x1, x2) =

{
x1 + 0.5x2

2, if x1 < 0
x1 − 0.5x2

2, otherwise
. (27)
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Plots of eight perturbed solutions for the object model (1) with control (26) are shown
in Figure 2.

Figure 2. Optimal and perturbed solutions with control (26).

As can be seen from Figure 2, all perturbed solutions have reached the terminal state.
This control (26) is practically feasible.

However, the problem of general control synthesis is a complex mathematical problem
for which there is no universal numerical solution method. In this case, this problem was
solved because the plant model is simple, the optimal control takes only two limit values,
and for both of these values, general solutions of the differential equations of the model (1)
are obtained.

Another approach to solving the optimal control problem and fulfilling additional
requirements is stabilizing motion along the trajectory based on the theory of stability
of A.M. Lyapunov [2]. As a result of constructing the stabilization system, the optimal
trajectory should become asymptotically stable. The construction of such a stabilization
system is not always possible; in particular, in the problem under consideration (1), the
control resources are exhausted to obtain the optimal trajectory and there are no more
control resources for the stabilization system.

Another approach that also allows solving the optimal control problem in the pre-
sented extended formulation with additional requirements is the synthesized control
method. It consists of two stages [3,4]. Initially, the problem of control synthesis is solved
in order to ensure the stability of the control object relative to some point in the state space.
In the second stage, the problem of optimal control is solved, while the coordinates of the
stability points of the control object are used as control. It should be noted that the solution
of the control synthesis problem at the first stage will significantly change the mathematical
model of the control object. When solving the control synthesis problem, the functional of
the optimal control problem is not used to ensure stability; therefore, various methods for
solving the control synthesis problem will lead to different mathematical models of a closed
control system and to different solutions to the optimal control problem. The presence of
a neighborhood with attraction properties for the optimal solution requires the choice of
such a position of the stability points in the state space so that particular solutions from
a certain region of initial states, being attracted to these stability points, are close to each
other, moving to the terminal state.

Consider the application of the synthesized optimal control to problems (1)–(5). For
stabilization system synthesis different methods can be used from traditional regulators [5]
to modern machine learning techniques [6–8]. As far as the considered object is rather
simple (1), it is enough to use a proportional regulator. Taking into account the limits on
control, it has the following form

u =

{
sgn(ũ), if |ũ| > 1
ũ– otherwise

, (28)
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where
ũ = k1(x∗1 − x1) + k2(x∗2 − x2). (29)

The object is stable if k1 > 0, k2 > 0. A stable equilibrium point exists if |ũ| < 1. The
coordinates of the equilibrium point for the given k1, k2 depend on the values of x∗1 , x∗2

x̃1 =
k2x∗2 + k1x∗1

k1
, x̃2 = 0. (30)

As a result, we obtain the following control object model

ẋ1 = x2
ẋ2 = k1(x∗1 − x1) + k2(x∗2 − x2)

. (31)

The control in the model is the vector x∗ = [x∗1 x∗2 ]T , whose values are limited by the
following inequalities

−1 ≤ k1(x∗1 − x1) + k2(x∗2 − x2) ≤ 1. (32)

To solve the problem of optimal control, we include in the quality criterion the accuracy
of hitting the terminal state x f = [0 0]T

J5 = t f + p1‖x f − x‖, (33)

where t f is a terminal time, p1 is a weight coefficient, p1 = 1.
When solving the problem, we divide the control time t+ into intervals Δt, and on

each interval, we look for the values x∗1, x∗2, taking into account the constraints (32). The
following parameter values were used: k1 = 2, k2 = 2, p1 = 1, t+ = 3.5, Δt = 0.5,
ε1 = 0.001. An evolutionary hybrid algorithm [9] was used for the solution. The optimal
solution gave the value of the functional (33) J5 = 3.6343.

Figure 3 shows particular solutions of the system (31) with random perturbations of
the initial values in the range (16). The blue curve in the figure shows the unperturbed
optimal solution. The black dots show the positions of the found x∗ control points. As we
see from the experimental results, the perturbed solutions stabilize in the vicinity of the
optimal one. Compared to Figure 1, it is obvious that the resulting model (31) is feasible.

Figure 3. Perturbed and unperturbed solutions under synthesized optimal control.

4. Discussion

This paper raises the problem of the feasibility of optimal controls obtained as a result
of solving the classical formulation of the optimal control problem. It is shown that when
disturbances appear, the solutions turn out to be unsatisfactory. In the paper, an additional
requirement for the desired control function is introduced. The introduced requirement
ensures the stability of solutions near the optimal solution. Possible approaches to solving the
proposed extended optimal control problem are considered. The best solution for problems
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(1)–(5) is the solution to the general control synthesis problem. However, for more complex
objects, it is not always possible to solve the problem of general synthesis. This paper considers
the method of synthesized optimal control, which satisfies the introduced requirement of the
feasibility of optimal control, and at the same time finds solutions that are close to optimal
through the use of machine learning methods and evolutionary algorithms.
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Abstract: Autonomous navigation is one of the key tasks in the development of control systems
for real autonomous mobile objects. This paper presents the developed technology for accurately
determining the position of a mobile robot in an autonomous operating mode without an external
positioning system. The approach involves using a high-precision model of a real robot identified
by a neural network. The robot adjusts its position, determined using odometry and video camera,
according to the position of the robot, obtained using an accurate model. To train the neural network,
a training set is used that takes into account the features of the movement of a wheeled robot,
including wheel slip. In the experimental part, the problem of autonomous movement of a mobile
robot along a given trajectory is considered.

Keywords: identification; neural network; machine learning; mobile robot; localization

1. Introduction

Currently, there are many types of navigation of autonomous unmanned robots. Satel-
lite navigation is certainly a common way. However, it also has a number of applicability
limitations. For example, indoors, the satellite signal usually does not reach devices through
concrete and metal structures. In this case, due to the fact that the space inside buildings is
often limited to relatively small areas, it is possible to use navigation tools such as triangu-
lation [1], navigation through various markers such as QR codes [2,3], barcodes [4], ArUco
markers for position correction [5–7], and SLAM navigation [8,9], as well as combinations
of the above methods.

In unexplored spaces, the most promising of the mentioned technologies is the SLAM
navigation method [10]. This method can be used in an unprepared and unknown to the
robot room to create a map and then use it. At present, this concept is widely used in the
field of robotics for solving problems of autonomous motion [11–13]. According to SLAM,
the robot needs to know its location at every moment of time, and also gradually scans the
surrounding space with the help of sensors, thus compiling a map of the area. The map is
built gradually as the robot explores new areas.

The main source of information about the location of the robot is odometry obtained
in one way or another (wheels, computer vision, IMU, or a combination of both). However,
any sensory system has its weak points. Therefore, for example, cameras can fail when
lighting changes, or wheel slip can occur, causing an odometry error. In this regard, it
becomes necessary to support the navigation system in some way independent of the
readings of the sensors. This explains the relevance of this study.

The paper proposes the use of model-based navigation as a parallel system. In this
case, one system can correct its values relative to the other.

Eng. Proc. 2023, 33, 8. https://doi.org/10.3390/engproc2023033008 https://www.mdpi.com/journal/engproc
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Receiving a mathematical model for the control object is often time-consuming and
sometimes even impossible using traditional methods. To build a mathematical model of a
robot, the laws of theoretical mechanics and the Lagrange equations of the second kind for
generalized coordinates are used. It should be noted that the analytical derivation of the
robot dynamics equations in most cases will not accurately determine some parameters
of the model, for example, friction coefficients of the robot moving parts or moments of
inertia of rotating structures. Thus, the analytical output of mechanics equations allows
one to build models with accuracy to the values of some parameters.

In view of the increasing diversity and extremely complex nature of control objects,
including the variety of modern robotic systems, the identification problem is becoming
increasingly important, which allows one to build a mathematical model of the control
object, having input and output data about the system. Conducting experiments in order
to identify the correspondence of the mathematical model to a real object is the necessary
stage of solving the identification problem.

The identification of a nonlinear system is of particular interest, since most real systems
have nonlinear dynamics, and if, earlier, the identification of a system model consisted
of the selection of optimal parameters for the selected structure, then the emergence of
modern machine learning methods opens up broader prospects and allows one to automate
the identification process itself. Thus, this process should also be automated and, therefore,
must be considered as the task for machine learning.

A modern technique to identify a mathematical model of a robot is the use of artificial
neural networks. To perform this, it is necessary, depending on the assumed complexity of
the robot model, to choose the structure and type of the neural network, then, depending
on the problem to be solved, select a set of controls and build a training sample. Next, it is
necessary to train the neural network so that the resulting neural network reacts to control
actions in the same way as a real object. It is this approach that is presented in this paper
and applied in the described experiments for a mobile robot.

Further, the paper presents a mathematical formulation of the model identification
problem. A universal approach for solving it based on modern methods of machine learning
using neural networks is proposed. As an example, a solution to the navigation problem for a
mobile wheeled robot based on the proposed approach using its identified model is presented.

2. Problem Statement of the Control Object Identification by an Artificial
Neural Network

In the identification problem, the mathematical model of the control object is not fully
or partially known, but the researcher has a real control object or its physical simulator. In
this case, the real control object or physical simulator layout is an unknown function. The
space of the input vectors of this function is the space of admissible controls for this object.

Let some control functions be set as functions of time

uj(·) = vj(t), t ∈ [0; t+], (1)

where uj ∈ U ⊆ R
m, j = 1, . . . , K, U is a compact set that takes into account control

constraints, and t+ is a limit value of time.
The control functions vj(t), j = 1, . . . , K, should be selected so that it is possible to

determine dynamic abilities and speed limits in straight lines and at turns by the movement
of the control object.

To obtain a training sample, it is necessary to conduct natural experiments. In the
experiment, the control object is subjected to a given control uj(·), j = 1, . . . , K and at fixed
times, ti = iΔt, the state of the control object is stored, x(ti), i = 0, . . . , Dj, where Dj is a
number of time intervals for experiment with control uj(·), j = 1, . . . , K.

A training sample for an artificial neural network is a set of stored values of the vectors
of the control and the state in determined moments of time.

Tj = (Tj
i = {uj(ti), xj(ti), ti = iΔt}i : i = 0, . . . , Dj). (2)
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The input vector for the artificial neural network is an element of the training sample
y(ti) = Tj

i , i = 1, . . . , Dj − 1, j ∈ {1; K}.
The output vector for the artificial neural network z(ti) must coincide with the state

space vector for the next moment of time xj(ti+1), i = 0 . . . , Dj − 1, j ∈ {1; K}:

z(ti) = fNN(y(ti)), i = 0, . . . , Di − 1, j ∈ {1; K}. (3)

where fNN(y(ti)) is a function described by the artificial neural network.
A target functional of optimization in the machine learning process of the artificial

neural network is

J0 =
K

∑
j=1

Dj−1

∑
i=0

‖xj(ti+1)− z(ti)‖ → min . (4)

In this case, the trained neural network is an approximation of the mathematical model
of the control object in the form of a system of finite-difference recurrent equations.

If the time interval Δt was selected to be quite small, then it is possible to use the
artificial neural network as approximation of right parts of ordinary differential equation
system in the Cauchy form. For this purpose, it is necessary to determine a rate of change
of state variables for each time moment:

ẋj(ti) =
xj(ti+1)− xj(ti)

Δt
, i = 0, . . . , Dj − 1, j = 1, . . . , K. (5)

If the rate vector (5) is used as the output vector when training the neural network,
then the mathematical model of the control object has the following form:

xi(ti+1) = xi(ti) + ΔtfNN(x
j(ti), uj(ti), ti), i = 1, . . . , Dj − 1, j = 1, . . . , K. (6)

An important step in system identification is to determine the type of model used,
since the overwhelming majority of methods implement the so-called parametric identi-
fication [14]. First, a certain model structure is selected, which is considered suitable for
describing a given object. Next, an identification experiment is carried out in which the
input and output signals are measured, and then the identification method implements
the tuning of the model parameters in accordance with some adaptive laws, so that the
response of the model to the input signal can approximately correspond to the response
of the real system to the same input action. Most often, object identification is used using
linear systems [15], since it is easy to determine the effect of various input signals on the
output for them. Although linear models are attractive for many reasons, they have their
limitations, especially since all physical systems are nonlinear to some extent, and in many
cases linear models are not suitable for representing these systems. In this regard, there
is currently a significant interest in methods for identifying nonlinear systems, especially
using machine learning methods based on neural networks [16–18].

Neural networks, being a universal approximator, provide a powerful tool for iden-
tifying nonlinear systems. In view of the wide distribution and availability of software,
neural networks have gained immense popularity. Combined approaches have also been
developed, based, for example, on the reference model [19]. This article presents the im-
plementation of a combined approach to the identification of a control object based on a
neural network [20].

3. Application Object Description

A wheeled mobile robot shown in Figure 1 is taken as a control object.
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Figure 1. A control object.

The work uses a mixed approach to identification, when part of the object model
is known based on physical laws, and the other part is determined by a neural network
trained on the basis of a specially formed training sample.

The robot motion model is described by a system of differential equations:⎧⎪⎨⎪⎩
ẋ = v cos(θ),
ẏ = v sin(θ),
θ̇ = ω.

(7)

where x, y, andθ define the object state, and v, ω are control signals.
Robot control is implemented using two signals: the desired linear velocity uv and

the desired angular velocity uω. In the model (7), it is assumed that control signals are
completely directly transmitted to the system v = uv, ω = uω. In fact, a completely
different picture is observed: firstly, the speeds cannot change infinitely quickly, and the
system always has a certain dynamics, and secondly, as a rule, there is some regulator at a
lower level that directly controls the voltage supplied to the motors. Therefore, in order to
adequately describe the robot motion model, we introduced two additional equations into
the (7) system that describe an object’s dynamics.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẋ = v cos(θ),
ẏ = v sin(θ),
θ̇ = ω,
v̇ = f v(v, ω, uv, uω),
ω̇ = f ω(v, ω, uv, uω),

(8)

where f v and f ω are unknown functions to be identified.
Factors such as friction of the wheels on the surface, inertia, and uneven distribution

of the robot’s mass do not allow writing the functions f v, f ω in an explicit form.
For the numerical implementation of the identification problem, Equation (8) is pre-

sented in the finite-difference form with the time step Δt:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

xk+1 = xk + Δt · vkcos(θk),
yk+1 = yk + Δt · vksin(θk),
θk+1 = θk + Δt · ωk,
vk+1 = Fv(vk, ωk, uv

k , uω
k , Δt),

ωk+1 = Fω(vk, ωk, uv
k , uω

k , Δt).

(9)

To identify the system, we used the approximation of the function F by the parametric
function Fφ. The learning function with parameters φ takes the current state of the robot,
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the control vector, and the time step as input, and outputs the state of the robot at the next
moment of time:

[vk+1, ωk+1] = Fφ(vk, ωk, uv
k , uω

k , Δt). (10)

Parameters φ are selected in such a way that the trajectory of the movement of the
object described by the system of Equation (9) with the model (10) repeats the real trajectory
of the robot as closely as possible.

4. ANN Model Identification

For training, the principle of supervised learning was chosen, in which the neural
network is trained using the training dataset “input–reference output”, and then checked
using a set of validation and test data that did not fall into the training sample.

To collect data, multiple runs of the robot were implemented under various types of
control. Figures 2 and 3 show the example trajectories and sample control data.

Figure 2. Sample 1: (a) trajectory; (b) control.

Figure 3. Sample 2: (a) trajectory; (b) control.

An artificial neural network with the multilayer perceptron architecture was chosen as
the training model (10). PyTorch was used to train the neural network. A neural network
with three layers was chosen, with 128 neurons on all hidden layers, an RELU activation
function, and Adam optimization algorithm.

To assess the quality of the model, the accuracy of predicting the trajectory of move-
ment by the model was evaluated on passages that were not included in the training sample.
The neural network receives as input the initial state of the system and the control sequence
for the test drive. As in the training phase, the trajectory of the robot’s movement is pre-
dicted. To compare the predicted and actual trajectories, the ATE metric was used—the
absolute translation error:

JATE =
1
N

N

∑
t=0

√
(xt − x̂t)2 + (yt − ŷt)2, (11)
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where N is the number of points in the trajectory; xt and yt are actual trajectory point
coordinates; x̂t and ŷt are coordinates of the predicted trajectory point.

To assess the quality of the predicted angle, the MAE (mean absolute error) metric
was used.

JMAE =
1
N

N

∑
t=0

|yawt − ˆyawt|, (12)

where yawt is the actual value of the yaw angle, and ˆyawt is the predicted value of the
yaw angle.

The results of simulations of the trained neural network model are shown in
Figures 4 and 5. As can be seen from the presented plots, the robot copes with the task of
following the given trajectory even in the complex environment with strong surface slopes.

Figure 4. The trajectory to follow is given by green points at the distance of (a) 30 cm ; (b) 20 cm. The
robots’s trajectory is a red line.

Figure 5. The robot’s trajectory (red line) in a complex environment of the Robotic Center of FRC CSC RAS.

5. Discussion

This paper presents an approach to the localization of a mobile robot based on the
identified neural network model. The presented results show how the robot copes quite
accurately with the task of following various trajectories. The resulting neural network
model can be used as an independent method of localization or as an auxiliary algorithm
for correcting the position in case of failure of sensors and cameras.
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Abstract: The problem of resource-saving scheduling in a fog environment is considered in this paper.
The objective function of the problem in question presupposes the fog nodes’ reliability function
maximizing. Therefore, to create a schedule, the following is required: the history of the fog devices’
state changes and the search space, which consists of preselected nodes of the cloud-fog broker
neighbourhood. The obvious approach to providing the scheduler with this information is to poll
the fog nodes, yet this can consume the unacceptable time because of the QoS requirements. In
this paper, the system architecture and general methods for efficient resource-saving scheduling is
presented. The system is based on distributed ledger element usage, which provides the nodes with
the proper awareness about the surroundings. The usage of the distributed ledger allows not only for
the creation of the resource-saving schedule but also the reduction of the scheduling problem-solving
time, which frees addition time that can be used for the solving of user tasks. The latter also affects
the overall resource-saving via reliability. The novelty of this paper consists in the development of
the hybrid ledger-based system, which integrates and arranges the elements of various ledger types
to solve the newly formulated problem.

Keywords: scheduling problem; optimization; fog computing; distributed ledger

1. Introduction

The scheduling problem is known as a problem of high importance in the field of
distributed computing, including scheduling in the fog- and edge- computing environ-
ments. Resource-saving scheduling is a problem with a particular objective function, that is
to maximize the reliability function values of the nodes at the end of the user operation.
Moreover, the problem solution must not consume much time due to the quality of service
(QoS) and quality of experience (QoE) requirements for the fog or edge systems.

Fog computing presupposes the cloud-fog broker (CFB) functioning in the fog layer
of the network. The general tasks of the CFB are to receive the computational problem
and data from the edge device; to schedule this problem, assigning the subtasks to the
fog devices nearby—or if there are no devices with appropriate amount of resources in
the fog,to send the problem and data to the cloud—and to return a result to the user’s
device [1].

There are some issues in this scheme that created by the peculiarities of the fog layer
and of the resource-saving scheduling problem:

• There can be an uncertainty about the fog nodes in the CFB neighbourhood. The main
reason for this is the dynamic nature of the fog layer [2,3];

• The distances between fog nodes affect the time of data exchange between the fog
nodes. Time consumption leads to the impossibility of meeting the QoS require-
ments and also worsens the reliability functions of the fog nodes because of possible
overloading;
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• The scheduling problem itself must be solved as soon as possible because of the need
to maintain the QoE and QoS requirements;

• Finally, the forming of a resource-saving schedule requires the nodes’ workload history,
at least when the log of the device resource states changes.

The issues listed above generate the following tasks which must be performed to
generate the schedule:

• The search space for the optimization problem solving must be formed on the basis of
available fog nodes;

• The workload history must be used for the schedule formation.

The most obvious solution to implementing the scheduling process under the listed
conditions is to request all the needed data from the fog nodes in the CFB neighbourhood,
and, if sufficient resources are there, to assign the tasks to the node. Yet, distances between
nodes can produce unacceptable delays for the formation of scheduling problem search
space (as well as for workload information retrieval), while the increase of the scheduling
formation time leads to the decrease of the time for the computational task solution.
Therefore, the general goal of this paper is to design the architecture and basic functioning
methods of the system for efficient resource-saving scheduling in the fog.

The following tasks are considered to achieve the general goal:

• Resource-saving scheduling problem formalization and analysis;
• A state-of-the-art analysis in the field of scheduling in the fog, resource saving, and

distributed ledger;
• A comparison of the approaches to providing CFB with the appropriate data;
• System architecture and basic functional method development.

The main contribution of this paper is the development of the architecture and basic
functional methods of the system for efficient resource-saving scheduling in the fog. The
novelty of this paper consists in the development of the hybrid ledger-based system,
which integrates and arranges the elements of various ledger types to solve the newly
formulated problem.

2. The Resource-Saving Scheduling Problem and Its Analysis

The scheduling problem in the fog environment takes place when the CFB distributes
the computational tasks within the set of nearby fog nodes [1].

The process of task scheduling in general involves np-hard problem-solving, which can
be implemented via various methods, including up-to-date heuristics and methaheuristics
(genetic algorithms, ant colony algorithms, simulated annealing, etc.). These methods are
quite efficient; however, no discrete optimization can be performed without the formation
of a search space [4], and a schedule-forming procedure has its time restrictions: with the
increase of scheduling time the time for functional tasks implementation reduces. Moreover,
the resource-scheduling problem requires the data on the workload history of the nodes
because this is the key parameter for the workload distribution.

Consider the CFB, which receives the user task the and data to solve. The problem is to
schedule the task within the formed fog node community, so as P0(τ) → max, where P0(τ)
is the overall reliability function value of the fog nodes community, including CFB,τ is the
moment of the user operation completion.

Consider the network graph G = < V, U > where V is a set of computational nodes,
and R is a set of ribs. V = vi = < i, pi, Ri(t0), Li >, where i is the node identifier, pi is
the node performance, Ri(t0) is the computational resource of the node at the moment of
scheduling problem solution, and Li—is the workload of the node at the moment of t0.
U = ui, where ui is the data transmission rate of the network rib j. The user operation is
described as an acyclic graph, whose vertexes are assigned to tasks and whose ribs are
assigned to information connections between them. O = < T, C >, where T is the set of
subtasks, and C is the set of information connections. T = tj = < j, wj, dj >, where j is
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the subtask identifier, wj is the computational complexity of the subtask, and dj is the data
volume transferred to the network. The problem solution is the following tasks assignment:

A =

⎡⎣t11 ... t1m
... ... ...
... tij tnm

⎤⎦ such as P0(τ) → max. where P0(τ) = ∏i Pi(τ), Pi(τ) =

exp
(
−λ0τ2(kDj/10)

)
.

where Pj(τ) is the reliability function value,
D is the node workload;
k is the coefficient of node temperature increase depending on the current workload, and
tij is the moment of assignment of task j to the node i.

The constraint for this problem is as follows: τ < tconst; that is, the user operation
completion time must be less than the declared time for this operation. One can see that
the formal presentation of the resource-saving scheduling problem is quite common for
the scheduling ones and can be solved by one of the existing and described methods (e.g.,
simulated annealing or some greedy approaches).

However, to solve this optimization problem in the fog, the following data must
be provided:

• The search space, which is the set of nodes that are available for the task assignment;
• The workload story for the fog nodes, which is needed to estimate the reliability

function values, as it is the integral part of the overall objective function.

Therefore, to solve the resource-saving scheduling problem in the fog, some means must be
developed to provide the CFBs with the information required.

3. State-of-the-Art Analysis

The basic research area of this paper covers the following problem fields:

• The computational resources, node failure rate and reliability function connected to
the nodes workload;

• The particular scheduling problem-solving under the time constraints and the uncer-
tainty of the resources;

• The distributed ledger technologies and their application to the node information
provisioning.

We consider the field of the computational resources, failure rate, and reliability. In
the current paper the term “computational resource” refers to the reliability function of the
computational node. The reliability function value depends on the failure rate, while the
failure rate is related to the device temperature and workload:

λ = λ0 ∗ 2(ΔT/10); (1)

where λ is a resulting failure rate, λ0 is the failure rate under conditions of the unloaded
device, and ΔT is the temperature difference between the temperature of the unloaded
device and the temperature of the loaded one.

In the study [5], the coefficient is determined, which connects the node temperature
and the workload. Consequently, the reliability function is determined as follows:

Pi(τ) = exp(−λ0τ2(kD/10)). (2)

Therefore, by varying the node workload, the reliability function values can be im-
proved at the particular time moment. This approach to system reliability improvement
has been used in other studies [6,7], with a variation of objective function forms. However,
no attention has been paid to the workload distribution under the uncertainty of the search
space, which is highly related to the fog environment.

The scheduling problem is considered carefully in a wide range of publications because
the problem itself is not new [8]. Additionally, some studies have examined resource
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planning and scheduling in the fog but have not considered the questions of reliability,
resource-saving, or scheduling under the search space uncertainty.

Notably, in [9], the method of the online formation of the search space in the dynamic
fog environment with the usage of onthologies to speed up the search space formation is
considered. However, this approach presupposes the formation of the search space online
by means of node polling, which may be unacceptable in conditions with time and the QoS
restrictions.

Distributed ledger technologies, which first emerged as cryptocurrency systems, have
been applied to the particular areas of fog and edge computing, with some examples
listed below:

• Security issues in the fog [10];
• Data management [11];
• Consensus mechanisms [12].

Regarding the current paper, distributed ledger technologies can provide synchronized
local data storing as the source of available resources, node states, and workload history
data. It must be mentioned that as there is no report of ledger usage aimed at improving
node reliability,except for in [13]. In this study, the distributed ledger is used to store the
information about the device’s workload, yet there are no methods providing the data
integrity and system functioning in general.

Therefore, despite the rare efforts, there are still no basic approaches to the design
and development of particular systems for efficient problem-solving of resource-saving
scheduling in the fog.

4. A Comparison of the Approaches to CFB Data Provisioning and the Approach
Choice for System Design

As mentioned in the previous section, to solve the resource-saving scheduling problem
the following is required:

• A search space for the optimization of problem-solving;
• Information about the workload history of the fog nodes.

All these requirements can be met by means of particular data storing on the fog
nodes.

Estimate the time t0 as the time when all the needed data will be gathered from the
nearby fog bodes. The minimum possible value of t0 is the minimum of ti, which is the
time of information gathering from the nearest fog node.Thus, the lower estimation is as
follows: t0 ≥ tmin. The estimations of the time needed for the information gathering are as
follows, with Dk as the distance between CFB and the fog device:

tmin ≤ t0 ≤
n

∑
i=1

tminDk (3)

Consider a case in which all the needed information is stored on the fog node locally.
There is no polling, and the time of information gathering for the search space forming and
for the node workload history includes the time of local storage analysis.
Therefore, the estimation of the time for the local data processing and analysis can be
as follows:

t0 = ξ(Vledger), (4)

where Vledger is the volume of the local data storage, and ξ(Vledger) is the time of ledger
analysis. Thus, the polling strategy implementation depends on the network diameter and
nodes as well as the data transmission channels state, while the local storage of the appro-
priate information makes it possible to form the search space and analyse the workload
history of the nodes much more efficiently. The comparison between the approaches to the
information gathering is shown in Figure 1
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Figure 1. The time estimations for the polling strategy and the local data storage.

The following must be highlighted: the time decrease of the resource-saving schedul-
ing problem-solving increases the resources of the fog nodes due to the possibility of
decreasing the workload.

It is well-known that there is a wide range of distributed ledger types, each which use
different data storage and consensus methods. For example, there are many consensus
methods for blockchain-based ledgers, including proof of work, proof of stake, proof of
authority (the competitive consensus), and PBFT (cooperative). Some consensus methods
have been developed for ledgers with other storage types, e.g., Nano (block lattice), Swirlds
Hashgraph consensus algorithm (Hedera Hashgraph), and others [14].

To provide the CFBs with the appropriate data, the choice of data storage method and
the method of consensus on data must be formed on the basis of the general functional
requirements of the resource-saving scheduling problem-solving system architecture:

• There are three node types in the system: user (edge) nodes, fog nodes, and CFB nodes.
User nodes are the sources of the tasks and data,fog nodes are supposed to participate
in the tasks and data processing, and CFB nodes produce schedules and distribute
computational workload through the fog nodes and cloud.

• The need to deal with the local copies of the workload history and resource states
forms the main requirement to the distributed ledger functioning: the data on the
resource state change of the fog node must be placed into the ledger in an order
of events.

• The additional requirement for the fog node information collecting and disseminating
is that information about the node resource state change must be disseminated through
the network as soon as possible.

• In the case of assigning the fog nodes to the CFB, there is a need to detect CFB failure
and to restore the information provisioning as soon as possible.

block lattice/Nano technology of data storing and synchronization is the most appro-
priate for the storing of the changing resource and workload states of the fog nodes. Yet, it
is insufficient to synchronize the data only: there must be a mechanism to detect the CFB
failure and to recover the system of fog brokers. The view stamped replication concept
has potential in this regard.As we have the fully replicated data, there is no need for an
exchange with the leader elections procedure. Thus, the time needed for leader election
is acceptable.

5. Development of the System Architecture and Basic Functional Methods

Consider the atomic transaction as follows: Q = < timestamp, Load, nodeid, t, brokerid >,
where transactionid is the transaction identifier, roundid is the epoch number, Load is the
workload estimation of the node, Nodeid is the unique fog node identifier, t is the moment
the device exploitation begins, and brokerid is fog broker identifier. Transactions of the
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described structure are stored in the block lattice—type ledger. Each fog node is assigned
to its own blockchain within the block lattice. Each blockchain implements the storage of
the nodes’ states. Every time the node changes its state (e.g., workload change), this fact is
placed into its assigned blockchain and disseminates through the fog broker nodes, which
are the owners of the block lattice storage.

The basic architecture of the system is presented in the Figure 2.

Figure 2. The basic architecture of the system.

The general system architecture implements the following functionality. The fog
device software performs the following:

• Provides the node state registration;
• Provides the storage of the device-broker assignment information;
• Provides the fog node–broker interaction;
• Provides the procedures of receiving and processing the computational tasks as

planned by a fog broker.

The CFB software performs the following:

• Interaction with other brokers;
• Interaction with the fog nodes;
• Interaction with the ledger replicas and the providing of its functioning;
• Scheduling problem-solving.

Figure 3 contains the software architecture of the fog and broker node.

Figure 3. The structure of the CFB component and its interaction with the fog device.
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The basic functions of the system are implemented by means of the following methods.

5.1. Adding a New Broker Node to the Broker’s Network

1. The broker agent initializes.
2. Broker agent sends a request to the neighbour nodes about their participation in the

process of information delivery for the resource-saving scheduling problem-solving.
If some nodes are found, then the following occurs:

• Request of the list of fog brokers from the neighbour fog node.
• Sending of a request of the ledger copy to the nearest fog broker node.
• Addition of the new own blockchain to the block lattice, which is assigned to the

new device in the fog layer.

3. If there is no devices with ledger copies, then, the current fog broker is the first
ledger copy.

4. Creation the first ledger copy with the blockchain assigned to the broker node.
5. Creation of the new list of brokers, each with its identifier being added to the list.
6. Implementation of the search through the network cluster to gather the information

about the fog nodes’ current states.
7. Addition of new blockchains to the ledger and their being assigned with the new-

found nodes.
8. Sending of the broker ID to the active fog nodes.

5.2. Broker Failure

The failure of the fog broker does not make it necessary to remove its own blockchain
from the ledger. However, the broker failure can become the cause errors in the scheduling
problem-solving when the neighbourhood fog nodes send their state descriptions to the
failed broker. In the case of broker failure, the fog nodes do not have the command to send
their data somewhere else. This problem can be solved in various ways:

• The fog node sends the state data to some of the nearest fog brokers. In the case of
broker failure, no data are lost, yet the question of data duplication emerges.

• The fog node sends state data to the nearest fog broker.

In the case of broker failure, some state information will be lost, yet this situation can
be detected within the fog broker network, and the interaction between the fog nodes and
brokers can be recovered. To detect the broker failures, the broker community is formed.
The brokers’ awareness about their neighbourhood is implemented by means of message
exchange. In case of distributed leader usage (viewstamped replication concept), broker
nodes send the “heartbeat” messages to the leader and receive the same messages from it.
One can see that in the distributed leader approach, the information exchange within the
broker network will be quite acceptable.

The main stages of the system functioning based on the distributed leader approach
are outlined below.

5.3. Functioning Stage

1. The leader sends “heartbeat” messages to its followers.
2. The follower sends the proof of the message’s receipt.

5.4. Follower Failure

1. If the current leader has not received the heartbeat message, then;
2. The leader searches its ledger copy for the fog nodes assigned to the failed broker;
3. The leader searches the fog broker, which is nearest to the fog nodes assigned to the

failed broker;
4. The request of the new fog broker setup is sent to the fog nodes;
5. The new assigned broker sends the request for fog node states to the fog nodes;
6. States are put into the ledger copy;
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7. The state of the failed fog broker is put into the ledger as a state with the full utilization
(no resources available);

8. New data are replicated through all the brokers.

5.5. Leader Failure

1. Followers wait for the “heartbeat” from the leader node;
2. If there is no “heartbeat”, the new leader is elected, for instance, by means of some

simple procedure (round robin);
3. The search of the new broker, which is near the nodes of the failed broker, is conducted;
4. The request of the new fog broker setup is sent to the fog nodes;
5. The new fog broker sends the state request to the new fog nodes;
6. The received states are put into the ledger copy;
7. The state of the failed broker is put to the ledger as the state of full utilization (the lack

of available resources);
8. New data are replicated to the ledger copies.

5.6. New Fog Device Addition

1. Within the new fog node emergence, the fog node agent sends its identifier into
the network.

2. The first broker receives this message, sends the confirmation to the new node, and
blocks it for the other brokers. From this moment the fog node is presupposed to be
assigned to the current broker.

3. The assigned broker requests the node state information and puts it into the ledger.

5.7. Fog Node Failure

In the case of fog node failure, there can be a situation in which the assigned tasks
can not be performed. In this case, the fog broker can reschedule the problem, taking into
account that fact that the time for user computations has decreased. The failed fog node
state is put into the ledger as “no resource available”.

6. Conclusions

In the current paper, the architecture and some functional methods are proposed for
decreasing the resource-saving scheduling problem time.

The distributed ledger technology, block lattice + Nano concept elements were chosen
for the data provisioning implementation, while viewstamped replication protocol elements
were chosen for the control and recovery of the CFB network. The architecture and methods
proposed provide the CFB nodes with the data needed for the following:

• Search space formation;
• Resource-saving scheduling problem-solving.

Furthermore, the possibility to process the local data without the node polling allows the
scheduling problem-solving time to be shortened, thus increasing the time for functional
user task solution. This leads to a decrease in fog node’s workload decrease, and in this
way, the provision of additional time is achieved.
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Abstract: Currently, interest in the development of Internet-of-Things technologies is increasingly
penetrating the field of clinical medicine. This paper provides an overview of the use of Internet-of-
Things technologies in medical practice using the Scopus database of publications. The classification
of publications on the topic of research directions with promising development trends has been
performed. With this in mind, the concept of the architecture of a system for monitoring the condition
of a patient with Parkinson’s disease is presented. The necessary hardware and software solutions
have been developed, taking into account the needs in order to more effectively adjust treatment
and monitor the course of the disease. To more accurately determine the state of progression of the
patient’s disease, tests have been designed and developed to assess overall emotional and physical
well-being. For the most effective correction and control of drug therapy, a prototype of a drug
administration device with four compartments for a drug has been designed, each compartment
of which is individually controlled by a specially developed Bluetooth data transmission protocol.
Access to each compartment is individual, which ensures the versatility of the device for taking
several medications throughout the day. The practical application of the solution has also shown the
relevance of its use in the task of studying the course of Parkinson’s disease as well as for monitoring
the condition of a patient with existing concomitant diseases and the degree of their influence on the
course of the underlying disease.

Keywords: Parkinson’s disease; monitoring; IoT; styling; insert

1. Introduction

According to the World Health Organization, 35 per 100,000 people suffer from Parkin-
son’s disease in the world. According to experts, this figure may increase and represents
an acute social and economic problem due to the high cost of treatment, disability and the
decrease in the quality of life. On the other hand, the use of E-health technology is becoming
more common in the field of healthcare and clinical research due to the convergence of
mobile and wireless technologies, which allows continuous monitoring of chronically ill
patients, better care and feedback, shorter hospitalization time, increased medical capacity
and reduced cost of medical services.

We conducted a search for the publication activity of research aimed at E-health
in the Scopus database and analyzed a representative sample of publications based on
10,668 keywords and 499 publications over the period of 2016–2021 using VOSviewer
software, which allowed us to identify the main areas of IoT in medicine.

Direction Health care: allows you to trace the following associative links relevant to the
protection of public health.

Direction Internet in medicine (number of entries—643 publications): concerns the cycle
of organizational activity and interaction for research, storage and transfer of medical data.
The following sections were highlighted in publications related to the Internet:
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Direction Telemedicine: the use of computer and telecommunication technologies for
the exchange of medical information. It is one of the fastest growing segments of healthcare
in the world. The following sections are highlighted:

The main directions of publication activity and analysis of relevant works: Some studies
were grouped according to a specific feature, e.g., wearable devices, reviews in the field
of IoT development and technological innovations in medicine, possible solutions and
implemented projects and systems.

Consider research related to wearable devices [1–3]: The paper [1] discusses consumer
trends in wearable electronics, commercial and new devices, as well as production methods.
In [2], it is proposed to look at skin-like electronics by reviewing several recent reports
on various strategies for using materials and methodologies for integrating stretchable
conductive and semiconductor nanomaterials that are used as electrodes and active layers
in stretchable sensors, transistors, multiplexed matrices and integrated circuits. The first
part of the review [3] briefly discusses issues related to the use of smart wearable devices,
including technologies, users, technology-related activities and the consequences of us-
ing technologies. The second part of this review is devoted to the risks of using smart
wearable devices.

Works that address the areas of IT development and technological innovation [4–7]: The
review [4] describes four main areas of interest for respiratory care: pulse oximetry, pul-
monary ventilation, activity tracking and air quality assessment. While some issues still
need to be addressed, smart wearable technologies provide unique opportunities for the
future of personalized respiratory medicine. While some challenges remain to be solved,
intelligent wearable technologies offer unique opportunities for the future of personalized
respiratory medicine. The article [5] analyzes the state of the Internet of Things in the
medical environment, demonstrating an expanded range of healthcare applications based
on IoT. Considerations are presented regarding data-mining applications, such as forecast-
ing, classification and clustering of risks, which are considered fundamental problems for
ensuring the accuracy of assistance processes. Digital innovations are changing medicine,
and hemodynamic monitoring will not be an exception. The study [6] describes techno-
logical and digital innovations that are likely to change hemodynamic monitoring over
the next 5–10 years. The paper [8] provides an overview of the common problems faced
by wearable technology in the transition from a new device to an effective, functioning
and reliable clinical tool for modern medicine. The publication [7] presents the results of
a study focused on the analysis of modern definitions of the digital double (DT), a study
of the main characteristics that DT should possess, and the study of areas in which DT
applications are currently used.

Research in the field of home health care [9,10]: The article [9] examines home healthcare
technologies that are currently being used to improve this situation by reminding users
about medication schedules, remotely monitoring and updating new patient medical data,
which can be performed by a doctor via the Internet. The conclusion of the work [10]
shows that the use of a wearable monitoring system and remote monitoring of health status
in everyday life improved diabetes control in middle-aged employees of the company.
Research aimed at solutions or at finding solutions to improve IoT systems in medicine
includes that addressing architecture [11,12], hardware [13,14], projects and systems [15,16].

Publications describing architectural solutions: In [11], the structure of a cloud healthcare
system based on digital-twin healthcare (CloudDTH) is proposed. CloudDTH aims to
achieve interaction and convergence between medical physical and virtual spaces. Ac-
cordingly, a new concept of digital-twin healthcare (DTH) is proposed and discussed.
An energy-efficient architecture of the Internet of Medical Things “from fog to cloud”
is proposed in [12] to optimize energy consumption. The proposed architecture uses
Bluetooth-enabled biosensors since Bluetooth technology is energy efficient and also helps
to enable sleep and wake modes.

Works describing hardware components for the implementation of systems: In [13],
an attempt is made to study the hardware components necessary for the development of
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wearable devices that are used in the developing context of the Internet of Medical Things
(IoMT). This means that they can be used to monitor diseases by capturing biosignals.
From a practical point of view, the medical health monitoring system in hospital wards
was developed using a CC2430 microcontroller, a human information sensor, as well
as microelectronics and modern wireless communication technologies. The results of
the experiment confirmed the reliability of the network node and the accuracy of data
transmission. It is concluded that the medical monitoring system basically meets the design
requirements set out in [14].

Research aimed at describing the development and implementation of systems: One paper [10]
describes in detail the development and implementation of a system that improves commer-
cial CGMS by adding Internet-of-Things (IoT) capabilities to them, which allows remote
monitoring of patients and, thus, can warn users about potentially dangerous situations.
The proposed system uses smartphones to collect blood-glucose values from CGM and
then sends them to the remote monitoring system. A practical example presented in [16]
concerns the design of a WSN (Wireless Sensor Network) in the concept of the Internet of
Things in terms of the service life of the system. A hierarchical routing methodology was
approved and showed energy efficiency. Simulation results showed that the chosen method
prolongs the service life of the WSN in comparison with other clustering schemes studied.

The presented review shows that the patient’s interaction with electronic resources
and timely response to deviations from indicators makes it possible to promptly adjust
the prescribed treatment. However, these works do not solve the problem of operational
control over the condition of a patient with Parkinson’s disease with the possibility of
therapy correction and require the introduction of a software and hardware platform for
calculating the indicators necessary for remotely monitoring the dynamics and prognosis
of the patient’s condition, which makes the development relevant.

2. System Architecture Concept

Means of remotely monitoring involve assessment of the patient’s condition outside
the medical institution; therefore, there is a need to endow the software and hardware
complex with the following functions: collection, systematization and storage of individual
indicators of the patient’s condition; analysis and prediction of the patient’s condition
based on the data obtained; and correction of the received therapy.

Using this approach, it is possible to present the stages of parameter measurement
and assessment of the patient’s current condition in the form of the following steps:

1. Determination of the necessary minimum of indicators of the functioning of the body
systems from the set X = (x1, x2, ..., xn) critical for each disease;

2. Evaluation of the current indicator xi(ti) of the patient’s condition through direct
measurements;

3. Determination of dynamic xi(ti−1, tt) changes in the indicators for a given period
of time;

4. Trend calculation Tt indicator xi(ti) to eliminate high-frequency noise ξ(ti) and ran-
dom variations e(ti);

5. Verification of criteria for deviation from the physiological state by evaluating de-
viations from the trend T(ti−1, tt) and making a decision about the presence of an
exacerbation by comparing the obtained indicators with the threshold ones according
to formal criteria while checking the correctness of the obtained values;

6. Formation of a control effect according to changes in a group of parameters by cor-
recting the therapy.

Observation of changes in parameter values over time allows us to obtain time series
reflecting the dynamics of the patient’s conditions. However, it should be borne in mind
that the formation of parameters for each indicator and the construction of a forecast
requires large time resources and is complicated by the need to take into account deviations
of the indicator from the average value.
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The modern development of remote-monitoring technologies should be based on the
individual characteristics of the patient (personalized medicine), assessment of the quality
of the patient’s registration of the obtained indicators and methods of evaluating the results
obtained. To implement this approach, a hardware and software complex is proposed,
consisting of a device for measuring indicators and an information system that provides
storage, processing and analysis of indicators, developed in accordance with the concept
of a service-oriented architecture and implemented using services. The architecture of the
platform consists of the following levels:

Client level: allows systematization of collection and provides measurement of patient
indicators on a sensor or mobile device or centrally on a server.

Corporate level: allows authentication of the user and evaluation of his current state.
The level of integration of the system processes: interaction between corporate levels of

various systems is provided.

3. Practical Implementation for Monitoring the Condition of a Patient with
Parkinson’s Disease

Parkinson’s disease is a disease of the nervous system, consisting mainly in tremors—
involuntary and uncontrolled movements of the musculoskeletal system. The disease
is common: from 1% of people aged 60 years and up to 4% of people over the age of
85 years are affected [8]. Parkinson’s disease is considered incurable, so all means are
aimed at relieving symptoms. An urgent and important task is to monitor the patient’s
condition, which includes: assessment of general well-being, marking of medication intake,
manifestation of dyskinesia and performing tests characterizing the dynamics of the disease.
This allows doctors to adjust the course of treatment and medication intake; to investigate
the behavior and nature of the course of the disease, it is advisable to purposefully collect
these data using a mobile application that implements the functionality necessary for
data collection.

The use of the mobile application allows users to generate a report on the patient’s
condition, which opens by default upon successful identification or when the application is
launched in the case of completed identification, as shown in Figure 1.

Figure 1. Status report screen.

The user can make a report of his general well-being using the buttons “Good”, “Nor-
mal” and “Bad”, as well as send verification of taking medications or manifestations of
dyskinesia by clicking on the buttons “Medications taken” and “Dyskinesia”, respectively.

76



Eng. Proc. 2023, 33, 10

In the dialog that appears by clicking, the user can specify whether the action was per-
formed at that moment or not. In the case of refusal, the user is asked to choose the exact
time. Both actions work identically to each other, so Figures 2 and 3 show the result of an
attempt to send verification of taking medications.

The user forms a description of his own well-being in as much detail as possible in the
form of various tests presented in Figure 4.

Figure 2. Sending verification of taking medications.

Figure 3. Test screen.
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Figure 4. Description of well-being.

According to the parameters studied during testing, it is possible to determine the
accuracy of typing on the phone’s keyboard keys, the speed of hand work and the most
frequent typos, as well as the accuracy, time and number of clicks. The collected data allow
us to assess the degree and severity of hand tremors. However, if necessary, the user can
describe his own well-being by voice. When passing the test, audio samples are recorded
in PCM format (pulse width modulation, i.e., raw data from the microphone), which are
then converted to WAV (WAVE) format using a specially written algorithm by adding a
special header to the beginning of the file with a description of the audio track parameters.
According to the audio file, the emotional state of a person and his well-being and mood
are further determined.

Events are time-configurable notifications on the user’s mobile phone that arrive at
a strictly specified time. Note the following types of events: taking medications (daily),
checking the condition (daily), performing tests (daily) and visiting a doctor (once). The
“Doctor’s visit” event requires the choice of the date and time of the visit and also has the
ability to send data about the course of the disease to the doctor’s email.

Competent and timely medication intake helps to improve the overall effectiveness
of the course of medication. Taking medications requires entering the time of taking the
medication and the duration of taking the medication (Figures 5 and 6). In addition, the
user, together with the hardware component of the complex, can configure the module
compartment with the medicine.

To monitor the use of medicines, a device has been developed that can store medicines
in itself and communicate via Bluetooth with a mobile phone to configure and control
physical access to the medicine, as well as notify of successful medication intake. The
device is built on the basis of the Arduino platform. An ATmega32u4 microcontroller is
used on an Arduino Micro board. The device uses a real-time RTC module for non-volatile
recording of the current time, servos to restrict user access to compartments with medicines
and Hall sensors to determine the position of each compartment (open or closed). The
device is powered by a 9V battery connected to the VCC and GND power pins.

78



Eng. Proc. 2023, 33, 10

Figure 5. Event screen.

Figure 6. Description of well-being.

Physically, the device is a pillbox with four compartments for medicines. Each com-
partment has a hook that hooks the servo rotor in closed mode. There is a neodymium
magnet on the hook, which acts with its magnetic field on the Hall sensor located in the
compartment. To open the compartment, voltage needs to be applied to the corresponding
servo, which will move its rotor so that the hook does not cling to it, after which the
compartment can be physically opened. When the compartment is opened, the hook moves
upwards, and the magnetic field of the magnet attached to it is removed from the sensitivity
zone of the Hall sensor (Figure 7).
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Figure 7. Device diagram.

The microcontroller is programmed in the Arduino IDE environment to work with
compartments, the opening of which is perceived as events. An event is an abstract unit
of work that occurs at a strictly defined time and contains the time of occurrence, its type
(open or close a compartment) and the number of the compartment. In the loop, the
program compares the current time with the time of each event. When an event occurs, it
is processed, i.e., opening or closing of the corresponding compartment, after which the
event is overwritten in memory with a time shift, depending on the type of event, either
on the next day or for the duration of the reception, while its type changes. Bluetooth
protocol is used to transmit event data to a mobile device. Connection to the HM-10
module takes place through the FFE0 service, which has the characteristic of reading and
writing FFE1—it is used for data transmission. In the process of event processing, a certain
set of data is recorded, which is read by a microcontroller (or a mobile phone) for its
subsequent processing. When Bluetooth is turned on and the application is opened, devices
are searched for a few seconds to detect the HM-10. Upon successful connection, the
application sends a time update command to the module to correct possible inaccuracies
of the real-time module (as a rule, such modules, depending on the cost, may lag by 1–2 s
every few days). In case of successful execution of the command, the module sends a
command to the phone to request events that the application stores in the phone’s memory.

On the event screen (Figure 6), the user can create an event of the type “Taking medi-
cations”. If there is a Bluetooth connection, such events are generated into a command that
is sent to the device. Any change in the list of events of this type leads to the re-formation
and sending of the command. With the Bluetooth module connected, medication intake is
monitored and taken into account. For example, when opening and then closing one of
the compartments, the device sends the appropriate command to the application, which
is perceived as a successful medication intake and is indicated by a similar manual click
on the “Medications taken” button. Thus, the drug intake control system automates and
monitors the intake of medications, allowing the patient not to mark the intake manually.

4. Conclusions

The practical application of the complex has also shown the relevance of its use in the
task of studying the course of Parkinson’s disease, as well as for monitoring the condition
of a patient with existing concomitant diseases and the degree of their influence on the
course of the underlying disease. It is advisable to include the development of methods for
constructing a digital double of the patient and the formation of methods for predicting the
course of the disease for further research.
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Abstract: Nowadays, a lot of attention is given to autonomous underwater exploration. To reduce the
time of such explorations groups of networked underwater vehicles are used. The implementation of
such communication is rather problematic because of low message transfer speed and other factors
related to the underwater environment. In such networks, messages often pass through a chain of
relay nodes to reach their destination point. Moreover, vehicles can form queues of messages to be
transmitted. The order of messages in the queue can influence the total transmission time. In complex
information exchange scenarios, it is crucial to order the messages that should be delivered to ensure
optimal management of the process. The proposed article discusses an optimization of messaging
in a network of autonomous underwater vehicles. The authors propose algorithms for scheduling
information exchanges in an underwater network. These algorithms are suboptimal. Algorithms that
satisfy the criteria of the minimum upper bounds for either the total or average delivery time have
been proposed. The authors considered situations when messages are unordered, as well as when
messages are partially pre-ordered.

Keywords: mathematical model; scheduling; delivery time; autonomous underwater vehicles;
underwater network

1. Introduction

Problems and advances in underwater robotics have been in the focus of specialists’
attention in recent decades [1,2]. These issues are also widely discussed in the modern
scientific and technical literature. Significant interest in this field is explained by the
fact that nowadays autonomous underwater underwater vehicles (AUVs) are used for
a multitude of applications, among which are geological exploration, prospecting, and
oceanographic and other kinds of works and research that are often conducted in extreme
conditions. To reduce the time, such works are often carried out by a group of vehicles
based on a certain multi-agent concept, which implies information exchange between the
agents to coordinate joint actions. In this case, AUVs are considered as a network, in which
the vehicles exchange information using underwater sonar communication [3–7]. The
implementation of such communication is rather problematic in view of a low speed of
sound propagation in water, the frequency dependence of the attenuation coefficient of a
hydroacoustic signal, multipath propagation, and signal detection under conditions of a
priori uncertainty in the noise–signal environment. As a consequence, these problems lead
to a significant limitation of both the rate (kilobits per second) and radius of information
exchange between the AUVs. As a result, in the general case, instead of reaching the
destination node directly, a message passes via a chain of relay nodes. In addition, due
to the AUV mobility, the message delivery route may change following the changes in
the AUV network topology. These restrictions significantly increase the requirements for
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organizing information exchanges. Therefore, it necessary to optimize the routes and
sequences of the messages to be transmitted.

This article addresses one of the theoretical aspects of the practical developments in
AUV networking carried out at the Concern CSRI Elektropribor, JSC, namely, the organiza-
tion of information exchanges in an AUV network. Ways of optimizing the sequence of
message transmissions, i.e., scheduling information exchanges, are proposed and discussed.
The problem statement is given in Section 1. The proposed scheduling algorithms are
considered in Sections 2 and 3.

2. Problem Statement

For scheduling algorithms development, we will assume that the considered network
has the following properties:

• The network is an undirected and connected graph;
• The network is stationary [8];
• The nodes are identic and use the same operating algorithm;
• Every node has information about all another nodes location;
• The routing algorithm uses routing tables that are assumed to be known [9];
• The nodes emit messages periodically.

The property of stationarity provides a constant value of the intensity of the flow of
information exchanges in the network. The coordinates of all network nodes are contained
in routing tables, which update in the process of information interaction between network
nodes. We assume that during the information exchange the devices do not move signif-
icantly, so the messages are transmitted along the planned routes and always reach the
addressees. The sequence of messages transmitted by nodes includes messages generated
by the node itself, as well as messages relayed from other nodes.

Generally, the order of messages transmitted by a node affects on the effectiveness of
message delivery. In what follows, the criterion of efficiency is represented either by the total
delivery time Δs of all messages from the sequence being transmitted, or the average delivery
time Δ for messages. In this case, the delivery time Δ of a message at the k-th position in the
queue of the node involved is taken to mean the sum of the waiting time ew

[k] in the queue of

the transmitting node and the message transmission time et
[k] (from the moment the message

transmission starts to the end of its reception) between the transmitting and destination nodes:

Δ[k] = ew
[k] + et

[k].

In a general case, the message does not reach the destination node directly, but through
a chain of relay nodes; therefore, the message transmission route is multi-hop. Then, the
message delivery time is calculated by the formula:

Δ[k] =

r[k]

∑
i=1

(ew
[k],i + et

[k],i).

where r[k] is the number of route steps for the message at the k-th position in the queue,
and i is the number of the route step.

This expression can be represented in the following form:

Δ[k] = ew
[k] + et

[k] +

r[k]

∑
i=1

(ew
[k],i + et

[k],i).

While planning a multi-hop route, it is impossible to estimate in advance the size of
the message queue at each of the relay nodes. Therefore, it is assumed that the waiting
time in the queue at each relay node will have a maximum or minimum value. This article
considers algorithms under conditions when each relay node considers the waiting time in
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the queue to be maximum, then instead of the message delivery time Δ[k], the upper bound
on the delivery time Δ̂[k] is estimated:

Δ̂[k] = ew
[k] + et

[k] + (r[k] − 1)nE +

r[k]

∑
i=2

et
[k],i, (1)

where n is the maximum of the queue length and E is maximum message duration.
To solve the problem of optimizing information exchanges in the network of underwa-

ter vehicles in terms of reducing the message time delivery, we use the known scheduling
algorithms [10–14] and develop new ones, which are presented below.

3. Scheduling Unordered Messages

In the simplest case, messages to be transmitted are not pre-ordered. The scheduling
algorithm for such messages uses an upper bound on the total delivery time of all messages
Δ̂s as an optimality criterion. The expression for it is given below:

(1):

Δ̂s =
n

∑
k=1

Δ̂[k] =
n

∑
k=1

[ew
[k] + et

[k] + (r[k] − 1)nE +

r[k]

∑
i=2

et
[k],i].

Then, we can prove the optimality of the following scheduling algorithms.
Algorithm 1 can be described by the following expression:

e[1] ≤ e[2] ≤ ... ≤ e[n].

Algorithm 1 Scheduling unordered messages

1: i := 1.
2: Determine a message of minimum duration on the set of messages, which are not

placed in the queue already.
3: Place the message determined at step 2 in the queue at the i-th position.
4: Exclude the message determined at step 2 from the set of unplaced ones, i := i + 1. If

i > n, then finish; otherwise, go to step 2.

If some priorities need to be set on a sequence of messages, the optimality criterion
may be the upper bound for the total weighted message delivery time Δ̂w

s :

Δ̂w
s =

n

∑
k=1

w[k]Δ̂[k].

where w[k] is the weight of a message at the k-th position in the queue.
Then, the optimal Algorithm 2 has the following form.

Algorithm 2 Scheduling unordered prioritised messages

1: Determine for each message the ratio of duration to weight.
2: i := 1.
3: Determine the message with the minimum duration-to-weight ratio on the set of

unscheduled messages.
4: Place the message determined at step 3 in the queue at the i-th position.
5: Exclude the message determined at step 3 from the set of unplaced ones, i := i + 1. If

i > n, then finish; otherwise, go to step 3.

This algorithm can be described by the following expression:

e[1]
w1

≤ e[2]
w2

≤ ... ≤ e[n]
wn

.
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4. Scheduling Partially Ordered Messages

Consider the situation when the messages to be transmitted are divided into p disjoint
groups with a strict order of messages inside them. The size of i-th group is ni, i = 1, p. In
this case, interruptions in a groups are prohibited, so the task of message scheduling is
reduced to the scheduling groups of pre-ordered messages.

The optimal scheduling algorithm for these conditions with a Δ̂s criterion is presented
below (Algorithm 3).

Algorithm 3 Scheduling partially ordered messages with a Δ̂s criterion (interruptions in a
groups are prohibited)

1: Calculate for each i-th group of messages the total duration e
′
i :

e
′
i =

ni

∑
j=1

ei,j, j = 1, ni.

2: i := 1.
3: Determine the group with the minimum duration on the set of unscheduled message groups.
4: Place the group determined at step 3 in the queue at the i-th position.
5: Exclude the group determined at step 3 from the set of unplaced ones, i := i + 1. If

i > p, then finish; otherwise, go to step 3.

This algorithm can be described by the following expression:

e
′
[1] ≤ e

′
[2] ≤ ... ≤ e

′
[p].

If some priorities need to be set on a sequence of message groups, and if Δ̂g[k] is the
upper bound on the delivery time for the group at the k-th position, the optimality criterion
should be minimized:

Δ̂w
g =

p

∑
k=1

w[k]Δ̂g[k]. (2)

where Δ̂g[k] is the upper bound for the message group delivery time.
Algorithm 3 is transformed as follows (Algorithm 4).

Algorithm 4 Scheduling prioritised message groups with a Δ̂w
g criterion (interruptions in a

groups are prohibited)

1: Calculate for each i-th group of messages the total duration e
′
i , and determine for each

group the ratio of duration to weight.
2: i := 1.
3: Determine the group with the minimum duration-to-weight ratio on the set of unsched-

uled groups.
4: Place the group determined at step 3 in the queue at the i-th position.
5: Exclude the group determined at step 3 from the set of unplaced ones, i := i + 1. If

i > p, then finish; otherwise, go to step 3.

This algorithm can be described by the following expression:

e
′
[1]

w1
≤

e
′
[2]

w2
≤ ... ≤

e
′
[p]

wp
.

Obviously, all the results described above are also valid if the optimality criterion is
represented by an upper bound of message-averaged delivery time Δ̂ (Algorithms 1 and 2) or
the upper bound of message group-averaged delivery time Δ̂g (Algorithm 3), as well as (2)
rather than the upper bound of the total delivery time.
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In some cases, it is required to use the upper bound of the message-averaged delivery
time Δ̂ as an optimization criterion. Then, the following optimal Algorithm 5 is true.

Algorithm 5 Scheduling partially ordered messages with a Δ̂ criterion (interruptions in a
groups are prohibited)

1: Calculate for each i-th group of messages the total duration e
′
i , and determine for each

group the ratio of duration to group size n[k].
2: i := 1.
3: Determine the group with the minimum duration-to-weight ratio on the set of unsched-

uled groups.
4: Place the group determined at step 3 in the queue at the i-th position.
5: Exclude the group determined at step 3 from the set of unplaced ones, i := i + 1. If

i > p, then finish; otherwise, go to step 3.

This algorithm can be described by the following expression:

e
′
[1]

n[1]
≤

e
′
[2]

n[2]
≤ ... ≤

e
′
[p]

n[p]
. (3)

Consider the situation where interrupts of message groups are allowed. For such a
case, Algorithm 6 is valid.

Algorithm 6 Scheduling partially ordered messages with a Δ̂ criterion (interruptions in a
groups are allowed)

1: The conditional upper bound of the average delivery time is calculated for each message
j in the i-th group (the upper bound of the average delivery time, provided that the
subgroup of messages preceding the (j + 1)-th message in the i-th group is at the
beginning of the queue being scheduled):

Δ̃i,j =

j

∑
h=1

Δ̂i,h

j
.

2: Δ̃i,hi
is calculated for each i-th group: Δ̃i,hi

= min(Δ̃i,1, Δ̃i,2, ..., Δ̃i,ni ).

3: Group i∗ is chosen on the condition that i∗ = arg(miniΔ̃i,hi
), so that the first hi∗ messages

are at the beginning of the queue.
4: The values of Δ̃i,hi

are calculated without the messages that are already placed in a queue.
5: Steps 3 and 4 are repeated until all the messages are scheduled.

Example 1. Let us form queues for groups of messages S1 = {s11, s12, s13}, S2 = {s21, s22},
S3 = {s31, s32, s33, s34}. Upper bounds for message delivery times are shown in Table 1.

Table 1. The upper bound of the message delivery time.

Message Group Δ̂i1 Δ̂i2 Δ̂i3 Δ̂i4

S1 5 15 4 -
S2 3 14 - -
S3 10 2 5 7

While interrupts are prohibited, in accordance to Algorithm 5, we will compute Δ̂ for each group:
Δ̂1 = 8, Δ̂2 = 8.5, Δ̂3 = 6.
The optimal queue: Q1 = S3S1S2 = s31, s32, s33, s34, s11, s12, s13, s21, s22.

While interrupts are allowed, we will use Algorithm 6.
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We order messages in the queue in eight steps, which are shown in Table 2.

Table 2. The upper bound of the message delivery time.

Message Group Δ̃1 Δ̃2 Δ̃3 Δ̃4 Δ̃5 Δ̃6 Δ̃7 Δ̃8

S1 5 10 8 - 5 10 8 - 15 9.5 - - 15 9.5 15 9.5 15 9.5 4 -
S2 3 8.5 - - 14 - - - 14 - - - 14 - 14 - 14 - 14 14
S3 10 6 5.6 6 10 6 5.6 5 10 6 5.6 6 5 6 7 - - - - -

The optimal queue: Q2 = s21, s11, s31, s32, s33, s34, s12, s13, s22.

5. Conclusions

This paper is devoted to the scheduling of information exchanges in AUV networks.
Algorithms for scheduling exchanges, which are suboptimal for the current network topol-
ogy and satisfy the criteria of minimum of upper bounds for either the total or average
delivery time, have been proposed.
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Abstract: This paper considers the problem of controlling a mobile robot in the presence of circular
obstacles. To solve this problem, it is proposed to use the previously suggested principle of dividing
permissible trajectories into a sequence of rectilinear sections and arcs of circles that are the boundaries
of circular obstacles. The conditions for the solution based on this principle of optimality are obtained.

Keywords: controlling a mobile robot; principle of dividing the feasible trajectory; optimality conditions

Suppose that the problem of controlling a mobile robot is solved using the principle
of dividing feasible trajectories [1]. In the case of the phase space R2, this principle is
an alternative to the classical optimal control theory based on the maximum principle [2].
According to this principle, a connected graph is first constructed, then the shortest path on
the graph is searched. Taking into account that it is not the distance between the vertices
that is used as the edges of the graph, but rather the minimum time rewuired for the
robot to travel along the edge, we can assume that the time-optimal problem has been
solved. However, this is true only under the essential condition that the robot, in bypassing
a circular obstacle, always moves along the border of the obstacle, i.e., that the minimum
allowable radius of curvature of the route is selected on the turn. Nevertheless, there is
doubt that such a choice is always optimal in terms of performance. This is clearly seen in
the example of auto racing, when, in seeking to overtake an opponent, the driver tries to
avoid heavy braking on a curve, instead choosing a larger radius of curvature. If the driver
chooses too high a speed at this point, slippage may occur, i.e., loss of grip with the surface
of the track, resulting in displacement in the direction of the centrifugal force of inertia or
even in the vehicle overturning.

On this basis, let us consider the main factors influencing the reasonable choice of
the radius of curvature for the trajectory of the device when bypassing a circular obstacle.
As already noted, an object moving along the arc of a circle is affected by the so-called
centrifugal force of inertia F, which acts along the radius from the center of the circle and is
calculated by the formula

F = mω2r,

where m is the mass of the object, ω is its angular speed, and r is the radius of the circle.
This force is opposed by the force G of adhesion to the surface of the highway acting in the
opposite direction, which is determined by weather conditions, the condition of the road
surface, and the wheels of the car or robot.

Let us consider a concrete example (see Figure 1) in which a controlled device must
move from point A to point B while bypassing a circular obstacle of radius r1 (a circle of
dark color) or an obstacle of radius r2 > r1 (a circle of light color).

For simplicity, assume that the distances from points A and B to the center of the circles
are the same and are equal to S. The points C, D, M, and N are the tangent points of the
lines drawn from A and B to the small and large circles. Let us define the conditions under
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which, from the point of view of time consumption, it is preferable to bypass a circular obstacle
along an arc of a small radius or along an arc of a large one, provided that m1 = m2 = m and

Fi = mω2
i ri = G, i = 1, 2, (1)

i.e., the passage of the turn is guaranteed against slippage.

Figure 1. Passage of a vmrage with a different radius.

Let r2 = γr1, γ > 1. Note that the coefficient γ cannot be arbitrarily large, as at
γ > S/r1 point A already falls inside the circle and the task loses its meaning. Due to the
symmetry of the tracks in both cases with respect to a straight line passing through the
center of the circles parallel to the ordinate axis, we estimate the time of passage of the left
half of the trajectories. Let us first determine the time spent on moving along the arcs of
circles. Suppose that the linear speed of motion along a small arc, corresponding to the
fulfillment of the condition (3) at i = 1, is equal to v1 = v− and determines the feasible
linear speed v2. It follows from (3) that ω2 = ω1

√
1/γ, i.e., ω2 < ω1. As is well known,

vi = ωiri, i = 1, 2; therefore, v2 = ω2γr1 = ω1r1
√

γ = v1
√

γ > v1 = v−.
It is easy to see that the angles based on the half-arcs of the circles are equal to

α1 = arcsin (r1/S) and α2 = arcsin (γr1/s), respectively. Then, the lengths of the arcs them-
selves are s1 = r1α1 and s2 = γr1α2. Due to the uniform motion along these arcs with speeds
v1 and v2 = v1

√
γ, we obtain expressions for time t11 = r1α1/v1 and t12 = r1

√
γα2/v1. Thus,

ΔT1 = t12 − t11 =
r1(

√
γα2 − α1)

v1
> 0, (2)

as the expression in parentheses is obviously positive.
Now, let us estimate the time for the device to pass straight-line line break sections

of the route to the points of contact C and M. Recall that, according to the assumptions,
the robot starts moving at point A at a speed of v+, and should arrive at the touch point at
a speed of vi, i = 1, 2. Let us first determine the time spent in both cases on braking, which
we denote by t2i, i = 1, 2. We have t2i = (v+ − vi)/|u−|, i.e.,

ΔT2 = t22 − t21 =
v+ −√

γv1

|u−| − v+ − v1

|u−| =
(1 −√

γ)v1

|u−| , (3)

meaning that in this case the distance traveled by the robot during braking is equal to
di = (v+ − vi)

2/(2|y−|). Thus, with the maximum speed v+, the robot travels the distance
S cos αi − di, with the time spent on this task being

t3i =
1

v+
(S cos αi − di) =

1
v+

(
S cos αi − (v+ − vi)

2

2|u−|
)

.

Hence ,

ΔT3 = t32 − t31 =
S(cos α2 − cos α1)

v+
− (v+ −√

γv1)
2

2v+|u−| +
(v+ − v1)

2

2v+|u−| . (4)
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Thus, it follows from (4)–(6) that in both cases the difference in the time taken by the
device to pass half of the trajectory is expressed by

ΔT =
r1(

√
γα2 − α1)

v1
+

(1 −√
γ)v1

|u−| +

+
S(cos α2 − cos α1)

v+
− (v+ −√

γv1)
2

2v+|u−| +
(v+ − v1)

2

2v+|u−| =

=
r1(

√
γα2 − α1)

v1
+

S(cos α2 − cos α1)

v+
+

(1 − γ)v2
1

2v+|u−| .

(5)

Let us now evaluate the second term in this expression. Taking into account that
sin x < x for x > 0, and assuming that α1 + α2 < π, we have

S(cos α2 − cos α1)

v+
= − 2S

v+
sin

α2 + α1

2
sin

α2 − α1

2
>

> − S
v+

sin
(

arcsin
r1

S

)
(α2 − α1) = − r1

v+
(α2 − α1).

Therefore,

ΔT >
r1(

√
γα2 − α1)

v1
− r1

v+
(α2 − α1) +

(1 − γ)v2
1

2v+|u−| >

>
r1(α2 − α1)

v1
− r1

v+
(α2 − α1) +

(1 − γ)v2
1

2v+|u−| =

= r1(α2 − α1)

(
1
v1

− 1
v+

)
+

(1 − γ)v2
1

2v+|u−| .

(6)

Let v+ = θv1, θ > 1. Then, the last expression in (8) takes the form

ΔT >
r1(α2 − α1)(θ − 1)

θv1
+

(1 − γ)v1

2θ|u−| ;

moreover, the right side of this inequality takes a positive value when

γ < 1 +
2r1(α2 − α1)|u−|(θ − 1)

v2
1

. (7)

Obviously, the estimate for the second half of the route takes the same form (9) with
the replacement of |u−| by u+. Thus, the following statement is true.

Theorem 1. Assume that the coupling force G and the maximum speed v1 when passing a turn
along the minimum allowable radius r1 are known. Then, ΔT > 0 for any γ satisfying the inequality

1 < γ < 1 +
2r1(α2 − α1)ũ(θ − 1)

v2
1

,

where ũ = min{|u−|, u+}.

Thus, with a sufficient natural condition for the parameter γ, the solution of the time-
optimal problem based on the principle of trajectory division is optimal. This is confirmed
by computational experiments.
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Abstract: In this paper, we propose a recommendation system for social media users which makes
recommendations on the basis of the user profile information and the contents posted by users-the
bio-aware algorithm. Text mining techniques are used to pre-process the words before feeding it to an
LDA model which handles the topic and feature extraction. In this way, we determine the similarity
between users based on their interests. We further trained a machine learning model which is able to
identify and score the top interests of a particular social media user. Other users who share similar
scores are shown as recommendations to each other.

Keywords: social network; people interaction; information searching; information extraction;
bio-aware approach

1. Introduction

In 2020, an estimated 46% of the world population is active in at least one social
network [1]. When they register on these networks, they are asked to follow some people to
see their content. Users then interact with each other’s content, send messages to each other
and so on. To further improve this interaction, there is a need to develop more effective
recommendation systems as users are more likely to spend more time online and engage
with the content of people they identify better with. Users are often recommended to their
fellow classmates, people who live in the same city or friends of their friends, the list goes
on. Familiarity relationships are simulated through repeated exposure to profiles [2].

There have been previous attempts which include both content-based and graph-
based approaches. The first focuses on measuring the topic similarity among social media
users, while the second infers the relationship between users based on a graph. While it
takes a lot of data to develop algorithms that would produce these recommendations, this
paper explores a peer-to-peer recommendation system with a bio-aware algorithm which
measures the similarity interests among users based on their profile biography and their
last post content to offer suggestions.

Recommender systems are generally tools that help in filtering and sorting information
as it is relevant and interesting to the user. This is as a result of the huge data problem that
came with the adoption of the world wide web.

Netflix’s recommendation system also plays an important role in the success of the
platform. Many times, people come to the site without knowing exactly what to watch but
completely believe that the site will recommend what fits in to their taste. When creating
an account for the first time, Netflix asks a user to choose about five different movies they
like. From this list, Netflix is able to populate their feed with similar movies that match
their taste using its recommendation system.
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Social media is no different. The basics of social interaction are such that there is a
variety of topics to talk about, and even better when the discussions are with people who
share similar views with you. When someone registers on a social network such as Twitter,
they are asked to follow some people. These are usually celebrities, government officials or
new agencies in their country. From this, Twitter is able to decide what kind of users and
topics the user is interested in and then populate their feed accordingly. Previously, you
could accurately understand what a post on Twitter was about from the hashtags it has.
Recently, Twitter introduced topics. People can follow certain topics ranging from sports,
celebrity news, particular fields such as cryptography, space and so on. With this, they can
accurately suggest relevant posts on the user’s timeline.

Traditional approaches to building recommender systems are listed as follows: content
filtering, collaborative filtering and hybrid filtering. Other modern approaches include
location-content-aware, context-aware, semantic based, cross-lingual and peer-to-peer.

Even though a lot of research has gone into improving the state of recommender
systems using machine learning approaches, there are still many challenges that affect these
systems to date. Some of them are described below.

Cold start problems occur when there is not enough data. It could be a cold start of
items in which case we do not have enough information about the items or users. For
example, it would be difficult to recommend movies to a user if they have not watched any
movies at all or given any information that will help in profiling them.

Large datasets are often required to develop a commercial recommender system.
This leads to the usage of a large and spare user-item matrix for filtering which in
turn affects the performance of the recommendation process. The cold-start problem is
caused by data sparsity.

As the number of customers and items increases, it poses a scalability problem to
traditional collaborative filtering algorithms since the complexity will be too large. Most
resources are used for the purpose of determining the similarity in interests between users,
and items with similar attributes [3].

This is one of the most commonly encountered challenges, especially with content-
based filtering, since it always would recommend items that users are already familiar with.
One of the properties of a good system is that it should be diverse.

2. Related Works

Obtaining user profile information can be useful when grouping users and building
recommendation systems. Since unlabelled data are considerably more frequent than
labeled data in many social network datasets, inferring hidden users attributes and using
graph-based semi-supervised learning algorithms are more suitable for this case [4,5].

In order to obtain a good recommendation from a system, there is a need for clear
distinctive information on a user’s preferences [6]. This is generally achieved by recording
feedback from the user; the posts they like, or using sentiment analysis to score their
comments on posts [7].

Gurini et al. [8] emphasizes the use of implicit sentiment analysis which further
improves the performance of recommendation systems. In this approach, they were
able to build more complete user profiles than traditional content-based approaches
by defining a novel weighting function that takes into account sentiment and size in
relation to the user’s interests.

N. R. Vajjhala et al. [9] proposed a solution to identify user interests using IBM Watson
platform which makes use of Natural language processing for advanced text analysis. Their
solution however does not cover for cases with multiple preferences.

Arru et al. [10] proposed a system that is based on a novel user model, termed
bag-of-signal. Guy et al. [11,12] recommend people based on articulated social network
information by combining different sources to derive factors that might influence the
similarity measure.
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Recent studies, e.g., [13], suggest a user’s interests are always changing and there is a
need to capture that. Their solution combines the user interactions, social features and post
history to capture their interests.

Hannon et al.’s proposal [14] recommends users through a hybrid system of both
content based and collaborative filtering. In the content-based method, users correlation
scores are a function of their followees’ posts, their followers’ posts or a combination
of both. In this case, users with similar posts will be recommended to each other. For
the collaborative filtering approach, users are represented by the IDs of their followees,
followers or a combination of them. Then tf-idf weighting scheme is used to find users
similar followers/followees and recommend them to the target user.

A recurring problem for many of these solutions is that they largely suffer from the
cold-start problem. We need information about the user’s followers, followees and their
posts in order to develop the system. A user needs to have followed a substantial number
of users in order to effectively generate relevant suggestions.

3. Approach Description

The bio-aware algorithm proposed in this paper seeks to eliminate this and also solve
the data sparsity and scalability problems. It also reduces the computing time and resources
involved in working with datasets comprising many features.

This is based on the assumption that most social media users include details about
themselves, who they are and what they like or talk about in their biography. When
combined with their most recent posts we are able to generate a list of topics that the user
is interested in.

To use social media platforms such as Twitter, a registered user needs to describe who
they are, their name, short biography, location, etc. A user can follow other users and see
information about them, posts they have made, their followers and the people they follow
termed ‘followees’.

One determining factor as to why a user follows another user can sometimes depend
on how their interests align. Interests could be, for example, if they both like football, or
they are fans of a celebrity. Studies have shown that people with the most followers are
usually new agencies, celebrities or famous organizations. It was also discovered that the
lesser the number of followers a user has, the less likely they are to make a tweet while the
more followers they have, the less likely they are willing to reciprocate the following.

Our purpose is to present a user with a set of recommendations which they will most
likely identify with. If a user already deliberately followed other users, we could assume
they already find these people interesting either based on the recent tweets they made, their
description of what they do and from how popular they are (Figure 1).

Since we are dealing with a lot of raw user generated data, which are mostly un-
structured in nature, we need to pre-process them firstly using about different techniques
namely, tokenization, stemming, removing stop words and noise removal.

There are different feature extraction techniques which include bag of words, TF-IDF,
word embedding, and Natural Language Processing “NLP”. Studies have shown that for
machine learning algorithms using text classification.

To find how similar user’s interests are to each other, we compare the similarity based
on their LDA. We would define the similarity measure as the dot product between the
corresponding vectors representing the contributions of each word to a topic.

Merge fields: since we need to feed the LDA model a string text, there is a need to
combine the relevant fields which we will be using for our topic extraction.

Preprocessing: in (Figure 1), we have listed the preprocessing techniques and steps
that will be used in this work namely; tokenization, lemmatization, removal of stop words,
removal of numbers, emails, URLs, punctuations and white spaces.

Topic extraction: after preprocessing, we perform topic extraction using the LDA
model to identify the top ten words in each topic. The topics here are not labeled so we use
wordcloud to visualize the data.
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Topic weight score: here, we obtain the weight score for a user’s top topics and assign
it as a new corresponding field named ‘topic’.

Get recommendations: we retrieve a user’s list of recommendations by checking other
users with similar weight scores.

To obtain a model that is able to predict a user’s topic weight scores, we explore the fol-
lowing steps: split the dataset into train and test data; using random forest classifier to train
the topic column; predict the topic weight score for the test data; obtain recommendations.

Figure 1. Proposed algorithm design for building our classification model.

4. Experiment Results

For the sake of experiment, Twitter was chosen as the social media platform as a case
study since it was easier to obtain useful data than other platforms.

We used popular processing tools like numpy for array manipulations, pandas for
dataframes, sklearn for feature extraction, re for formatting the string data, nltk library for
preprocessing, keras for building models, matplotlib and wordcloud for data visualization.

Using the wordcloud library, we are able to visualize the results of our LDA training
model. We can infer that from the most popular words, this topic has to do with world
sports since it captures words such as league, game, player, baseball and so on.

We can deduce from Figure 2 that this topic relates more to startups and businesses.
People who talk about or are interested in investment, finance, funding, web development
and the rest. Figure 3 can be summarized as relating to people who are interested in skill
acquisition or building networks.

We built a learning model that can predict the topic weight score of new datasets so as
to reduce the build time and save resources. To do this, we split our dataset into training
and testing subsets. Our testing dataset was 20% of the entire dataset.
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Figure 2. Topic visualization map for posts related to business

Figure 3. Topic visualization map for posts related to network technologies

5. Comparison of with Other Approaches

When we consider both traditional approaches, e.g., content-based filtering, collabora-
tive filtering and hybrid filtering with our approach, we see a clear improvement (Table 1).

Table 1. Results of comparison of different approaches.

Approaches Cold Start Privacy
Multiple

Languages
Sparsity

Content-filtering - - - +-
Collaborative

filtering +- + - -

Hybrid filtering + - - +
Cross-lingual - + + -

Bio-aware + + - +

The bio-aware algorithm proposed in this paper seeks to eliminate most of the chal-
lenges listed above such as data sparsity, scalability, cold-start and privacy problems. It also
reduces the computing time and resources involved in working with datasets comprising
many features since we also develop a model that is able to automatically output the topic
weight score for an already preprocessed dataset.
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The recommendation system developed with this algorithm is independent of a
particular platform and can be used on any social media platform of choice. Twitter was
chosen as the use case here because of the availability of relevant dataset.

6. Conclusions

It is difficult to verify the effectiveness of our algorithm without comparing it to the
user’s actual followee’s list, which is not provided in the dataset used for this project. It’s
also important to acknowledge the limits of the approach used in this work.

From the experiment results, it is obvious that the preprocessing techniques and steps
used have a great influence on how the classification performs. Removing mentions from
the text could possibly increase the effectiveness. For the purpose of this work, we only
chose to process English words which is not the case in the real world. Posts and user
bio can be in a user’s native language. As much as we tried to remove some English stop
words, it did not capture the everyday English words which appeared so many times but
do not add to the relevance of our analysis.

Even though this approach tries to eliminate the cold-start problem, there are still few
cases where a user does not add anything in their bio or have not made any posts at all.
For this case, we suggest that only the popular users be shown as recommendations here.
There might also be cases where a user does not capture what they are interested in on their
bio or on their last post. To solve this, we propose that only the last five posts with more
than 80 characters be considered in the case that there are more.

It is also important to note that our approach does not capture topic classification
on the subcategory basis. If someone mentions that they like baseball, we should only
offer them suggestions of people who also like baseball and not people who like sports
generally. To do this, we might have to increase the number of topics that the LDA model
should classify into. A proposed solution to this might be to have a known list of possible
topics that is already labeled against each user in the dataset. These days, platforms such
as Twitter and Instagram already allow you to choose topics or hashtags based on your
preferences and content is recommended around these topics.
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Abstract: This article discusses an approach to the development of large-scale cognitive cyber-
physical systems characterized by a high level of structural, functional and architectural dynamics.
The main idea of the proposed approach is the use of several modern paradigms to build cyber-
physical systems, such as continuous architecture, agile architecture, digital twins and digital threads.
A three-level model of a cognitive cyber-physical system is proposed. In order to ensure the required
level of flexibility of the system, such possibility should be laid at earlier stages of the life cycle,
i.e., at the development stage. At the upper level, the system is described in terms of a continuous
architecture; at the middle level, the system is represented as a system with agile architecture, which is
described as a multi-level relatively finite automaton, and at the lower level, structural and functional
models are used that illustrate the system in the process of functioning. This article provides examples
of using the proposed approach.

Keywords: cognitive cyber-physical systems; dynamic models; continuous architecture; agile archi-
tecture; digital twins; digital threads

1. Introduction

One of the distinctive features of the modern stage of development of society is
very rapid changes in people’s lives and production methods. Modern companies and
organizations adapt their strategy, business models, products and services, as well as
business processes and information systems, to increase the level of their digitalization
with the help of intelligent services and products with digital improvement. The potential
of the Internet and related digital technologies, such as the Internet of Things, artificial
intelligence, data analyses, cloud computing, mobile systems and cyber-physical systems
(CPS), involves strategic factors contributing to the development of digital platforms with
rapidly developing ecosystems of intelligent services for digital products [1,2]. Currently,
the CPS paradigm is widely used for building real-life systems. One can define CPS as
systems based on the integration of entities of a different physical nature when separate
subsystems of a different physical nature function as a single whole [3].

Nowadays, another point of interest for IT developers is cognitive systems. In the IT
industry, the concept of “cognitiveness” came from cognitive psychology, which studies the
processes occurring in the human brain during information processing. This concept later
formed the basis of one of the branches of artificial intelligence, which is engaged in the de-
velopment of artificial cognitive systems taking into account advances in neurophysiology
and cognitive psychology. As the simplest cognitive system, we can consider a system that
can have certain knowledge about itself and the external world, the functioning of which is
realized in the form of achieving goals. We can say that a cognitive system should have at
least a model of itself and models of the external world (context) presented in the form of

Eng. Proc. 2023, 33, 14. https://doi.org/10.3390/engproc2023033014 https://www.mdpi.com/journal/engproc
101



Eng. Proc. 2023, 33, 14

knowledge. The following definitions can be proposed: cognitive systems can be attributed
to systems that are able to perceive information about the state of the external world and
their own state, working with a model of themselves and a model of the external world;
systems that do not use these models can be defined as intelligent systems.

One of the main distinctive features of modern CPS is the variability of their structure
and behavior [4]. Thus, we can say that modern CPS may have the ability of evolution, i.e.,
they can be considered as developing systems that may have such typical features as (i) a
spontaneous change of the system state; (ii) counteraction (reaction) to the influence of the
environment (other systems), leading to a change in the initial state of the environment; and
(iii) permanent changes in the structure and behavior of the system. If a developing system
evolves at the expense of its own resources, then such systems are called self-developing
(self-sufficient developing).

Practically all self-developing cognitive CPS are Software Intensive Systems (SWIS) [5],
which use mechanisms of working with knowledge.

2. Background

The CPS conceptual model consists of five levels: physical, network, data storage, pro-
cessing and analytics and an application layer. Large-scale CPS are most often implemented
on fog and edge computing platforms [6].

The mainstream of the CPS evolution is associated with the permanent complication
of the implemented functionality, and nowadays many modern CPS can be considered
as ambient intelligence systems. A significant part of modern CPS can be attributed to
cognitive systems.

In relation to the IT domain, the term “cognitiveness” is most often associated with
the derived concepts of cognitive modeling, cognitive systems and cognitive architectures
and systems that implement cognitive behavior.

Cognitive modeling can be defined as a decision-making support process taking
into account the mutual influence of various events and the relationship between them.
Cognitive analyses, using the apparatus of cognitive models and technologies, promptly
solve such tasks as building a model of the situation, assessing the impact of external and
internal factors on possible scenarios of the situation, and identify trends in the development
of situations. The cognitive modeling technology is usually used to solve management
problems under unforeseen circumstances.

Classical systems with cognitive architectures use human-inspired heuristic algo-
rithms, which are found by psychologists and biologists who are often part of the devel-
opment team. The history of the creation of this kind of cognitive system comprises at
least 40 years. For the most part, these are experimental systems. When constructing them,
concepts such as patterns of situations and fusion are most often used [2]. For the most part,
these are also decision-making support systems. As an example of using this approach, we
can consider the concept of the Cognitive Internet of Things [7].

The main idea of this paradigm is that the modern Internet of Things is just a collection
of a wide variety of devices equipped with status sensors and actuators. To manage and
maintain such a complex infrastructure in a proper condition, it is necessary to endow it
with intelligence, i.e., the ability to perceive information about its own state and, if necessary,
issue control actions for the purpose of reconfiguring the structure. The cognitive system
here is the Internet of Things management system, which can be built as a distributed
intelligence system. Within the framework of this paradigm, no specific solutions are given;
it is determined only what should be done, but not how the mechanisms of cognition
should be implemented.

3. Problem Statement

A significant part of modern self-developing cognitive CPS are big and complex dis-
tributed systems with a high level of not only structural and functional but also architectural
variability. One of the key problems associated with the construction of self-developing
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cognitive CPS is the problem of ensuring their manageability at all levels. To solve this
problem, in turn, it requires having sufficient information about the current state of the
system, which is usually presented as a set of models.

Designing self-developing cognitive CPS is also quite a difficult problem. Very often,
the use of traditional SWIS design approaches [8] does not give the desired results. The
development of new approaches to the design of self-developing cognitive CPS is required.

4. The proposed Approach

The main idea of the suggested approach is that it is proposed to use several modern
paradigms for the construction of CPS, such as continuous architecture [9], agile archi-
tecture [10], digital twins [11] and digital threads [12]. The proposed approach can be
considered as an adaptation of the digital threads’ paradigm in relation to cognitive CPS.

The implementation is supposed to be based on a Model-Based Approach [13] and
assumes the use of a three-level CPS life cycle model (LC).

A three-level model of self-developing cognitive CPS. In order to provide the required
level of CPS capabilities such as flexibility, this opportunity should be laid at earlier stages
of the CPS LC, i.e., at the development stage. This model can be used as the basis of a
development viewpoint or encapsulated into a separate architectural viewpoint [8].

The proposed model describes the LC of continuous agile architecture at all five LC
stages on three levels.

The structure of the model is shown in Figure 1.

Figure 1. Three-level model.

At the top level, CPS are described in terms of a continuous architecture [9].
At the middle level, the system is represented as an agile architecture and is described

as a multilevel relatively finite state automaton [14].
At the low level, structural and functional models describing the system in the process

of operation are used.
These models describe CPS at different LC stages. The top level describes all LC stages.

The middle level refers mainly to the stages of operation and modernization. The low level
relates mainly to the stage of operation.

Top level. At this level, the process of transformation of the architectural represen-
tations of the CPS during the transition between the individual stages of the LC cycle is
described (Figure 2).

 

Figure 2. Transformation of artifacts.
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In general, five phases of the life cycle can be distinguished: Development (Dev),
Production (Prod), Operation (Oper), Modernization (Mod) and Annihilation (Ang). The
chain of transformations can be represented as

Art Dev--> Tdp_--> Art Prod--> Tpo--> Art Oper--> Tmo--> Art Mod--> Tma-->-->
Tmo--> Art Ang.

At each phase of the LC, a certain set of artifacts (Art) is formed. Artifacts can belong
to the following classes:

Art classes: = <Model|Code|Physical Entity>. Each of the phases uses its own set
of artifacts.

One can define four basic types of transformations:
Mi--> Mi-1, M--> Code, M--> PhE, Mi1--> Mi2, where M are models and PhE are

physical entities.
In general, at each stage of the LC, its own set of entities is used, which are intercon-

nected by transformation mechanisms.
At the top level, one can discuss a single model. At the middle level, each phase

uses its own artifacts. Each phase uses its own agile architectures (AA). Each of the AA
architectures is matched with a set of runtime architectures (RTAA).

Each phase uses its own artifact systems, but some common features can also be
distinguished.

Artifacts, the classification of which is shown in Figure 3, can be divided into three
groups: entities, models and metrics.

Figure 3. Artifact system structures.

Entities can be physical (PE) or virtual (VE). Physical entities can be either physical
elements of the CPS, or their physical models. Both CPS elements and CPS models can act
as virtual ones. A virtual entity can concede as a code or as a business process.

Currently, models are becoming one of the key elements of CPS. Models can be both
physical and virtual (PM and VM). In this paper, physical models are not considered. A
complete classification of the models can be found, e.g., in [13]. From the point of view of
the subject of research, models can be divided into models describing a class of systems
(VCM) and models describing instances of a class (VIM).

The model and the entity being modeled can be in the following relations: (i) model
implementation M--> E; (ii) model building E--> M; and (iii) synchronization of the model
and the entity state M<-->E.

Middle level. At this level, the mechanisms of structural, functional and architectural
reconfiguration are supported. This level describes the operational phase.

At the middle level, the system can be described as a multilevel relatively finite state
automaton, the vertices of which correspond to architectural states (As), and the transitions
are illustrated by the fitness functions (FF) [10].

This model can be used both on exploitation and the modernization phase.
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In the first case, we are discussing maintaining agility mechanisms in the runtime
mode, and in the second case, about maintaining these mechanisms in the process of
CPS modernization.

Low level. At the low level, structural and functional mining mechanisms are sup-
ported, i.e., tracking the current structural and functional (architectural) state of the ob-
served CPS.

The architectural state of the observed CPS can be described using different models
depending on the goals.

Approaches to implementation. The implementation of self-organizing cognitive CPS
on the fog and edge computing platforms is associated with solving a number of problems,
the central of which are the following: (i) it is obvious that cognitive CPS should be focused
on working with knowledge; however, working with ontologies and knowledge graphs
requires sufficiently powerful computing resources that are not always available even at
a fog level, and really full-scale support of mechanisms for working with knowledge can
only be organized at the cloud level; (ii) neural networks can be considered as an effective
tool for implementing cognitive functions, but their training can really be organized only
at the cloud level.

The generalized policy related to the implementation of the cognitive functions of the
CPS can be formulated as follows. Functions related to managing slow business processes,
such as self-organization management, can be implemented in terms of ontologies and
knowledge graphs mainly in a cloud environment; neural networks and federated learning
algorithms can be used to implement functions with higher performance requirements.

The maturity models. The proposed model approach is not always possible and
appropriate to be applied at full scale. In some cases, it is more appropriate to apply it
partially or only at the design stage. In this context, by analogy with the well-known
methods of assessing the maturity of CMMI [15], one can discuss the maturity levels of the
application of the suggested model approach. Five maturity levels can be distinguished:
(i) level 0—the model approach is not applied; (ii) level 1—the model approach is applied
only at separate stages, e.g., at the development stage; (iii) level 2—the model approach
is used to a limited extent, both at the development and runtime, e.g., it can be used only
to control structural dynamics or only to control dynamic business processes; (iv) level
3—the model approach is used to solve both structural dynamic management problems
and dynamic business process monitoring, but the possibilities of building models are
limited, e.g., one can only tune the properties of individual model elements, or one can add
only elements of certain types to the model; and (v) level 4—all models can be synthesized
in the runtime, no restrictions are imposed on the complexity and structure of models and
model transformation mechanisms are used.

5. Case Study

The proposed approach was used by the authors in the construction of a number of
real systems. It should be noted that in order to solve real problems, it was not required to
use it at full scale.

Below is a brief description of real projects in which the proposed approach was used.
Case 1. A cable TV network maintenance system. This project solves the problem

of maintenance of a complex distributed system. The main task was to create cognitive
CPS based on the existing cable TV network, with the abilities of self-repair and self-
optimization, i.e., implementing elements of cognitive behavior. When solving this problem,
it turned out to be possible to limit ourselves only to structural dynamic models that are
focused on supporting the operation phase [16].

Case 2. Production system. The purpose of the development was to modernize the
production system with mobile entities at the sensory level, built on the platform of the
Industrial Internet of Things. There are two key subtasks in this project: collecting data
at the sensory level in conditions of a very high level of electromagnetic interference and
the task of building a corporate knowledge graph. This system is focused mainly on
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work in the runtime and uses structural and functional models operating at a low level.
The use of top-level models allows for increasing flexibility and simplifying the process
of integration into the corporate information system. The presence of a dynamic model
illustrating the production system in the form of a knowledge graph opens up possibilities
for the construction of cognitive production systems. This example can be considered as
the use of the proposed approach for the construction of dynamic digital twins [17,18].

Case 3. In the third case, the model approach was used to solve the problem of building
an educational trajectory muster level curriculum in the IT domain. This is the task of
synthesizing business processes based on the model. This task is also interesting because
educational systems can be considered as one of the varieties of socio-cybernetic systems
where it is required to work with competence models. This indicates the possibility, with
certain improvements related to the adaptation of the model, of using this approach to
solve data processing problems in socio-cybernetic systems, for example, social networks.

Case 4. Digital twin of an electric piano. This example illustrates the possibility of
constructing a dynamic digital twin. The idea is as follows. The piano often breaks down
and there is a special connector for connecting to a computer for diagnostics. Modern elec-
tric pianos have great capabilities, can change the timbre of the voice through a connected
microphone, have good sound-reproducing speakers that are not inferior to professional
equipment for artists of the musical genre, have additional accompaniment functions and
have a training mode for beginners to learn to play the piano. Many electric pianos have
a special diagnostic input, for which the authors of the article developed a digital twin
(Figure 4).

Figure 4. Middle level model.

The program has a menu through which it is possible to download and save the model
(File) and screenshots for subsequent sending to the statistics server and various settings
(Figure 5). On the left of the form, there is a static image of the object (electric piano), which
can be hidden by pressing the “Hide” button. On the right is a schematic image of the
object, which can be moved horizontally and vertically through the blue circle. It is possible
to zoom in front of the magnifying glass image (plus and minus buttons), manually set the
size by pressing the “Set” button and reset to the original dimensions, which are presented
by default, by pressing the “Reset” button. On the left, you can select the event levels, Easily,
Danger and Seriously, and see the current diagnostic status “Good”; meaning everything is
fine and the components are in good working order. Below is the configuration of sensors
and signal sources, Keys, Pedals, Speakers, Functions and Connectors, with the possibility
of additional configuration using the “More...” button. The log with additional functions is
displayed on the right: clear, save to a file, open a file with a log and open it on the site in a
table with a search using the “Web” button. Only the last 20 lines of the log are displayed
on the form element to avoid memory overflow errors.
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Figure 5. Digital Twin for Troubleshooting.

6. Conclusions

The above-described approach can be considered, first of all, as an approach to the
development of large-scale cognitive heterogeneous CPS with a high level of structural,
functional and architectural dynamics, built on fog computing platforms. The key idea of
the developed approach is to use a system of dynamic models of the CPS, which is kept
up-to-date throughout the entire system LC.

Implementation of the suggested approach allows for solving a number of impor-
tant problems, such as increasing the level of CPS intelligence and increasing the level of
service availability, to reach a new level of complexity of the created CPS. The presence
of model knowledge about the past states of the system allows for determining the root
causes of events and predicting future states of the system to implement proactive man-
agement. In addition, the availability of knowledge about past states allows for using
learning mechanisms.

A necessary and sufficient condition for using the proposed model approach is a
sufficiently high complexity of the structure and behavior of CPS that have high structural
dynamics and adaptive behavior.

Currently, work on the further development of the suggested approach is being carried
out in three directions: (i) creating new models; (ii) expanding the scope of the approach, in
particular, for its application for the analysis of social networks; and (iii) development of
new algorithms of model synthesis and model transformations.
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Abstract: This paper presents an idea of using particle swarm optimization (PSO) to tune the control
system of a decentralized unmanned aerial vehicle (UAV) formation. Simulations were run on
a consensus-based decentralized UAV formation. Vector field guidance was used to control the
formation. A fitness function is proposed that is based not only on the error of distance to the
circular path, but also on the relative inter-UAV distance error. To demonstrate the effectiveness of
the proposed method, the obtained results of such tuning are compared to those obtainable by the
conventional trial and error method.

Keywords: UAV formation flight; collective circumnavigation; target tracking; vector field guidance;
drone flocking

1. Introduction

Use of autonomous robots in groups is a promising area of research in today’s mobile
robotics, and it receives much attention. Decentralized control of autonomous robots is
one of the more complex yet effective approaches. Thus, many papers cover decentralized
control applications in ground-based robots [1–3] and autonomous unmanned aerial
vehicles (UAVs) alike [4,5]. Most papers cover decentralized control of rotary-wing UAV
groups, mainly quadcopter formations [6,7].

Currently, control of decentralized swarms of autonomous robots [8–10] and un-
manned aerial vehicles (UAVs) [11,12] is a promising area of research. However, beside con-
trol and trajectory-planning algorithms, these formations require optimizing their transient
trajectories. Since autonomous robot formations, including UAV formations, are complex
nonlinear interconnected systems, soft computing could be effective for such optimization.

Control optimization research focuses on evolutionary algorithms [13] including
genetic algorithms [14,15] and particle swarm optimization [16,17]. Some papers show
implementation of particle swarm optimization for single-quadcopter controllers [18–20],
UAV formations [21–23], UAV trajectory optimization [24], UAV movement planning [25]
and UAV formations [26] in an uncertain environment. However, swarm optimization
for vector field-controlled UAV formations remains under-researched. Thus, the goal
hereof is to test the feasibility of applying particle swarm optimization to a decentralized
consensus-based UAV formation controlled via vector field guidance.

2. Preliminary Remarks and Statement of Problem

The assumptions here are the same as in [12,27]: no wind, inter-UAV communica-
tion enabled and sufficiently accurate computation of the relative inter-UAV distance in
the group.

The dynamics of a decentralized UAV formation can be tested via full models as well
as via high-level models that approximate the movement of the formation provided that the
UAVs are equipped with fine-tuned onboard autopilots. Full models are preferable, e.g., for
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final testing of control algorithms or for testing formation-wide stability. High-level models,
also referred to in the literature as guidance models, are more suitable for simulating spatial
movement planning algorithms as well as for trajectory optimization. However, full models
are still useful when the trial and error method is used to find the initial values for the
formation controller coefficients that are further to be used for trajectory optimization.

UAV formation trajectory optimization is a subtask of cooperative target tracking.
This task is sometimes referred to as collective circumnavigation or target encirclement.
The idea is to maintain a certain preset distance not only between the UAVs (through
specified angular values) but also to the target encirclement orbit, which is a moving path.
Formal statement of the problem can be found in Section 4. We covered a similar problem
in [28], where we used a genetic algorithm to solve it.

3. Consensus-Based UAV Formation Control Algorithm

This paper uses a decentralized neighbor-to-neighbor interaction topology, where
UAVs only receive data from the neighboring aircraft. The topology can be defined as a
graph referred to as the “interaction graph” hereinafter. Paper [12] shows a mathematical
model of interaction in a consensus-based UAV formation. The same model is described
later in this section. Let N be the set of all UAV agents.

Let eθ ∈ R
N×1 be this vector, where R

N×1 is a space of N × 1-dimensional matrices
with components from R. To find this vector, use some elements of the vector of all possible
relative phase shift angle errors ēθ =

(
êi, j
) ∈ R

N(N−1)×1, where êi, j is the value of error for
the directly interacting ith and jth agents. The choice is dictated by the interaction architec-
ture; in this research, the control action vector is set as such for open-chain interaction in
the same manner as described in [12,27]:

eθ =

⎡⎢⎢⎢⎢⎢⎢⎣

e1
...

ek
...

eN

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣

ê12
...

−êk−1, k + êk, k+1
...

−êN−1, N

⎤⎥⎥⎥⎥⎥⎥⎦ = M̂θ
�
eθ + D, (1)

where D = −MθH−1
θ

((
Pd

θ

)T
, P̂θ

)T
is a system control vector in the space of relative

distances (an (N − 1)-dimensional space generated by the interaction graph incidence
matrix columns), and Hθ is a matrix that specifies the agents for agent-to-agent distance
measurements, defined as follows:

Hθ =

⎡⎢⎢⎢⎣
q1
q2
...

qN

⎤⎥⎥⎥⎦, qi =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

...
1
...

−1
...

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

, i < N, qN =

⎡⎢⎢⎢⎣
1
1
...
1

⎤⎥⎥⎥⎦
T

,

where Hθ ∈ R
N×N , qi ∈ R

1×N and the positions of “1” and “-1” in qi are determined
according to the structure of the interaction graph.

Pd
θ ∈ R(N−1)×1 is the vector of the desired inter-UAV phase shift angles and P̂θ =

N
∑

k=1
ϕk

is the total of the current UAV phase angles in an inertial coordinate system;
�
eθ =

(
�e i,i+1

)
i=1,N−1

∈ R(N−1)×1 is the vector of current phase shift angles for directly

co-engaged agents, calculated by the triple scalar product, e.g., when the final movement is
directed clockwise, the following applies:
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If n · (di × di+1) ≥ 0, then �e i, i+1 = β = arccos (di , di+1)
‖di‖‖di+1‖ and �e i, i+1 = 2π − β in other

cases, where dk, k ∈ N is the vector of aircraft-to-moving-target distance at a given time,
n = (0, 0, 1)T;

Mθ ∈ R
N×N is an interaction matrix that in cases of decentralized neighbor–neighbor

interactions as herein is as follows:

Mθ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−1 1 0 · · · 0

1 −2
. . . . . .

...

0
. . . . . . 1 0

...
. . . 1 −2 1

0 · · · 0 1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
;

M̂θ ∈ R
N×(N−1) is a matrix derived from the matrix MθH−1

θ by removing the Nth column.
For collective target encirclement, this paper uses the same control laws as in [12,27].

For control based on angular errors, it uses the speeds of the UAVs in the formation.
The following control command vector vc is set for UAV speeds:

vc =
[

v1 v2 . . . vN
]T

= v1N + L, (2)

where 1N =
[

1 1 . . . 1
]T ∈ R

N×1 and the vector

L =
(

v f (2/π) arctan
{

kθei + kθ̇ ėi
})

i=1,N
∈ R

N×1 is found given (1), kθ is the positive

tuning coefficient, kθ̇ is the positive tuning coefficient for the derivative signal, v f is the
maximum norm of the additional velocity vector that is to be adjusted for the constraints of
the real-UAV dynamics, and v is the ultimate linear cruise speed of the UAVs provided that
the target is stationary.

Path error-based control relies on the heading angles of the UAVs in the formation.
The following control law from [12,27] is applied to the heading-angle command vector Øc

with slightly modified coefficients:

Øc =
(

ϕi + λ
[π

2
+ arctan

(
ki

o(di − ρ) + ki
ȯ ḋi

)])
i=1,N

∈ R
N×1, (3)

where di is the ith UAV-to-target distance, ḋi is the corresponding derivative signal, ki
o is the

tuning coefficient for the distance-to-circular-path signal for the ith UAV, ki
ȯ is the tuning

coefficient for the distance-to-circular-path derivative signal for the ith UAV, ρ is the radius
of the circular path that the UAV follows whilst encircling the target, ϕi is the phase angle
of circumvolution around the target for the ith UAV.

4. Implementation of Particle Swarm Optimization

The standard particleswarm solver from MATLAB2015b with default parameters
was used for particle swarm optimization. A four-UAV formation was tested for this paper,
hence eight tuning parameters. These parameters are coefficients in the control law (3):

K = [ k1
o k1

ȯ . . . k4
o k4

ȯ ] ∈ R
1×8.

We also added upper and lower bounds as follows:

[ 0.1 0.1 . . . 0.1 0.1 ] ≤ K ≤ [ 30 30 . . . 30 30 ]

These constraints were chosen in order to preserve the UAV formation stability. Sta-
bility can be lost if the control law coefficients go beyond certain limits in the absence of
adaptive control.
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The initial guess for the vector K was as follows:

Kinitial = [ 1 2 . . . 1 2 ] ∈ R
1×8.

For the fitness function, we chose the following:

Ff itness
Δ
=
∫ tn

0
t ∑

i=1,...,4
(|di − ρ|+ |ei|)dt, (4)

where tn is the particle swarm optimization time; the remaining parameters are defined in
Equations (2) and (3). Thus, this solution optimizes not only for the error of each UAV’s
distance to the ultimate orbit of target encirclement but also for the relative neighbor-to-
neighbor distance errors.

The formal statement of the goal would be as follows:

minimize Ff itness
Δ
=
∫ tn

0
t ∑

i=1,...,4
(|di − ρ|+ |ei|)dt,

s.t. [ 0.1 0.1 . . . 0.1 0.1 ] ≤ K ≤ [ 30 30 . . . 30 30 ]

5. Simulation Results

5.1. Simulation Parameters

For simulation, we ran a high-level UAV model from [29]. The formation consisted
of four UAVs of the same type. To make an initial guess, we also ran full UAV models
of this formation. This allowed us to find, by trial and error, a controller coefficient that
would keep the entire formation system stable. Control laws (2) and (3) were used in the
simulation. The simulation parameters are shown in Table 1.

Table 1. Simulation parameters.

Parameter Symbol Values

Initial UAV heading vector (rad) Ø(0)
[

0 0 0 0
]T

Initial UAV speed vector (m/s) v(0)
[

13 13 13 13
]T

Circular path radius (m) ρ 200
Initial target coordinates (m) c =

[
ce(0) cn(0) h(0)

]T [
500 500 100

]T

Ultimate cruise speed of the formation in case of a stationary
target (m/s)

v 13

Target speed (m/s) vtarget 2
Target course angle (rad) χtarget π/4

Vector of initial UAV coordinates in the ICS (m)

p1(0),
p2(0),
p3(0),
p4(0)

[
180 910 −100

]T,[
245 247 −100

]T,[
710 135 −100

]T,[
915 760 −100

]T

Desired inter-UAV phase shift angles (◦) Pd
θ

[
270 260 290

]T

Initial tuning coefficients kθ , kθ̇ , ki
o, ki

ȯ 35, 15, 1, 2

5.2. Simulation Results and Discussion

Figure 1 shows how the fitness function changed during optimization. Apparently,
the function’s value stopped declining drastically after 25 iterations. However, a signifi-
cantly increasing number of iterations would be required to further reduce the value.

Running the optimization algorithm returned the following K = Kopt values that were
used in the simulation:

Kopt =
[

4.7426, 25.1807, 2.6214, 23.8265, 20.6034, 29.4922, 18.7241, 26.8984
]T
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Figure 1. Fitness function value change during simulation.

Figure 2 shows UAV formation angular errors before and after optimization. As can
be seen in the graphs, optimization enabled the formation to reach the pre-specified relative
angular positions somewhat faster. Figure 3 shows how path errors changed in the UAV
formation. As can be seen from the graphs, UAV1 and UAV2 showed the most drastic
changes. Apparently, transient trajectories before and after optimization are different
(Figure 4). Even though the trajectories look similar in the figure, they are still different.
That is especially noticeable in the trajectories for UAV1 and UAV2.
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Figure 2. UAV angular errors at time t = 90 s. (a) Angular errors before particle swarm optimization;
(b) angular errors after particle swarm optimization.
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Figure 3. UAV path errors at time t = 90 s. (a) Path errors before particle swarm optimization;
(b) path errors after particle swarm optimization.
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Figure 4. UAV formation trajectories at time t = 90 s. (a) Trajectories before particle swarm
optimization; (b) trajectories after particle swarm optimization.

Notably, although the controller coefficients were tuned only for the control law (3),
the fitness function included the total angular error of the formation (4). The reason for
this was that control by path errors is tied to control by angular errors in a decentralized
UAV formation system. This connection can be seen, among other things, in the simulation
results in Figure 2.

6. Conclusions

The paper demonstrates a successful use of particle swarm optimization for target
encirclement and tracking by a UAV formation. The formation itself was a vector field-
controlled decentralized formation. Simulations showed a reduction in the proposed fitness
function as well as a change in the pattern of transient trajectories. A close connection
was found between optimizing the path error controller optimization and the quality of
transient trajectories for angular errors in the UAV formation.
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Abstract: In the process of controlling an unmanned vehicle, it is practically important that under
conditions of rapidly changing dynamic constraints, control laws be developed that would be optimal
with respect to a given quality functional or a multicriteria functional. When static and dynamic
constraints do not allow the optimal movement to be chosen to a given quality functional, the authors
consider the transition to another quality functional using the predictive integral path model and the
method of active simultaneous localization and mapping. In this case, the strategy for choosing the
state space is more efficient than the strategy for choosing the control space. The practical question
is how to achieve this. The paper presents a method and experiments using an unmanned vehicle
platform at a test site in the form of a complex environment, showing the feasibility of the method.

Keywords: method of active simultaneous localization and mapping; model predictive path integral;
mobile robot; nonlinear problem; optimal trajectory; optimal control

1. Introduction

Currently, much attention is being paid to solving the problems of controlling mobile
robots. When they are controlled, the requirements for autonomy, the accuracy of deter-
mining the state, and the ability to determine and overcome static and dynamic constraints
increase. In this regard, the problems of studying the trajectories of a mobile robot and
calculating control are very relevant. The automation of mobile robots is the subject of many
studies. However, despite fundamental and applied research, the problems of managing
them have not been fully resolved. The main problem is the accuracy of determining its
local state, and the calculation of the optimal trajectory in complex environments with
static and dynamic constraints requires assessing the entire space of possible states and
finding the best solution.

We investigated the analysis of the external environment and the robot’s localization
in it using the method of simultaneous localization and mapping (SLAM). The efficiency
and reliability of optimization in problems was developed in [1–4]. All these approaches
formulate SLAM as a maximum a posteriori estimation problem, and often use factor
graphs [5] to establish the interdependence between variables.

The simultaneous assessment of the state of a robot equipped with onboard sensors
and the construction of a model (map) of the environment has been developing for the
last 35 years [6]. The map represents the position of landmarks and obstacles, including
dynamic ones, with a description of the environment in which the robot operates.

Therefore, the improvement of SLAM methods is still relevant. In this article, we
present a new method of active SLAM based on MPPI [7] (ASLAM-MPPI), which can
calculate quasi-optimal control to achieve a terminal state, taking into account the bypass
of dynamic constraints in real time based on the forecast period.
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The article deals with the problem of optimizing the control of a mobile robot in real
time based on the SLAM method.

One of the main causes of algorithm failures is data aggregation. For example, in
feature-based visual SLAM, each visual function is associated with a specific breakpoint.
Perceptual smoothing is a phenomenon in which different sensory inputs result in the same
sensor signature. This makes this task very difficult. In the presence of a data perception
alias, the association establishes erroneous matches of the measurement states, which, in
turn, leads to incorrect estimates. Standard approaches to solving the problem are based
on optical flow or descriptor matching [8] and provide reliable tracking. At a high frame
rate, the angle of view of the sensor (laser, camera) does not change significantly, so the
appearance and all features at time t + 1 remain close to those observed at time t. The
other method is long-term data association in an interface, which includes loop closure,
discovery, and validation.

We propose a solution to this problem using the ASLAM-MPPI algorithm. We present
the first predictive control method with active SLAM for mobile robots that combines
control and planning in relation to action goals and perception.

The model prediction method (MPC) has long been used in robotic systems. A more
flexible method of MPC—prediction of the integral path model (model predictive path
integral—MPPI)—a sample-based algorithm that can be optimized according to general
cost criteria, convex and nonconvex, was first implemented in [9].

We have extended this method by integrating it with active SLAM so that it is applica-
ble to a larger class of stochastic robotic systems with dynamic constraints. Active SLAM
includes integration with object recognition. At the same time, the structure optimizes
the perception goals for reliable sensing of key points for closing the loop by sampling
the trajectory for maximum testing of points of interest. Loop closure is one of the most
important contributions of SLAM [10]. Reliable loop closure allows one to change the card
globally. When the cycle is closed, the constructed map and the calculated trajectory of the
robot are more accurate.

The keyframe must satisfy a certain test, which usually contains three movements,
three rotations, and one scaling parameter. When the candidate has enough checks, we are
sure that the loop is found.

Given both the goals of perception and actions for motion planning, the choice of a
trajectory is difficult due to possible conflicts arising from their respective requirements.
Our predictive model, taking into account the recognition of significant landmarks for the
perception goal, will require choosing such a movement to make the landmark as noticeable
as possible for testing key frames. To carry this out, a condition for switching to the goals
of perception is introduced into the cost function.

2. Active SLAM method based on MPPI

The problem of controlling the robot’s movement in order to minimize the uncertainty
of its display on the map and localization is usually called active SLAM. This definition
comes from the well-known active perception [8]. Theoretical management approaches for
active SLAM include the use of a predictive management model [9,11].

In our work, we developed a method based on MPPI [12–14] and active SLAM.
The ASLAM-MPPI algorithm allows for real-time processing of the complex nonlinear

dynamics of an unmanned vehicle and the environment. However, like most classical
algorithms, it suffers from instability when simulating dynamics that are different from the
true dynamics of a car. One way to solve this problem is to define the parameters of the
object model and take into account the costs of understanding the scene using SLAM in
real time.

The ASLAM-MPPI algorithm consists of the following steps:

• Initialization (localization using the SLAM method) of the state vector x0;
• Control calculation.
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To implement the second step c, we consider a sequence of controls Vm, where m is a
realization of a random trajectory from previous iterations, consisting of (thousands) trajectories.

Control costs are collected for each trajectory and mapped to its weights

Ω(Vm) = e(−
1
λ (S(Vm)−∑T−1

t=0 (vt)
TΣ−1vt−ρ)),

where ρ sets the minimum value of the cost among all the selected trajectories intended
to exclude the algorithm; S(Vm) = q1(xm

T ) + ∑T−1
t=0 q2(xm

t ) is part of the cost, depending on
the state.

The quasi-optimal control at each time step is calculated as

U(T, K) = U(t, K − 1) +
∑T−1

t=1 [Ω(Vm)ξm]

∑m
T=1 Ω(Vm)

,

where ξm ∼ N(0, Σ) is Gaussian noise with zero mean.
Figure 1 shows the discrepancies between the state of the unmanned vehicle in the

model and the state obtained using SLAM at the Gaussian noise level, with the same control
without feedback. In Figure 1, the red line shows the trajectory described by the robot in
the real state without feedback. The blue line indicates the trajectory described by the robot
according to the model after identification. The green line indicates the trajectory obtained
during the second run on the model.

Figure 1. Discrepancies in the state of the unmanned vehicle in the model with the state obtained
using SLAM at the Gaussian noise level, with the same control without feedback.

In global planning, it is desirable that significant landmarks (obtaining unambiguous
functions by the robot) appear in the area of the navigation trajectory, but are not an obstacle.
At the same time, the global trajectory can be optimal in the sense of fault safety.

Optimal trajectory planning for autonomous robots has long been studied. Rosenblatt [15]
developed a jet navigation system to enable multiple targets. Each goal is considered a
behavior, and their task is to weigh a set of discrete motion controls based on its expected
utility. The benefits from each behavior are also weighted by the central arbiter depending
on the current mission of the system.

To be able to control the robot in real time, we need to update the map quickly
enough [16]. This is very important for robots with fast dynamics, such as Figure 2 (the
picture on the left) unmanned vehicle. To meet these requirements, you need to use
accelerations, for example, using the CUDA GPU.
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Figure 2. Landmarks in the form of yellow markings, red cones, and radio frequency markers.

Our simple solution to refine and adjust the position and orientation of the mobile
robot is to use a marker when initializing the unmanned vehicle and close loop. The
disadvantage of the visual–inertial SLAM is its sensitivity to vibrations and in constantly
changing light conditions. Between adjustments using radio frequency markers, the posi-
tion and orientation of the mobile robot is correlated with the dynamic model of the mobile
robot, and if the threshold is exceeded, the system uses the position and orientation of the
model until it converges with the SLAM.

For dynamic obstacles in previous works [17], we used a trajectory generator and
precalculated trajectories, which were selected by the cost function. The ASLAM-MPPI
algorithm allows us to generate thousands of trajectories in real time and choose the one
that takes into account the dynamic constraint (Figure 3). In Figure 3, we can see red, blue,
and yellow fields; this is cost map. The light blue line is a trajectory of the ASLAM-MPPI
method, visualized on RVIZ. The optimal trajectory has a violet color.

Figure 3. The set of obtained trajectories, where the arrow indicates the direction of the
optimal trajectory.

As a result, the ASLAM-MPPI algorithm works as follows:
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1. Using ASLAM algorithms, we obtain the local state of the unmanned vehicle (UV)
and the employment map, taking into account dynamic obstacles;

2. The A-star [18] algorithm calculates the global trajectory. Active SLAM includes termi-
nal states in the circle of significant landmarks, for example, radio frequency markers;

3. The ASLAM-MPI algorithm models predict, from the initial state, thousands of trajec-
tories, taking into account the UV dynamics in the direction of the global trajectory.
The prediction window depends on the calculated speed of dynamic obstacles;

4. Using the cost function, the optimal trajectory is calculated according to a given criterion;
5. The control corresponding to the optimal trajectory is applied;
6. Then, the algorithm is repeated;
7. If the UV localization exceeds the threshold of discrepancy with the forecast of the

local state of the ASLAM-MPI algorithm, the localization system is corrected.

3. An example of using the method

Consider the movement of a robot with an Ackermann geometry chassis [19]:⎧⎨⎩
ẋ = u1 cos θ,
ẏ = u1 sin θ,
θ̇ = u1

L tan u2,

where x, y are the coordinates of the center of the rear axis of the mobile robot; u1 is its
linear speed; θ is an angle of rotation around the axis x; u2 is the rotation angle (positive
counterclockwise); L is the distance between the front and rear axles of the wheels of the
mobile robot.

The technology described above was tested in the robotics center of the Russian
Academy of Sciences, where a polygon simulating an industrial facility with complex
structures, ramps in the form of a steep hill, a bridge, and other restrictions is deployed. In
Figure 4, we can see the part of the track with the form of bridge and a mobile robot with
an Ackermann geometry chassis, which we use in our experiments.

Figure 4. The track.

Static phase restrictions are given:

ϕ(x, y) = r2 − (x∗i − x)2 − (y∗i − y)2 ≤ 0, (1)

where r is the obstacle dimensions; x∗i , y∗i are the coordinates of the center of the obstacle.
If f (x) < 0, where f (x) is the condition for recognizing labels in the algorithm, then

the algorithm switches to another cost function, such as

G(Zk) = F(Zk) + (1 − ϑ( f (x)))y,

where

• F(Zk) is from [17];
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• y = sin(x + Δx, y + Δy), where (x, y) stands for current coordinates and (Δx, Δy) is
distance to the recognized label;

• ϑ is a Heaviside function:

ϑ(a) =
{

0, a < 0,
1, a ≥ 0.

The dynamics model of the robot shown in Figure 2 (the picture on the left) was im-
plemented on a neural network model structure having the following mathematical form:

gi(ϕ(k, q), q) = ŷi(k|q) = ŷi(k|w, W) = = Fi

(
nh

∑
j=1

Wij fj

( nϕ

∑
l=1

wjl ϕl + wj0,

)
+ Wi0

)

where q represents the configurable parameters of the neural network, including weight
coefficients and offsets (wjl , Wij); Fi(x) = ax is the activation function of neurons in the
output layer a = const; nh is the number of neurons in the hidden layer; fi(x) = tanh(x) is
the activation function of neurons of the hidden layer; nϕ is the number of inputs.

Our neural network for the ASLAM-MPPI method includes two hidden layers with
two nonlinearities, which means that the overall network configuration is 6-32-32-4. It
takes as input four state variables (roll, longitudinal speed, transverse speed, course), as
well as controlled steering and speed control, and they output the time derivative of the
state variables. This network was trained on real data collected from the real polygon
(Figure 4) in manual UV control mode. Stochastic gradient descent with ADAM was used
for training.

As an embedded computing platform, NVIDIA Jetson TX2 was used with 256 CUDA
cores and a four-core ARM Cortex-A57 processor, which made it possible to parallelize the
computer network.

Experiments were conducted with ROS (melodic version) on a Linux computer with an
Intel Core i7 processor, on which the MPPI algorithm was deployed. The control commands
were transmitted via WiFi to the unmanned vehicle shown in Figure 2.

Closed trajectories were defined in the form of generated points in space, located on
the dotted central track marking.

The absolute trajectory error (ATE) measurement showed the same error on the slide
and on the horizontal plane, and was, on average, 0.99 percent of the length of the path
traveled. The length of the path passing along the slide was 23.3 m. A deviation error of
more than 0.03 m leads to accidents on the turns of the slide. Thus, the quality criterion of
SLAM and control is the number of tracks passing through the slide.

In complex conditions, when spatial constraints severely constrict the space of accept-
able movements, the strategy of selecting the state space for optimization is more efficient
than sampling in the control space.

Thus, the quality criterion of the ASLAM-MPI algorithm is the number of tracks
passing through the slide.

The experiment showed that the optimal passage of the slide firstly passes through
the specified states, the exact definitions of which depend on the localization system of
the robot.

We used the Intel Realsense T265, a standalone 6-degree-of-freedom tracking sensor
that runs a visually-inertial SLAM algorithm that accurately evaluates movement with
6 degrees of freedom and obtains the positions and orientation of the tracking camera
at 200 Hz, which is 10 times quicker than localization with the best-known ORB-SLAM2
algorithm [20].

Active SLAM shows an average of seven laps on a track with a slide without failures,
which also depend on the control settings. A SLAM based on the Intel Realsense T265
tracking camera allows you to make only one lap, and on the second one, there is a failure
due to an accumulated error, where the accumulation of errors leads to the inability to
overcome turns on the slide. The slope of the slide is 45 degrees, and represents a serious
limitation for the mobile robot. Figure 5 shows a track without a slide, because a SLAM

122



Eng. Proc. 2023, 33, 16

method based on an Intel Realsense T265 security camera allows one to make 2–4 laps
(depends on speed), after which a failure occurs due to an accumulated error.

Figure 5. An accumulated error on a track without a slide.

In Figure 6, we can see the polygon and its employment map.

Figure 6. Polygon employment map.

We see a further development of the method in accelerating the study of the robot’s
map (like in Figure 6) with the help of autoencoders. We are also continuing to work on
the automatic configuration of the cost function F(ZK) [17]. It has also been supposed to
conduct experiments and compare the proposed method with previously known ones.

4. Conclusions

The result of the presented work is a new method for controlling an unmanned vehicle
based on the choice of control in the state space that satisfies a given quality functional and
is resistant to uncertain restrictions and interferences arising in a wide class for the SLAM
method. The use of active SLAM allows, firstly, for a more reliable data association in the
interface, including loop closures, which is important for correcting the orientation and
posture of an unmanned vehicle, as well as detecting key points for odometry. Secondly,
the method allows for controls to be developed based on navigation in unknown spaces. In
addition, the method allows for the use of a variety of sensors for difficult conditions. At
the same time, the method can use known cartographic information.

Classical control schemes are unable to predict costs and the corresponding trajectories
(for example, PID controllers, LQR, iLQR). In addition, the formulation of the aggregate
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perception and action, as an optimization problem, has advantages in the reliability of the
control system.

Our approach can be compared with the method [21] based on a predictive control
model (MPC) with deep convolutional neural networks (CNN) for real-time scene un-
derstanding. A fully convolutional network is able to study the complex out-of-plane
transformation required to project the observed image pixels onto the ground plane and
predict the map of controlled objects in the area in front of the car. The solution is to train
a deep neural network to convert visual inputs from a single monocular camera into a
cost functions in a local coordinate system oriented to the robot is excellent. This cost map
can then be directly introduced into the predictive model control algorithm. However,
the disadvantage of the method may be nonvisited areas, where the training sample may
not have enough reliable cost maps. The predictive controller (MPC) model uses only
the information that it can see at the output of the neural network, and plans in advance
for 1.5 s to issue a control signal. This 1.5-second time horizon leads to extremely timid
behavior, because the available forward view has a short distance.

The practical result is the implementation of the method on a transport platform (see
Figure 6) and the solution of the problem of following a global trajectory along a complex
trajectory, including steep ascents and descents with spatial constraints that significantly
narrow the choice of trajectory.

MPPI with deep convolutional neural networks cannot recognize ascents and descents
from the slide without additional information. Thus, the cost map created by this method
cannot be directly introduced into the predictive model control algorithm. Classical control
schemes (for example, PID, LQR, and iLQR) can reliably track the global trajectory, but are
not stable in cases of failures in the localization system.

As a result of conducted field experiments on a real UV, the ASLAM-MPPI method
shows significant performance (algorithm speed, fault tolerance) compared to, for example,
the ROS navigation stack [22].
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Abstract: Artificial neural networks with different structures are used for identification of complex
dynamic plant with distributed parameters. The plant is a high-temperature plasma in the spherical
Globus-M2 tokamak. Experimental data from it were processed by plasma reconstruction code based
on Picard iterations, namely, the Flux-Current Distribution Identification (FCDI) code. This represents
smart technology employed to obtain distributed plasma parameters by minimizing the difference
between measured and reconstructed signals. An artificial neural network was then applied to
identify the data obtained by the FCDI code on the hardware as a real-time testbed realized on a
Speedgoat computer. The aim of this repeated identification is to increase the operational response
speed in real time in the closed-loop control system of the plasma shape.

Keywords: neural networks; recurrent neural networks; plasma reconstructing

1. Introduction

An artificial neural network is a powerful and universal algorithm of identification and
approximation. It can be used to predict parameters of a complex dynamical plants under
control. The advantages of neural network models include low computational complexity
and wide possibilies of hardware implementation. From this perspective, it is especially
beneficial to employ neural networks with a small number of neurons.

In tokamak experiments, plasma parameters cannot be directly measured because of
the high temperature plasma that is able to disable diagnostics. The simplest and most
widely used method to detect the boundary and integral parameters of the plasma is the
use of magnetic sensors which measure the changes in magnetic field and flux outside
the plasma, but within the region of the magnetic field produced by the plasma. The
plasma shape is to be identified from the signals of the tokamak diagnostic system. This
inverse problem is known as the plasma equilibrium reconstruction problem [1,2]. The
FCDI algorithm was developed for plasma equilibrium reconstruction in the Globus-M2
tokamak and uses the Picard iteration approach [3]. The FCDI code is able to obtain the
plasma shape offline after cessation of experiment and cannot be used online because
of high computational complexity and high task execution time. For real-time use, it is
necessary to achieve identification of the FCDI code via a fast model.

There are different approximation methods of a plasma reconstruction algorithm [4].
Neural networks were used for plasma reconstruction in COMPASS tokamak (UK) [5],
ASDEX-Upgrade (Germany) [6], D-IIID (USA) [7], and models of ITER [8]. The EFIT
reconstruction code was approximated through neural networks by researchers in [9]. In
these works, fully connected neural networks with different layer numbers, activation
functions, layers sizes were employed.

Eng. Proc. 2023, 33, 17. https://doi.org/10.3390/engproc2023033017 https://www.mdpi.com/journal/engproc
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An artificial neural network was used for identification of a reconstruction algorithm
for Globus-M2 in [4,10]. In [10], a neural network was used for identification of moving
filaments of the plasma reconstruction approach. In [4], several methods of FCDI algorithm
identification were considered including artificial neural networks. The present work offers
further development in the use of artificial neural networks for plasma shape prediction in
the Globus-M2 tokamak. Neural network structure, optimization of hyperparameters and
real-time hardware implementation are considered.

A real-time imitation platform was constructed for working out algorithms of toka-
maks plasma control [11]. It is composed of two Speedgoat Performance computers includ-
ing digital-to-analog and analog-to-digital converters connected by analog feedback. The
first computer models the controller with a plasma reconstruction algorithm; the second
computer models the tokamak with plasma and actuators. Such an approach provides
several opportunities for digital control systems development. In particular, the imitation
platform allows us to measure the working time required of the plasma reconstruction
algorithm for plasma shape calculation. Calculation of TET of the Globus-M2 plasma shape
control system with a plasma reconstruction algorithm on a Speedgaot computer gives less
than 100 μs. Consequently, the time for plasma shape calculation should be about 10 μs.

2. Experimental Signals

This paper deals with the spherical Globus-M2 tokamak (Ioffe Institute, Saint-Petersburg,
Russia) [12]. The basic parameters of this device are as follows: major radius R = 0.36 m,
minor radius a = 0.24 m, aspect ratio R/a = 1.5, toroidal magnetic field, B t max = 1 T,
plasma current 0.5 MA, impulse duration less than 0.7 s. Plasma confinement and control
are provided by 8 poloidal field coils: horizontal field coil, vertical field coil, central solenoid,
4 poloidal field coils and a correcting coil. Plasma diagnostics consists of measurements of
plasma current and 24 magnetic fluxes loops.

A plasma discharge consists of several phases. The phase when plasma is present
inside the vacuum vessel and is not in contact with the inner walls is known as the diverter
phase. In the Globus-M2 tokamak, a duration of the diverter phase is about 30 ms. For
improving plasma confinement and control, it is necessary to use feedback control of the
plasma shape. The plasma shape is determined at 6 points on a separatrix. The separatrix
is the largest closed equal line of magnetic flux in Figure 1. In this paper, time series from
51 Globus-M2 discharges were processed. The FCDI algorithm was used to obtain the
plasma shape in these discharges on the diverter phase. An example from the experimental
data can be seen in Figure 2. The time step of the experimental data is 1 ms.

(a) (b)

Figure 1. (a) Globus-M2 tokamak (b) Vertical cross-section with poloidal system, diagnostic probes
(red dots) and points on separatrix (g1–g6).

128



Eng. Proc. 2023, 33, 17

Figure 2. Experimental signals from shot #37255 and Gaps reconstructed by the FCDI algorithm at a
divertor phase of the plasma discharge.

3. Artificial Neural Networks

The simplest type of artificial neural network is a single layer perceptron [13]. The
signal from inputs multiplied by weights, summarized with bias, and converted by a
nonlinear activation function is written as follows:

output = activation(W · input + b), (1)

3.1. Fully Connected Feedforward Neural Networks

An artificial neural network consisting of a set of fully connected layers is called a fully
connected feedforward neural network [14]. In these neural networks, the layers are connected
consequentially without loops (Figure 3). Values of xi are referred to as hidden layers.

x1 = activation1(W1 · input + b1),

x2 = activation2(W2 · x1 + b2),

. . .

xn−1 = activationn−1(Wn−1 · xn−2 + bn−1),

outputNN = Wn · xn−1 + bn;

(2)

Regarding the identification of the FCDI algorithm, the neural network has 33 input
signals (8 coil currents, plasma current and 24 magnetic fluxes) and 6 output signals
(2 strike point coordinates and 4 gaps between the plasma separatrix and the vacuum
vessel). In general cases, the sizes the of hidden layers differ, and in the case of the FCDI
code identification neural networks with hidden layers of the same size s were considered

W1 ∈ R
33×s, W2, . . . , Wn−1 ∈ R

s×s, Wn ∈ R
s×6, (3)

b1, . . . , bn−1 ∈ R
s, bn ∈ R

6. (4)

An activation function is a nonlinear function that is needed for separating different
hidden layers. In general, activation functions in various layers can differ. In the case of
FCDI identification, a neural network with different activation functions but the same in
all layers was considered. These are ReLU, LeakyReLU, ELU, Sigmoid, LogSigmoid, Tanh.
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Values of n and s and type of the activation function are called hyperparameters of the
neural network (Figure 4). It is necessary to obtain optimal values of hyperparameters.

ReLU(x) =

{
0 , x < 0
x , x � 0

, LeakyReLU(x) =

{
0.01x , x < 0

x , x � 0
,

ELU(x) =

{
ex − 1 , x < 0

x , x � 0
, Sigmoid(x) =

1
1 + e−x ,

LogSigmoid(x) = log
1

1 + e−x , Tanh(x) = tanh(x) =
ex − e−x

ex + e−x .

(5)

input1
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Figure 3. Structure of the fully connected feedforward neural network containing two hidden layers
at a size of s. Input size is k, output size is m.
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Figure 4. Dependency of accuracy on hyperparameter values of the fully connected feedforward
neural network. Accuracy is measured on test data.

Training of the neural network involves finding values of weights Wi and biases
bi to obtain minimum of the loss-function between a real output signal and a signal
predicted by the neural network. In case of FCDI identification, the MSE (Mean Square
Error) loss is used. This is a multi-parameter non-linear optimization problem. The most
widely used algorithm for training artificial neural networks is backpropagation with a
gradient method [15]. The main idea rests in calculation of the gradient of the loss function
with respect to weights from output to input. A gradient descent with backpropagation
does not guarantee finding the global minimum of the loss function, but only a local
minimum. For minimizing this problem, a stochastic gradient method with momentum
is used. Furthermore, normalization of signals was made to improve performance of the
backpropagation algorithm. Training of the neural network for the FCDI identification
was achieved using the Adam [16] algorithm in PyTorch. The experimental data were
divided into two parts: 46 training shots and 5 testing shots. Thus, the size of training data
is 1795 points and the size of the test data is 145 points. Results are shown in Figure 5.

loss(outputNN , outputFCDI) −−→
Wi ,bi

min, (6)

loss(x, y) = MSE(x, y) =
N

∑
i=1

(xi − yi)
2/N. (7)

130



Eng. Proc. 2023, 33, 17

FCDI (m)

N
N

 (
m

)

G1

#37336
#37338
#37702
#37712
#37320

FCDI (m)

N
N

 (
m

)

G2

FCDI (m)

N
N

 (
m

)

G3

FCDI (m)

N
N

 (
m

)

G4

FCDI (m)

N
N

 (
m

)

G5

FCDI (m)

N
N

 (
m

)

G6

R = 0.9492

R = 0.9712 R = 0.9744

R = 0.8743 R = 0.9465

R = 0.9935

Figure 5. Results of the FCDI identification by the fully connected feedforward neural network with
one hidden layer of the size of 100 neurons and the LeakyReLU activation function. In total, 5 test
signals from Globus-M2 shots #37336, #37338, #37702, #37712 and #37320 are shown.

3.2. Recurrent Neural Networks

The feedforward neural network only uses a current input signal for calculation of
the output signal. In the case of dynamic system identification, it could be useful to apply
values from previous time moments. Recurrent neural networks use an additional hidden
layer h. The values of the hidden layer ht−1 on the time step t − 1 uses for calculation next
step ht. Accuracy of RNN in dependence of hyperparameters is shown in Figure 6.

ht = activation(W1 · input+Wh · ht−1 + b1),

output = W2 · ht+b2;

W1 ∈ R
33×s, W2 ∈ R

s×6,Wh ∈ R
s×s,

b1 ∈ R
s, b2 ∈ R

6.

(8)
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Figure 6. Dependency of accuracy on hyperparameter values of the recurrent neural network.
Accuracy is measured on test data.

3.3. Implementation of Neural Network Models in Real-Time Hardware

The imitation platform with Speedgoat computers is based on a SimulinkRT operation
system. Real-time test bed for plasma control in tokamaks consists of two Speedgoat
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performance real-time target machines that are connected in feedback: one computer plays
the role of the controlled plant model and the other one acts as the MIMO controller.
PyTorch models were transferred to Matlab with the help of SciPy library. The neural
networks with different structures were testified in real-time regime (Figure 7). Each
neuron is connected with all neurons of adjacent layers. Because of this, the computation
complexity of one layer of the neural network is proportional to the square of the layer size.

Squared neurons number (n s2)

Figure 7. Dependency of Task Execution Time (TET) on number of neurons.

TET(n, s) = a · n · s2 + b, a = 7.33 × 10−10 s, b = 1.79 × 10−6 s (9)

Plasma shape control in Globus-M2 requires plasma-reconstruction works in about
10 μs. Consequently, for real-time usage neural networks containing 100–150 neurons are
applicable.

4. Conclusions

The artificial neural network model of the FCDI plasma reconstruction code was
obtained along with an optimal structure and hyperparameters. The optimal model for
FCDI algorithm identification is a fully connected feedforward neural network with one
hidden layer and LeakyReLU activation function. Modeling on the imitation platform
showed the possibility of using the neural network model for real-time high-performance
control systems, with results demonstrating a Task Execution Time of 4.4 μs and a Mean
Square Error of 3.4 × 105 m2.
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Abstract: This paper proposes an original approach to improving the efficiency of technological
processes based on collaborative robots, which differs from the existing ones by the possibility of
intensifying the process of modeling the human factor when forming a control law. A structural
and functional diagram of the model of a standard cobot control system in the basic industrial
configuration is presented. The shortcomings of a standard solution for the formation of laws for
controlling the movement of a cobot in a nondeterministic environment in the same workspace with
a person are demonstrated. Structural and functional solutions are proposed to outline a strategy for
increasing the degree of synergistic effect of human–machine interaction. The effect can be achieved
through the introduction of an extended system of sensors and analytics and an intelligent module
robot trajectory movement formation and optimization under disturbing influences. The results of
the comparison between the standard control system of the cobot and the prototype of the intelligent
system are presented. As an example, the operation of the implementation of collision avoidance
that occurs due to the appearance of a stationary object in the working area is given. The results
obtained demonstrate a significant time- and energy-saving effect (from 15% to 182% depending on
the operation) in the case of using an intelligent control system. A feature of the proposed approach
is to strengthen the integration links of intelligent analysis and optimization modules, which allow
real-time multimodal processing of sensory data and environmental modeling to predict human
actions and form cobot reactions.

Keywords: collaborative robots; approach; intelligent control system; energy efficiency; optimization;
image analysis; decision making

1. Introduction

In the context of the evolutionary transition from the concept of Industry 4.0 to Indus-
try 5.0 in modern industrial enterprises, it becomes necessary to intensify the processes
of organizing production on the basis of collaborative robots [1], which have proven
themselves in solving not only general industrial problems [2–5] but also in the processes
of assisting a person in the piece and small-scale production of innovative products [6]
in various industries: mechanical assembly, medicine, electronics production [7], etc.

There is a sufficient number of models of collaborative robots from the world’s leading
manufacturers, such as KUKA, ABB, FANUC, Kawasaki, and Yaskawa [8], that can be
integrated into enterprise processes. However, in the basic configuration, collaborative
robots supplied to enterprises cannot unleash the potential of a possible synergistic effect
of interaction between a person and a robot, and, as a rule, the collaborative property is
reduced only to ensuring the safety of a person in the same workspace with a robot inside
a cyberphysical system. The synthesis of control systems for a collaborative process only
on the basis of a robot equipped with an internal sensor system (a complex of force–torque
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sensors), which makes it possible to implement mechanisms for organizational and tech-
nical avoidance of collisions between the robot and scene objects, is difficult due to the
limitations of these means of measuring and evaluating the internal environment in the
working space of the robot. The resulting solutions will not be highly efficient due to the
impossibility of carrying out control according to the forecast, while control by mistake
will entail additional time and energy costs and will not guarantee the achievement of
the desired result in principle (bringing the tool center point (TCP) of the robot to the
position required by the technological operation). Improving the efficiency of control
systems for cyberphysical systems (CPS) based on cobots is possible due to the expansion
of sensory tools (in particular vision systems) [9] and intelligent modules that plan and
optimize the trajectory movements of a robot taking into account changes in the external
environment [1,10].

In this paper, the authors propose an approach to the formation of structural and
functional models of a collaborative robotic complex equipped with an intelligent control
system with the possibility of self-learning and additional training in order to develop
multimodal adaptive algorithms and methods for controlling the behavior of collaborative
robotic systems, taking into account emergency situations and extreme conditions in a non-
deterministic environment, as well as an approximate assessment of the economic potential
of solutions for expanding the control system of the KUKA LBR iiwa 7 collaborative robot,
using the example of a typical technological operation in the event of a collision.

In carrying out the study, the authors used the basic approaches of control theory and
elements of mathematical methods of the vector–matrix description of control systems and
methods of system analysis, including methods of structural and functional decomposition;
elements of the proposed solutions are confirmed on the basis of the results of an experiment
performed on industrial equipment from KUKA Robotics.

2. An Approach to the Intellectualization of the Control System

Figure 1 shows a block diagram of the control of a cyberphysical system (CPS) consist-
ing of a decision maker (HS), a collaborative robot (CS) and a library of behavior models
(BMs) inside a standard robot control system.

Figure 1. Structural and functional diagram of the CPS control system.
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A typical CPS operates in two main modes: implementation of a technological process
and debugging of a technological process (performing individual operations, generating a
program code, setting up a strategy for responding to data from the internal sensor system
(CR) of a collaborative robot).

The vector–matrix description of the linear part [11] of the cyberphysical system
control system can be presented below (for some cases, it can also include additional
methods such as [12,13]).⎧⎨⎩

ẋ(t) = A · x(t) + Bu1 · u(t) + Bu2 · uM(t) + BM1 · f MHS(t) + BM2 · f ME(t)
yCS(t) = CMS · x(t)

yHS(t) = CEsS · s(t) + η(t)
(1)

Procedure : TaskClass =>< objTask, objTaskModelTune(. . . ), objTaskModelSelect(. . . ) > (2)

where A—functional matrix of the state of the object (power block);
Bu1 , Bu2 —control matrix;
BM1 , BM2 —disturbance matrices;
η(t)—noise vector;
yCS(t), yHS(t)—measure vectors.

x(t) = [x1(t), x2(t). . .x7(t)]T , where xi(t) =

⎡⎢⎢⎢⎢⎢⎣
ϕi
ωi
ii
ei
...

⎤⎥⎥⎥⎥⎥⎦,

u(t) = [u1(t), u2(t). . .u7(t)]T—control law;
uM(t) = [uM1(t), uM2(t). . .uM7(t)]

T—torque;
f MHS(t) = [ fMHS1(t), fMHS2(t). . . fMHS7(t)]

T—torque;
f ME(t) = [ fME1(t), fME2(t). . . fME7(t)]

T—torque;
sCS(t) = [sCS1(t), sCS2(t). . .sCSn(t)]

T ,

where n → ∞ (all points of the robot surface) sCSi(t) =

⎡⎣XCSi
YCSi
ZCSi

⎤⎦.

In accordance with the task, which is a set of documentation describing the techno-
logical process, HS selects a preinstalled Mi model, if any, or generates a new one via
channel (6). The model includes a set of movement trajectories CS, speed modes, types
of movement, levels of activation of the (internal) sensory system and algorithms for re-
sponding to activation in the event of a signal (9). CS implements movements according
to u (channel (7)) generated by BM. The values of the state variables x (channel (8)) of
the collaborative system are available to both the SCS and HS (channel (4)) measurement
system (MS). In addition, some of the state variable CSs are approximately estimated using
the natural human senses (vision, touch and hearing) via the channel (5) estimate system
(EsS). This feedback option, in addition to monitoring the general state of the process,
is used when forming/correcting a model from BMs by physical impact on the robotic
arm (channel (3)) and moving it to the desired point while maintaining its coordinates in
the model. The internal sensor system and algorithms for responding to sensors in BMs
allow CSs to “compensate” for disturbing influences f = fME + fMHS within a limited
range. With the standard configuration of the CS, the response to disturbance occurs “by
mistake”, and the built-in sensor system in the online mode does not allow forming an
idea of an obstacle in statics, or, moreover, in dynamics. These facts do not allow the CPS
control system to guarantee the restoration of the motion algorithm after the appearance of
a disturbance. In addition, such a system, in which the role of the control unit is performed
by a person, is difficult to optimize, especially according to a complex system of criteria,
for example, including speed and energy efficiency.
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Moreover, an important factor that reduces the efficiency of the CPS (Figure 1) is the
possibility of generating a disturbance of the HS itself (channel (1)), both in the process
debugging mode and in the execution mode.

The presented problems and limitations inherent in the standard CPS, which are
presented in most of the volume of collaborative systems of industrial enterprises, do not
allow building a full-fledged synergistic system [6] or organizing effective human–machine
interaction in an innovative technological process, taking into account emergency situations
in a nondeterministic environment.

The most promising solution for improving the CPS, according to [1,14], is to add to
the typical CPS system (Figure 1) the means of “feeling” the collaborative machine: an
extended (multimodal) sensor system [9] and advanced intelligent algorithms as part of
distributed system of analysis and control [1].

This research by the authors is aimed at the synthesis of control laws within the CPS
and aimed at changing the values of state variables not only of CSs but also of HS, through
the formation of advice or instructions. At the same time, it is proposed to associate the
interface of an intelligent control system with CS, thereby creating the illusion of sensing
and animating a collaborative machine [15] to bot.

The approach to control is proposed to be implemented according to the structural
and functional diagram compiled by the authors (Figure 2), which expands the diagram of
Figure 1 with an intelligent control system as part of a subsystem for collecting, recognizing
and primary data analysis, a subsystem for generating an intelligent logical inference of a
control law and a subsystem for organizing an impact on HS, including interface.

Figure 2. Structural and functional diagram of an intelligent control system for a cyberphysical
system.

When forming the control law, the intelligent system relies on the optimization mecha-
nisms of the intelligent module (IM), among which the key ones are minimizing the length
of movement trajectories, minimizing the execution time of a technological operation,
minimizing the number of avoidance of collisions, minimizing energy consumption [16–18]
and others, as well as their combinations within a weighted system of criteria.

A description of the functions of the presented blocks as part of an intelligent control
system for a cyberphysical system is presented below:
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(1) IM—Dynamic synthesis of the CPS performance criteria system based on the
selected BM prototype and data from the Data Collect and Image recognizing (DCIR) block
(environmental changes), prediction of the CPS state change, BM adjustment/synthesis,
resulting change u, DCIR control and formation of prescriptions and scenarios for an
emotional system (ES).

(2) DCIR—Data collection of video and audio streams, recognition of key points of the
operator (HS) and other objects in the 3D space of the working area and prediction of the
direction vector (displacement) of key points.

(3) Effector system (EsS)—Implementation of the impact on HS through sound, graphic,
tactile or a combination of these effects in the physical and virtual interfaces (VR/AR); the
impact is implemented both in the mode of information and in the mode of recommenda-
tions for actions, for example, in the AR instruction format. There should also be a regime
for archiving data and providing it to a higher level of management in order to control the
behavior of HS.

Thanks to the introduction of an intelligent system with external sensors, two channels
become available for collecting and analyzing information—(11) and (12)—which deter-
mines the geometry of physical objects (an operator from HS and any external objects)
that cause or may create disturbances in the future f MHS and fme, respectively. The DCIR
module provides the IM with arrays of key points of objects, as well as a prediction of
their displacement vector, thereby allowing the intelligent module, taking into account the
knowledge of the CS behavior model and its current state, to quickly correct the behavior
model or switch it. Therefore, the system implements control by prediction or in a hybrid
mode: a combination of a series of control actions by error and by prediction (if collisions
cannot be avoided).

In addition, due to the simultaneous availability of channel (12) with the archive of HS
action patterns in the IM, it seems possible to detect anomalies in human behavior that are
counterproductive, generating (causing) f MHS disturbance through channel (1), caused by
the emotional component of the ES system HS. Thus, the DCIR–IM–EFS interaction can be
eliminated, or the influence of f MHS significantly reduced, by eliminating the perturbation
generator itself in HS via channel (12) or by promptly correcting the model in SCS and
forming a new control law (channel (7)), correcting the state CS even before the triggering
of its standard sensor system.

In addition to solving the problems of avoiding collisions, the IM must take into
account the efficiency criteria for CS operation established in BMs, including models
for increasing energy efficiency and models for minimizing the time of execution of a
technological operation.

In order to justify the technical and economic feasibility of promising work, an experi-
ment was conducted on the basis of a draft prototype of an intelligent system for planning
the trajectory movements of an industrial robot equipped with force–torque sensors. The ex-
periment was aimed at identifying differences between the values of the integral indicators
of the technological process (the possibility of avoiding a collision, the total duration of the
operation, taking into account the time of avoiding a collision and the energy consumed in
this case) of positioning the tool by a robot under the control of a system built according to
the scheme in Figure 1—option 1, as well as the system corresponding to the scheme in
Figure 2—option 2.

Figure 3a shows the trajectory of the tool movement by the robot in space (option 1)
in the absence of an obstacle on the path of movement; the values of the execution time
and energy consumed obtained in this case are presented in the first column of Table 1.
Figure 3b shows the trajectory of the tool movement by the robot in space (option 1) under
the conditions of the occurrence of a static obstacle of an unknown shape (disturbance fME
(Figure 2)) and the system working off the collision by the “probing” method; the values
of the execution time and energy consumed are presented in column 2 of the Table 1.
Figure 3c shows the trajectory of the tool movement by the robot in space (option 2) under
the conditions of the occurrence of a static obstacle of unknown shape (disturbance fME
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(Figure 2)), recognized by the DCIR module and working out by the collision avoidance
system based on the planned movement trajectory by the IM; the resulting execution times
and consumed energy are presented in columns 3–7 in Table 1. It should be noted that the
trajectories were obtained using only one criterion—collision avoidance. It can be seen
from the data that the operation execution time and the energy consumed at the same time
are different for the five implementations in option 2, which demonstrates the possibility
and expediency of connecting to the problem of avoiding collisions, criteria for ensuring
reduction in operation time, energy efficiency, or their weighted combinations. It is also
worth noting that option 1 cannot always provide avoidance of collisions and may cause
(in the case of standard behavior algorithms of the standard system) the activation of the
standby mode, which will increase the execution time of the operation for an indefinite
period, or an emergency stop (according to signals from current sensors).

(a) the operator sets how to get around the
obstacle (b) automatic search for the passage of

obstacles
(c) using computer vision to pass an obstacle

Figure 3. Trajectories of robot TCP movement.

Table 1. Experimental data.

Trajectory
Complex 1

Trajectory
Complex 2

Trajectory
Complex 3

Trajectory
Complex 4

Trajectory
Complex 5

Trajectory
Complex 6

Trajectory
Complex 7

Characteristics
of the

technological
operation

Control
system
variant
number

1 1 2 2 2 2 2

The presence
of a

disturbance
not existing existing existing existing existing existing existing

Operation
execution

time, s
17.09 48.055 20.907 20.834 20.836 20.919 20.918

Consumed
energy, W·h 1.251 3.532 1.524 1.513 1.524 1.501 1.530

The obvious (Figure 4) difference between the results obtained during the operation
of a standard control system and an expanded one (more than twice as good results in
energy and time) allows us to conclude that it is expedient to expand standard collaborative
robots with external intelligent systems, which will positively affect the efficiency of the
production process.
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Figure 4. The results of measurements of the time of passage by the robot from point A to point B.

3. Conclusions

The approach proposed by the authors to the intellectualization of industrial cyber-
physical systems conceptually embeds the main promising areas of research of the authors:
the development of algorithms for multimodal analysis of the scene (space of the working
area) in real time, including the detection, classification and prediction of the behavior of
the operator and objects—the functionality of the DCIR block; development of methods for
the formation of CS movement trajectories and their operational correction based on the
results of the analysis of external disturbances (learning algorithms)—the functionality of
the IM block—and development of a dialogue and effector system that increases the overall
efficiency of CPS by influencing HS—the functionality of the EFS block—into the overall
CPS control system, presented in the form of a structural–functional diagram (Figure 2).

The results of a simplified experiment based on a simulation prototype of an intelligent
system demonstrate significant physical and economic effects (from 15% to 182% depending
on the operation) that can be obtained under the conditions of production processes
when standard collaborative solutions are completed with an extended sensor system
and intelligent modules for optimizing trajectory movements, according to the proposed
approach, which determines the possibility of assuming the feasibility of promising research
in the field of improving intelligent scene methods and optimizing the movement of
collaborative robots in a nondeterministic environment.

In the future, it is planned to produce a seminatural experiment on the industrial
collaborative system KUKA LBR iiwa 7 R800 using moving objects that have a disturbing
effect. A promising area of research is the implementation of the DCIR module using neural
network algorithms for pattern recognition.
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Abstract: It is suggested that the use an ensemble of deep neural networks can determine the spatial
position of the operator using keypoints with a multicamera sensor system. The advantage of
the algorithm is the use of a multicamera system that allows keypoints to be linked to the local
coordinate system of an industrial robotic complex. The testing of this work was made on the
basis of modern embedded computing hardware and software. The effectiveness of the proposed
approach is demonstrated even when only a subset of key points is found in the frame, as well as
when they partially overlap. A software module in Python has been developed for detecting and
localizing key points of the operator and industrial manipulator. The proposed approach will make it
possible to plan the robot’s trajectories for the safe execution of joint operations in one workspace.
The developed algorithm will be used to predict the operator’s actions in the workspace and detect
abnormal situations and possible intersections in the trajectories of the collaborative robot.

Keywords: detection; recognition; classification; human pose estimation; deep neural network; video
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1. Introduction

The human pose estimation task is one of the most interesting areas of research. It has
applications in various fields, such as games, healthcare, augmented reality and sports [1].
The operator position estimation is of great importance in collaborative robotics, since the
solution of this task will increase the efficiency of robotics and expand the possibilities of its
application. A real-time response is required not only in security applications [2,3], where
human actions must be detected in time, but also in industrial applications where human
movement is predicted, to prevent collisions with robots in shared workspaces. For these
reasons, research on motion-capture systems without markers and wearable sensors has
been especially in demand in recent years.

When solving the problem using computer vision methods, it is necessary to find the
coordinates of each joint (arm, head, torso, etc.), called keypoints, in the video frame, and
form a skeletal representation of the human body. Thus, the detection of keypoints includes
the simultaneous detection of people and the localization of their keypoints.

This problem is particularly difficult due to the heterogeneity of objects that have
various and potentially complex shapes, as well as the difficulties arising from background
noise and partial overlaps between objects (occlusions).

Thus, the most crucial problems can be pointed out, which are [4]:

• variability of lighting conditions;
• partial occlusions and layering of objects on the scene video;
• the complexity of the human skeleton structure;
• loss of three-dimensional information that occurs as a result of observation from one

point, etc.
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There are several approaches to the human body modeling:

• model based on the skeleton;
• contour model;
• three-dimensional model.

Though the posture estimation has been studied for many years, this task still remains
very complex and largely unsolved. There is still no universal approach that can give
satisfactory results in general non-laboratory conditions.

The paper [5] considers a linear Tensor-on-Tensor regression model to predict human
behavior. However, in this work, only reference points and connections of the human
upper limbs are constructed, i.e. only hand movements in the working area are analyzed.

An approach to detect hazardous operator behavior was proposed in [6]. The authors
simulate dangerous behavior through time series analysis to detect hazards. Unfortunately,
the authors did not give examples of real testing of the proposed algorithms, and all tests
were carried out only in simulation.

Industrial cobots must be able to detect the human presence, identify and determine
intentions based on hand gestures, actions, etc. There is a promising tendency here towards
marker-less recognition [7]. High-level motion planning is usually combined with the
ability of a robot to recognize the intentions of a human partner [8–10].

In [11] the authors applied the promising technology ViT (Visual Transformers) and
obtained the maximum score in the Pose Estimation on MPII Human Pose benchmark [12].

The approaches that use multiple sensors or camera networks appear to be promising,
which increase reliability in the case of occlusion and visual field limitations.

The paper [13] proposed an approach to estimate 3D poses of multiple persons in
calibrated RGB-Depth camera networks. Each single-view outcome was computed by
using a CNN for 2D pose estimation and extending the resulting skeletons to 3D by means
of the sensor depth. The authors presented their solution in the form of an open-source
library OpenPTrack [14].

The study [15] proposed a convolutional neural network (CNN) approach for esti-
mating human body pose using a small number of cameras, including outdoors scenes.
The authors [16] proposed a purely geometric approach to infer a multiview pose from a
synchronous set of 2D skeletons.

The paper [17] proposed an approach to estimate a 3D human pose from multi-
view video recordings, taken with unsynchronized and uncalibrated cameras. A unique
approach to self-calibrate the system using the detected keypoints was employed in
the research.

It should be noted that despite the high accuracy of some approaches, they are rather
resource intensive and involve the transmission of a video stream and calculations using
server graphics processing units (GPUs). However, in industrial systems, the necessity
to use embedded computing modules based on GPUs of lower performance as on-board
computers for robots arises. The fact imposes significant restrictions on the complexity of
algorithms due to their low power consumption and small size.

It is important to emphasize once again that the application possibilities of cobots will
be significantly increased thanks to timely recognition, analysis and prediction of human
actions based on data from a multimodal sensory system and the development of control
actions, taking into account emergency situations and extreme conditions in real time.
Thus, the technological solutions, including the development of software and algorithmic
support for the implementation of joint work of various types of robots with a person, is a
promising task.

From our point of view, the most promising is the approach that combines a multi-
camera system, as well as additional sensor devices, thereby providing multimodal data
processing based on neural network approaches. For this reason, this article proposes to
use an ensemble of deep neural networks (NN) to determine the spatial operator posed
using keypoints and to link them to the world coordinate system of the robot.
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The scientific novelty of the project is in the proposed set of methods, approaches
and algorithms aimed at ensuring effective interaction between the components of the
operator-cobot system.

2. Problem Statement

The task of increasing the efficiency of cobot-person interactions is formulated as
follows. Judging by the incoming video stream from surveillance cameras, microphones,
and other sensors installed in the working area, it is necessary to recognize, localize in space
and build a predictive dynamic model of the operator’s behavior, which should be further
synchronized and adapted to the collaborative control system of the manipulation robot
with a different number of degrees of freedom to perform joint, diverse and previously
unknown scenarios.

The research deals with the problem of detecting and localizing human keypoints.
Thus, the particular task solved in this article can be formulated as follows.

By the incoming video stream from several surveillance cameras, it is necessary to rec-
ognize and localize keypoints of the operator in three-dimensional space. To preliminarily
calibrate the system, it is necessary to apply calibration methods “by template” and to apply
computer vision methods based on deep neural networks in order to localize keypoints.

One needs to develop software in the Python environment and conduct a full-scale experi-
ment with video scenes which come from surveillance cameras installed at a production facility.

Mathematical Formulation of the Keypoint Detection Task

The task of detecting human keypoints in an image can be formulated as a regression task.
Let there be: a set of images ω ∈ Ω, defined using features xi, i = 1, n, the totality of

which for the image ω is represented by vector descriptions Φ(ω) = (x1(ω), . . . xn(ω)) = x

and a set of values of the dependent variable y, corresponding to them, each of which is a
vector of values y = (y1, y2, . . . yn), and yi ∈ R.

A priori information is represented with a training set (dataset) D = ((xj, yj)), j = 1, L,
defined using a table, each row j, contains a vector image description Ψ(ω) and the value
of the target variable. Note that the training set characterizes the unknown mapping
∗F : Ω → Y.

We specify the regression task to the keypoints detection task. Let there be a video
stream frame It, where t - is the number of the current frame. Judging by the available
frames It of a continuous video stream V = (I1 . . . , It, . . . , Iτ) and a priori information
given by the training set D = ((xj, yj)), j = 1, L for deep learning of a supervised NN, it is
required to solve the problem of image recognition: To detect the key points of an object
on a video stream frame. Key points can be represented as a vector y = (y1, y2, . . . yn),
containing object coordinates.

Generally accepted metrics are used to evaluate the task of detecting the keypoints of
a human as a performance criterion [18].

Average precision (AP), which is averaged over various Object Keypoint Similarity
(OKS) thresholds is set to 0, 50 : 0, 05 : 0, 95.

OKS is calculated based on the distance between predicted points and ground truth
points normalized to the human scale. The scale and constant of the keypoint is needed
to equalize the importance of each keypoint: the location of the neck position is more

precise than the position of the hips [19]: OKS = exp(− d2
i

2s2k2
i
), where di - Euclidean distance

between true keypoint and predicted keypoint; s–scale. The square root of the object
segment area; k–is a constant for the keypoint that controls the decline; each keypoint has
its own coefficient (the circles for the shoulders and knees can be larger than for the nose or
eyes). The OKS metrics only shows how close the predicted keypoint is to the true keypoint
(value between 0 and 1). Perfect predictions will have OKS = 1, while the predictions
for which all keypoints differ by more than a few standard deviations s · ki , will have
OKS ≈ 0. Mean Average precision is also calculated using OKS with thresholds of 0.50 and
0.75 (AP50 and AP75).
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Percentage of Detected Joints–PDJ. A detected joint is considered correct if the distance
between a predicted keypoint and a true one is within a certain fraction of the diagonal of
the bounding box (diameter of the torso).

The use of the PDJ metrics implies that the accuracy of all joints is estimated using the
same error threshold.

PDJ =
∑n

i=1 bool(di < 0.05) ∗ diagonal
n

,

where di–is the Euclidean distance between the true keypoint and the predicted keypoint;
bool(condition)–a function that returns 1 if the condition is true, 0, if it is false; n–the number
of keypoints in the image.

Percentage of Correct Key-points PCK [20] considers a body part to be correctly located
if the estimated endpoints of the body segments are within 50% of the segment length
of their true location. PCKh-0.5 [21]. PCK modification using 50% head segment length
matching threshold.

3. Problem Solution

The algorithm which is aimed to detect and localize keypoints in the world coordinate
system is divided into a separate subtasks solution (Figure 1):

1. Preliminary calibration of the multi-camera system and its binding to the cobot
coordinate system is performed.

2. Human keypoints are detected on each of the cameras.
3. Aggregation of detected keypoints is performed and their coordinates in the world

system are compared.

Figure 1. Algorithm for detecting and localizing keypoints in the world coordinate system

3.1. Calibration of the Multi-Camera System

Let there be a multi-camera system consisting of two cameras observing one scene.
The configuration and location of the system is shown in Figure 2. The camera registers a
scene containing N reference points. The task is to use the three-dimensional coordinates
of the reference points (Xp

i , Yp
i , Zp

i ) and the coordinates of their projection in the camera
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image plane (cxi , cyi ), where i = 1...N evaluation of matrix elements A. As a rule, a
calibration object in the form of a checkerboard is formed for camera calibration, since the
use of alternating black and white squares has a sharp gradient in two directions. The
intersections of the checkerboard lines are used as corners.

Figure 2. Observed scene

K images for each camera are generated with a calibration object depending on the
number of rotation angles N. To calculate four internal parameters ( f /w, f /h, cx, cy)
where (cx, cy) are the natural coordinates of the point, f is the distance from the optical
center, w, h are the dimensions along the axes ox, oy and six external parameters such as
(ψ, φ, θ) rotation angles and (Tx, Ty, Tz) transfer parameters. The number of frames and the
number of corners is calculated using the following expression: 2 · N · K ≥ 6 + 4. To obtain
the coordinates of reference points (Xp

i , Yp
i , Zp

i ) and the coordinates of their projection in
the camera image plane (cx, cy) the findChessboardCorners function for finding corners on
the chessboard is used, provided in the OpenCV library (Figure 3). Using the method [22]
the matrix element of camera internal parameters is evaluated:

A =

⎡⎣ f /w 0 cx0

0 f /h cy0

0 0 1

⎤⎦.

The result of the function is a matrix of the camera internal characteristics A, distortion
vector r, rotation vector m and transfer vectors q.

  
Figure 3. Camera calibration

3.2. Human KeyPoint Detection

The following approach worked out by the authors [23] based on the OpenPifPaf
project [24] was used as an algorithm to detect the operator keypoints. The authors [23]
proposed a number of modifications that improve the quality of keypoints detection. The
underlying OpenPifPaf is a bottom-up detector based on composite fields. The architecture
of the model is shown in Figure 4. The input gets an h × w image with three color channels.
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The neural network encoder generates PIF and PAF fields 17 × 5 and 19 × 7 channels. The
decoder converts the PIF and PAF fields into pose estimates containing 17 joints each. Each
connection is represented by x and y coordinates and a confidence score. ResNet is used as
encoders [25] or ShuffleNetV2 [26].

The Part Intensity Field (PIF) and Part Association Field (PAF) blocks are 1 × 1 con-
volutions followed by subpixel convolutions. These blocks are trained to detect and link
key points. For architecture training, the COCO dataset was used, which can also be
supplemented with synthetic data to adapt to a specific task. The method of the network
retraining using only synthetic data with pretrained weights seems more promising.

Figure 4. Keypoint detector architecture.

To obtain synthetic data, the Unity3D engine was used, as well as images obtained
from the cameras of the observed scene. This approach allows you to adapt the algorithm
to certain conditions.

Figure 5 shows the results of recognition on video surveillance cameras installed on
the experimental site (a), as well as on synthetic data (b). As a result, the algorithm detected
key points in the COCO format.

ɚ�

b�

Figure 5. Keypoint detector: (a) real camera (b) synthetic data.

3.3. Mapping Keypoints in 3D Space

The result of the second stage was the keypoints of the operator detected on the images
of each of the surveillance cameras. It was necessary to map 2D coordinates to the points in
3D space of the world coordinate system.

There are methods to calculate the 3D position of points for stereoscopic systems
consisting of two cameras, the optical axes of which are parallel, and the straight line which
passes through the optical centers is perpendicular to the optical axes. In this case, to obtain
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a point in three-dimensional coordinates, it is necessary to calculate the reference points
using the following expression:

x1
1 =

f (Xw + b
2 )

Z2 , x2
2 =

f (Xw − b
2 )

Z2 , y1
1 = y2

2 =
f Yw

Zw ,

where Xw, Yw, Zw are world coordinates of the point, x1, y1 are the projection coordinates
in the image plane of the first camera, while x2, y2 for the second camera. Then the point
coordinates in three-dimensional space will be as follows:

Xwc
= b

(x1
1 + x2

2)

2(x1
1 − x2

2)
, Ywc

= b
(y1

1 + y2
2)

2(x1
1 − x2

2)
, Zwc

=
f b

x1
1 − x2

2
,

where f is the distance from the optical center, b is the length of the straight line segment be-
tween the optical centres. In the case when the camera axes are not parallel and the direction
of cameras optical center displacement is arbitrary, the calculation of the point coordinates
for any camera presupposes that the following parameters should be calculated:

v1 =
A1M1

Z1
, v2 =

A2M2

Z2
,

[
Zt

1
Zt

2

]
=

[
vT

1 A−T
1 A−1

1 v1 −vT
1 A−T

1 RTA−1
2 v2

−vT
1 A−T

1 RTA−1
2 v2 vT

1 A−T
1 A−1

1 v1

]−1[
vT

1 A−T
1 RT

vT
2 A−T

2

]
t,

where M1, M2 characterize the coordinates of a certain point in three-dimensional space in
the coordinate system in the system of the first and second cameras, A1, A2 are the matrix
of internal parameters of the first and second cameras. R is an orthogonal matrix that
describes the orientation of the coordinate system of the second camera relative to the
first one, t is the translation vector that determines the position of the optical center of
the second camera in the coordinate system of the first one. The obtained parameters can
be used to get a vector of 3D point coordinates for any of the cameras: M

p
1 = Zt

1A−1
1 v1,

M
p
2 = Zt

2A−1
2 v2.

4. Semi-Natural Experiment

The proposed approach was implemented in Python using the pytorch library. The
following computer configuration was used for testing: Intel Core i5, 8 Gb RAM, Nvidia
Geforce 1080 Ti. Figure 6 demonstrates the algorithm in action in the current industrial line
of the robotics center.

It has been experimentally proven that this approach allows the pose to be restored when
only a subset of keypoints are in the video scene, as well as when they partially overlap.
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&amera 1 &amera 2 3' scene 

  

  

  
Figure 6. The proposed approach application.

5. Conclusions

This article solves the problem of determining the spatial position of the operator using
keypoints with a multi-camera sensor system. The possibility of the proposed approach
application to solve the problems of collaborative robotics has been demonstrated. The
advantage of the algorithm is the use of a multi-chamber system that allows you to attach
points to the local coordinate system of an industrial robotic complex. The obtained data
will further be used in planning the trajectory of the robot to safely perform joint operations
in the same workspace. As additional modifications, the possibility of installing a lidar to
clarify the coordinates of the edges of the skeleton is being considered.

A research perspective is the development of an algorithm to predict the actions of the
operator in the workspace and detect hazardous situations and possible intersections in the
trajectories of a collaborative robot.
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Abstract: The investigation presented in this text is the study of object detection algorithms in
the task of analyzing images of baggage and hand luggage. A modified version of the YOLOv5
convolutional neural network with additional rechecking based on the VGG-19 network is proposed.
The modification is based on transfer learning from the available images. A comparison is made
with other known algorithms. The article shows that the application of the proposed model made
it possible to achieve the value of the mean average recall (mAR) at the level of 87% for dangerous
objects of five classes.

Keywords: object detection; convolutional neural networks; aviation security; pattern recognition;
computer vision

1. Introduction

At present, the issue of using various intelligent systems to ensure security in crowded
places is quite acute [1–4]. Of course, optical cameras are an important source of information
for preventing and detecting suspicious situations. At the same time, sufficient progress has
been made in the processing of optical images, including the task of detecting objects [5,6].

Nevertheless, in the overwhelming majority of works, the marked problem of object
detection is considered for optical images. In the case of developing a computer vision
system for analyzing luggage images, such a system must be able to perform efficient
processing of X-ray images. There is one important thing about such data. Unlike optical
images, X-ray images have the property of “transparency”, i.e., some objects can be seen
against the background of others, and not overlapped by them. This complicates the task
of analyzing such images. In the literature, there are works on the recognition of objects in
X-ray images of luggage [7–9], but they consider that the image contains an object of any
single class in the full image. Some solution to the problem of prohibited item detection is
presented in [10]. At the same time, the value of the mean average precision (mAP) metric
is about 64%. The main weakness of the work is the proposal of its own architecture of a
convolutional neural network, which is insufficient for high-quality training.

In view of the foregoing, the task of detecting prohibited objects in X-ray images
of baggage and hand luggage remains an urgent task. The solution to this problem will
automate the routine activities of inspection operators and avoid errors caused by human
factors. The solution to this problem will be described in the following sections so that the
Section 2 will consider the data for which training and testing are carried out. Then, in the
Section 3, special attention is paid to the proposed approach for detecting dangerous objects
in X-ray images. Finally, the Section 4 is a description of the processing results for test
images, accompanied by analysis and comparison with known algorithms. In conclusion,
the main conclusions of the study are formulated and options for further improvement of
the results obtained are proposed.
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2. Description of the Baggage and Hand Luggage Images Set

Training data plays a critical role in deep learning and machine learning. For the
purposes of the presented study, X-ray photographs of luggage were used, provided by the
Ulyanovsk Civil Aviation Institute (UCAI) named after the Chief Marshal of Aviation Boris
Pavlovich Bugaev (Ulyanovsk, Russia). In total, there were 1500 images in the database.
Figure 1 shows some X-ray images to be processed by developed algorithms. It should
be noted that the images of various prohibited items were taken for the purposes of the
study and do not correspond to actual cases of attempted smuggling of prohibited items
on board the aircraft.

Figure 1. An example of an X-ray image of baggage with a dangerous object.

In Figure 1, it is easy to spot firearms. However, detailed thinking about the objects in
Figure 1 provides the following conclusions. First of all, the definition of the image is quite
small, and, secondly, the image itself has a specific nature when perceived by a person.

For further convenience and in order to train the verification network for pattern
recognition, image preprocessing procedures were carried out, including the selection of
only areas with dangerous objects. As part of this selection, five classes of hazardous objects
were identified and 40 to 50 images were collected for each. Figure 2 shows examples of
images for each selected class.

Figure 2. Examples of images for dangerous objects.

In Figure 2, from left to right, shockers, ammunition, grenades, firearms, and steel
arms are presented.

Figure 3 shows the distribution of training images by class for the recognition task.
From Figure 3, it follows that a balanced dataset was prepared with a fairly small

number of objects. As for processed images, the truth is that the good and bad pattern
recognition in the form in which dangerous objects are presented in Figure 1 is possible
only at the post-processing stages, where it is planned to use the recognizer. In addition,
the objects are visually different.
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Figure 3. Distribution of objects of interest.

For images such as the one shown in Figure 1, manual labeling was performed using
the CVAT tool [11] and RoboFlow [12]. Image markup example for the image from Figure 1
is shown in Figure 4. The accompanying files store the coordinates of the bounding box
needed to train the neural networks.

Figure 4. Markup example.

The number of images in the training set was 1200. The remaining 300 images were
left for testing. Table 1 shows the distribution of objects in the images of the training and
test sets.

Despite the fact that the analysis of the data in Table 1 shows that the set is not balanced
enough, it was decided to train on such data.

Next, let us consider the following approaches. They are very useful and applied to
detect dangerous objects in images.
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Table 1. Number of dangerous objects of each class.

Class Train, N = 1200 Samples Test, N = 300 Samples

Shocker 122 34
Ammunition 109 28

Grenades 135 31
Firearms 180 46

Steel arms 166 37

3. Methods for Detecting Dangerous Objects in Images

As noted earlier, when describing the original images, the level of training was al-
located for the detection task and the recognition task. This is due to the fact that more
convenient images are formed when solving the recognition problem.

The convolutional neural network VGG-19 [13] was chosen as a model for recognition.
The architecture of such a network is a convolutional network of 19 convolution blocks,
pooling, trained under the ImageNet dataset. The transfer learning method was used
with the following hyperparameters: batch size is 16, optimizer is ADAM, learning rate is
0.00001, activation function is softmax, loss function is cross-entropy.

The YOLOv5 architecture network [14] was used to train the solution to the detection
problem. This network belongs to single-pass detectors, i.e., sets the class and bounding
box for objects in one image processing pass. One more attractive thing about architecture is
that the neural network is also convolutional. At the same time, the weights are adjusted in
accordance with the COCO dataset, which includes 80 classes. The default hyperparameters
are used.

Figure 5 shows the final scheme for processing new images.

Figure 5. Baggage image processing scheme.

From Figure 5, it is clear that the transfer-trained YOLO model is used as the base
detector. However, after the initial analysis, the images inside the bounding boxes are
transferred to the transfer-trained VGG network. In this network, predictions are adjusted
for one of the five classes according to the original dataset mentioned above.

Such an approach also has some drawbacks. For example, a special pre-trained model
such as the VGG network in the diagram of Figure 5 is not capable of detecting non-
hazardous items. However, this approach, taking into account the fact that the detection
recall indicator is quite important in such a task, helps to detect more objects.

Next, let us consider the results obtained.

4. Results and Discussion

Since the problem of detecting dangerous objects has a higher priority than the error
of missing the target, it is necessary to use the mAR metric as a comparison characteristic.
The mean average recall is calculated as the average recall for each class in each image.

One of the properties of the developed approach is that training and inference took
place on an NVIDIA GeForce GTX 1060 video card.
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Figure 6 shows an example of image processing using the trained model.

Figure 6. Processing results.

From Figure 6, it is clear that two steel arms and one firearm were found with class
probabilities of 52.1%, 92.4%, and 97.5%, respectively.

Let us make a detailed comparison of research in terms of the proposed algorithm
with other optical image-detecting methods transferred to X-ray images. The results for the
mean average recall metric are presented in Table 2.

Table 2. Recall comparison by models.

Model mAR

YOLOv5 0.843
SSD 0.672

DETR 0.697
Ours 0.871

Let us look at Table 2. It is interesting because the results show that the proposed
model, because of using an additional level of verification based on the VGG network,
allows us to increase the result compared to YOLO by 3%.

Finally, let us consider the completeness of each of their objects, as presented in Table 3.

Table 3. Recall comparison by models.

Class Average Recall

Shocker 0.912
Ammunition 0.714

Grenades 0.839
Firearms 1

Steel arms 0.892

It can be seen from the presented results that firearms are detected in all cases. The
worst of these things are those with the definition of ammunition.

5. Conclusions

This paper proposes a new algorithm for detecting dangerous objects on X-ray images
of luggage, combining YOLO, and VGG. This approach provided an increase in the mean
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average recall of 3%. In the future, it is planned to use augmentation and tuning of model
hyperparameters to obtain higher recall values.
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Abstract: With the development of information technology, the vision-based detection and tracking
of moving objects is gradually penetrating into all aspects of people’s lives, and its importance is
becoming more prominent, attracting more and more scientists and research institutions at home
and abroad to participate in research in this field. With in-depth research into vision-based object
detection and tracking, various superior algorithms have appeared in recent years. In this article, we
attempt to compare some of the classic algorithms in this area of detection and tracking that have
appeared recently. This article examines and summarizes two areas: the detection and the tracking of
moving objects. First, we divide object detection into one-stage algorithms and two-stage algorithms
depending on whether a region proposal should be generated, and we accordingly outline some
commonly used object detection algorithms. Second, we separate object tracking into the KCF and
SORT algorithms according to the differences in the underlying algorithms.

Keywords: region proposal; R-CNN; Fast R-CNN; Faster R-CNN; YOLO; MOSSE; KCF; SORT

1. Object Detection Algorithms

Object detection algorithms can be divided into one-stage algorithms and two-stage
algorithms. Two-stage object detection algorithms appeared earlier, so we start with them.

1.1. Two-Stage Object Detection Algorithms

The task of object detection in an image usually involves drawing bounding boxes
and labels for each object, i.e., classification and localization for each object, not merely the
main object.

If we use a sliding window for image classification and object localization, we would
need to apply convolutional neural networks to many different objects in the image. Since
convolutional neural networks will recognize every object in the image as either an object
or the background, we would need to use convolutional neural networks in a large number
of places and scales, but this is computationally intensive.

To solve this problem, neural network researchers propose using the concept of regions
so that we can identify “blobs” of areas in an image that contain objects, which can be
performed much faster. The first model is regions with CNN features (R-CNN) [1], and the
principles of its algorithm are shown in Figure 1.

In R-CNN, the input image is first scanned for possible features using a selective
search algorithm, resulting in roughly 2000 region proposals; then, we run a convolutional
neural network on these region proposals; finally, the output of each convolutional neural
network is fed into a support vector machine (SVM), which uses linear regression to narrow
the feature’s bounding box.

Essentially, we transform object detection into an image classification task. However,
there are also several problems: the learning rate is low, it requires a large amount of disk
space, and the inference speed is also low.
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Figure 1. R-CNN architecture.

The first updated version of R-CNN is Fast R-CNN [2], which significantly improves
the average precision through two improvements, which are shown in Figure 2.

Figure 2. Fast R-CNN architecture.

Feature extraction is performed before creating a proposal of regions, so the convo-
lutional neural network can only be run once for the entire image. We extend the neural
network used for prediction by replacing the SVM with a SoftMax layer, instead of creating
a new model.

Fast R-CNN is much faster than R-CNN because it only trains one CNN per im-
age. However, the selective search algorithm still requires a long time to generate region
proposals.

Faster R-CNN [3] is a typical case of object detection based on deep learning. The
algorithm replaces the slow selective search algorithm with a fast neural network: by
inserting a region proposal network (RPN), it predicts proposals based on features. The
RPN decides “where” to look, and this reduces the amount of computation for the entire
inference process. Once we have region proposals, we feed them directly into Fast R-CNN.
Moreover, we add a pooling layer, several fully connected layers, a SoftMax classification
layer, and a bounding box regressor, which are shown in Figure 3. In conclusion, Faster
R-CNN is faster and more accurate.
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Figure 3. Faster R-CNN architecture.

1.2. One-Stage Object Detection Algorithms

Although Faster R-CNN has advanced greatly in terms of computational speed, it
cannot meet the real-time detection requirements, so some researchers have proposed a
regression-based method to directly regress the position and category of the object from the
image. Two classic methods are YOLO [4] and SSD [5]. This article only discusses YOLO
and its one-stage algorithm.

Different from the two-stage (two stages) detection algorithms represented by the R-
CNN series, YOLO discards the region proposals and directly completes feature extraction,
bounding box regression, and classification in the same non-branched convolutional net-
work, which makes the network structure simpler and the detection speed almost 10 times
higher than that of Faster R-CNN. This allows deep learning object detection algorithms to
meet the needs of real-time detection tasks with improved processing power.

The specific steps of the algorithm are shown in Figure 4. We divide the input image
into an S × S grid; each grid is responsible for determining what the objects in the grid
are. We output the parameter information of the rectangles around the objects and the
confidence score. The confidence score here refers to which features are contained in the
grid and the predictive accuracy of each feature.

Figure 4. You Only Look Once (YOLO) model.
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Since YOLO only looks at the image once, we do not use sliding windows. The feature
map extracted after image convolution is divided into S × S blocks and then each block
is classified with a superior classification model and each mesh is processed using non-
maximum suppression to remove overlapping blocks; finally, we obtain our result. It can
be seen that the whole process is very simple: there is no need for region proposals to find
the object, and direct regression completes the determination of the position and category.

2. Object Tracking Algorithms

The next category concerns object tracking algorithms. It is generally considered that
visual object tracking falls into two categories: generative model methods and discrimina-
tive model methods. Currently, the most popular is the discriminative method, also called
tracking by detection. All the algorithms presented in this article are related to tracking by
detection.

Apart from classical tracking algorithms, object tracking algorithms are divided into
two categories: correlation-filter-based tracking (MOSSE) [6] and deep-learning-based
tracking algorithms (SORT) [7].

The notion of correlation first appeared in the field of signal processing to measure the
relationship between signals, including autocorrelation and cross-correlation. Researchers
have introduced cross-correlation into the field of computer vision to analyze the relation-
ships between factors; it is used to measure the degree of local matching of different images
in a certain area. Correlation filtering is a method of searching for objects in an image frame
based on the principle of cross-correlation.

Before the advent of correlation filtering and deep learning, the traditional visual
tracking algorithm was slow in research and had poor tracking performance. MOSSE
contributes to the development of the correlation filter tracking algorithm and also reflects
the potential of correlation filter technology in the tracking domain for the first time. The
frame rate of MOSSE is shown in Table 1.

Table 1. Compares the frame rates of MOSSE and other algorithm.

Algorithm Frame Rate CPU

Frag Track realtime Unknown
GBDL realtime 3.4 Ghz Pent. 4
IVTL 7.5 fps 2.8 Ghz CPU

MILTrack 25 fps Core 2 Quad
MOSSE Filters 669 fps 2.4 Ghz Core 2 Duo

Based on the principle of correlation filtering, aiming to measure the similarity of local
pixels, MOSSE develops a filter that can realize the sum of the least squares of errors. After
tracking the initialization of the first frame of a video sequence, MOSSE can generate a
relatively stable filter to use a matching pattern to measure the similarity in subsequent
video images. The tracking speed can reach 669 fps when limited; with the advantage
of a high tracking speed, the method has good reliability. MOSSE uses the Fast Fourier
Transform (FFT) for image and filter processing, converting the convolution of images and
filters in the frequency domain into a mathematical product operation. After filtering for
image detection, the point with the highest cross-correlation value, i.e., the center point of
the object, will be found.

Considering that the correlation filter algorithm using raw pixels for feature extraction
is too simple, the accuracy of the algorithm is not high. An improved CS correlation filter
algorithm is proposed, also based on correlation filtering, which additionally provides
higher accuracy while maintaining the speed advantage of correlation filtering. KCF [8]
is an improvement of CSK [9], and CSK is also an improvement and addition based
on MOSSE.

However, in terms of tracking, in order to reduce the computational complexity of
the model, KCF proposes a cyclic matrix to reduce the computational complexity of the
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cyclic shifts, and the Fourier transform is used to switch the calculation process between
the frequency domain and the spatial domain, so that matrix multiplication with higher
computational complexity becomes computation point multiplication with less compu-
tational complexity. During the KCF tracking process, the detection model also learns
to measure the similarity between the predicted object and the tracking object. For each
object predicted by the tracking model, the detection model first measures the similarity
between the predicted object and the tracking object, and then decides whether to update
the tracking track.

Another algorithm, SORT, differs from the correlation filter algorithm in that it does
not use any signs of the tracked object during tracking, but only uses the position and
size of the detection frames to estimate the movement and match the data. It does not
implement any re-detection algorithm, focusing instead on frame-to-frame comparisons.

SORT mainly consists of three parts: object detection, a Kalman filter, and the Hungar-
ian algorithm. Object detection mainly uses algorithms such as YOLO and R-CNN. Kalman
filtering can identify the “optimal” estimate using the value predicted by the mathematical
model and the measured value of the observation to find the “optimum” estimate (optimal
here refers to the smallest standard error).

The Hungarian algorithm is a data association algorithm; in essence, the tracking
algorithm should solve the data association problem. Suppose that there are two sets S
and T, and set S has m elements and set T has n elements. The Hungarian algorithm seeks
to match elements in S with elements in T in pairs (although they may not be the same).
Combined with tracking scenario S and T, we have frame t and frame t − 1. The task of the
Hungarian algorithm is to match frame t with frame t − 1.

SORT, as reflected in its name, is simple and can correspond to real time. On the
one hand, its principle is straightforward and easy to implement; on the other hand, it
is extremely fast due to its simplicity, as shown in Figure 5. At the same time, thanks
to the introduction of object detection technology, the tracking accuracy is also signifi-
cantly improved, which means that it can achieve a good compromise between accuracy
and speed.

Figure 5. Benchmark performance of SORT.

3. Conclusions

In this article, modern algorithms for object detection and tracking are considered.
Object detection is presented in terms of one-stage algorithms and two-stage algorithms.
Object tracking via the SORT and KCF algorithms is introduced. Algorithms for object detec-
tion and tracking based on different concepts are compared, the unique and advantageous
qualities of each concept are identified, and a promising direction for the development of
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future detection and tracking algorithms is explored. For example, self-driving cars always
require improvements in processing speed and accuracy.
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Abstract: In this article we consider authors’ information and computational system for energy
facilities’ impact assessment on the environment. The necessity of such assessments and development
of this system is substantiated. We developed this system as a Web application using the agent-
service approach. To develop a database for the system, we utilized ontological engineering of energy
and ecology. For assessments, we developed a set of information susbsystems that use approved
regulatory methods. Our system can be used for assessment of the impact of both existing and
planning energy facilities and also for planning measures to reduce the harmful impact of such
facilities. We also performed a set of computational experiments in order to test the developed system.
Experiments have shown the correctness of the methods used, and the results of one of them are
presented in the article.

Keywords: energy facilities; information and computational system; impact assessment; environment

1. Introduction

A necessity of impact assessment and requirement for a reduction in the impact
of polluting (harmful) substances from industrial facilities (including energy facilities)
on the environment are gaining more and more attention in the world. Currently, in
the Russian Federation, the following have been approved and taken effect: “Energy
strategy of the Russian Federation until 2035” [1], the national project “Ecology” [2], and
“Strategy for socio-economic development of the Russian Federation with low greenhouse
gas emissions until 2050” [3]. These documents envisage, among other things, a shift to
environmentally friendly and resource-saving energy, the rational use of natural resources,
and a reduction in dangerous polluting substances’ emissions [4,5]. Various teams, both
Russian [6,7] and foreign [8,9], perform research on assessing the impact of industrial
facilities on the environment. To carry out impact assessments, the results of measurements
of environmental elements (air, water, soil) are used, as well as monitoring and statistical
information: state reports and reports of industrial facilities. If that information is not
available, then the assessment of the impact of pollutants on the environment is carried out
using officially approved regulatory methods, such as [10,11]. However, these methods
are used separately and we did not find information about attempts to integrate them.
Methods also require a significant amount of information about object of study, starting
from the technical parameters of the facility (brand and model of the boiler, characteristics
of the used fuel) and ending with information about the weather in the area where the
facility is located (wind speed and direction, air temperature) and terrain data. Research
on the impact assessment of energy facilities on the environment is interdisciplinary, as it
requires the involvement of experts from various subject areas, such as energy, ecology,
and economics (to assess the economic feasibility of measures to reduce the harmful effects
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of pollutants). When conducting research, it will also be advisable to be able not only to
assess the current state of environmental pollution, but also to provide an opportunity to
evaluate the effectiveness of measures to reduce the harmful effects of energy facilities and
plan the placement of new facilities.

Based on the above, it is required to develop an information and computational system
(ICS), which will allow for a comprehensive assessment of the impact of energy facilities
on the environment and will include decision support tools to reduce the harmful effects of
these facilities.

2. Methods and Tools Used for Development

To solve the problem mentioned in the introduction, we developed ICS WICS (Web-
oriented Information and Computational System). ICS is based on the authors’ methodical
approach for impact assessment of energy facilities on the environment. A detailed descrip-
tion of this approach was given in [12]. ICS allows us to

• assess the amount of pollutants from energy facilities and dispersion of these pollu-
tants in the air using approved regulatory methods [10,11,13,14];

• assess economical damage [15,16];
• work with the results of analysis of snow samples;
• visualize results.

The components responsible for work with the mentioned methods will be discussed
in the next section.

While developing ICS, we decided to develop it as a multiagent system (or MAS). The
concept of MAS is to increase system’s performance (speed of processing and output results’
quality) by distributing tasks [17]. In [18], a multiagent system is considered as a network
of asynchronous objects that jointly solve problems that cannot be solved by a single agent.
Thus, the system consists of decentralized autonomously operating elements (or agents). To
develop ICS as an MAS, we used the authors’ method based on the agent-service approach,
which was given in a previous paper [19]. In this paper, we also considered information
and the analytical system WIS, which is a conceptual prototype of the ICS described in this
article. The main steps of the method are

• Give a description of the system, taking into account the characteristics of the problem.
For this it is necessary to:

– Determine the purpose of the ICS;
– Define the set of tasks {T} that the ICS must be able to solve;
– Define the function set of the ICS {F};
– Create a list of agents {A} of the ICS based on the {F};
– Develop set of basic components {CB}.

• Develop agent scenarios:

– Define agents’ call order {PA};
– Develop agent call scripts {SA};
– Give a description of the developed scenarios using event models {ES}.

• Develop an architecture of the ICS;
• Design the ICS;
• Implement the ICS.

In this article, we will not consider the second step because the description of their
development requires an additional article. The purpose of the ICS, tasks, and functions
were described in the introduction and the beginning of this section. The architecture and
implementation of the ICS will be considered in the next section.

To store the information necessary for conducting research and research results, a
database (DB) was developed, which is also used to store the knowledge base. The studies
themselves require, as mentioned in the introduction, a significant amount of data and
are interdisciplinary. Therefore, when formalizing knowledge in the considered subject
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areas, inaccuracies may occur, leading to the construction of incorrect models. Therefore, to
formalize knowledge about the subject areas under consideration, ontological engineering
of the considered subject areas was performed [20]. We also proposed a database design
methodology for assessing environmental pollution by energy facilities based on ontologies.
The main steps of the method are:

• Determine the energy facilities that will be assessed and establish their internal hierar-
chy based on the subsystem of ontologies of the energy facility;

• Create infological data models based on ontologies;
• Create appropriate tables in the database for each object in the hierarchy;
• Determine the characteristics of the object of assessment and create fields in the

corresponding tables;
• Analyze the selected methods for calculating the quantitative indicators of emissions

and calculating the dispersion of pollutants in the atmospheric air and create tables
for these calculations that include the fields corresponding to the calculation formula;

• Determine the list of pollutants from the object of assessment based on the calculation
method and the subsystem of ontologies for assessing emissions;

• Create tables of calculation results according to the methods and the list of pollutants;
• Based on the analysis of calculation methods, create tables for storing auxiliary data,

for example, information about weather conditions and terrain data.

Next, we will consider the process of creating tables in a database using the constructed
ontologies and the proposed methodology. Figure 1 shows an ontology describing the
method from [10].

Figure 1. Ontology of the method for determining emissions of pollutants into the atmosphere during
fuel combustion in boilers with a capacity of less than 30 tons of steam per hour or less than 20 Gcal
per hour.

As can be seen from the ontology, in order to calculate the volume of emissions from
an energy facility, it is required to know both the fuel parameters (for example, the lower
heating value of the fuel) and the parameters of the boiler (fuel consumption, the fraction of
particles captured in ash collectors). Based on the constructed ontologies, the corresponding
tables in the database were developed. Figure 2 shows some of the tables.
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Figure 2. Tables in the database developed on the basis of ontologies.

Comments. The powerplant table stores basic information about the energy facility,
such as name and location. The boiler table stores data on the boiler units installed at
the energy facility—type of boiler, fuel used, volume of fuel burned, installed capacity.
The boiler_type_fuels table contains information about the allowed types of fuel that can
be burned in the boiler and technical parameters, for example, heat loss from mechan-
ical incomplete combustion of the fuel (unburned_mechanical_losses). The coal_datasource
table contains information about the parameters of the coal. The emission_calculation and
emission_calculation_element tables store data on emission calculation and calculation ele-
ment, respectively. They indicate which energy facilities will participate in the calculation.
The emission_calculation_result_element table stores the results of the performed calcula-
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tions. Next, we will consider in more detail the implementation of the proposed ICS: the
architecture and main components, as well as the approbation of the ICS.

3. Implementation of ICS WICS

ICS WICS is implemented as a Web application, due to the following reasons:

• The ICS should provide the mutual work of several experts. The web application
allows us to organize the storage of data and results in one place.

• Emission calculations and pollutant dispersion calculations, especially when dealing
with a significant number of energy facilities, are complex, both due to the amount of
data used and the complexity of the calculation methods. The implementation of the
ICS as a Web application with an agent-service architecture allows us to speed up the
process of calculations by distributing them among various agent-executors.

• The Web application helps us to reduce the requirements for experts’ PCs, because in
this case, the expert needs only a Web browser with Internet access to work with the
ICS. It also reduces time needed for the development and testing of the ICS, since it is
not required to compile for various operating systems and platforms.

• The process of supporting the ICS and adding new functionality to the system is
simplified.

Figure 3 shows the client-server architecture of the ICS.

Figure 3. Architecture of ICS WICS.

The server side includes the following subsystems: calculation subsystem, DBMS sub-
system, and subsystem with auxiliary components. The calculation subsystem consists of:

• IS PEF—implements calculations of quantitative indicators of pollutant emissions
from an energy facility based on regulatory methods [10,13];

• IS EMS—implements pollutant dispersion calculations based on normative methods [7,10]
using the results obtained from the IS PEF subsystem;

• IS SMP—allows the user to work with the results of the analysis of snow samples;
• IS EDC—provides work with calculations of economic damages based on methods [11,12]

and uses the calculation results obtained from the IS PEF subsystem.

ICS WICS is a multiagent system, so it includes a main server that handles client
requests and coordinates agents, responsible for calculations; auxiliary servers (four servers)
that contain the mentioned calculation subsystems (currently, one server per subsystem)
and a server with service components; database server.
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The client part includes a user interface, tools for visualizing results (including geovi-
sualization), as well as WebOntoMap, a component for working with ontologies stored in
the knowledge base.

The developed ICS allows us to calculate pollutant emissions from energy facilities,
assess the economic damage from emissions, calculate the dispersion of pollutants in the
atmospheric air, and work with the results of analyzing snow samples for pollutant content.
The system can be used to assess the current situation with environmental pollution, to
assess the effectiveness of measures to reduce the harmful impact of energy facilities, for
example, when planning the placement of new energy facilities.

4. Computational Experiment

To test the ICS WICS, computational experiments were carried out based on informa-
tion about energy facilities (boiler houses) located in the Central Ecological Zone of the
Baikal Natural Territory (CEZ BNT) [21]. Boiler houses have different installed capacity
and equipment; coal is used as fuel (the results of calculations are given based on data for
2015). First, the quantitative indicators of pollutant emissions into the atmospheric air from
the assessed facilities were calculated. In an aggregated form, a fragment of the results
obtained is shown in Table 1.

Table 1. Fragment of the results of calculations of pollutant emissions into the atmospheric air.

Facility Total Emission, Particulate Matter, SO, NOX , Installed Capacity,
tons/year tons/year tons/year tons/year Gcal/hour

Kudara 322.8 224.9 97.5 0.4 12.8
Tvorogovo, Shigaevo 77.5 53.9 23.4 0.1 4.4
Elantsy (central) 361.16 251.79 109.2 0.17 3.5

The geovisualization of the results was also performed in the form of a heat map using
the the Yandex.Maps cartographic service. Figure 4 shows the visualization of particulate
matter emissions.

Figure 4. Geovisualization of the results of calculating the volume of pollutant emissions from energy
facilities.
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Blue marks indicate the assessed energy facilities. When a mark is clicked, a legend
(detailed information about the facility) will be shown at the top left. The redder the heat
map, the higher the volume of pollutant emissions relative to other facilities.

Based on the results of calculating the quantitative indicators of pollutant emissions,
the calculation of the economic damage caused to the environment was carried out accord-
ing to the methodology [11]. A fragment of the results is shown in Table 2.

Table 2. A fragment of the results of the calculation of economic damage.

Facility Particulate Matter Damage, SO Damage, NOX Damage, Total Damage,
RUB RUB RUB RUB

Kudara 817,600 354,000 1600 1,173,900
Tvorogovo, Shigaevo 209,000 90,000 600 301,000
Elantsy (central) 1,700,000 737,000 1400 2,439,500

The calculation of the dispersion of pollutants in the atmospheric air was also per-
formed; Table 3 shows a fragment of the calculation results for particulate matter.

Table 3. Fragment of the results of the calculation of dispersion of particulate matter from energy
facilities in the atmospheric air.

Facility Min. One-Time Avg. One-Time Max. One-Time Min. Avg. Max.
Concentration, Concentration, Concentration, Distance, Distance, Distance,
mg/m3 mg/m3 mg/m3 km km km

Kudara 65 4938 12,416 1.5 3.2 4.8
Tvorogovo, Shigaevo 529 2370 3039 0.4 0.5 15.3
Elantsy (central) 20 1957 10,487 1.6 4.1 5.0

The results of the dispersion calculation can also be geovisualized in the form of a heat
map; an example is shown in Figure 5.

Figure 5. Geovisualization of the results of calculating the dispersion of pollutants (particle matter)
for energy facilities located in the Kabansky district of the Republic of Buryatia.

The results of the analysis of snow samples for the content of pollutants were addi-
tionally uploaded to the system. Figure 6 shows the geovisualization of the results of the
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analysis of samples for the content of SO4 in the form of a heat map after interpolation
using Bayesian empirical kriging [22,23].

Figure 6. Interpolation of the results of the analysis of snow samples for SO4 content.

Blue dots on the map indicate sampling sites, while red dots indicate energy facili-
ties. The redder and brighter the heat map at sampling points, the higher the pollutant
concentration.

The ICS also includes a subsystem for supporting the development of recommenda-
tions, which aggregates the results and visualizes them using infographics. An example of
the subsystem operation is shown in Figure 7.

Figure 7. Decision-making support subsystem.
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5. Conclusions

In this article, we substantiated the need for research on the impact assessment of
energy facilities on the environment and described the ICS WICS developed for this purpose.
The ICS allows us to assess the impact of both existing and planned energy facilities. The
approaches and methods used in the development of the ICS are shown: the agent-service
approach and ontological engineering. The ICS architecture is presented and its main
blocks are described; examples of system interfaces are shown. The results of approbation
confirming the correctness of the applied methods are presented.

In the future, as a part of the research on the sustainability of energy and socio-
ecological systems, it is planned to integrate the ICS WICS with the INTEC-A software
package (developed in a team represented by the authors [24]) to study the directions for
the development of the fuel and energy complex, taking into account the requirements
of energy security. This will make it possible to carry out comprehensive research on the
directions of development of the fuel and energy complex of the Russian Federation, taking
into account the impact of decisions made on the environment.
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Abstract: This paper presents a comparative study of relationship estimation between intelligence
indicators and single-channel and multi-channel feature sets extracted from resting EEG data. In
the first case, the power of four frequency bands (alpha, theta, beta, delta) calculated using the
discrete Fourier transform (DFT) and the power spectral density (PSD) estimated through the Welch’s
method for each of the channels were extracted as features from the EEG signals. In the second
case, Imaginary Coherence (iMOCH) measure values for a pair of channels in the frequency bands
were extracted. Graph theoretical connectivity metrics were calculated for iMOCH. As part of the
experimental part of the study, the data of the EEG records of 79 subjects at rest and the values of four
IQ indicators (IQ2—ability to abstract; IQ3—verbal analogies and combinatorial abilities; IQ7—figure
detecting, combinatorial abilities; IQ8—spatial imagination) of the structure of intelligence were
analyzed by the Amthauer method. For relationship estimation, a principal component regression
was used. The performance evaluation is based on the nested Monte-Carlo cross-validation. The
single-channel feature set provides the smallest standard deviation of mean absolute error. For
non-verbal intelligence, the results of the multi-channel approach are better. For verbal intelligence,
on the contrary, the single-channel approach gives the best result.

Keywords: EEG; resting state; intelligence; feature extraction; frequency domain; connectivity; graph
measures; principal component regression

1. Introduction

Differences in human intelligence have been the focus of research for many years.
Intelligence quotient (IQ) indicators are used as a measure of intelligence. An assessment
of a subject’s intelligence, obtained through a series of tests, shows the subject’s intelli-
gence relative to the intelligence of an average individual in a cohort. In order to obtain
a qualitative assessment of IQ using a series of tests, it is necessary that the question-
naires be localized for different countries, taking into account their linguistic and cultural
backgrounds. In recent years, new methods for assessing the level of intelligence, such
as electroencephalography (EEG) [1–5], have become of particular interest to scientists
around the world. Since the EEG method is able to capture individual differences in brain
function, this method of studying the brain has come to be considered a powerful tool
for studying the biological basis of intelligence. The first works in this area focused on
studying the correlation between IQ test scores and brain rhythms. In [6], it was shown
that Raven’s Progressive Matrices positively correlated with the alpha frequency in the pre-
frontal and frontal areas, while the verbal subtests of the Amthauer Intelligence Structure
Test positively correlated with mean and peak alpha frequency factors.

Numerous studies prove that IQ is related to the characteristics of EEG signals in
the time and frequency domains [7,8]. In [9], an approach to predicting IQ is proposed

Eng. Proc. 2023, 33, 25. https://doi.org/10.3390/engproc2023033025 https://www.mdpi.com/journal/engproc
175



Eng. Proc. 2023, 33, 25

involving the analysis of the ratio of the powers of subranges of brain waves and an
artificial neural network. In [10], aspects of quantitative EEG prediction of intelligence are
considered, which provide moderate to strong estimates of the size of the effect of cognitive
functioning. In [11], the relationship between individual EEG characteristics at rest and
the level of non-verbal intelligence is studied. In [12], a new non-invasive method for
measuring human intelligence is proposed using a direct approach by classifying EEG data.
In [13], an approach to predicting the IQ level from EEG data based on cross-relational
analysis and the SVM classification model is presented. A promising method in the field of
detecting relationships between IQ and EEG at rest is the graph-theoretic approach to brain
network analysis [14]. The purpose of this study is to compare approaches to identifying
the relationship between intelligence measures and EEG data at rest using single-channel
and dual-channel feature sets. We considered four components of the intelligence test,
two of which can be attributed to verbal intelligence (using words) and two to non-verbal
intelligence (using geometric objects).

The paper is organized as follows. Section 1 substantiates the relevance of the topic.
Section 2 presents the theoretical background. Section 3 contains a description of materials
and methods. Section 4 describes the experimental results. Section 5 summarizes the
work performed in this study.

2. Theoretical Background

2.1. EEG Signals

An EEG signal is composed of the integration of neuronal activity in various spatial
and temporal scales. To take an EEG, a certain number of scalp electrodes are installed
on the human scalp in accordance with a standardized scheme for applying electrodes.
Figure 1 shows the layout of electrodes according to the international 10–20 system. The
scalp electrodes’ identifiers consist of letters indicating the region of the brain and numbers
(odd numbers for the left hemisphere of the brain, even numbers for the right) or the letter
“z” (for the midline). Electrodes A1 and A2 are connected to the left and right earlobes and
are used as reference electrodes [15].

Figure 1. EEG electrode positions according to the International 10–20 System.

There are five major frequency bands. From low to high frequencies, they are called
alpha (less than 4 Hz), theta (from 4 to less than 8 Hz), beta (from 8 to less than 13 Hz),
delta (from 13 to less 30 Hz), and gamma (more than 30 Hz) [16].
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2.2. EEG Signal Features

EEG signals are complex, so it is quite difficult to extract from them the information
necessary to solve a particular problem. Currently, there are many features that can be
extracted from EEG data. The set of features extracted from EEG data can be divided
into several categories: measures that are calculated from the data of one channel and
measures that take into account the data of two channels. The first category includes feature
extraction methods based on transformation (for example, Fourier transform), time domain
methods (for example, Hjort parameters), frequency domain (for example, band power),
and complexity (for example, Petrosian fractal dimension) [17–19]. The second category
includes measures such as cross-correlation and coherence [20].

The most demanded measure among researchers is the estimation of power in various
frequency ranges. This feature extraction method requires the transformation of the EEG
time series from the time domain to the frequency domain. To estimate the power spectral
density (PSD), the Welch method is most often used, but the Discrete Fourier Transform
(DFT) method can also be used. EEG coherence can provide information about the forma-
tion of the functional integration of brain regions. A measure of coherence can be used to
determine whether two or more sensors or brain regions have the same oscillatory activity
of neurons with each other [21].

2.3. Amthauer Intelligence Structure Test

One of the most popular tests for measuring general intelligence is the Amthauer intelli-
gence structure test. In Russia, this test is used in adaptation [22]. The Amthauer intelligence
structure test allows one to build an intelligence profile consisting of nine components:

• IQ1—completion of sentences, logical thinking, language skills;
• IQ2—word exception, ability to abstract;
• IQ3—verbal analogies, combinatorial abilities;
• IQ4—conceptualization, ability for abstract verbal thinking;
• IQ5—calculations, mathematical abilities;
• IQ6—number series completion, ability to operate with numbers and inductive thinking;
• IQ7—figure detecting, combinatorial abilities;
• IQ8—identification of cubes, spatial imagination;
• IQ9—remembering words, ability for short-term storage of information.

We used four subtests. The two selected subtests, IQ2 and IQ3, can be attributed to
verbal intelligence, since they use words, while the other two subtests, IQ7 and IQ8, can be
attributed to non-verbal intelligence, as they use geometric shapes. Non-verbal intelligence
was studied in [14]. Thus, we want to confirm or not the previous results and also to
compare the results for verbal and non-verbal intelligence.

3. Materials and Methods

3.1. Principal Component Regression

One of the approaches to regression analysis, used in conditions where a correlation is
observed between input factors, is the construction of a principal component regression [23].
The idea is to use the principal component method to decompose the input variables into
orthogonal factors.

Let the data matrix X contain n rows (observations) and m columns (input variables)
normalized so that the mean is zero and the variance is equal to one. Then, the correlation
matrix R can be represented as R = XTX, where T means transpose. The correlation matrix
R can be expressed by the matrix Λ of its eigenvectors (factor loadings) as follows:

R = ΛΦΛT (1)

where the eigenvalues of R on the diagonal of the diagonal matrix Φ are the variances of
the corresponding principal components.
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Usually (q << m) principal components are used to represent correlation matrix R.
Then, (1) can be rewritten as

R̂q = ΛqΦqΛT
q

where the index q means that instead of the m components, their smaller number q is taken.
The principal components are ordered in descending order of their explanatory power
to represent the correlation matrix R. Principal component scores Fq can be calculated as
Fq = XΛq.

If we use the matrix of principal components Fq as the input matrix in the model,
the problem of collinearity is weakened because of the orthogonality of columns of the
matrix Fq. In order to go back from the q-dimensional space of principal components to the
original m-dimensional space, it is necessary to multiply the resulting vector of estimates by
the matrix Λq. Then, the final expression for the principal component regression estimates
has the form

β̂ = Λq(FT
q Fq)

−1FT
q y (2)

where y is a response vector of dimension n × 1.
The covariance matrix for estimates (2) is expressed as follows:

var(β̂) = σ2Λq(FT
q Fq)

−1ΛT
q

where σ2 is the error variance.
The choice of q can be made on the basis of cross-validation. Hyperparameter selection

should be separated from the model training procedure. Therefore, to evaluate the perfor-
mance of the considered approaches, it is more correct to use nested cross-validation [24].
To do this, the sample is divided into three parts: training, validation, and testing. Here,
they were divided in the ratio of 60%, 20%, and 20%, respectively. On the training sample,
the principal component regressions are estimated for various values of the parameter q
(from one to five). The validation sample is used to estimate the prediction error for various
values of the parameter q and to choose the optimal value of the parameter q that provides
the smallest average error. Furthermore, this optimal value is used in the procedure of
estimating a principal component regression based on a sample, including training and
validation together. Based on the obtained regression estimates, a prediction is built for
the test sample. It is important that, here, the test sample is not involved in any way when
choosing the parameter q. The procedure is based on the Monte-Carlo cross-validation [25];
that is, the division into three parts was carried out randomly.

3.2. Data Description and Model Structure

The data of EEG records of 79 subjects at rest were analyzed, as well as the values
of their IQ2, IQ3, IQ7, and IQ8 components of the intelligence structure according to the
Amthauer method. The sample included only female individuals aged 17 to 21. Individuals
were grouped into age groups: 17 years old, 18 years old, 19 years old, and older. It turned
out that the distribution of IQ2 component is not the same depending on age. Table 1shows
the p-value of the two-sample Kolmogorov–Smirnov test for comparison IQ value in the
age groups 18 years old, 19 years old, and older.

Table 1. The results of two-sample Kolmogorov–Smirnov test.

IQ Component The p-Value

IQ2 0.0354
IQ3 0.5860
IQ7 0.4334
IQ8 0.6945

From the EEG data, the band power spectra calculated using DFT and PSD were
extracted from various channels and frequency ranges (alpha, theta, beta, delta). There
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are 152 features in total. Since the records had different durations (minimum—2 min;
maximum—6 min), the features were extracted for each minute. Observations for different
minutes for one subject were considered as repeated. As a result, the sample size was 222.

To estimate synchronization between a pair of signals, Imaginary Coherence (iMOCH)
was used, calculated using MNE Python software. The various values of the quantiles
(from 10% to 80%) of strength of connections within the person were used as the threshold.
Connection strengths lower than the threshold were removed. For four IQ indicators, corre-
lations were calculated with each of the seven graph connectivity indicators (average and
characteristic path length, transitivity, network modularity, diameter, eigenvector centrality,
closeness centrality) in five frequency bands (alpha, theta, beta, delta, and gamma). Thus,
a total of 35 extracted features were obtained.

During the analysis, it was revealed that the effect of the interaction of age and EEG
features has a significant effect on IQ components. Therefore, the following model was
taken as the basis:

yi = θ0 +
J

∑
j=1

θjzij +
k

∑
l=1

αl xil +
k

∑
l=1

J

∑
j=1

γl jxilzij + εi (3)

where yi is the IQ value for the i-th observation, zij is the i-th value of the binary variable
reflecting the subject’s belonging to group j by age, xil is the value of the l-th feature
according to EEG data for the i-th observation, k is the number of features taken from the
EEG data, εi is a random error, and θ0, . . . , θJ , α1, . . . , αL, γ11, . . . , γLJ are the parameters to
be estimated.

The model (3) is estimated using principal component regression described above.

4. Results

The results of the multi-channel approach turned out to depend on the way the brain
network graph was constructed. Three alternatives were used: unweighted, weighted by
the coherence values, and weighted by the reciprocal coherence values (weighted reversed).
An unweighted graph has unit weights. Similar to how it was carried out in [26] to remove
group bias [27], the iMOCH values were divided by the maximum value within each matrix.

Figure 2 shows that there are no significant advantages in using weighted graphs.
A mean absolute error similar in magnitude can also be obtained using unit weights. Based
on the results obtained, it is impossible to make recommendations regarding the choice of
the threshold value. For IQ2 (Figure 2a), the minimum mean absolute error is reached at a
small threshold value. At the same time, for IQ7 (Figure 2c), the error sharply increases
with the threshold value 0.3. For IQ3 and IQ8 (Figure 2b,d), the minimum mean absolute
error corresponds to the threshold value 0.7.

For comparison with the single-channel approach, the minimum error values that
were achieved using the multi-channel approach are taken. Table 2 shows the comparison
results. The standard errors of the mean are given in parentheses.

In all cases, the standard errors of the mean using the single-channel approach are
almost two times smaller. This suggests that this approach allows for a more stable result.
This is because when using the single-channel approach, one main component (q = 1) for
PCR is always selected during nested cross-validation. Meanwhile, for the multi-channel
approach, the number of components varies more, especially for IQ2.

Table 2. The mean absolute error using nested cross-validation.

IQ Component Single-Channel Multi-Channel

IQ2 5.663 (0.065) 5.902 (0.128)
IQ3 7.763 (0.078) 7.989 (0.153)
IQ7 6.860 (0.071) 6.588 (0.135)
IQ8 7.809 (0.089) 7.657 (0.165)
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Figure 2. The mean absolute error for (a) IQ2; (b) IQ3; (c) IQ7; (d) IQ8 depending on threshold values.

For verbal intelligence (IQ2 and IQ3), the single-channel approach gives the best
result. However, for non-verbal intelligence (IQ7 and IQ8), the results of the multi-channel
approach are better. The complexity of the single-channel approach is that a very large
number of features are extracted, which is a multiple of the number of channels. In the multi-
channel approach, the number of features does not depend on the number of channels, since
it takes into account the connections between them. However, there are difficulties with
choosing a method for constructing a brain network graph and choosing an appropriate
value of the threshold of connection strength.

Probably, a reasonable compromise would be to include both single-channel and
multi-channel features as an initial subset of features in the principal component regression.

5. Conclusions

A single-channel feature set is easier to extract, but there are difficulties with the large
dimensions of the feature space and with high correlations between features. To build
a multi-channel feature set, it is necessary to determine the values of the weights of the
graph edges, as well as to set the value for the coherence threshold. It turns out that the
choice of these parameters affects the error of the IQ model built on the basis of feature set
obtained using a multi-channel approach. Moreover, the empirical study results do not
allow us to give recommendations on the optimal choice of the threshold. Nevertheless,
it was found that it is possible to build an unweighted graph. As a result, the accuracy is
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not worse than in the case of a weighted graph. For verbal intelligence, the single-channel
approach gives the best result. For non-verbal intelligence, on the contrary, the results of
the multi-channel approach are better. This is consistent with the results of the article [14],
where, for non-verbal intelligence, the graph-theoretic approach to the analysis of the
brain network was used. A possible compromise is the combination of single-channel and
multi-channel features in the overall principal component regression.
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18. Jović, A.; Suć, L.; Bogunović, N. Feature extraction from electroencephalographic records using EEGFrame framework. In Pro-
ceedings of the 36th International Convention on Information and Communication Technology, Electronics and Microelectronics
(MIPRO), Opatija, Croatia, 20–24 May 2013; pp. 965–970.

19. Bao, F.S.; Liu, X.; Zhang, C. PyEEG: An open source Python module for EEG/MEG feature extraction. Comput. Intell. Neurosci.
2011, 2011, 406391. [CrossRef]

20. Liew, S.H.; Choo, Y.H.; Low, Y.F.; Yusoh, Z.I.M.; Yap, T.B.; Muda, A.K. Comparing Features Extraction Methods for Person
Authentication Using EEG Signals. In Pattern Analysis, Intelligent Security and the Internet of Things. Advances in Intelligent Systems
and Computing; Abraham, A., Muda, A., Choo, Y.H., Eds.; Springer: Cham, Switzerland, 2015; Volume 355.

21. Bowyer, S.M. Coherence a measure of the brain networks: Past and present. Neuropsychiatr. Electrophysiol. 2016, 2, 1. [CrossRef]
22. Coemets, E.H.; Liimets, H.I. Intellectual Tasks—Series 730. Russian Version of the Amthauer’s Test Based on the Estonian Methodic;

Novosibirsk NSU Publisher: Novosibirsk, Russia, 1973; 24p.
23. Bair, E.; Hastie, T.; Paul, D.; Tibshirani, R. Prediction by supervised principal components. J. Am. Stat. Assoc. 2006, 101, 119–137.

[CrossRef]
24. Krstajic, D.; Buturovic, L.J.; Leahy, D.E.; Thomas, S. Cross-validation pitfalls when selecting and assessing regression and

classification models. J. Cheminform. 2014, 6, 10. [CrossRef] [PubMed]
25. Xu, Q.S.; Liang, Y.Z. Monte Carlo cross validation. Chemom. Intell. Lab. Syst. 2001, 56, 1–11. [CrossRef]
26. Mehraram, R.; Kaiser, M.; Cromarty, R.; Graziadio, S.; O’Brien, J.T.; Killen, A.; Taylor, J.-P.; Peraza, L.R. Weighted network

measures reveal differences between dementia types: An EEG study. Hum. Brain Mapp. 2020, 41, 1573–1590. [CrossRef] [PubMed]
27. Onnela, J.P.; Saramäki, J.; Kertész, J.; Kaski, K. Intensity and coherence of motifs in weighted complex networks. Phys. Rev. E

2005, 71, 065103. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

182



Citation: Bykov, N.; Fedulov, V.

Computer Simulation of Anti-Drone

System. Eng. Proc. 2023, 33, 24.

https://doi.org/10.3390/

engproc2023033024

Academic Editors: Askhat Diveev,

Ivan Zelinka, Arutun Avetisyan

and Alexander Ilin

Published: 14 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Computer Simulation of Anti-Drone System †

Nikita Bykov 1 and Vadim Fedulov 2,*

1 Russian University of Transport (MIIT), Obraztsova st., 9, Building 9, Moscow 127994, Russia; bykovnv@bk.ru
2 Bauman Moscow State Technical University (BMSTU), 2-nd Baumanskaya, 5, Moscow 105005, Russia
* Correspondence: vadimfedulov.bmstu@gmail.com; Tel.: +7-977-654-1722
† Presented at the 15th International Conference “Intelligent Systems” (INTELS’22), Moscow, Russia,

14–16 December 2022.

Abstract: In this article, we present the results of an anti–drone system simulation. The system is
designed to counter mini unmanned aerial vehicles. A radar system with one or several antennas and
an elimination system with one or more countermeasures are included in the system. The drones are
destroyed by kinetic weapons. In the developed computer model, it is possible to simulate a raid of
several drones against several countermeasures in an environment without obstacles. The computer
model-specific feature is a discrete-event approach that provides higher calculating performance
compared with the “soft time” method.

Keywords: anti-drone system; drones; UAV; simulation; modelling; radar; detection; elimination;
countermeasures; discrete-event approach

1. Introduction

One of the most famous modern urban planning concepts is the concept of the Smart
City. The main goal of the Smart City is effective city management and ensuring a high
quality of life for citizens [1]. Urban specialists talk about the need to create a wide and
advanced Internet of Things (IoT) infrastructure to implement this concept. It is expected
that unmanned vehicles (cars, buses, trains, etc.) will be one of the most important parts
of the IoT. For example, IoT will make it possible to improve city traffic management and
to use unmanned public transport [2]. Moreover, small unmanned aerial vehicles (UAVs)
may operate as a part of services for the delivery of various commodities [3]. Mini-UAVs
are also widely used in modern military conflicts for aerial reconnaissance, guidance and
fire adjustment of artillery [4].

However, there are a number of questions regarding the safety of using drones as
part of the modern city system [5,6]. Potential security threats include drone hacking
and cyber attacks on or using drones, which in turn can lead to attacks on critical urban
infrastructure. Threats also exist in the field of combat application of mini-drones. One
of the most effective ways to prevent illegal actions of drones is the physical destruction
of drones. Such destruction methods in an urban environment should be carried out in a
manner that is safe for people.

The relevance of our work can be attributed to the lack of studies on the effectiveness
of complex anti-drone systems. There are few works on related topics. For example, the
authors of the article [7] propose a method for determining the probability of hitting a
drone using an assault rifle. They take the target geometry into account. A defence system
based on the employment of cooperative interceptor drones is discussed in the study [8].
The interceptor drones operate in cooperation and can destroy the target through various
countermeasures. In particular, in the article [9], the authors propose applying a group
of interacting drones to physically neutralize the target using a usual net. The net blocks
the target propellers. Nonetheless, there are no papers in which a complex system with
countermeasure and detecting and localizing subsystems is analysed.
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We present the computer model of the mini unmanned aerial vehicle (UAV) counter-
measures system (the anti–drone system) acting in 3D space. The model takes into account
subsystems used to detect, localise, and eliminate targets. It allows us to solve a direct task.
The direct task of a counteracting the drones’ raid involves obtaining the counteraction
results and accumulating statistics for given initial and boundary conditions.

2. Model Description

The anti-drone system (ADS) consists of

• The countermeasure subsystem with one or several countermeasures.
• The radar subsystem with one or more active antennas and one detector that are detect

and localize targets.

The counteraction process is considered in empty 3D space. There are no obstacles,
terrain folds or anything else that can hide observable objects in this space.

The computer model is developed using the Python 3 programming language. Its
SimPy package [10] is applied for the discrete-event approach realization.

2.1. Simulation Process Description

The general scheme of the simulation process is shown in Figure 1.

Figure 1. The general scheme of counteraction process.

Before modelling, instances of drones (drones), antennas (Antennas), detector (Detector),
countermeasures (Countermeasures), weapon (Weapon) and radar (Radar) subsystems are
initialized using the parameters given by the researcher. The weapon and radar subsystems
instances form the anti–drone system model (AntiDroneSystem). This model contains the
necessary fields and methods for starting and linking simulation processes. In addition,
at this step, an instance of the environment (environment) is created to implement the
discrete-event approach.

Initialized objects are passed to the simulator (Simulator) input. The simulator starts
two parallel processes:

• The flight process (flight) of every drone.
• The ADS’ operating process (operating).
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The AntiDroneSystem instance starts two parallel processes, too:

• The countermeasures elimination processes.
• The radar detecting and localizing process (detection).

The elimination process begins the firing process of every counterweapon. The
radar’s detection process initializes the detection process of every antenna. The antennas,
in turn, start the detector process detection when there is a desired signal in the detector’s
input. The detector tries to detect targets and, in case of successful detection, it puts the
target into a shared list of targets (targets).

The dynamic list (targets) of detected targets shared between countermeasures sys-
tem and radar is used by the targets distributor of the countermeasures system. The targets
distributor activates the firing process of the selected countermeasure. When there are no
targets in the targets list, the firing processes are inactive.

The antenna, detector, drones, weapon and other instances accumulate statistics. The
simulation runs a given number of times (iterations). Before every run, states of all
objects are reset and saved in files.

At the simulation end, accumulated statistics are passed in the postprocessor
(Postprocessor) input. The postprocessor processes the data. The results are introduced
to the visualization module (Visualizer).

2.2. The Drone Model

The model of an unmanned aerial vehicle is an entity that has geometric shape and
flies along a trajectory. A trajectory is the third-ordered Bezier curve. The UAV’s 3D
geometry consists of parallelepiped that is the central body and four ellipsoids that are
engines. The drone model is described in more detail in the article [11].

2.3. The Gun Model

The kinetic countermeasure is the same as in [11]. Additionally, the weapon model is
described in more detail in those paper.

However, the weapon model presented in [11] has been improved; namely, it can
interact with the radar subsystem. If the UAV is not detected by radars then the counter-
measures have nothing to aim at. In cases in which the drone is detected, we make the
assumption that the weapon subsystem has its own target tracking system; for example, an
optoelectronic. Due to this system, the countermeasures are able to track the target and
calculate the aiming point.

The criterion for destroying a target is at least one hit in its projection in the picture
plane. The picture plane is perpendicular to the line of sight “weapon–target center of
mass” and contains the UAV center of mass. The drone projection on the picture plane is
calculated for each shot.

2.4. The Radar Model

The radar includes one or more antennas and one detector. The major function of
the antenna is to determine the direction and distance to the target which flew into the
radar area.

Coordinates from the antenna output are directed to the detector input. The purpose
of the detector function is to establish the fact of detection and initiate the target track.
It allows us to approximate the drone trajectory using the radar for the initial aiming of
countermeasures. It requires Nobs detection in a row to initiate the target track. The target
tracking is a necessary condition to input the target trajectory parameters into the weapon
subsystem. If the target is not detected for Nlost times in a row then there is a mistrack. In
this case, the algorithm of detection starts over [12,13].

The output voltage of the detector depends on many factors, including those of a
random nature, as well as on the specific implementation of the radar data processing
path [12,13]. Therefore, it was decided to simplify the detector model as follows.
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The detector is characterized by probabilities of false alarm pFA and correct detection
pCD. The random value of the output voltage UD is generated according to the normal
distribution law UD ∼ N (μUD , σ2

UD
) with the mean voltage value μUD and the standard

deviation σUD . If UD > UT , where UT is the threshold, then, taking into account the
probability pCD, a decision is made to detect the object. The target coordinates and velocity
are measured. Otherwise, the target is not detected.

There is always a thermal noise in the detector input. This interfering signal negatively
affects the accuracy of the detector. We describe this thermal noise as a white Gaussian
noise. When there is no useful signal in the input, the output voltage value is distributed
according to the normal law Unoise ∼ N (0, σ2

Unoise
) with the standard deviation σUnoise [13].

The threshold voltage value UT is determined according to the Neuman–Pirson cri-
terion and based on a given level of false alarm probability pFA. As a rule, pFA is of
order 10−2 . . . 10−8 and pCD is taken to be 0.9 [12]. The values of standard deviations
σUD and σUnoise are derived experimentally or through computer simulation of the radar
operating [13].

The antenna instance is initialized with distance range [Rmin; Rmax], azimuth angle
range [ϕ0; ϕ1], elevation angle range [θ0; θ1], rotation speed ωa, etc. The Rmax value depends
on the radar cross-section (RCS) value of the drone. The antenna can operate in sector
mode or a full overview (Figure 2). There are Rmin = 0 and θ0 = 0 on the Figure 2.

Figure 2. The antenna sector area.

3. Simulation Results

Flights of several (up to five) drones have been simulated. UAVs were eliminated by
one or more countermeasures. In each run, the coordinates of the guns changed in the
range ±500 m along the Ox and Oz axes; the coordinate along the Oy axis was constant
and equalled 0. Each drone spawned at a random point in space with coordinates from
the following ranges: x0 = −1000 m, y0 ⊂ [250; 750] m and z0 ⊂ [−1000; 1000] m. For
each drone, the end point of the trajectory was randomly generated with the next set of
coordinates: x1 = 1000 m, y1 ⊂ [250; 750] m and z1 ⊂ [−1000; 1000] m. The parameters of
drones and countermeasures are presented in the Table 1. Table 2 contains the coordinates
and dimensions of the drone components. All drones are the same. Parameters of the radar
antenna are shown in the Table 3. A detection system with one antenna was modelled.
When a target was hit, the target distributor assigned the closest tracked drones to the
newly freed guns.
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Table 1. The drone parameters.

Parameter Name Distribution Law Distribution Parameters

Initial speed Normal N (μ = 21, σ = 3) m/s
Angle between initial velocity and Ox axis Uniform [−30◦; 30◦]
Initial drone angle of attack Uniform [−10◦; 10◦]
Final speed Normal N (μ = 21, σ = 3) m/s
Angle between final velocity and Ox axis Uniform [−30◦; 30◦]
Final drone angle of attack Uniform [−10◦; 10◦]

Table 2. The drone geometry.

Airframe Part Local Coordinates, mm Axis Dimensions, mm

Central body (parallelepiped) (0; 0; 0) (400; 400; 250)
1st engine(ellipsoid) (450; 300; 450) (600; 50; 600)
2nd engine(ellipsoid) (−450; 300; 450) (600; 50; 600)
3rd engine(ellipsoid) (450; 300;−450) (600; 50; 600)
4th engine(ellipsoid) (−450; 300;−450) (600; 50; 600)

Table 3. The radar parameters.

Parameter Name Unit Measure Value

Position m (0; 0; 0)
Rotation speed rad/s π/4
Range m 0 to 600
Azimuth angle range — 360◦
Elevation angle range — [0; 90◦]
Detector mean output voltage V 12
Detector output voltage standard deviation V 3
Detector noise voltage standard deviation V 1
Correct detection probability — 0.9
False alarm probability — 10−7

The simulation results are shown in Figures 3–5. The number of iterations is 200,000.
The destroyed drones fraction shown in Figure 3 is the result of modelling the ADS

without a radar subsystem. In this case, the one drone raid against an anti-drone system
with one countermeasure was simulated. The countermeasure parameters are listed in
Table 4. There are also accuracy variables in this table:

• σaim is a standard deviation of the aiming point at a distance of 1 m to the target;
• σb is a standard deviation of the mean aiming point of the burst at a distance of 1 m;
• σs is a standard deviation of each individual hit point at a distance of 1 m.

These parameters are used to generate random points of hits in a picture plane of a
target, as described in [11]. Random points are distributed according to the normal law.

Table 4. The countermeasure parameters.

Parameter Name Unit Measure Value

Fire rate shots/min 800
Burst length — 10
Shots capacity — 120
Aiming accuracy σaim — (10−3; 10−3)
Burst shots accuracy σb — (1.6 × 10−3; 1.2 × 10−3)
Individual shot accuracy σs — (1.5 × 10−3; 1.5 × 10−3)
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Figure 3. Spatial probability density of drones destroyed by one weapon without radar.

Figure 4. Spatial probability density of (a) observed and (b) detected drones.

Figure 5. Spatial probability density of destroyed drones.

The contour graphs of observed and detected drones quantity are presented in
Figure 4a,b. The Oxz plane corresponds to the top view. It can be seen from the figures that
the graph in Figure 4b is shifted relative to Figure 4a in the direction of the drones’ flight.
This is due to the need to detect the target Nobs times in a row to capture its trajectory. In

188



Eng. Proc. 2023, 33, 24

Figure 5, the percentage of destroyed targets is shown. This shows that countermeasures
are more effective against closer targets.

From Figures 3 and 5, it can be seen the inclusion of a radar in the counter-drone
system significantly affects the position of target destruction zones in space.

The computer model also stores the simulation statistics; for example, the consumption
of ammunition and the number of drones that flew to the end point [11], etc. In the future,
this information can be used to calculate the efficiency criterion for anti–drone system. In
addition, our computer model allows us to compare anti-drone systems that have radar
subsystems with different accuracy.

4. Conclusions

The direct task of simulating the process of counteracting UAV raids can be solved
employing the developed computer model. The discrete-event approach provides greater
calculating performance and better scalability of the computer model.

The computer model of the counter-drone system will be improved. Obstacles and
terrain folds will be added and intelligent agents of drone and detection and destruction
subsystems control systems will be trained to more effectively control them. This will allow
the application of machine learning or artificial neural networks and conduct research on
an complex countermeasure system with intelligent agents. The intelligent agent of the
countermeasure system will take into account the consequences of the UAV fall.

It will be possible to solve the inverse problem of modelling; namely, the need to create
a more efficient anti-drone system structure.
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Abstract: Studies of the directions of development of the energy sector (ES) are of a multivariate
nature. With a combinatorial approach, in order to form possible options for the development of the
energy sector, the number of options reaches several million, of which the researcher needs to select
several for research. To ease the burden on the researcher, an IT environment was developed that
supports a two-level technology for researching energy security problems, including the stages of
qualitative and quantitative analysis using semantic modeling methods and numerical calculations.
Now, the transition from semantic models to numerical calculations is carried out manually, therefore
it is proposed to integrate semantic and mathematical modeling into the software packages (SP)
“INTEC-A”. This article discusses the integration of cognitive and mathematical modeling in the SP
“INTEC-A”.

Keywords: reengineering; energy sector; energy security; cognitive modeling; mathematical
modeling

1. Introduction

Melentiev Energy Systems Institute (ESI SB RAS) actively conducts predictive studies
of the energy sector (ES) of a country and its regions, taking into account the requirements
of energy security (ESy) [1–4]. Energy experts built an economic and mathematical model
of the energy sector for these studies. In a meaningful sense, the model is based on the tradi-
tional territorial-production model of the energy sector with blocks of electric power, heat,
gas, and coal supplies, as well as oil refining (fuel oil supply). In the mathematical sense,
the model is used for solving the general problem of linear programming. Several versions
of software packages (SP) were developed to automate the computational experiment using
this model. SP “INTEC-A” is a version obtained as a result of the direct reengineering
of previous versions of the SP. The need for reengineering was due to the transition of
previous versions of the SP into the category of legacy software. SP “INTEC-A” gives the
user the ability to create models of the energy sector, set options for the development of the
energy sector and their calculation, as well as interpreting the optimization results in the
form of balance sheets. Balance tables display the presence or absence of a shortage of a
certain fuel and energy resource for each region.

Such studies are multivariate in nature. To work with them, the Department of
Artificial Intelligence Systems in the Energy Industry of the Institute of Energy Management
and Energy of the Siberian Branch of the Russian Academy of Sciences proposed a two-level
technology for studying ES problems. At the first level, using semantic modeling methods,
the stage of qualitative analysis is performed. At the second level, a quantitative analysis is
performed on the basis of calculations obtained using software systems [5–7].

Eng. Proc. 2023, 33, 26. https://doi.org/10.3390/engproc2023033026 https://www.mdpi.com/journal/engproc
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The ESI SB RAS designed and developed an intelligent IT environment that supports
a two-level research technology and includes semantic modeling tools and the SP “IN-
TEC” [8]. The IT support environment for semantic modeling includes tools for ontological,
cognitive, event, and Bayesian modeling. Currently, the transition from semantic models
to numerical calculations is carried out manually; the authors proposed to automate this
process within the framework of the SP “INTEC-A”.

2. A Model for Predictive Studies of the Energy Sector, Taking into Account the
Requirements of Energy Security

The model for optimizing the balances of fuel and energy resources with the allocation
of territorial entities under conditions of possible disturbances in a meaningful sense is
based on the traditional territorial production model of the energy sector with blocks
of electric power, heat, gas, and coal supplies, as well as oil refining (fuel oil supply).
In the mathematical sense, the model is used for solving the general problem of linear
programming. When setting the problem, the constraints are written as a system of linear
equations and inequalities. The objective function minimizes the amount of losses and
damages from fuel and energy resources deficits among consumers. Figure 1 shows the
meta-ontology of the model used.

Energy experts adopted a system of notation for variables and inequalities [9,10] to de-
scribe the models. The name of the variable (TRV) consists of seven characters (XXXYYZZ),
where XXX is the code of the object (or group of objects) of extraction, production, transport,
processing, and consumption of energy resources, YY is the area code, and ZZ is the code
of the technology used at a particular object in a certain area. The name of the equation (IR)
contains five characters (QQQYY), where QQQ is the code of the energy resource and YY
is the code of the region. For example, variable D012101 stands for gas production (D01)
in the northwest region (21) using technology 01. Inequality 00122 stands for natural gas
surplus in the central region, where 001 is gas and 22 is the central region.

Figure 1. Metaontology of the energy sector model.

A computational experiment using this model includes the following steps: prepara-
tion of the base version of the model; preparation of options for the development of the
scenario by adjusting the constraints of inequalities and variables; optimization with the
help of the “solver” of each of the variants of the model; and presentation of the interpre-
tation of the results of the balance sheets. To automate these studies, versions of the SP
“INTEC” were developed at different times.
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3. Versions of SP “INTEC”

SP “INTEC” is a complex of computer programs used for researching the directions of
development of the energy sector taking into account the requirements of energy security.
Versions of this SP have been developed and used since the 1980s on the BESM-6 and
unified computer system [11,12]. SP “INTEC-A” is a new version developed on the basis of
existing versions of “INTEC” and “INTEC-M’ for personal computers [7,13]. A decision
was made to reengineer them due to the transition of previously created SP versions into the
category of legacy software. The main functionality of the new version of the SP “INTEC-A”
includes: formation of energy sector models; optimization of the amount of costs and losses
from fuel and energy shortages; and interpretation of optimization results in the form of
balance tables. Figure 2 shows the architecture of the SP “INTEC-A”.

The information model agent was designed for the convenient formation of an infor-
mation model. The agent has the following functionality: formation of various patterns
of the model; formation of technological dictionaries; formation of sets of variables, linear
inequalities and objective functions; and multicriteria adjustments for variables and linear
inequalities. The model pattern is understood as a system of notation for variables and
inequalities/equations.

Figure 2. Architecture of SP “INTEC-A”.

The scenario agent was designed to build a computational scenario, the elements of
which are variants of the energy sector model. This agent acts as a coordinating agent. Its
task is to set various situations and form separate scenarios, call other agents, and provide
control over user actions. The agent supports multivariate studies.

The solver agent searches for the optimal solution for each version of the model using
the double simplex method, designed to solve the general linear programming problem.
The agent is implemented in Python using the PuLP library.

The report generation agent builds various tabular reports containing indicators of
the results of a computational experiment that are of interest to the researcher, such as:
balances of fuel and energy resources for each region, group of regions, and the country as
a whole; interregional flows of various types of fuel; and assessment of the efficiency of
energy resources and technological methods.

Integration of the cognitive modeling tool into the SP “INTEC-A” was proposed, to
ease the load on the user in multivariate calculations. The following section shows the
possibility of forming and correcting the computational scenario and displaying the results
of its calculation using cognitive maps.
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4. Development and Integration of a Cognitive Modeling Agent in the SP “INTEC-A”

Traditionally, a combinatorial approach to multivariate calculations has been used in
studies of energy security problems, which assigned the expert with the task of choosing
suitable solutions from a variety of solutions (up to several million options) [14]. In this
regard, a two-level technology was proposed [8], integrating the stages of qualitative
analysis (using semantic modeling tools) and quantitative analysis (using linear economic
and mathematical models and traditional software systems, in this case, SP “INTEC-A”). It
was assumed that using qualitative analysis significantly reduces the number of options
that need to be calculated, which will help to significantly reduce the burden on the expert.

The intelligent IT environment integrates semantic and mathematical (INTEC-A)
modeling tools and provides support for the proposed two-level research technology. At
the first level, for semantic modeling, the use of event, Bayesian, ontological, and the
cognitive models and tools supporting them, was proposed.

To support cognitive modeling, the CogMap tool was developed to create, view, edit,
and analyze cognitive maps to determine:

• Concepts that affect the development of the energy sector or the energy system of
the region.

• Strategic threats to ESy.
• Causal relationships between concepts and their weights.
• Preventive, operational, and liquidation measures that affect the scenarios for the

development of the energy sector/power plant, directly for each threat [15].

At the second level, SP “INTEC-A” is used for quantitative analysis. Nowadays, the
transition from cognitive maps to a SP is performed “manually”. To automate the transition,
it is required to develop a cognitive modeling support agent and implement it in the SP
“INTEC-A”. The development of a cognitive modeling support agent based on CogMap
was proposed, taking into account modern requirements. The integration of the cognitive
modeling agent into the SP “INTEC-A” will provide the following features:

• Alternative interface for working with the energy sector model.
• Interpretation of calculation results using cognitive models.
• Reducing the number of uncertainty factors due to expert assessments.
• Formation of a computational scenario using a cognitive model.
• Identification of implicit links, their presentation in an explicit form, and their

formalization.

5. The Technology of the Computational Experiment after the Integration of the
Cognitive Modeling Agent into the SP “INTEC-A”

The technology of the computational experiment after the integration of the cognitive
modeling agent into the SP “INTEC-A” is shown in Figure 3 in the form of an algorithm.
Let us consider the algorithm in more detail. An “empty” computational scenario is
automatically created when starting SP “INTEC-A’. Next, the user either uploads an existing
version of the model or creates it using the information modeling agent. The model variant
is considered the base after adding the resulting model variant to an empty computational
scenario. The corresponding concepts of the cognitive map are automatically generated for
each element of the base version of the model. The user independently generates additional
concepts of energy security threat factors or uses previously saved ones. The elements of the
model are variables, inequalities, and elements of balance tables. Further, the user selects
the concepts necessary for the study and initializes the values of the ES threat concepts,
and then establishes links between the concepts to form a cognitive model. The generated
basic version of the model is calculated using a solver agent. The values of the concepts
of the cognitive model are initialized based on the optimization results. The user selects
concepts, makes adjustments to their characteristics, and calculates the resulting version of
the model using a solver agent to form a development option for the energy sector. The
values of concepts and relationships are updated according to the results of calculations. A
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search is also automatically performed after calculating a version of the model for concepts
that are not included in the cognitive model, but whose values have been changed as a
result of the calculation. As a result, a set of cognitive models is obtained, each of which
corresponds to a variant of the model used in the computational scenario.

Figure 3. The technology of the computational experiment after the integration of the cognitive
modelling agent into the SP “INTEC-A”.

6. Development and Integration of a Cognitive Modeling Agent in the SP “INTEC-A”

Damage to the gas pipeline running from Western Siberia through the Urals to the
European part of Russia is a very dangerous threat due to the dominance of natural gas in
the production of electricity and heat. To demonstrate the possibilities of calculations, the
situation of an accident at a gas pipeline section was considered.

Consider a 28% reduction in natural gas transport from the Urals Federal District (FD)
to the Volga Federal District. Significant changes in the consumption of fuel resources
should occur in the Central Federal District. Most cogeneration or combined heat and
power (CHPPs) in the Central Federal District use gas as a fuel resource, most of the gas
is produced in the Urals Federal District, and gas is transported from the Urals Federal
District through the Volga Federal District to the Central Federal District.
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The required concepts were identified in the model to study the possibilities of gas
diversification for CHPPs, condensing power plants (CPPs), and boiler houses in the
Central Federal District. The concept of the threat of failure of the gas pipeline threads,
external to the model, was also added. The definition and initialization of the weight
coefficients of links between concepts were carried out by an expert. Figure 4 shows a
cognitive map (a graphic representation of a cognitive model) corresponding to this stage
of the algorithm.

Figure 4. Cognitive map of the decline in natural gas transport from the Urals Federal District to the
Volga Federal District.

The values of the model concepts were initialized in conventional units after using
the solver to find the optimal solution for the base version of the model. At this stage, the
cognitive map resembled that shown in Figure 5.

Figure 5. Map (Figure 4) indicating the values of the concepts of the model in arbitrary units.

It is necessary to identify a certain concept and make adjustments to its characteristics
to form a model development option that characterizes an accident on a gas pipeline,
using a cognitive model. In the corresponding concept, we indicated that the percentage
of disabled gas pipeline threads has increased from zero to twenty-eight percent. As a
result of the search for the optimal solution by the solver agent, we obtained the following
changes in the values of the concepts presented in Figure 6.

As seen in Figure 6, according to the results of the computational experiment, if 28%
of the gas pipeline from the Ural Federal District to the Volga Federal District fails, gas
supplies to the Central Federal District can be compensated for by the supply of other coals
from the Northwestern Federal District and the supply of Kuznetsk coal from the Siberian
Federal District.
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Figure 6. Map (Figure 5) with changes in the meanings of concepts.

7. Conclusions

This article considered the current state of predictive studies of the fuel and energy
complex (FEC) of a country and its regions, taking into account the requirements of energy
security (ES). The proposal was to move from a combinatorial approach to a computational
experiment to a two-level research technology, where, at the first level, using semantic
modeling methods, the stage of qualitative analysis was performed and, at the second level,
quantitative analysis was carried out based on calculations obtained using software systems.

Based on the cognitive modeling tool CogMap, the development of a cognitive mod-
eling agent and its integration into the SP “INTEC-A” were proposed. The possibilities
of the developed agent were considered and the technology of the computational exper-
iment after the integration of the cognitive modeling agent into the SP “INTEC-A” was
proposed. An example of such an experiment was given for the scenario of reducing the
transport of natural gas from the Ural Federal District to the Volga Federal District, using
the construction of cognitive maps for this scenario.
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Abstract: The purpose of this work is to research the possibility of a side-channel attack, more
precisely power consumption attack (recovering the encryption key according to the board’s power
consumption schedule) on the AES-128 algorithm implemented in hardware. Basically, various
methods can be used to make an attack, including SPA (Simple Power Consumption Attack) and DPA
(Differential Power Consumption Attack). SPA methods involve a simple visual analysis of energy
consumption graphs, while DPA involves the use of statistical methods to recover the encryption key.
One way to make side-channel attacks more effective is to implement machine learning methods for
the described purposes.

Keywords: cryptography; AES; side-channel attacks; power analysis attack; neural networks

1. Introduction

The purpose of this research work is to study the possibility of implementing machine
learning to side-channel attack, more precisely to speed up the process of analyses of
the oscillogram of the power consumption (power consumption) of the encryption board
(traces) [1].

Side-channel attacks (SCA) are a powerful type of cryptographic attack that takes
advantage of physical leakages, such as electromagnetic radiation or changes in power
consumption. Early SCAs involved timing attacks to break Rivest–Shamir–Adleman (RSA),
Diffie–Hellman (DH), and Digital Signature Standard (DSS) encryption by measuring the
execution time of different code branches and operations. Later, it was discovered that
device power consumption leaks information about Data Encryption Standard (DES) and
Advanced Encryption Standard (AES) by using both simple [2] and differential analy-
sis [3–6]. Modern SCAs use many non-invasive ways to measure leakage, for example,
electromagnetic signals [7,8] or acoustic cryptanalysis [9,10]. More works about different
SCA on various cryptographic algorithms can be found in [11–14].

In this work, we will be focusing on the power consumption attack on algorithm AES-
128. During the operation, bits of the key used by the encryption board will be restored
from the original traces. As initial data, power consumption traces, and encryption keys are
needed, they were used during the operation of the board. These data can be obtained using
an oscillogram from a programmable logic integrated circuit, on which any encryption
algorithm is above.

For the purposes of this work, a TinyAES dataset was selected, it was taken from the
board on which the AES-128 algorithm is implemented. Connection data from plaintext,
encryption key, ciphertext, and a set of 20,000 points representing a power consumption
waveform. In the end, the implementation of research involves obtaining a ready-made
algorithm. The extraction of the generated key from the original traces using statistical
methods, as well as machine learning methods and neural networks.

The paper is organized as follows. Section 1 describes basic concepts for the work
of neural networks and the method of its implementation, Section 2 demonstrates the
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results of the implementation of neural networks to power analysis attack on AES-128, and
Section 4 summarizes the results of presented researches and plans for future studies.

2. Neural Networks

In this work, a machine learning method will be used as neural networks [15,16].
Neural networks are based on the principle of connectivism—a large number of relatively
simple elements are connected in them, and learning comes down to building the optimal
structure of connections and setting the connection parameters. To build an artificial neural
network (ANN) we will use the same structure. Like a biological neural network, an
artificial one consists of neurons interacting with each other, but it is a simplified model.
So, for example, an artificial neuron that makes up an ANN has a much simpler structure,
it has several inputs on which it receives various signals, transforms them, and transmits
them to other neurons. In other words, an artificial neuron is such a function RT− > R,
which converts multiple inputs into one output.

As you can see in Figure 1, the neuron has n inputs xi, each of which has a weight wi,
by which the signal passing through the connection is multiplied. After that, the weighted
signals xi · wi are sent to the adder, which aggregates all the signals into a weighted sum.
This sum is also called net. In this way:

net =
n

∑
i=1

xi · wi = x · wT . (1)

Figure 1. Scheme of an artificial neuron.

Just like that, it is rather pointless to transfer the weighted sum net to the output—the
neuron must somehow process it and form an adequate output signal. For these purposes,
an activation function is used, which converts the weighted sum into some number, which
will be the output of the neuron. The activation function is denoted φ(net). Thus, the
output of an artificial neuron is φ(net).

Neural network training is the search for such a set of weight coefficients, in which
the input signal, after passing through the network, is converted into the output we need.

This definition of “training a neural network” is consistent with biological neural
networks. Our brain consists of a huge number of interconnected neural networks, each of
which individually consists of neurons of the same type (with the same activation function).
Our brains learn by changing synapses, elements that increase or decrease the input signal.

If we train the network using only one input signal, then the network will simply
“remember the correct answer”, and as soon as we give a slightly modified signal, instead of
the correct answer, we will receive nonsense. We expect the network to be able to generalize
some features and solve the problem on various input data. It is for this purpose that
training samples are created.
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A training sample is a finite set of input signals (sometimes along with the correct
output signals) on which the network is trained. After the network has been trained, that is,
when the network produces correct results for all input signals from the training sample, it
can be used in practice. However, before immediately using a neural network, the quality
of its work is usually assessed on the so-called test set. A test sample is a finite set of input
signals (sometimes together with the correct output signals), which are used to evaluate the
quality of the network. Neural network training itself can be divided into two approaches,
supervised learning, and unsupervised learning. In the first case, the weights are changed
so that the network’s answers are minimally different from the ready-made correct answers,
and in the second case, the network independently classifies the input signals.

3. Results

In this research work, a model was developed based on the theory of neural networks.
An implemented neural network model allows one to obtain information about the secret
key that was used for encryption from the captured waveforms of the power consumed by
the encryption device.

The initial oscillograms were loaded and normalized to values from −1 to 1, the graph
of one of the traces is shown in Figure 2.

Figure 2. Example of an oscillogram of the power consumption of an encryption module.

Further, for each oscillogram, the bytes of interest were allocated-outputs from the
Sbox for the third round. After that, these bytes were transferred to one main vector (vector
with dimension 256, where 1 is at the position corresponding to the value of this byte
and 0 in all other positions).

The resulting waveforms and one main vector were used to train the SCANet neural
network. Graphs of changes in the loss function, and classification accuracy are shown
in Figure 3.

To evaluate the final result, the prediction of the neural network, it is necessary to use
the rank function, its graph is shown in Figure 4. This function indicates how reliable the
values provided by the neural network are. The lower the rank, the easier it is to pick up
the bytes that were used in the encryption. As can be seen from the graph, with an increase
in the number of traces, the rank decreases, which means a decrease in the complexity of
determining the initial key.

When using an untrained neural network to determine the initial key, the rank function
does not fall with an increase in the number of traces, that is, the complexity of obtaining
the initial key remains at the level of random predictions, which is shown in Figure 5.
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Figure 3. Loss function and classification accuracy plots.

Figure 4. Rank function of the trained network.
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Figure 5. Rank function of an untrained network.

4. Conclusions

In the course of the research work, a neural network model was obtained, which allows,
using the oscillogram of the power consumption of the encryption board, to restore the
encryption key. The ASCAD dataset was used as the initial data, containing oscillograms,
encryption keys, source texts, and points of interest—outputs from the Sbox function of the
third round of the AES-128 cipher. The model is a convolutional neural network consisting
of four convolutional and two fully connected layers, with Softmax activation function
and CrossEntropyLoss as loss function. The quality of the resulting network was verified
by the classical method for energy consumption analysis problems, namely, using the
rank function.
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Abstract: In this paper, we investigate a modification of the method of data generation for multiple
code paths within a single launch of the genetic algorithm. This method allows the consideration
of the remoteness of paths initiated by different test cases by introducing an additional additive
component into the fitness function. Previous studies have shown that the parameter defining the
relationship between the different components of the fitness function has a rather strong effect on code
coverage. To eliminate this effect, we propose the modification of the first component of the fitness
function, which is responsible for path complexity. This modification is based on a dynamic change
in code statement weights between generations to achieve greater population diversity. We propose
several methods for implementing this modification, divided into two groups. In the first group, the
statement weights change depending only on the fact of statement coverage in a generation, and
the rate of change depends on the number of previous generations in which it was covered. In the
second group, the rate of change depends on the proportion of statement coverage by the test sets in
the previous generation. Each of the proposed methods is investigated to achieve complete coverage
with different values of the parameter defining the ratio of the components of the fitness function. As
a result, the best method is determined, which eliminates the need to determine this parameter for
each testing code, thus achieving a greater universality for the algorithm.

Keywords: white box testing; test data generation; genetic algorithm; fitness function

1. Introduction

Testing is one of the most complex and time-consuming processes in software devel-
opment, and is necessary to ensure high quality of the developed product [1]. Therefore,
automating the testing process, or at least its subprocesses, is an important research task.
One of the important subprocesses of the testing is the test data generation. An analysis
of existing studies, methods and approaches in the field of the application of methods for
automatic test data generation has shown [2–4] that in software development, a blind strat-
egy of random data generation is mainly used. At the same time, an analysis of scientific
studies has shown that there are approaches, the development and application of which
can significantly improve the quality of generated tests cases, expressed in the degree of
coverage of the code being tested [5,6].

Among such advanced approaches to test data generation, static methods of symbolic
analysis of program code were historically the first [7,8]. The generation of test data as a
result of such analysis was reduced to automatic generation and resolution in symbolic form
of a system of equations and inequalities obtained by logical union and the intersection
of all conditions of the software-under-test (SUT). The undoubted advantage of the static
approach is that it obtains results in symbolic form, which makes it possible to analytically
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determine subareas of test-case values that guarantee the passage of calculations over the
given parts of the code.

However, a significant limitation of the possibility to apply the static approach is the
problem of computational complexity of symbolic computations even for tasks of relatively
small dimensionality. Therefore, a dynamic approach based on the actual execution of the
SUT with specially generated values of input variables and subsequent analysis of data flows
is currently more realistic and efficient for practical use in software development companies.

The most promising methods for implementing a dynamic approach to test data
generation are evolutionary optimization methods [9–11]. The evolutionary paradigm,
which is the basis of the genetic algorithm (GA), uses a set of random test data generated at
the initial stage, after which a sequential “evolution” of the data is performed to improve
the coverage quality of the testing code. Therefore, the assumption arises that the GA
can be adapted to implement the idea of the evolutionary improvement of test data in
terms of maximizing the coverage of the testing code. However, the existing research
focuses on solving local problems, such as finding a specific set of test data that covers some
given statements. At the same time, to solve the practical task of comprehensive software
testing, it is relevant to develop methods for generating test sets that provide the maximum
coverage of the entire SUT, taking into account its multi-connected complex structure.

The paper is organized as follows. Section 1 gives an introduction into the problem.
Section 2 describes the usage of the GA in terms of test data generation. In Section 3, we
formulate the fitness function for achieving maximum coverage. In Section 4, we propose
a modification of the algorithm with dynamic weight assignment. Section 5 provides the
results. Section 6 is conclusion.

2. Theoretical Background

The genetic algorithm [12–14] works iteratively, performing consecutive steps at each
iteration several until the completion conditions are reached. With each new iteration, GA
creates a new generation of the population based on the previous (parent) one. The main
GA cycle for test data generation includes the following stages, which, except for the first
stage, are performed iteratively until a given coverage value or number of generations
are reached:

1. Initialization. The initial population is formed randomly, taking into account the
constraints on the values of input variables. The size of population m is chosen based
on the size of the SUT (more specifically, the minimum number of different possible
paths that the computation can take).

2. Fitness function calculation. Each chromosome in a population is evaluated by a
fitness function.

3. Selection. The best 20% of chromosomes are selected unchanged for the next gen-
eration; the remaining 80% of chromosomes of the next generation will be obtained
by crossover.

4. Crossover. Half of the chromosomes of the next generation are formed by randomly
crossing 20% of the best chromosomes of the previous generation with each other.
The remaining chromosomes will be obtained by randomly crossing all chromosomes
of the previous generation with each other. Crossover occurs by choosing a random
constant βi ∈ [0, 1] for each i = 1, N and subsequent crossing, where i − th gene of the
offspring is a linear combination of the corresponded parent genes:

varo f f spring
i = βi × varmother

i + (1 − βi)× var f ather
i , i = 1, N.

5. Mutation. With a given mutation probability (0.05) each gene can change its value at
random within given constraints. The main goal of mutation is to achieve greater diversity.

6. Formation of the elite chromosome pool. In each generation, individuals of the
population are selected into the elite chromosome pool. Only the chromosomes that
provide additional code coverage compared to the previous coverage are included in
the pool.
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After all GA stages have been executed, it is determined whether the completion
conditions are met, or whether the process proceeds to the next iteration. The iterability of
GA is the factor that allows the obtaining of new solutions. Each new generation is formed
based on the previous one, i.e., the test sets of the previous generation participate in the
formation of new sets, thus providing the “evolution” of previously obtained solutions

3. Multi-Path Algorithm for Maximum Code Coverage

Input variables of the testing code are either the variables vari, j = 1, N, which are
part of the input statement, either input parameters of procedures and functions, initiating
calculations along a certain code path. In this way, we can describe a vector of input
variables as (var1, var2, . . . , varN), and entire definition area as D = D1 × D2 × . . . × DN ,
where Di is definition area of the input variable vari. When chromosome xi ∈ D is
represented by a dimensional vector N xi = [vari

1, vari
2, . . . , vari

N ].
The purpose of automatic test data generation is to find many test cases {x1, x2, . . . , xm},

which initiate passing through a given set of reachable paths, i.e., the paths that can be
covered by the test sets. The main coverage criterion is the criterion of statement cov-
erage [15]. We introduce notation g(xi) as a vector that is an indicator of the statement
coverage initiated by a certain test set xi:

g(xi) = (g1(xi), g2(xi), . . . , gn(xi)),

where n is the number of statements of the SUT, and

gj(xi) =

{
1 if path initiated by the set xipasses though the statement j;
0 otherwise.

If we denote the vector of statement weights of the SUT as (w1, w2, . . . , wn), then we
can define the fitness function for a single chromosome xi as follows

F(xi) =
n

∑
j=1

wjgj(xi), (1)

where wj—weight of the statement j, gj—value of the coverage indication, n—number
of statements.

The greater the sum of the statement weights executed on the path initiated by the
test case xi, the greater the value of the fitness function F(xi). To ensure greater population
diversity, a component is added to Formula (1) that allows the consideration of the remote-
ness of paths from each other. The remoteness of the paths is defined through the similarity
operation. To calculate the j-th similarity coefficient simj(xi1 , xi2) of two chromosomes
xi1 and xi2 , check whether the j-th statement of SUT, whose coverage is marked by the
indicator gj, is at the intersection of both paths initiated by test cases xi1 and xi2 :

simj(xi1 , xi2) = gj(xi1)⊕ gj(xi2), j = 1, n (2)

where the logical operations “negation” (NOT) and “exclusive OR” (⊕, XOR) are used.
The more matching the covered statements at the intersection of two paths, the greater

the similarity value between chromosomes. The following formula defines the similarity be-
tween two chromosomes as the weighted average of the similarity over all code statements:

sim(xi1 , xi2) =
n

∑
j=1

wj × simj(xi1 , xi2) (3)
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The similarity value between chromosome xi and the other chromosomes of the
population is calculated as

fsim(xi) =
1

(m − 1)

m

∑
s=1;s 	=i

sim(xs, xi), (4)

where m is the number of chromosomes in the population.
Now, we can determine the average similarity value of paths in the entire population

fsim =
1
m

m

∑
i=1

fsim(xi). (5)

and further formulate the additive component of the fitness function responsible for the
diversity of paths in the population as the modulus of the difference between the average
similarity of the population and the similarity of a particular chromosome

F2(xi) =
∣∣∣ fsim − fsim(xi)

∣∣∣. (6)

As a result, the resulting fitness function for chromosome xi, taking into account the
diversity of paths, is calculated by the formula

F(xi) = F1(xi) + k × F2(xi), (7)

where F1(xi) and F2(xi) are defined by Formulas (1) and (6), respectively. Accordingly, the
first component F1(xi) determines the complexity of the path initiated by the chromosome
xi, and the second component F2(xi) determines the remoteness of this path from all other
paths in the population. The parameter k defines the relationship between the components.

Using Formula (7) as a fitness function leads to more diverse populations as a result of
a single GA run. However, due to the use of a continuous version of the genetic algorithm
in this research, the resulting diversity is not sufficient to fully cover the code within a
single GA run.

The latter circumstance is related to the detected “swing effect” arising from the
presence of indistinguishable chromosomes in the population. If indistinguishable chro-
mosomes have a high value of fitness function in one generation, they will be selected
for crossover. Then, their offspring will, with high probability, also be indistinguishable
from their parents. The new generation, in this case, will consist of a greater number of
indistinguishable chromosomes, and similarity in the population will depend more on
them. For all these chromosomes, the value of the additive component F2 of the fitness
function will be reduced, and for chromosomes passing through other paths, it will be in-
creased. Now, other chromosomes could be selected for crossing and will form a multitude
of indistinguishable chromosomes for the next generation. Thus, the population will be
cyclically first filled with indistinguishable chromosomes, which in the next generation will
lead to a decrease in similarity value for them, and, accordingly, to a decrease of F2, thus
reducing the priority of indistinguishable chromosomes in the next iteration. A similar
cycle will be repeated for different sets, and as a result, both path complexity (F1) and
similarity value (F2) cease to play an important role in the formation of a new population,
and different sets are constantly shuffled without investigation of the solution space.

To exclude “swing effect” it is proposed to use the indicator ind(x1, . . . , xi), which is
determined by the number of chromosomes from the set {x1, . . . , x(i− 1)} indistinguishable
from the chromosome xi:

F̃(xi) = F1(xi) +
1

1 + ind(x1, . . . , xi)
× F2(xi). (8)
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Indeed, the initial value ind(x1) = 0, because the set in which the indistinguishable
chromosomes are identified is empty at the first step. At each subsequent step, the value
ind(x1, . . . , xi) can either increase by 1 if the next chromosome is indistinguishable from
one of the previous ones, or keep the same value if the next chromosome is unique. This
will allow chromosomes passing through different paths to be more evenly distributed
throughout the population as a whole.

4. Modification of the Fitness Function Based on Dynamic Changes in
Statements Weights

The studies carried out in the articles [16–18] showed a relatively strong influence of
the value of k on the coverage of the SUT. At k = 0, the coverage was minimal, reaching
its maximum value at k = 10, after which it began to decline. Obviously, choosing the
right k can significantly affect the final results. The value of k = 10 obtained in the studies
was optimal only within the tested programs; for others, this value may not be optimal.
Therefore, to achieve greater universality of the algorithm, it would be preferable to reduce
the influence of k.

For this purpose, we propose the modification of the F1 component of the fitness
function (8), so that a greater population diversity is achieved by it alone. The idea of
modifying the F1 component is inspired by other evolutionary methods. In studies [19–21]
some of the evolutionary methods are used, in particular Particle Swarm Optimization
(PSO), which is one of the Swarm Intelligence algorithms. However, the application of PSO
in existing studies has been based more on comparing PSO and GA implementations than
on the hybridization of approaches [22]. Other representatives of this family are Ant Colony
Optimization (ACO), Artificial Bee Colony Algorithm (ABC), Cuckoo Search (CS), and
many other algorithms based on the collective interaction of different particles or agents.

The ACO [23] is one of the methods that allows solving pathfinding problems on
graphs. It is based on simulating the behavior of a colony of ants. The ants, passing along
certain paths, leave a trail of pheromones behind them. The better the solution found,
the more pheromones there will be on one or another path. In the next generation, ants
already form their paths based on the number of pheromones—the more pheromones on a
certain path, the more ants will be directed to that path and continue exploring it. In this
way, the colony gradually explores the entire solution space, gradually reaching better and
better paths.

It is not possible to directly apply the ACO to the test data generation problem, be-
cause the output to certain paths is initiated by different datasets, and the only way to
change the path is to directly change the values of the test sets themselves. Nevertheless,
the idea of using the “pheromones” model to prioritize pathfinding could have a positive
effect in providing more diversity in the population. When applied to the problem of
increasing the diversity of test sets, the idea of pheromones leads to the expediency of
dynamically (from generation to generation) increasing or decreasing the weights of opera-
tors wj, j = 1, n, depending on the number of chromosomes previously (in the previous
generations) passed through these statements. The dynamic change in the weights of
statements can be represented as

w̃(q)
j = Ph(q)j wj, j = 1, n; q = 1, Q (9)

where w̃(q)
j is the weight assigned to the statement j in generation q, Ph(q)j is weight

multiplier of the statement j in generations q (0 ≤ Ph(q)j ≤ 1), Q is number of generations
(iterations of GA). Taking into account dependence (9) the dynamic variant of the F1 fitness
function component will have the form:

F(q)
1 =

n

∑
j=1

w̃(q)
j gj(xi) =

n

∑
j=1

Ph(q)j wjgj(x)i); q = 1, Q. (10)
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In expression (10) it is very important to determine the dependence of the multiplier
Ph(q)j (0 ≤ Ph(q)j ≤ 1) on the arguments, so that the statements weights in the fitness
function respond to operator coverage in the previous generations in time. The resulting
diversity of the population of test datasets, and hence the degree to which they cover the
SUT, depends on the choice of the variation method of Ph(q)j .

Two basic strategies were proposed for the initial behavior of the multiplier Ph(q)j
depending on the number of generations q—the direct and the reverse strategy. In the
direct strategy, we assume Ph(1)j = 0 in the first generation and then this value increases
(or remains the same) depending on the coverage (or non-coverage) of operator j in the
previous generation. In the reverse strategy, on the contrary, in the first generation we
assume Ph(1)j = 1 and then this value decreases (or remains the same), depending on the
coverage (or non-coverage) of operator j.

In both strategies, the multiplier can reach the boundaries of the interval [0, 1]. Thus,
in the direct strategy, the value of Ph(q)j increases monotonically, but after reaching the

limit value Ph(q)j = 1 (this value corresponds to the maximum priority of the operator j in
the fitness function) it is necessary to begin its decrease to change the algorithm direction
to other, still uncovered, statements. Then, after reaching the minimum possible value
Ph(q)j = 0, corresponding to the non-inclusion of operator j in the fitness function, we start
monotonic increasing again, and so on. In the reverse strategy, changes occur in opposite
directions, first in the direction of decreasing, then in the direction of increasing, etc.

This fluctuating change in the multiplier Ph(q)j between values 0 and 1 can occur with
different rates, given by the parameter ΔPh, which affects the total number of fluctuations
within the interval [0, 1] during the process of test data generations. Let Trans(q)i be the

number of complete passes from 0 to 1 or from 1 to 0 by the multiplier Ph(q)j made to the
current generation q. Then, the behavior of the multiplier for the direct strategy can be
written as

Ph(q)j = x =

⎧⎪⎪⎨⎪⎪⎩
0 if q = 1,

Ph(q−1)
j + ΔPh × (−1)Trans(q)j if m̃(q−1)

j 	= 0,

Ph(q−1)
j if m̃(q−1)

j = 0,

(11)

and the behavior of the multiplier for the reverse strategy is in the form

Ph(q)j = x =

⎧⎪⎪⎨⎪⎪⎩
1 if q = 1,

Ph(q−1)
j − ΔPh × (−1)Trans(q)j if m̃(q−1)

j 	= 0,

Ph(q−1)
j if m̃(q−1)

j = 0,

(12)

where m̃(q−1)
j is the number of chromosomes in a population consisting of m individuals

that covered the operator j in a generation (q − 1).
The article comprises several methods for determining the rate parameter ΔPh. The

Hal f method assumes that one full pass of the multiplier (from 0 to 1 or from 1 to 0) with
the rate ΔPh can be obtained by covering the operator j in half of the generations from
the initially given number of generations Q (Q/2), the Quarter method—in quarters of
generations (Q/4), Tenth—one tenth of all generations (Q/10). The fewer generations
(iterations) needed for one complete pass, the greater the rate parameter ΔPh, and the more
often the multiplier will fluctuate between the limit values [0, 1]. Table 1 presents the main
indicators used to implement the proposed methods for varying the multiplier Ph(q)j using
a constant rate of change ΔPh. Direct strategy methods are marked with a plus sign (+),
and methods with a reverse strategy are marked with a minus sign (−).
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Table 1. Methods for determining the rate parameter ΔPh of multiplier Ph(q)j .

Method Formula for Calculating the Multiplier Ph(q)
j

ΔPh

Half+ (11) 2/Q
Half− (13) 2/Q

Quarter+ (11) 4/Q
Quarter− (13) 4/Q

Tenth+ (11) 10/Q
Tenth− (13) 10/Q

Another method of determining the multiplier Ph(q)j , which we called Count− (the
method is based on the reverse strategy), involves changing it not by a constant value, but
by a value depending on the coverage intensity of the operator j in the previous generation:

Ph(q)j = x =

⎧⎪⎪⎨⎪⎪⎩
1 if q = 1,

Ph(q−1)
j (1 − m̃(q−1)

j /m if m̃(q−1)
j 	= 0,

1 if m̃(q−1)
j = 0.

(13)

In contrast to the previously proposed method, in Count− the value of Ph(q)j will
decrease the stronger the more chromosomes in the previous generation were covered
by operator j. There is no gradual increase in the multiplier in this case; instead, if the
operator was not covered (m̃(q−1)

j = 0), then the maximum value Ph(q)j = 1 is set. Thus,
often covered operators cease to play a significant role in the process of searching for test
sets, and the algorithm will mostly try to generate sets for as yet uncovered paths.

5. Results

Let us compare the application of various methods for determining the multiplier
Ph(q)j , using the methods proposed above for the test program SUT2 described in [24].
Figure 1 shows a comparison of the average coverage for different values of the parameter k
of the components of the fitness function (8), in which F1 is calculated either by Formula (1),
i.e., without modification, or by Formula (10) when using modification by the methods
Hal f+, Quarter+, Tenth+ and Count−. The average coverage is calculated based on
1500 runs. Q = 50 and m = 25 are chosen as the GA parameters, at which full coverage is
relatively rarely achieved.

In Figure 1, red highlights the average coverage when using Formula (8) (static
method), methods of monotonic change in Ph based on direct strategy are in shades
of blue and black—Count− method. The methods for determining the parameter ΔPh
based on the reverse strategy are not presented in the figure, but, in general, they have
approximately similar values of average coverage.

Figure 1. Comparison of different modifications (Q = 50, m = 25).
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Each of the proposed methods for determining the multiplier Ph(q)j showed a higher
average coverage value than the static method (without modification) for each of the k
values. Figure 1 shows that for the static method, the average coverage gradually increases
with increasing k, while using modifications, the maximum average coverage is reached
already at k = 2, and thereafter does not decrease. The best result among all proposed
methods showed Count−, which is why exactly this method will be used in further research
of this modification of the fitness function.

Analysis of the results presented in Figure 1 allows us to conclude that the modifi-
cation allows the significant increase in the coverage even without using the previously
determined optimal value of k = 10. At the same time, even at k = 0, i.e., without use
of the additive component F2 of the fitness function, a higher coverage is achieved than
without modification. Comparison of average coverage without and with the best count
modification method can be seen in Figure 2. It shows average coverage with algorithm
parameters Q = 50, m = 25.

Figure 2. Comparison of coverage with and without modification (Q = 50, m = 25).

Thus, the use of the modification makes it possible to increase the average coverage,
which is especially noticeable at k = 0. More importantly, the maximum coverage is
achieved when using any non-zero value of k, i.e., the ratio parameter of the fitness function
components k ceases to play a significant role in achieving the maximum coverage. As
a result, the proposed modification based on the dynamic change in statement weights
makes it possible to increase code coverage when generating test sets, as well as eliminate
the need to determine the k value for each individual SUT.

6. Conclusions

The paper proposes a modification of the method for generating test data for multiple
paths in one launch of GA. The initial problem, which consists of the necessity to determine
the value of the ratio parameter of the fitness function components, is solved by dynam-
ically changing the weights of statements between generations. The methods proposed
in the paper eliminate the need to define the parameter for each individual program, and
one of the methods, Count−, allows the achievement of greater coverage, even if the ratio
parameter value is zero. Therefore, not only the original goal of implementing the modifica-
tion is achieved, but also the diversity of generated test cases increases, so overall coverage
has also improved.
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Abstract: This paper addresses the problem of constructing a real-time 2D map for driving scenes
from a single monocular RGB image. We presented a method based on three neural networks (depth
estimation, 3D object detection, and semantic segmentation). We proposed a depth estimation neural
network architecture that is fast and accurate in comparison with the state-of-the-art models. We
designed our model to work in real time on light devices (such as an NVIDIA Jetson Nano and
smartphones). The model is based on an encoder–decoder architecture with complex loss functions,
i.e., normal loss, VNL, gradient loss (dx, dy), and mean absolute error. Our results show competitive
results in comparison with the state-of-the-art methods, as our method is 30 times faster and smaller.

Keywords: machine learning; deep learning; computer vision; monocular depth estimation; real-time
depth estimation; driver assistant systems

1. Introduction

This paper tackles the problem of constructing a 2D map of the vehicle environment
from a single monocular RGB image. This computer vision problem is essential for driver
assistant systems because it could be used for dangerous situation detection, camera-based
GPS, vehicle motion prediction, etc. We propose a method that covers 3D object detection,
which provides information about vehicle, pedestrian, and bike locations and helps to
estimate the vehicle orientation; semantic segmentation, which is one of the most famous
computer vision problems that helps to identify the surrounding environment objects such
as roads, trees, and buildings; and depth estimation, that will be used to understand the
vehicle environment in the 3D space to build a 2D map with an approximate distance for
each object identified by the 3D detector.

Depth distribution is subject to highly dynamic changes due to the object’s location in
the scene, for example, an image that includes multiple tiny objects on a table or an image
of a park including people, a river, and sky. Differences between the object distance values
make it a complex problem. To solve this problem, many researchers have proposed differ-
ent approaches such as adaptive blocks or attention-based approaches. Transformers [1]
have also had a huge impact on this particular problem because splitting the image into
multiple chunks helps to isolate the jumps in the depth values. Unfortunately, the methods
available at the moment have high complexities in terms of running time and memory.

The vehicle environment can be tracked simply and the camera has a fixed place. Thus,
the depth gradient does not change a lot. However, it has an approximately static change
(the positions of most objects, i.e., cars, people, buildings, and trees, change but within a
lower range).

Instead of making the neural network architecture more complicated to adapt to the
depth changes, we propose to use a simple encoder–decoder architecture with a hybrid
loss function to obtain a light and accurate model.
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The main motivation of our work is that the currently existing methods are not suitable
for real-time applications on mobile devices. Our general idea is to apply complex post-
calculations (hybrid loss) to compute the loss from the output of a basic encoder–decoder
architecture to obtain the best performance using light neural network models to reduce
inference in real time.

The main contributions of the paper include the following: (1) a light neural network
architecture with a hybrid loss function for training to obtain an accurate light model; (2) an
open-source dataset that includes vehicle environment videos; and (3) comparison results
between our approach and the state-of-the-art methods using a shared dataset.

2. Related Work

Depth estimation in images from a monocular image is a well-known task in computer
vision. There are multiple approaches that have been considered using different training
data. In paper [2], the authors proposed an approach to enhance self-learning for depth
estimation using a reprojection loss. To solve the problem of gradient locality of bilinear
samples and avoid local minima, they proposed a multi-scale image reconstruction and
depth estimation. Thus, the loss is taken at each scale of the decoder. An auto masking loss
helps to ignore the violated pixels by camera motion assumptions.

The authors of paper [3] introduced another approach for unsupervised learning.
They used a Generative Adversarial Network (GAN) for the generation of synthetic data
and combined these data with real images during the training process to determine the
geometric information from a single image. To reduce the gap between synthetic data
and real data they proposed an approach that maps the corresponding domain-specific
information related to the primary task into shared information.

Paper [4] proposed further enhancements to self-learning techniques for depth esti-
mation by introducing a self-attention layer, as well as a discrete disparity volume, based
on the hypothesis that the robustness and sharpness of the depth estimation are allied
with the possibility of predicting uncertain depth maps. These depth maps can be used by
autonomous systems to improve decision making even in unsupervised depth estimation
techniques.

The authors of paper [5] used video sequences and time recurrence in tandem with
geometric constraints to estimate depth maps. They introduced a spatial reprojection layer
to maintain the spatio-temporal consistency between the levels.

A tool for merging different depth estimation datasets for training even if the annota-
tions are incompatible was introduced in paper [6], presenting a robust training objective
against the changes in depth range and scale. They published their work under the
name Midas.

The authors of paper [7] presented an approach for enhancing current research on the
topic of monocular depth estimation. According to their observations, there is a trade-off
between a consistent scene structure and high frequencies, allowing them to propose a
simple depth merging network.

The proposed neural network architecture in paper [8] uses the transformer approach
as a backbone, replacing the CNN from the encoder, although one version of the model
(DPT-hybrid) still has a CNN encoder which is used with the transformer for feature
extraction. However, the DPT-Large model uses only a transformer for feature extraction
and obtained the best results with the validation data.

Paper [9] proposed a new loss function to enforce the geometric constraints. Virtual
normal loss (VNL) allows aligning the spatial relationship between the prediction and the
ground truth as point clouds. The prediction of the model results in accurate depth maps
and point clouds.

Paper [10] presented a simple encoder/decoder architecture (encoder: EfficientNet b5
and decoder: UNet) for designing an adaptive block (AdaBins), using a transformer (mini
Vit) to divide the depth ranges into bins then obtaining the depth map from the bins. This
work is the current state-of-the-art method for the NYUv2 dataset.
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We used the methods presented in the following papers [8,9] to annotate our dataset
for the training of the neural network architecture presented in this paper. Furthermore,
we compared the obtained results with the current state-of-the-art method [10] with the
following parameters: accuracy, loss, running time, and the number of parameters used.

3. Method

To construct a 2D map from an RGB image, we propose the following main steps (see
Figure 1). In the top of the figure, we show the full system architecture to build a 2D map,
on the bottom we show our proposed approach for depth estimation: (1) design and train
a neural network model for monocular depth estimation to obtain information about the
depth of each object in the scene; (2) chose the best 3D object detection model to detect
the dynamic objects and their orientation (vehicles, pedestrians, bikes, etc.); and (3) find
and enhance a semantic segmentation model to obtain information about the static objects
(trees, buildings, etc.).

In the scope of this paper, we mostly concentrated on the topic of depth estimation
since it is the most important part to reduce running time and memory allocation for
2D map construction. We tried several neural network architectures and the best one is
based on the EfficientNetb0 encoder and Nested UNet (UNet++) decoder. We developed
the architecture and trained it on our dataset with a hybrid loss function that consists of
multiple weighted loss functions (VNL loss, cosine similarity loss, gradient loss, and log
MAE loss). We describe in detail the proposed neural network architecture as well as the
hybrid loss function in Section 5.

Figure 1. General scheme of the proposed method.

4. Dataset

We used a previously developed platform to collect the data for our dataset in a real
environment. To record the data in the vehicle, we used the Drive Safely mobile system
(http://mobiledrivesafely.com, accessed on 9 June 2023) developed for Android-based
smartphones. The system is a driver assistant and monitoring system which is responsible
for detecting dangerous situations in vehicle cabins and providing recommendations to
the driver, as well as collecting all information on the cloud server [11]. For the presented
paper, the most important information is the data from road cameras.

We collected the data from ten drivers that drove vehicles in St. Petersburg, Russia, for
a few months. The collected dataset is publicly available at http://doi.org/10.5281/zenodo.
8020598 (accessed on 9 June 2023). The image size from the road cameras is 480 × 640. For
training, we scaled them down to 420 × 420 and applied center cropping to a 416 × 416
area to exclude border areas that contain noise and distortion. To annotate the data, we
used pseudo-labeling and an ensemble of different open-source models that were trained
on the KITTI dataset (see Figure 2). The ensemble is based on a weighted mean average
using the following weights [0.4, 0.3, 0.2, 0.1] from top to bottom. For each image in the
dataset, we used the following four models (LapDept, DTP Hybrid, BTS, and VNL) to
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obtain the predictions. After that, we took the weighted average between all four masks
and saved the results as our ground truth.

Figure 2. The proposed labeling process for the recorded dataset.

5. Monocular Depth Estimation Model Architecture

This section describes the proposed efficient depth estimation model with high per-
formance for both evaluation metrics and loss computations, as well as running time,
weight size, and parameters (applied to be run on modern smartphones and NVidia Jetson
Nano devices). We propose a simple encoder–decoder architecture. The encoder (feature
extractor) is MobileNetV3 for smartphones and EfficientNet-b0 [12] for the NVidia Jetson
Nano. We chose the UNetPlusPlus architecture as a decoder to minimize the gap between
encoder–decoder feature maps and to obtain a better gradient flow. Figure 3 shows the
basic architectures of EfficientNet and nested UNet (UNetPlusPlus). We propose a similar
architecture for smartphones but replaced EfficientNet-b0 with MobileNetv3. The top part
of the figure presents the encoder (feature extractor) that is EfficientNet-b0. For our pro-
posed model, we replaced it with MobileNetv3. The bottom part presents the UNetPlusPlus
architecture that consists of similar multiple blocks with decreasing numbers of nodes. The
black arrows indicate down-sampling, the red arrows indicate up-sampling, and the dotted
arrows indicate skip connections. Each node represents a convolution layer [13].

Figure 3. The proposed light-weight efficient depth estimation model [14].

5.1. UNetPlusPlus Architecture

We describe the UNetPlusPlus architecture in detail since it will have a significant
effect on depth estimation. The main difference between UNet and nested UNet is that the
latter has a loss estimated from four semantic levels (deep supervision named by authors).
Nested UNet inherited the dense blocks from the DenseNet architecture as follows.

The output of the previous convolution layers is concatenated with the current convo-
lution by upsampling the lower dense block. The multi-semantic levels will give Nested
UNet a more adaptive property to handle the gradient changes in the depth mask that
will help to make the architecture itself capable of performing depth estimations without
adding more complex layers or heads.

5.2. Loss Functions

The loss function is an important key factor in obtaining a good performance of the
neural network model. We suggest a combination of different loss functions to obtain
the best performance using a light model: (1) Sobel filter, an image processing technique
used for edge extractions by taking the derivatives along the x- and y-axes; (2) mean
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absolute error (MAE); (3) cos similarity loss, a calculation of the dot product of two vectors
(predictions and ground truth); and (4) virtual normal loss (VNL), a method to construct
the point cloud from the depth masks and use the camera parameters to project the 2D
mask in the 3D space to assure high-order geometric supervision in the 3D space.

To calculate the approximated derivatives for horizontal and vertical changes, we
propose a Sobel loss function that can express the changes as follows, where Gx, Gy are the
approximated gradients in x, y directions and img is the input image. From the above, we
calculate two losses. Multiplying by 1

N means taking the average value.

Gx =

⎡⎣1
2
1

⎤⎦ ∗ ([+1 0 −1
] ∗ img

)
(1)

Gy =

⎡⎣+1
0
−1

⎤⎦ ∗ ([1 2 1
] ∗ img

)
(2)

lossdx = log(|(Gxpred − Gxgt)|+ 1) ∗ 1
N

(3)

lossdy = log(|(Gypred − Gygt)|+ 1) ∗ 1
N

(4)

The log mean absolute error indicates taking the logarithm of the MAE between the
predictions and ground truth (gt).

The cosine similarity loss is calculated by the following and we can calculate the loss
as the distance.

similarity =
pred.gt

max(||pred||2.||gt||2, eps)
, losscos = |1 − similarity| ∗ 1

N
(5)

To calculate the virtual normal loss, we chose random multiple groups from the
predicted depth mask and their correspondents from the ground truth. Each group consists
of three points that are not co-linear (similar to making random triangulations for the depth
map). Our goal is to minimize the difference between the centers of these triangles (see
Figure 4). Let us assume that triangle ABC is from the predicted depth map and ADE is the
corresponding triangle in the ground truth depth mask. F and G are the centers of ABC
and ADE, respectively. We minimize the distance f.

Figure 4. Virtual normal loss clarification.

Thus, we propose lossvn = 1
M ∗ ∑M

i=0 fi, where M is the number of the groups. We
propose the hybrid loss to construct the loss function by the following: loss = a1.lossvn +
a2.losscos + a3.losslog−mae + a4.lossgradient−loss, where a1, a2, a3, and a4 are the coefficients
for the weighted average loss. We calculate empirically that for the best results, the
following values should be used (0.5, 4, 1, and 1).

Furthermore, we tried to add the chamfer distance to the losses list, which caused
worse results by about 2%. This is because of the countering between the chamfer distance
and the VN loss. The goal of the former is to minimize the distance between the centers of
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the triangles and the other is to move the triangles’ corners. On the other hand, the pseudo-
labeled ground truth has huge jumps between the depth levels, so it is not suitable to use
the chamfer distance. Another idea was to add a discriminator to classify the predictions
and the ground truth. The generator (our model) was updated using the proposed loss
with the discriminator loss (semi-GAN approach). It did not impact the results, so we
decided to remove it.

6. Experiments and Discussion

The main goal of the proposed experiments is to evaluate the proposed model on real
data as well as to compare the results obtained with the AdaBins approach, which is the
state-of-the-art approach at the moment for monocular depth estimation. We compared
both on our recorded dataset as well as on the NYU dataset.

6.1. Running Time

In this subsection, we present the running time for different depth estimation methods
as well as for our proposed method (see Table 1). This table shows the running time
of different methods for monocular depth estimation on the GPU and CPU. Moreover,
it shows the number of parameters for each model (the complexity of the model). The
image’s height and width are both equal to 416 in all experiments and the GPU used was a
Tesla V100 16 Gb (accessible in Colab Pro). Furthermore, CPU experiments were performed
on a Colab CPU. We use Colab for the following reasons: (1) reproducibility (anyone can
run tests in the same environment and obtain the same results) and (2) ease of use for most
developers.

Table 1. Running time of methods for monocular depth estimation.

Method Parameters CPU GPU

AdaBins 78.257 M 15,000 ms 150 ms
DPT-Hybrid 123.146 M 4200 ms 52 ms
MiDas small 21.320 M 250 ms 17 ms
VNL 115.360 M 5500 ms 73 ms
LapDepth 73.131M 1700 ms 56 ms
Proposed (effb0) 6.569 M 850 ms 15 ms
Proposed (MNv3) 3.007 M 500 ms 10 ms

6.2. Evaluation on the NYU Dataset

We trained our model on over 50 K images from the unlabeled NYU dataset. Un-
fortunately, due to the difference between the chosen data for training between different
methods, it is not a sufficient comparison but it can show an overall perspective of each
method (see Table 2). The table shows the evaluation metrics for each method on the NYU
dataset. For the RMSE (root mean square error) and ABS_REL (absolute relative error),
lower is better, see [15]. log_10 is the log_10 difference between the target and prediction
and (Delta1, Delta2, Delta3) presents the accuracy with different thresholds. Ours (large)
is the model that uses EfficientNet-b0 as a feature extractor and Ours (small) is the model
using MobileNetV3 as a feature extractor.

Table 2. Comparison of the different methods on the NYU dataset.

Method Encoder Decoder RMSE ABS_REL log_10 Delta1 Delta2 Delta3

AdaBins EfficientNet-b5 UNet + miniViT 0.364 0.103 0.044 0.903 0.984 0.997
DPT-Hybrid ViT transformer DPT 0.357 0.110 0.045 0.904 0.988 0.998
VNL ResNext-101 (32 × 4d) - 0.416 0.111 0.048 0.845 0.976 0.994
LapDepth ResNext101 Laplacian 0.384 0.105 0.045 0.895 0.983 0.996
Ours (large) EfficientNet-b0 UNet++ 0.514 0.120 0.047 0.825 0.973 0.992
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6.3. Evaluation of Recorded Dataset

We trained our model on 7000 images from the pseudo-labeled data for the presented
dataset (see Section 4). The goal of this research is to achieve the best performance on the
dataset not only in terms of accuracy but also in terms of running time and complexity. The
results showed that the proposed model is more than 30 times faster and smaller and it
also has a smaller ABS_REl than the state-of-the-art method (see Table 3), where RMSE is
the root mean square error, ABS_REL is the absolute relative error (lower is better, see [15]),
log_10 is the log_10 difference between target and prediction, and (Delta1, Delta2, Delta3)
present the accuracy with different thresholds.

Table 3. Evaluation metrics for each method on our dataset.

Method Encoder Decoder RMSE ABS_REL log_10 Delta1 Delta2 Delta3

AdaBins EfficientNet-b5 UNet + miniViT 0.5136 0.1176 0.0477 0.8638 0.9658 0.9884
Ours (large) EfficientNet-b0 UNet++ 0.5960 0.1173 0.04885 0.8559 0.9597 0.9841
Ours (small) MobileNetV3 UNet++ 0.6088 0.1197 - 0.8494 0.9564 0.9821

6.4. Results

In this section, we present results examples and provide a visual comparison between
our small and large models and with the existing methods that were trained on the KITTI
dataset as well as on our data. In Figure 5, in the right image we present the depth map
output calculated by our method. The first row presents the input images, the second
illustrates the output of our small model (MobileNetv3 encoder), and the third is the output
of our large model (EfficientNetB0 encoder). The left image presents a visual comparison
with other methods.

Figure 5. Left image: visual comparison between the methods; right image: depth map output
calculated by our method.

7. Conclusions

We introduced a novel approach for real-time depth estimation that includes an
efficient neural network architecture and a hybrid loss function. The approach shows
competitive results in comparison to the state-of-the-art methods in terms of accuracy, and
improvements in terms of running time and size. Based on the presented approach, we
propose the method for 2D map construction of vehicle environments. In future work, we
will add the Adabins block to our model and investigate its performance on our dataset
using the proposed hybrid loss which obtained a less accurate model by 2% in Delta1. We
will analyze the method for 3D construction of multiple images and build a model for
semantic segmentation and depth estimation.
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Abstract: The use of reinforcement learning technology for the optimal control problem solution is
considered. To solve the optimal control problem an evolutionary algorithm is used that finds control
to ensure the movements of a control object along different trajectories with approximately the same
values of the quality criterion. Additional conditions for passing the trajectory in the neighbourhood
of given areas of the state space are included in the quality criterion. To build a stabilization system for
the movement of an object along a given trajectory, machine learning control by symbolic regression
is used. An example of solving the optimal control problem for a quadcopter is given.

Keywords: optimal control; evolutionary algorithm; reinforcement learning; symbolic regression

1. Introduction

The optimal control problem with phase constraints often has a multi-modal functional.
Therefore, with its numerical solution by direct approach, it is possible to obtain several
control functions that ensure the movement of the object along different trajectories in the
state space with approximately the same value of the control quality criterion which is
close to the optimal.

A numerical solution to the optimal control problem leads to some difficulties. As a
rule, in most optimal control problems, it is necessary to minimize not one but at least two
criteria, reach the control goal or minimize the error of reaching the terminal state and still
minimize the given quality criterion. Addition of weight coefficients into criteria does not
significantly simplify the problem, since the problem of choosing weights arises.

Another search problem is defined as the loss of unimodality of the functional on the
space of parameters of the approximating function. Even a piecewise linear approximation
of the control function, when only one parameter needs to be found on each interval for
each control component, does not guarantee the presence of a single minimum of the goal
functional on the space of parameters.

The problem becomes more complicated in the presence of phase constraints that
describe the areas of state space forbidden for the optimal trajectory. It is most likely that
due to these reasons, and despite numerous attempts [1,2], a universal computational
method for the optimal control problem has not been created.

Further studies have shown that if a strictly optimal solution is not needed and
solutions close to the optimal are quite satisfactory, then evolutionary algorithms can be
successfully applied to the optimal control problems [3].

Sometimes in practice the researcher knows how the object should move along the
optimal trajectory, i.e., approximately knows the areas in the state space the optimal trajec-
tory should pass through. If we introduce additional requirements in the form of passing
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through the given areas into the quality criterion, then the evolutionary algorithm should
change the search area and look for a solution that satisfies the additional requirements.
This approach is effective when using evolutionary algorithms. Due to the inheritance
property, the improvement of the criterion value at each generation is performed on the
basis of small evolutionary transformations of possible solutions to the previous generation.
Therefore, if at some generation one of the possible solutions passes through the required
areas specified by the researcher, then with a high probability the evolutionary algorithm
will search for the optimal solution that preserves the obtained properties. A similar tech-
nique is used in machine learning with reinforcement [4,5], when the researcher awards
the object by the change of the target functional value for the right actions. Currently,
reinforcement learning is actively used in the practice of solving control problems [6]. The
paper contains a formal description and practical application of reinforcement learning for
solving the optimal control problem.

2. The Optimal Control Problem and Reinforcement Learning

Consider a formal statement of the optimal control problem.
The mathematical model of a control object is given in the Cauchy form of an ordinary

differential equation system
ẋ = f(x, u), (1)

where x is a state space vector, u is a control vector, x ∈ R
n, u ∈ U ⊆ R

m, and U is a
compact set.

The initial state is given by

x(0) = x0 ∈ R
n. (2)

The terminal state is given by

x(t f ) = x f ∈ R
n, (3)

where t f is the time to reach the terminal state (3). Time t f is not given, but it is limited to
t f ≤ t+ , where t+ is a given positive value.

The quality criterion is given by

J =

t f∫
0

f0(x, u)dt → min
u∈U

. (4)

Assume that the researcher knows the areas in the state space of where the optimal
trajectory should be. Then, additional conditions are included in the quality criterion

J1 =

t f∫
0

f0(x, u)dt + p
r

∑
i=1

ψi(x(t)) → min
u∈U

, (5)

where
ψi(x) = ϑ(min

t
{‖zi − x‖} − εi)(min

t
{‖zi − x‖} − εi), (6)

p is a penalty coefficient, and ϑ(α) is a Heaviside step function

ϑ(α) =

{
1, if α > 0
0, otherwise

, (7)

εi, i = 1, . . . , r are given small positive values, and zi, i = 1, . . . , r are the centres of known areas.
According to the introduced additional conditions, if an optimal trajectory does not

pass near some given point zi, then value of criterion (5) will grow.
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3. Computation Experiment

Consider the optimal control problem for the spatial movement of a quadcopter. The
mathematical model of the control object is

ẋ1 = x4,
ẋ2 = x5,
ẋ3 = x6,
ẋ4 = u4(sin(u3) cos(u2) cos(u1) + sin(u1) sin(u2)),
ẋ5 = u4 cos(u3) cos(u1)− gc,
ẋ6 = u4(cos(u2) sin(u1)− cos(u1) sin(u2) sin(u3)),

(8)

where gc = 9.80665.
Control is constrained

u−
i ≤ ui ≤ u+

i , i = 1, . . . , 4, (9)

where u−
1 = −π/12, u+

1 = π/12, u−
2 = −π, u+

2 = π, u−
3 = −π/12, u+

3 = π/12, u−
4 = 0

and u+
4 = 12.

The initial state is given by

x0 = [0 5 0 0 0 0]T . (10)

The terminal state is given by

x f = [10 5 10 0 0 0]T . (11)

The phase constraints are given by

ϕk(x) = rk −
√
(x1 − xk,1)2 + (x3 − xk,3)2 ≤ 0, (12)

where k = 1, 2, r1 = r2 = 2, x1,1 = 2.5, x1,3 = 2.5, x2,1 = 7.5, x2,3 = 7.5.
It is necessary to find a control function, taking into account the constraints in (9), that

minimizes the following criterion

J1 = t f + p1

2

∑
k=1

t f∫
0

ϑ(ϕk(x))dt → min
u∈U

, (13)

where t f ≤ t+ = 5.6, p1 = 3.
To solve the control problem numerically, let us use a piecewise linear approximation.

The time axis is divided into equal intervals Δt, and the search for constant parameters is
performed at the interval boundaries for each control component. Control is a piecewise
linear function that consists of segments connecting points at the bounds of intervals. Given
the control constraints, the desired control function is as follows

ui =

⎧⎪⎨⎪⎩
u+

i , if ûi ≥ u+
i

u−
i , if ûi ≤ u−

i
ûi, otherwise

, i = 1, . . . , 4, (14)

where

ûi = di+(j−1)m + (di+jm − di+(j−1)m)
t − (j − 1)Δt

Δt
, i = 1, . . . , 4, j = 1, . . . , K, (15)
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and K is a number of time interval boundaries

K =

⌊
t+

Δt

⌋
+ 1 =

⌊
5.6
0.4

⌋
+ 1 = 15. (16)

When solving the problem by a direct approach, the condition of reaching the terminal
state is included in the quality criterion

J2 = t f + p1

2

∑
k=1

t f∫
0

ϑ(ϕk(x))dt + p2‖x f − x(t f )‖ → min
u∈U

, (17)

where p2 = 1,

t f =

{
t, if t ≤ t+and ‖x f − x(t)‖ ≤ ε = 0.01
t+, otherwise

. (18)

To solve the problem, a hybrid evolutionary algorithm [7] is used.
Figures 1 and 2 show projections on the horizontal plane {x1; x3} of the two found

optimal trajectories. The big circles present the phase constraints in (12).

Figure 1. Projection of optimal trajectory 1 on the horizontal plane.

Figure 2. Projection of optimal trajectory 2 on the horizontal plane.
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The criterion for the solutions found had the following values: for the solution in
Figure 1 J2 = 5.6434, for the solution in Figure 2 J2 = 5.6330.

As can be seen from the experiment, the values of the criteria practically coincide,
the solutions found ensure the movement of the object from the given initial state (10) to
the given terminal state (11) without violation of the phase constraints. In the series of
experiments, the hybrid evolutionary algorithm found solutions that bypass the phase
constraints either from above, as in Figure 1, or from below, as in Figure 2.

Suppose that we need the control object to move between obstacles. For this purpose
the desired areas on the horizontal plane are defined. It is known that in the presence of
interfering phase constraints, the optimal trajectory should be close to the boundary of
these constraints. For the given problem four desired areas are defined as

z1 = [2.5 0.4]T , ε1 = 0.6,
z2 = [4.5 2.5]T , ε2 = 0.6,
z3 = [5.5 7.5]T , ε3 = 0.6,
z4 = [7.5 9.6]T , ε4 = 0.6.

(19)

The conditions for passing through the desired areas (19) are included in the qual-
ity criterion

J3 = t f + p1

2

∑
k=1

t f∫
0

ϑ(ϕk(x))dt + p2‖x f − x(t f )‖+ p3

4

∑
i=1

ψi(x) → min
u∈U

, (20)

where p3 = 3.
The hybrid evolutionary algorithm found the following optimal solution d = [d1 . . . d60]

T

= [−11.1092, 5.9957, −0.0532, 7.0045, 17.5091, 18.1172, −1.6764, 18.7012, −16.0121, 10.5543,
−19.9307, 12.1721, −6.0892, 0.5339, −0.8616, 19.2556, −13.7218, 15.1266, 0.3982, 14.2650,
−1.1768, 2.9832, 4.3286, 15.1508, −8.9240, −19.6814, 4.5363, 15.9879, −0.0026, 1.1203,
13.2592, −6.6358, −6.2012, −0.5328, −0.0354, 4.2548, 11.6764, −4.3345, −6.7336, 19.8643,
0.3360, −8.9741, −2.6648, 12.5608, 19.6577, −19.9308, −1.6252, 19.3797, −1.1954, 2.2625,
5.9582, 16.0807, −0.8272, 2.3167, 0.9842, 14.2695, −6.3767, 2.3895, 0.3742, 16.2710]T .

Figure 3 shows the projection of the found optimal trajectory for the solution with
quality criterion J3 = 5.5730. Small dashed circles are the desired areas, while big circles
are the constraints.

Figure 3. Projection on the horizontal plane of the optimal trajectory found by reinforcement learning.

227



Eng. Proc. 2023, 33, 29

To implement the obtained solution according to the extended statement of the optimal
control problem, it is necessary to build a system to stabilize the movement of the object
along the optimal trajectory [8]. For this purpose, machine learning control is used [9]. The
control function structure search is carried out by symbolic regression [10].

The obtained solution is

ui =

⎧⎪⎨⎪⎩
u+

i , if ũi ≥ u+
i

u−
i , if ũi ≤ u−

i
ũi, otherwise

, i = 1, . . . , 4, (21)

where
ũ1 = μ(G), (22)

ũ2 = (ũ1 − ũ3
1)ρ17(A + μ(G))ϑ(F)ρ17(x∗4 − x4), (23)

ũ3 = ũ2 + tanh(ũ1) + ρ19(A + μ(G)) + ρ17(W), (24)

ũ4 = ũ3 + ln |ũ2|+ sgn(A + μ(G))
√|A + μ(G)|+ ρ19(A) + arctan(C)+

sgn(E) + arctan(F) + exp(q2(x∗2 − x2)) +
√

q1,
(25)

A = Bsgn(D)
√
|D| tanh(D) exp(H), B = exp(C) + ρ17(F) + cos(q6(x∗6 − x6)),

C = D + tanh(E) + ρ18(V), D = E +
3√F + sin(W),

E = F + G + exp(H)− V, F = H + sgn(x∗5 − x5) + (x∗2 − x2)
3,

G = q6(x∗6 − x6) + q3(x∗3 − x3) + sgn(x∗2 − x2)
√
|x∗2 − x2|,

H = ρ17(q6(x∗6 − x6) + q3(x∗3 − x3)) + V3 + W + q6q2
5(x∗5 − x5)

2 + (x∗5 − x5)
2,

V = sin(q6(x∗6 − x6)) + q5(x∗5 − x5) + q2(x∗2 − x2) + cos(q1) + exp(x∗5 − x5) + ϑ(x∗2 − x2),

W = q4(x∗4 − x4) + q1(x∗1 − x1) + sin(q6),

μ(α) =

{
α, if |α| ≤ 1
sgn(α), otherwise

, ρ17(α) = sgn(α) ln(|α|+ 1),

ρ18(α) = sgn(α)(exp(|α|)− 1), ρ19(α) = sgn(α) exp(−|α|),
where q1 = 13.02930, q2 = 11.21509, q3 = 15.91016, q4 = 14.33447, q5 = 14.67798,
q6 = 9.91431 and x∗ = [x∗1 . . . x∗6 ]T is a state vector of the reference model.

Figure 4 shows the trajectories from eight initial states on the horizontal plane.

Figure 4. Projection on the horizontal plane of the optimal trajectories from eight initial states.
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4. Results

The paper presents the use of machine learning technology with reinforcement to
solve the optimal control problem with phase constraints using an evolutionary algorithm.
To implement reinforcement learning, additional conditions defining the form of the op-
timal trajectory are introduced into the quality criterion. The optimal trajectory should
pass through specified areas whose positions depend on the phase constraints. An exam-
ple of solving the optimal control problem for a quadcopter by machine learning with
reinforcement was given.

5. Discussion

The use of reinforcement learning technology to solve the optimal control problems of
robotic devices is advisable, since in most cases the developer approximately knows the
form of the optimal trajectory for the problem being solved.
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Abstract: The article is devoted to the development of a prototype digital twin of a wind farm. An
overview of existing works and solutions in the field of digital twins in wind energy is given. The
approach to building a digital twin based on ontological engineering, which is widely used in the
works of the authors, is considered in detail. An ontological approach is described, which the authors
develop and use in the design and development of digital twins (the development is carried out on
digital twins of wind farms and photovoltaic systems). The adapted stages of ontological engineering,
examples of fragments of the ontological knowledge space in the field of wind energy and the
ontology of tasks of the digital twin of a wind farm are given. The architecture of the digital twin
prototype under development has been developed and proposed for consideration. The key parts in
the structure of the developed digital twin are described. A mathematical model for determining
the operation parameters of a wind farm is considered. Special attention is paid to the stages of
implementation of the prototype of the digital twin of the wind farm.

Keywords: digital twin; wind farm; ontological engineering

1. Introduction

Currently, more and more questions are being raised about the need to build renewable
energy facilities, in particular, wind farms. They are used to generate carbon-neutral energy.
It should be noted that many European countries are already actively using wind power
plants (WPP) [1]. Research [2] shows that in most cases the use of renewable energy sources
is economically feasible.

Wind farms do not constantly produce electricity; because of this, it is desirable to
consider electric energy storage devices. The tasks of power consumption management
and activation of the role of consumers in this process are also relevant. It is advisable to
use the technology of digital twins to consider all the proposed items together and their
interactions with each other. A detailed description of the technology of digital twins is
provided below.

The relevance of using renewable energy sources (RES) in the Russian Federation is
due to the fact that a significant part of the territory of Russia is not covered by a centralized
power supply. Areas of decentralized energy supply occupy about 60% of the area of the
Russian Federation and are located mainly in the northern regions of the country [3]. There
are many small isolated settlements in these areas. Their power supply is provided mainly
on the basis of diesel power plants using expensive imported fuel.

At the same time, one main problem arising when using renewable energy sources
is the volatility of electricity generation, in particular, solar and wind power plants are
highly dependent on external factors, primarily on weather conditions. Accordingly, it is
necessary to develop not only systems for managing RES, but also systems for predicting
the behavior of these objects in changing conditions for the effective use of RES.
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One of the technologies used in the digitalization of energy sector is the technology
of digital twins (DT) [4]. A digital twin is a virtual prototype of a real object, with which
one can conduct experiments and test hypotheses, predict the behavior of an object and
solve the problem of managing its life cycle [5]. The digital twin saves equipment and
system design costs as a whole, as well as reduces operating costs by improving object
observability and the ability to simulate its life cycle, which contributes to timely diagnosis
and troubleshooting. Consequently, the use of digital twins in the design of WPP has
a positive impact at all stages of the life cycle of the object from the design stage to its
operation.

The article considers the existing works in the field of building a DT WPP, the use of
ontological engineering for designing a DT WPP, as well as the proposed information model
and architecture of the DT WPP. Conclusion describes directions for further development
of this work.

2. Analysis of Existing Solutions for the Development and Application of Digital
Twins in Wind Energy

The problem of transition to high-tech and efficient production in recent decades
has become particularly relevant in the conditions of general competition. It became
possible to collect, store, transmit and analyze large amounts of data collected from real
objects due to the rapid development of information technology. This revealed the need to
revise the standard approaches to managing production processes in enterprises. These
factors have prompted the development and adoption of strategic industrial development
programs in a number of countries, such as Industry 4.0 Platform (Germany), Made in
China 2025 (China), National Technology Initiative (Russia), etc. All proposed programs
are aimed at increasing labor productivity, increasing the economic efficiency of production
and introducing modern science-intensive technologies [6]. The implementation of these
strategies is reflected in an increase in the level of automation of enterprises and in a wider
digitalization of production processes. Such changes are due to the need for enterprises
to quickly and accurately model the product and its production technology in order to
increase profitability and save resources in a competitive environment.

A digital twin can help to solve this problem. DT combines both the virtual environ-
ment of the enterprise (data from sensors, mathematical and geometric models, etc.) and
the physical environment (actuators, machines, circuits, etc.), and also describes the process
of interaction between these environments and complements this with automation tech-
nologies. In 2018, Gartner, the world’s leading research and consulting company, included
digital twins in the list of 10 strategically important technologies. The company noted that
“digital twins in the context of IoT projects are especially promising over the next three to
five years” [7].

Currently, digital twin technology remains one of the most promising technologies
that is widely researched and integrated into various areas of human activity [8–14]. The
analyzed articles consider both the troubles in the development of digital twin for renewable
energy facilities and the process of developing digital twin for energy facilities in general
and for some equipment, for example, wind turbine blades.

The spread of the digital twins’ concept began, in particular, with the automotive
industry. Glaessgen and Stargel in one of their papers [15] explain the principle of using
digital twins for vehicle certification and fleet management: “A digital twin is an integrated
multiphysics, multiscale, probabilistic model of an assembled vehicle or system that uses
the best available physical models, sensor data, and fleet history to simulate the condition
of the original operating in real field conditions”.

It can be noted that research and development in the field of digital twins in wind
energy is aimed at the tasks of functioning at present [9–11,13,16–19], like our work. Rele-
vance of the research is noted that in our time is widely conducted development of digital
twins for objects wind energy [20,21].
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Development and research in the field of digital twins of wind power plants are
divided into two areas: the development of a digital twin of a separate part of a wind
power plant, in particular, the development of a digital twin of the rotor blade of a wind
power plant [11], and the development of a digital twin of a wind power plant as a
whole [9,10].

The main difference of the presented work lies in the fact that it is proposed to use the
information obtained at the stage of solving the problems of the functioning of objects to
further solve the problems of developing wind turbines, integrating them into a common
isolated power system based on digital twins, and subsequent integration in a single digital
space. In addition to this work, the authors simultaneously solve the problems of designing
a digital twin of a photovoltaic system [22].

3. Ontological Engineering in the Construction of DT WPPs

The use of ontologies in the structure of a digital database (DB) is given in [21].
Ontological engineering for the construction of the DT was also applied in the construction
of the DT of the photovoltaic system [22]. The classical stages of ontological engineering
regarding the development of DT WPP were used within the framework of this work.

Below are the results of these steps:

1. In the first stage the goal of building an ontology system was formulated. The goal
is to extend the existing ontology of the fuel and energy complex to include the
wind farm ontology system. In addition, at this stage it is necessary to formalize the
knowledge of experts in the field of wind power for building a digital twin. Next, it
is necessary to select the type of ontology and designate its scope. The developed
ontology belongs to the type of light (heuristic) ontologies and will be used to build a
digital shadow and a digital twin.

2. The second stage is aimed at highlighting and verbalizing the key knowledge of the
subject area. After the above step, the objects related to the listed areas were selected:
generation system; renewable energy sources; WPP; wind farm equipment.

3. The third step was to designate all the main levels of abstraction and the identification
of a structured hierarchy. Based on the results from the previous step, the hierarchy
was constructed as shown below:

• Electric power systems;

– Generation systems;

* Renewable energy sources;

· Wind power plants;
· Wind farm equipment

4. The ontology system built on the basis of the previous steps has been modified by
eliminating contradictions, duplications and synonymy. This step is necessary to
improve the visual component of the constructed ontology by additional elaboration
of concepts and relations between them.

Figures 1 and 2 present the wind farm ontology system built using the above algorithm.

Figure 1. Ontology of wind farms.

Ontologies are used, on the one hand, for structuring the knowledge of the sub-
ject area, on the other hand, as the basis for developing a data model when designing
DB. Figures 1 and 2 illustrate the main entities of the data model: wind farm equipment,
functionality, location, wind power conversion.
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The developing of the digital twin involves an ontology of the tasks of designing,
functioning and developing a digital twin presented in Figure 3. It includes a description
of the main tasks, methods and ways to solving these problems, and rather refers to the
structuring of knowledge in the development of a digital database. Ontologies were built
in the freely distributed tool CMapTools.

Figure 2. WPP equipment ontology.

Figure 3. Ontology of tasks of the DT WPP.

4. Description of the Mathematical Model

In this paper, the approach proposed by E.V. Oganesyan, E.A. Bekirov, et al. [23]
was used to build a mathematical model of DT. DT WPP based on mathematical model,
description of which are given below for determining the parameters of the operation of a
WPP. The calculation of the generated power of a WPP requires to use such parameters as:
wind speed, wind energy utilization factor, rapidity wind turbine (rapidity), efficiency and
swept surface area. The power characteristic of the wind turbine is calculated depending
on the wind speed in Formula (1).

PWT(Vi) = ρCPS0η
V3

i
2

10−3 (1)

where ρ—air density (taken equal to 1.226 kg
m3 ); CP is the wind energy utilization factor;

S0 is the area of the swept surface of the wind turbine; η—total efficiency factor of WPP;
V3

i —wind speed.
Next, it is necessary to calculate the characteristic of the wind energy utilization factor

CP from the rapidity Z(Zopt < Z < Zmax) (2).

CP = CPmax − CPmax

(Zmax − Zopt)2 (Z − Zopt)
2, (2)

where CPmax is the maximum wind power utilization factor; Zmax—maximum rapidity,
selected based on the passport data of the blade; Zopt—optimal rapidity, selected based on
the passport data of the blade.
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For Z ≤ Zopt:

CP = CPmax − (
Z

Zopt
)2(3 − 2

Z
Zopt

), (3)

The following expression is used to find the rapidity.

Z =
ωR
V0

, (4)

where ω is the angular velocity; R is the radius of the wind wheel; V0 is the speed of the
incoming air flow. The effective output specific power ΔP per 1 m2 swept surface of the
wind turbine is calculated by the formula:

ΔP = ΔPWFCPη, (5)

where ΔPWF = ρ10−3 V3
NOM
2 —specific power of the wind flow at wind speed VNOM; ρ—air

density (winter—1.25, summer 0.72 kg
m3 ); CP is the average wind power utilization factor

(assumed to be 0.31); η = ηAηGEηEG—total efficiency factor of WPP; ηA is the aerodynamic
efficiency of the wind turbine (WT) (accepted within 0.91–0.916); ηGE—gear efficiency
(accepted within 0.95–0.96); ηEG—the efficiency of the electric generator, depending on
its power. After calculating the value of ΔP, the area of the swept surface of the WT is
determined:

S0 =
PWTNOM

ΔP
. (6)

where PWTNOM is the nameplate power of the wind turbine; ΔP—effective output specific
power per 1 m2 swept surface of the wind turbine.

Using data from the mathematical model allows the digital twin to predict the behavior
of the object and solve the problem of managing its life cycle.

5. Design of DT WPP

It is necessary to use a large amount of data that needs to be organized and stored
when designing and operating the digital twin of a wind farm. For example, it can be
weather conditions, equipment characteristics, etc. The study uses the PostgreSQL re-
lational database, which has the following advantages: functionality, convenience, and
resource consumption.

The database design was based on ontologies (Figures 1–3) described in Section 3
“Ontological Engineering”. The following entities were identified as a result of the design:
weather characteristics; characteristics of the wind generator; characteristics of the network
inverter; isolated system; network inverter; grid inverter calculation results; wind generator;
wind generator calculation results; isolated weather system. Figure 4 shows relationships
between entities.

Depending on the nature of the data flows between physical and digital objects, the
authors distinguish three main stages in the construction of a DT: a digital model, a digital
shadow, and a digital twin. A digital model is understood as an exhaustive description of a
part or all of the physical object for which a DT is being developed. A digital model can be
represented by both mathematical and other models, as well as the integration of several
models. As a rule, a digital model cannot automatically exchange data with its real object. A
digital shadow is a digital object to which there is a one-way data flow from the real object.
In our case, the digital shadow is defined as a system of relationships and dependencies
derived from a real object under normal operating conditions and contained in the Big
Data that uses Industrial Internet technologies. In our case, the digital shadow is defined
as a system of relationships and dependencies obtained from a real object under normal
operating conditions and having Big Data, which use Industrial Internet technologies. DT
construction is the development of a digital shadow, which is able to predict the behavior
of a real object only in the conditions in which the data were collected, but does not allow
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the simulation of other situations [24]. The last stage of DT design involves organizing
bi-directional automatic data communication between the physical object and the digital
object, whereby the digital object can generate feedback to control the physical object. In
this case, we can already talk about creating a digital duplicate of the real object.

Figure 4. Database entities and relationships between them.

The digital shadow in the developed architecture of the DT includes a data model,
methods for collecting information from a physical object and machine learning methods
based on time series of weather characteristics and electricity consumption to predict the
data needed by the digital twin for the operational management of a wind or solar power
plant. The digital model, in turn, includes mathematical models of the behavior of a wind
and solar power plant, on the example of which the development of DT is carried out.
Research is aimed at developing a generalized methodology for creating a DT, which
includes the following steps:

• Ontological engineering of the field in which the DT is developed.
• Construction of a data models based on the carried out ontological engineering.
• Study of the need to use machine learning methods in DT development.
• Implementation of the digital shadow of a physical object.
• Selection and/or development of mathematical and other models necessary to describe

a physical object.
• Implementation of a digital model of a physical object.
• Determination of data emulation methods for testing the DT.
• Integration of a digital shadow and a digital model as parts of a DT, using data series

obtained as a result of emulation.
• Development of a communication system with a physical object and testing a digital

twin on real data.

Figure 5 shows the generalized architecture of the developed DT (solar and wind
power plants). It was decided to implement calculations using mathematical models on the
server side of the digital twin application given their complexity. It was also decided to
store the database on the server side of the application.

236



Eng. Proc. 2023, 33, 30

Figure 5. Generalized architecture of developed digital twins (solar and wind power plants).

6. Conclusions

The article considers the current state in the field of DT development, identifies the
main shortcomings of these studies, primarily related to the difficulties of their integration
with the DT of other systems. The ontological approach developed by the authors to the
construction of the DT is considered and the results of its application in the development of
the DT of a wind power plant are presented. It is worth noting that ontological engineering
is a valuable step in the development of a DT. The structure of the database was developed
on the basis of the ontological model and describes the main components and links between
them. Integration and formal description of all components (models, databases, knowledge
bases) is a key goal of ontologies in the development of a DT. The generation of data series
made it possible to use machine learning methods in the implementation of the DT, which
will be discussed in the following articles.

In the future, the digital twin will work extensively with the real object. The real object
generates large amounts of data, which it needs to analyze. It follows that the digital twin
must have the means and methods to perform this function. Big Data technology is used to
solve this problem. Because of this, the data is processed within a reasonable timeframe.

As a result of the implementation of all these stages it will be possible to verify the DT
prototype according to the data obtained from the real object, and, if necessary, its further
adjustment.

Author Contributions: Conceptualization L.M. and A.M.; methodology L.M. and A.M.; software N.S.
and A.T.; validation, A.M.; writing—original draft, A.M., N.S. and A.T.; writing—review & editing,
L.M. All authors have read and agreed to the published version of the manuscript.

237



Eng. Proc. 2023, 33, 30

Funding: The research was carried out under State Assignment Project (no. FWEU-2021-0007) of the
Fundamental Research Program of Russian Federation 2021–2030.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Ivan, K.; Guy, B.; Daniel, F.; Lizet, R. Wind Energy in Europe—2021 Statistics and the Outlook for 2022–2026. 2022. Available
online: https://windeurope.org/intelligence-platform/product/wind-energy-in-europe-2021-statistics-and-the-outlook-for-
2022-2026/#interactive-data (accessed on 25 March 2022).

2. IRENA. IRENA 2022 Renewable Capacity Highlights. 2022. Available online: https://www.irena.org/-/media/Files/IRENA/
Agency/Publication/2022/Apr/IRENA_-RE_Capacity_Highlights_2022.pdf?la=en&hash=6122BF5666A36BECD5AAA2050B0
11ECE255B3BC7 (accessed on 25 March 2022).

3. Suslov, V. Development of power supply systems of Russian isolated territories using renewable energy sources. Proc. Irkutsk.
State Tech. Univ. 2017, 21, 131–142. [CrossRef]

4. Collection of Legislation of the Russian Federation. Energy Strategy of the Russian Federation for the Period Up to 2035.
2020. Available online: http://static.government.ru/media/files/w4sigFOiDjGVDYT4IgsApssm6mZRb7wx.pdf (accessed on
25 March 2022).

5. Nikitina, E. Caught in the Net: How Digital Twins Work in the Electric Power Industry. 2022. Available online: https:
//pro.rbc.ru/news/5db1b59a9a79474bb142a3fe (accessed on 25 March 2022).

6. Magazine “ISUP”. Digital Twin, Industry 4.0. Informatization and Control Systems in Industry. 2018. Available online:
https://zen.yandex.ru/media/isup/cifrovoi-dvoinik-industriia-40-5b83b7155b279900a96c54e8 (accessed on 25 March 2022).

7. Garfinkel, J. Gartner Identifies the Top 10 Strategic Technology Trends for 2019 Gartner Tech. Rep. 2018. Available on-
line: https://www.gartner.com/en/newsroom/press-releases/2018-10-15-gartner-identifies-the-top-10-strategic-technology-
trends-for-2019 (accessed on 25 March 2022).

8. Ebrahimi, A. Challenges of developing a digital twin model of renewable energy generators. In Proceedings of the 2019 IEEE
28th International Symposium on Industrial Electronics (ISIE), Vancouver, BC, Canada, 12–14 June 2019; p. 1059.

9. Pimenta, F.; Pacheco, J.; Branco, M.; Teixeira, M.; Magalhães, F. Development of a digital twin of an onshore wind turbine using
monitoring data. J. Phys. Conf. Ser. 2020, 1618, 022065. [CrossRef]

10. Jahanshahi, M.; Parvaresh, A.; Abrazeh, S.; Mohseni, S.-R.; Gheisarnejad, M.; Khooban, M.-H. Digital Twins-Assisted Design of
Next-Generation Advanced Controllers for Power Systems and Electronics: Wind Turbine as a Case Study. Inventions 2020, 5, 19.
[CrossRef]

11. Chetan, M.; Yao, S.; Griffith, T. Multi-fidelity digital twin structural model for a sub-scale downwind wind turbine rotor blade.
Wind Energy 2021, 24, 1368–1387. [CrossRef]

12. Karl, M.; Valentin, C.; Paula, B.; Konstanze, K. A hierarchical supervisory wind power plant controller. J. Phys. Conf. Ser. 2021,
2018.

13. Solman, H.; Kirkegaard, K.; Smits, M.; Vliet, V.; Bush, S. Digital twinning as an act of governance in the wind energy sector.
Environ. Sci. Policy 2022, 127, 272–279. [CrossRef]

14. Dembski, F.; Wössner, U.; Letzgus, M.; Ruddat, M.; Yamu, C. Urban Digital Twins for Smart Cities and Citizens: The Case Study
of Herrenberg, Germany. Sustainability 2020, 12, 2307. [CrossRef]

15. Glaessgen, E.; Stargel, D. The Digital Twin Paradigm for Future NASA and U.S. Air Force Vehicles 53rd Structures. In Proceedings
of the Structural Dynamics and Materials Conference, Honolulu, HI, USA, 23–26 April 2012.

16. GE Renewable Energy. Digital Solutions for Wind Farms. Available online: https://www.ge.com/renewableenergy/wind-
energy/onshore-wind/digital-wind-farm (accessed on 25 March 2022).

17. Pargmann, H.; Euhausen, D.; Faber, R. Intelligent Big Data Processing for Wind Farm Monitoring and Analysis Based on
Cloud-Technologies and Digital Twins. In Proceedings of the 2018 the 3rd IEEE International Conference on Cloud Computing
and Big Data Analysis, Chengdu, China, 20–22 April 2018; pp. 233–237.

18. Olatunji, O.; Adedeji, A.; Madushele, N.; Jen, T.-C. Overview of Digital Twin Technology in Wind Turbine Fault Diagnosis
and Condition Monitoring. In Proceedings of the 2021 IEEE 12th International Conference on Mechanical and Intelligent
Manufacturing Technologies, Cape Town, South Africa, 13–15 May 2021; pp. 201–207.

19. Wagg, J.; Worden, K.; Barthorpe, J.; Gardner, P. Digital twins: State-of-the-art and future directions for modeling and simulation
in engineering dynamics applications. ASCE-ASME J. Risk Uncertain. Eng. Syst. 2020, 6, 27. [CrossRef]

20. Andryushkevich, K. Approaches to the development and application of digital twins of energy systems. Digit. Substation 2019, 12,
247–255.

21. Kovalyov, P. Designing information support for digital twins of energy systems. Syst. Means Inform. 2020, 30, 66–81.

238



Eng. Proc. 2023, 33, 30

22. Ludmila, M.; Nikita, S.; Alexey, C. Digital twin development of a solar power plant. In Proceedings of the International Conference
of Young Scientists “Energy Systems Research 2021”, Irkutsk, Russia, 27–30 May 2021; Volume 289, p. 03002.

23. Oganesyan, V.; Bekirov, A.; Asanov, M. Mathematical model for determining the operating parameters of a wind turbine. Constr.
Ind. Saf. 2016, 55, 82–86.

24. Borovkov, I. Digital twins: Definition, approaches and development methods. In Digital Transformation of the Economy and Industry:
Proceedings of the Scientific and Practical Conference; Peter the Great St. Petersburg Polytechnical University: Saint Petersburg,
Russia, 2019; pp. 234–245. (In Russian)

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

239



Citation: Gaskova, D.; Galperova, E.

Decision Support in the Analysis of

Cyber Situational Awareness of

Energy Facilities. Eng. Proc. 2023, 33,

31. https://doi.org/10.3390/

engproc2023033031

Academic Editors: Askhat Diveev,

Ivan Zelinka, Arutun Avetisyan and

Alexander Ilin

Published: 16 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Decision Support in the Analysis of Cyber Situational
Awareness of Energy Facilities †

Daria Gaskova * and Elena Galperova

Melentiev Energy Systems Institute Siberian Branch of the Russian Academy of Sciences, Lermontov St., 130,
Irkutsk 664033, Russia; galper@isem.irk.ru
* Correspondence: gaskovada@isem.irk.ru; Tel.: +7-395-250-0646 (ext. 440); Fax: +7-395-242-6796
† Presented at the 15th International Conference “Intelligent Systems” (INTELS’22), Moscow, Russia, 14–16

December 2022.

Abstract: Cyber situational awareness is the result of both the analysis of cyber security and situ-
ational awareness studies and the line of research that uses artificial intelligence methods in the
field of cybersecurity. It covers both methods of automatic detection of cyber threats in the network
and methods of providing information to an analyst for further risk analysis and decision making
to protect of the assets of the facility. Investigations of cyber situational awareness in the energy
sector have become pertinent resulting from both the concept of the digital transformation of energy
and the consideration of energy facilities and systems as cyber-physical systems. The problems of
ensuring cybersecurity and raising awareness about the cyber environment of an energy facility are
compounded by their high significance for the economies of countries. In this regard, such facilities
are considered as critical infrastructure. The first part of this article discusses the basic concepts
of cyber situational awareness, some knowledge representation models and some existing security
metrics. The second part considers the use of frame, production and network models of knowledge
representation in the analysis of the cyber situational awareness of energy facilities and the software
components that implement them.

Keywords: semantic modeling methods; threat vectors; energy sector

1. Introduction

Cyber situational awareness (CSA) studies are accompanied by planning strategies
and the implementation of protection measures. These studies are not limited to searching
for vulnerabilities, cyber threats in the cyber environment, tracking incidents or anomalies.
Such studies include the activities of an analyst with a large amount of data, their anal-
ysis and the preparatory stages for decision making. This article describes methods and
developed software tools to support decision making in the analysis of the CSA of energy
facilities, although the classical model of cyber situational awareness presented by Mica
Endsley [1] does not include the decision-making process.

1.1. Aspects of Cyber Situational Awareness

Cyber situational awareness includes awareness of any suspicious or atypical activities
occurring in a cyber environment, where a cyber environment comprises any activities
related to a computer network [2]. Cyber situational awareness is considered from both a
technical and cognitive point of view.

The technical component is of great importance at the operational level of security
incident management, which is characterized by some security elements. These include
vulnerability management, patch management, event management, incident management,
malware detection, asset management, configuration management, network management,
license management and information management [3].
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The cognitive component of cyber situational awareness concerns a person’s ability to
understand the technical implications and draw conclusions to make informed decisions [2].
Decision making plays an important role both on a tactical level and on a strategic level.
The former is aimed at assessing the impact of the current state of the cyber environment on
the normal functioning of the facility. The latter is related to identifying trends in malicious
attacks and building effective protection plans.

Most of the existing security analysis tools are focused on detecting attacks [4]. Such
tools are usually considered within the framework of the technical component of CSA.
Safety assessments and decisions on the provision of safety measures refer to the prediction
of what may happen in the future, which is closely related to the cognitive component of
CSA. Observation of the current situation and its constituent factors is possible if there
is an absence of security [5]. The assessment of the security of the cyber environment is
accompanied by the choice and calculation of security metrics.

1.2. Security Metrics

Metrics are understood as “tools designed to facilitate decision making and improve
performance and accountability through collection, analysis, and reporting of relevant
performance-related data” [6]. Flater D. in [5,7] discusses the good and bad characteristics
of security metrics. The main characteristics of bad metrics include the interpretation of
safety as a quantity that can be measured; incorrect use of scales and the use of erroneous
scales, the choice of which can mislead and lead to unreasonable or false conclusions;
false precision of the assessment of the operability of products and technologies, in which
the uncertainty of the measurement is ignored; combining disparate measures without
substantiating how this gives a reliable measurement; and naive use of human input which
ignores subjective factors.

Ref. [4] provides corporate network security metrics, where a scale of parameters
and a method for calculating the indicator are defined for each metric. The remaining
operability of a cyber asset after an attack or hack, the average length of attack paths and
the percentage of compromised hosts at time t are some examples of such metrics. In [8],
metrics are divided into calculating the metrics from the viewpoint of attacks, malefactors,
network topologies and the cost characteristics of attacks and countermeasures, as well as
the possibility of zero-day vulnerabilities. Paper [9] provides an extensive classification
of model-based quantitative network security metrics and research papers that use them.
The paper concludes that the development of metrics and models is aimed at supporting
decision making, rather than forming an ideal conception of the level of network security.

The transition from awareness of the state of the cyber environment to decision making
can be accomplished through the use of semantic modeling methods.

1.3. Semantic Modeling Methods and Some Their Challenges

Semantic modeling methods are used to analyze and model the behavior of systems,
objects and situations that have a number of characteristics such as [10] (i) difficulties in
formal description and accurate prediction of their behavior; (ii) absence or incompleteness
of data; (iii) measurement of elements (factors) describing the behavior of systems, objects
and situations cannot be performed with sufficient accuracy. Semantic models include
ontologies, Bayesian belief networks and cognitive and event models [11]. Semantic
models are subjective models, the construction of which is aimed at formalizing human
(expert) knowledge in a certain problem area. Methods related to the formalization of
human knowledge depend on such aspects as [12] (i) assumptions about the adequacy of
knowledge accepted in theoretical models and (ii) the ability of analysts and experts to
carry out adequate formalization in terms of the accepted theoretical model.

The problem of the subjectivity of expert assessments is also relevant in the develop-
ment of security metrics. As mentioned in Section 1.2, one of the problems in building
a good security metric is taking into account the human factor when evaluating security.
In [13], three approaches to taking into account the subjective factor are described. These
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approaches actually relate to the construction of cognitive models; however, they can
also be applied within the framework of constructing the causal topology of a Bayesian
belief network.

1. The construction of collective casual maps, including the commonality of construction
goals and the unity of decision-making strategies. Such an approach may be accompa-
nied by the problem of mutual understanding of the parties involved in the modeling
and the problem of differences in the key concepts of experts.

2. An approach for conflict situations, according to which the knowledge model includes
several semantic models (cognitive maps) built by different experts with different
goals and interests.

3. An approach to analyzing the validity of managerial decisions based on reflexive
cognitive maps, aimed at assessing the adequacy of managerial decisions to find
bottlenecks based on semantic models constructed by various experts with their own
views but with a common goal.

The collective method of matching knowledge bases for various fields of science and
education regarding the example of building ontologies is considered in [14]. Special
attention is paid to the Cognitive Ergonomic Metric, the purpose of which is to evaluate
two aspects: (i) correctness and depth of reflection of the subject area and (ii) the ergonomic
aspect of the ontology representation from the point of view of the quality and speed
of human perception.

The problem of the subjectivity of expert assessments arises both in the construction
of semantic models and in the formation of probability distributions on the nodes of the
Bayesian belief network. On the one hand, the subjectivity of a priori expert-derived
probabilities can be partially offset by the use of publicly available statistical reports, and on
the other hand, collective methods can lead to a consensus [15] in determining probabilistic
characteristics. With the appearance of the necessary statistical data, it is possible to update
the probability value to a plausible value for vulnerabilities and threats which are within
a cyber environment. For instance, these include threats of cyber negligence and threats
associated with the use of social engineering.

Models based on the Bayesian paradigm are widely used to solve predictive tasks
of risk analysis. The purpose of this analysis is to provide decision support [16]. This
paradigm fits into the context of the analysis of CSA in the application to cybersecurity.

The interpretation of large volumes of received data is a rather difficult task that
requires a highly experienced analyst despite the intellectualization of security software in
a computer network. The paper proposes to use frame, production and semantic models
in the analysis of the CSA of an energy facility, which allows one to formalize expert
knowledge and to replicate it in the future.

2. Analysis of Cyber Situational Awareness of Energy Facilities

The current research focuses on the cognitive component of CSA relying on existing
systems for security incident detection, intrusion detection and anomaly detection in the
network. A CSA analysis of an energy facility is proposed to be carried out in three stages:

1. Environment and situation analyses, including an analysis of detected vulnerabilities
and threats.

2. Modeling of states and events in the cyber environment by constructing threat vectors
in the cyber environment of an energy facility based on a Bayesian belief network.

3. Risk assessment in the cyber environment using the results of network reasoning.

Models of knowledge representation of experts from different fields are used for such
analyses in stages 1 and 2. The stage of risk assessment in the cyber environment is usually
accompanied by the assessment of the CSA level and the choice of security metrics. The
key aspects of assessing the level of CSA are the definition of cyber threats and the choice
of security metrics. Figure 1 shows the ontology of the stages of analysis of the CSA of an
energy facility using frame, production and semantic models.

243



Eng. Proc. 2023, 33, 31

Figure 1. Stages of analysis of CSA of an energy facility using frame, production and semantic models.

2.1. Threat Vectors in the Cyber Environment of an Energy Facility

The importance of energy cyber-physical systems at the national, regional and local
levels may motivate attackers to compromise such facilities [17]. The ways of compro-
mising these systems are described by attack vectors. The International Organization for
Standardization defines the attack vector as a “path or means by which an attacker can gain
access to a computer or network server in order to deliver a malicious outcome” [18]. Attack
vectors are often used to describe a targeted attack, which attackers carry out in several
stages [19]. Attack vectors are often called threat vectors. There are many approaches to
modeling cyber threats and the stages of attack vectors, for example, one of the most well
known is the Cyber Kill Chain approach [20], including a life cycle model of cyber attacks.

The paper discusses threat vectors to describe the chains of causal relationships be-
tween the use of vulnerabilities of the cyber environment and cyber threats and technogenic
threats to energy security and the consequences of the implementation of cyber threats.
This characterizes a targeted attack, user actions with cyber negligent and the activities
of hacktivists.

The semantic modeling and knowledge engineering methods aim to form the causal
relationships in the framework of constructing scenarios of extreme situations in the energy
sector caused by cyber threats.

2.2. The Main Stages of Building a Knowledge Representation Model for Threat Vectors

The construction of semantic models in general is reduced to the tasks of identifying
the basic concepts, establishing relation between them and defining strategies for decision
making in the developed model. It is quite difficult to develop a Bayesian belief network
corresponding to the threat vector without prior preparation. In this regard, the construc-
tion of a threat vector model in the cyber environment of an energy facility is proposed to
be carried out in several stages, presented in Table 1.

The knowledge model built at stages 1–3 is used in this work to achieve CSA goals
from a cognitive aspect. Such a knowledge model has a number of limitations: (i) threat
vectors are limited to the facility under consideration; (ii) threat vectors are considered
from the point of view of disrupting business and technological processes that can cause
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an extreme situation to occur at the facility and/or deeper within the power system; and
(iii) threat vectors are built at a sufficiently high level of abstraction and are designed to
inform interested parties about possible security incidents from two aspects, i.e., building a
threat model and conducting business games.

Table 1. The main stages of building a knowledge representation model for the threat vectors.

No Stage Name Description

1 Identification of the concepts of the subject area Create frames for assets, vulnerabilities and threats and defining instances
of such frames

2 Establishing relations between the concepts Description of the causal relationships of elements of the threat vector
using production rules. Construction of a graph model reflecting
the topology of the Bayesian belief network

3 Defining strategies for decision making Formation of network topology and probability distributions of network
nodes, reasoning on the network by entry points and further by vectors.
Security metric calculation

Stage 1. Identification of the concepts of the subject area. In this case, the understand-
ing of the frame is used as a type of semantic network in which both declarative knowledge
and structured procedural knowledge are used [21]. The hierarchical structure of the asset
has the form: information asset, the software part and the hardware part. Additional fields
include the device type, the segment of the computing network in which the asset is located,
the list of incoming assets (for composite complex assets) and the list of related assets. A list
of vulnerabilities and a list of threats inherited from the atomic components of the asset
are also provided. The functions of adding a vulnerability to the list of vulnerabilities
and adding related assets to the list of related assets are provided to perform rule-based
reasoning. The vulnerability frame at a high level of abstraction includes the fields type of
vulnerability, the asset in which it is contained, the level of danger and complexity of its
use and a list of related vulnerabilities. The functions of adding threats to the list of cyber
threats and adding vulnerabilities to the list of related vulnerabilities are provided. The cy-
ber threat frame at a high level of abstraction includes the field type of threat, vulnerability
that the threat can use, the level of danger and complexity of the attack and a list of related
cyber threats. Each frame has a field for a verbal description. The functions of adding cyber
threats and human-made threats to the list of related threats are designed. Environment
and situation analyses are included in this stage.

Stage 2. Establishing relations between the concepts. Product rules of type 1 “Asset—
Vulnerabilities” establish a relation between an asset and its vulnerabilities. Such rules allow
one to output all the rules related to the fact of the asset type without introducing specific
vulnerabilities. Type 2 “Vulnerability—Threats” rules associate the relations between
asset vulnerabilities and cyber threats that can exploit these vulnerabilities. The type
3 “Threats—Threats” rules add the effect of the relationship between threats, including
between a cyber-threat and a cyber-threat and between a cyber-threat and technological
threat, on energy security. The generated rules store descriptions of the vector stage for the
possibility of implementing the explanation subsystem in the expert system. This stage is
in preparation for further topology formation of the Bayesian belief networks and it relates
to environment and situation analyses.

Figure 2 shows the interface of the developed expert system that implements the frame
and production models of knowledge representation.
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Figure 2. The interface of the developed expert system for constructing threat vectors of an energy facility.

Stage 3. Defining strategies for decision making. The stage of preparing information
for defining strategies and choosing the appropriate metrics and measurement scales is a
difficult task. The level of detail of the threat vector based on the Bayesian belief network
apparatus depends on the expert’s choice. The analysis of the change in the probability
of the end nodes of the network corresponding to technogenic threats or consequences is
supposed to be used as a part for managing risks in the cyber environment and justifying
the choice of means of protection for the corresponding assets. The following aspects
are being developed: (i) the construction of an information model of the threat vector in
accordance with the topology of the Bayesian belief network based on the fields of frames
containing descriptions of concepts, as well as a verbal description of the stages included
in rules and (ii) an algorithm to evidence introduction into nodes, which are vector points
of entry and further progress. This stage is performed when modeling states and events in
the cyber environment and assessing the risks of the cyber environment.

Modeling scenarios of extreme situations in the energy sector caused by cyber threats
based on Bayesian belief networks are presented in [22]. A joint probability distribution for
the developed model of extreme situation scenarios in an energy facility caused by cyber
threats is described in accordance with the chain rule for Bayesian networks:

P(X) =
n

∏
i=1

P(Xi|pa(Xi)) (1)

where P(X) is the joint probability distribution for X, pa(Xi) stands for the sets of parent
nodes of Xi, n is a number of vertices of the graph and X = X1, · · · , Xn denotes a set of
discrete random variable such that:

Xi ∈ {XV ∪ XT ∪ XW ∪ XC}, i = 1, n (2)

where XV = {XV
h }H

h=1 are discrete random variables corresponding to vulnerabilities, XT =

{XT
k }K

k=1 are discrete random variables corresponding to cyber threats, XW = {XW
m }M

m=1
are discrete random variables corresponding to technogenic threats to energy security
caused by cyber threats and XC = {XC

z }Z
z=1 are discrete random variables corresponding

to consequences.
The graph topology of the proposed model has the form:
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pa(XV
h ) ∈ {XV

h }H−1
h=1 ∪ {XT

k }K
k=1\{XV

h }, (3)

pa(XT
k ) ∈ {XV

h }H
h=1 ∪ {XT

k }K−1
k=1 \{XT

k }, (4)

pa(XW
m ) ∈ {XW

m }M−1
m=1 ∪ {XT

k }K−1
k=1 ∪ {XV

h }H
h=1\{XW

m }, (5)

pa(XC
z ) ∈ {XW

m }M
m=1. (6)

Moreover P = {P(Xi|pa(Xi)) : Xi ∈ X} is a conditional probability distribution for
each variable from X, and if pa(Xi) = ∅, then P(Xi) are a priori probabilities of Xi.

The presented model is aimed at solving the predictive task of analysis and further
assessment of the risk of cyber threats at energy facilities. In this paper, risk is considered
as a probability distribution of damage [23]. This probability distribution corresponds to
the a posteriori probability of a random variable corresponding to each of the simulated
consequences, provided that a certain set of vulnerabilities and threats is implemented,
i.e., P(XC

Z |XV
1 = v1, · · · , XV

f = v f , XT
1 = t1, · · · , XT

l = tl , XW
1 = w1, · · · , XW

S = wS), where

z = 1, Z, XV , XT , XW are nodes with given evidence and v, t, w are observed values of the
evidence variables with v, t, w ∈ [0, 1]. The ThreatNet component is implemented in the
presented model.

2.3. Decision Making Based on a CSA Analysis of an Energy Facility

The scheme in Figure 3 shows the building of a knowledge representation model for
threat vectors in the cyber environment of an energy facility and the stages of the CSA
analysis of the energy facility.

Figure 3. Scheme of analysis stages of the CSA of an energy facility.

The analysis of cyber situational awareness of an energy facility is a rather complex
task combining at least three areas of knowledge: (i) cybersecurity of an energy facility;
(ii) the aspect of energy security associated with the emergence of technogenic threats
(accidents, explosions and fires) due to the possibility of influencing the functioning of
energy units and installations from the cyber environment; and (iii) an assessment of the
current situation and a risk analysis and decision making on securing the assets of the cyber
environment with means of protection. In this regard, three groups of experts have been
identified: (i) specialists in the field of cyber security; (ii) energy experts; and (iii) analysts.

Table 2 presents the conditions for assessing extreme situations in the energy sector
caused by cyber threats.
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Table 2. Conditions for assessing extreme situations in the energy sector caused by cyber threats.

Low Level of Danger Middle Level of Danger High Level of Danger⎧⎪⎨⎪⎩
0 ≤ P(XC

i )Di < l1
0 ≤ P(XC

i ) ≤ 1
0 ≤ Di ≤ Dm

⎧⎪⎨⎪⎩
l1 ≤ P(XC

i )Di < l2
0 ≤ P(XC

i ) ≤ 1
0 ≤ Di ≤ Dm

⎧⎪⎨⎪⎩
l2 ≤ P(XC

i )Di

0 ≤ P(XC
i ) ≤ 1

0 ≤ Di ≤ Dm

The semantic modeling of threat vectors is aimed at identifying critical assets and
formalizing ways to compromise them. The constructed models contribute to a better
understanding and choice of security methods such as secure data links based on VPN,
an emulator of the software operating environment (honeypot), a demilitarized zone for
services and tools, increasing the computer literacy of the organization’s employees, etc.
The task of selecting suitable security metrics is performed by the enterprise. The use
of methods of system analysis and semantic modeling contributes to the selection of the
necessary metrics for security assessment and decision making based on their results.

3. Conclusions

This article presents a study aimed at modeling possible illegitimate actions in the
network and raising awareness about such behavior. Threat vectors to the cyber environ-
ment of an energy facility are built as a chain of possible interrelated events in the cyber
environment under consideration in this regard. A Bayesian belief network allows the
creation of such vectors and observation of the changes in the probability of possible events,
turning them into security incidents.

Within the framework of a three-stage CSA analysis of an energy facility, it is planned
to use topological metrics related to the number of vulnerabilities detected, the number
of vulnerabilities involved in threat vectors, the complexity of their use of cyber threats,
the number of vectors of attack development in the computer network and the amount
of attacks on the target asset vectors. The joint use of safety metrics and approaches to
assessing the adequacy and depth of models used in semantic modeling allow one to better
improve the interaction of people involved in modeling and evaluate the quality of the
resulting subjective model.
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Abstract: The paper considers the problems of estimation and provision of efficiency of rotary-screw
propulsion units (RSP) for snow and swamp-going amphibious vehicles. The performance curves
of fully submerged Archimedes screws of RSP are presented with parameters typical for snow and
swamp-going amphibious vehicles. These parameters were obtained from the results of computer
simulation. For a wide range of performance modes, the impact of particular elements of Archimedes
screws on the general efficiency of the propulsion unit is analysed. According to the results of
analysis of data received, lines of further research will aim to increase the efficiency of RSP when
moving afloat.

Keywords: rotary-screw propulsion units; amphibious vehicles; Archimedes screws

1. Introduction

Taking into account the ongoing reclamation of the Arctic, Siberia and the Far North,
there is an increasing requirement for vehicles that can achieve high flotation over bearing
surfaces such as ice, snow, water, brash ice and broken ice on water, and also over the low-
load-bearing capacity soils, for example, over swamps, silt, liquid mud, etc. [1,2]. In such
exploitation conditions, the snow and swamp-going amphibians with rotary-screw propul-
sion units prove themselves to be the best. When designing them, it is crucially important to
define the optimal proportion of overwater and overland characteristics depending on the
aim of the vehicle, the area of application and the planned region of operation to provide
effective and rational use of it. The overland characteristics of RSP Archimedes screws are
rather well researched. Meanwhile, there are very few data about the overwater charac-
teristics and optimal geometrical parameters for water movement [3–5]. At the present
time, research works on hydrodynamical characteristics of rotary-screw propulsion units
are conducted in the department “Construction and road-building equipment” of Nizhny
Novgorod State Technical University n.a. R.E. Alekseev and department “Truck tractors
and amphibious vehicles” of Moscow Automobile and Road Construction State Technical
University. The research on propulsive characteristics of RSP Archimedes screws with
typical geometrical parameters for snow and swamp-going amphibious vehicles previously
conducted by authors revealed the correspondences of thrust, torque and performance
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indicators for cruising and mooring modes [6–9]. These correspondences are shown in
Figure 1.

Figure 1. Performance curves.

Thrust coefficient
KT =

T
ρ · n2 · D4

Torque coefficient

KQ =
Q

ρ · n2 · D5

Propulsive coefficient

η =
J

2π
· KT

KQ

Advance ratio
J =

va

n · D
Here, T is the propeller thrust (N), Q is the torque of the propeller shaft (N•m), n is the

propeller rotational speed (rpm) and va is the speed of water flow (m/s). The analysis of
visualization patterns of computer simulation results of Archimedes screws hydrodynamics
proved the difficulty of the nature of their interaction with the water area and showed
the essential non-uniformity of load distribution over particular elements. The results
of quantitative analysis of pointed non-uniformity can be seen below. These allow us to
estimate the contribution of Archimedes screw elements to useful thrust and structure of
power loss to Archimedes screw rotation while moving afloat.

2. Representation of Geometrical Models and Statement of the Problem

Figure 2 shows the schemes of simulation objects. The research was conducted for
three models of a three-start Archimedes screw with helix angles 24, 30 and 39 degrees. The
other geometrical characteristics are identical. To determine the possibility of structural
analysis of hydrodynamic interaction with the water area, the surfaces of Archimedes screw
models were separated into elements. During simulation over each element, we registered
the averaged values of thrust in the longitudinal direction and torsion torque, respectively,
to the rotation axis. As a result, the Archimedes screw models consist of eight parts of
helixes located on the basic cylinder of Archimedes screw, as follows: cylindrical helixes;
eight parts of basic cylinder of the Archimedes screw; fore and aft cowls; three input and
three output elements of helixes.
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Figure 2. Schemes of researched models of Archimedes screw.

3. Results of Computer Simulation

These problems were solved with the aid of a computer simulation at the fixed value
of flow speed v = 4 m/s and various values of rotation speeds of the Archimedes screw
in the range n = 200. . . 700 rpm. As a result, the essential dataset was received. Some
visualization patterns of the results of computer simulation are shown in Figure 3.

Figure 4 presents the correspondences of thrust Ti and torque Qi of basic elements
thoroughly brought to the thrust of the entire Archimedes screw and torque, due to the
advance ratio. Different elements can create either thrust or resistance. Because of this, the
values of specific force factors shown in the diagrams in the first case can exceed one. In
the second, the negative quantity is obtained.

Naturally, the main element generating the thrust is the cylindrical part of the helixes
of Archimedes screws. In the entire range of helix angles, their thrust is close to the total
thrust of the Archimedes screw. Meanwhile, with the increase in the advance ratio, the
specific thrust and the torque of the cylindrical part of helixes simultaneously increase.
The second element generating the thrust is the input helixes. On the ascending branch
of efficiency of the Archimedes screw (see Figure 1), their stake in general thrust does not
depend on an advanced ratio and varies in the range 0.5. . . 0.8 (fewer values conform to the
higher values of helix angles). Specific torque lies in the range 0.2. . . 0.3, which reduces with
the increase in the advance ratio. The main factor reducing the hydrodynamical efficiency
of Archimedes screws is the resistance of the aft cowl. Its stake in general thrust increases
with the reduction in the helix angle and the increase in the advance ratio. The critical
excursion of specific resistance of the aft cowl is on the descending branch of efficiency
of the Archimedes screw. The contribution of this element to power loss to Archimedes
screw rotation is insignificant. The correspondences provided show that other structural
elements slightly affect the general efficiency of fully submerged Archimedes screws in a
frontal approach flow.

The results received for thrust and torque distribution in relation to the length of
spiraling of Archimedes screws (Figure 5) are of particular interest. For clear presentation,
the elements of helixes are numbered from fore to aft (the abscissa axis). The values “0”
and “9” correspond to input and output helix elements.
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Figure 3. Visualization patterns of computer simulation of hydrodynamics of fully submerged
Archimedes screw of RSP (v = 4 m/s, n = 500 rpm): (a) helix angle 24 deg; (b) helix angle 30 deg;
(c) helix angle 39 deg.
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Figure 4. Impact of advance ratio on specific thrust and specific torque for frontally approaching flow
to fully submerged Archimedes screw.

The correspondences given show that in the full range of helix angles, there is a
conceptually identical pattern of distribution. In fact, the efficiency area is limited by the
first four elements of helixes, including the input one. The contribution of the other parts
to thrust and useful power is inessential, particularly at high rotation speed (for low values
of advance ratio). The intriguing point is also the discovered effect of changeover of some
helix parts (elements 5. . . 8) to “turbine operation” appearing for high angles of spiraling
(39 degrees).
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Figure 5. Thrust and torque distribution over the length of one helix of Archimedes screw.

4. Summary

According to the results of research on models of fully submerged Archimedes screws
with the most typical geometrical characteristics for snow and swamp-going amphibious
vehicles with rotary-screw propulsion units, the following main conclusions can be drawn:

• In the analyzed typical range of advance ratio J for frontally approaching water flow,
the thrust is generated by input and cylindrical elements of Archimedes screw helixes.
The fore cowl, output elements of helixes and cylindrical part (basic cylinder) of
the Archimedes screw play a small part in thrust generation and input power costs.
The main negative influence on the general thrust of the Archimedes screw has the
resistance of the aft cowl.

• The input power and effective thrust are practically realized only on the input part of
helixes and on the front part of cylindrical helixes with a length approximately equal
to Archimedes screw diameter D.

• Archimedes screws in combination with their high hydrodynamical efficiency give
evidence of the necessity of paying special attention to the construction development
of these elements during the design process.
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5. Conclusions

The observations about the contribution of Archimedes screw elements to its propul-
sive characteristics allows us to consciously form variants of design concepts targeted at
increasing the hydrodynamical efficiency of RSP. As concepts, we can consider the mount-
ing of optional equipment (deflectors, shrouds etc.) changing the behavior of flow around
the particular parts of Archimedes screw and the shaping of cowls, input and output ele-
ments of helixes. While adding the optional equipment to Archimedes screw structure, it is
necessary to design it in such a way that the application of equipment does not disimprove
the overland characteristics of the rotary-screw propulsor. At the present time, the relevant
research continues and the study of hydrodynamics of tandem Archimedes screws with
counterrotation is being conducted.
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Abstract: This paper proposes a robotic system for fruit harvesting, which includes a mobile platform
with a fruit basket, on which a parallel platform is installed, and in the center of the moving platform
a telescopic link is installed for harvesting fruit from trees. Numerical algorithms are developed
for determining the workspace of platforms with a parallel structure, represented as an ordered
set of integers, and for transferring constraints from the platform orientation coordinate space to
the end-effector coordinate space. The limits of the workspace are the permissible ranges of rod
lengths and the condition that there are no singularities or link interference. The results of modeling
are presented.

Keywords: workspace; parallel robot; fruit harvesting

1. Introduction

The last few years have shown a sharp increase in demand for intelligent robots
capable of performing complex tasks without any human intervention in almost all sectors
of the national economy, including the agricultural industry. A lot of research is devoted to
the development of autonomous robots for harvesting, identifying and removing weeds,
spraying chemicals, etc. To date, several such robots have been developed, but most of
them harvest fruits in ways that damage either the fruit or the tree, or both. In recent
years, a number of results have been obtained in the field of robotic harvesting of fruits
and vegetables. In [1], the optimization of robotic harvesting was performed by accurately
determining the position of tomato fruits. In [2], an autonomous system is proposed for
harvesting most types of crops with peduncles. A geometric approach was applied to obtain
the cut point of the stem, based on the determination of the bounding box of the fruit using
a neural network. The proposed architecture of the picking robot has two main modules: a
module for detecting a point suitable for cutting on the stem and a gripping module that
clamps the fruit and cuts the stem. In the article in [3], a prototype of a robot for picking
apples was developed and tested. The robot was tested using a spin–pull apple picking
pattern. The success rate for harvesting with the spin–pull scheme was 47.37% in the field
and 78% in a simulated orchard, with a harvest cycle time of 4 s. The level of stem damage in
the field garden was 11.11%. The developed picking prototype realized the task of picking
apples, with a competitively short harvest cycle time. In [4], mathematical modeling of
mechanical output link connections was carried out by analyzing the movement of the
harvest, whereby the coordinates of the target fruits were parsed and analyzed in the
context of a mathematical model for accurate location and harvesting. An autonomous
system that harvest most types of agricultural fruit crops is discussed in [2]. The proposed
grip is attached to a robot that uses the Robot Operation System. The installation was tested
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in laboratory conditions on various artificial plants. The method of apple harvesting using
vacuum cups is discussed in [5]. The mechanical arm has four suction cups that deform
over the surface of the apple. The parameters of the mechanical arm were determined,
and laboratory tests were carried out. The article in [6] proposes a progressive analytical
approach to the design and optimization of a citrus harvesting machine with a canopy.
The approach was formulated using finite element methods (FEM) to find the optimal
design parameters of the machine. The design parameters were determined in terms of
the configuration (or stiffness) of the shaking rods and two operating parameters: the
shaking frequency and the shaking amplitude. The formulated methodology consists of
determining the properties of wood, the statistical modeling of tree branches, developing
mechanical models, and performing optimization using FEM modeling. The proposed
methodology uses quantitative estimation of objective functions, as well as Pareto search
methods to find optimal constructions. In this study, three sets of device parameters were
proposed to minimize tree damage and maximize fruit removal. These optimal parameters
were proposed based on the configuration and distribution of the branches and fruits of a
medium-sized tree.

Workspace determination is an important issue for robot design. Geometric and
discrediting methods are used to determine the workspace. Geometric methods provide
an accurate description, but they are applicable only to the simplest robots (some planar
and the simplest spatial ones). The result obtained is an accurate analytical description
of the workspace. Disadvantages: it is difficult to take into account all the constraints,
and the result obtained is difficult to apply when planning the trajectory. A relatively
simple definition of the workspace is possible for some robots, such works were carried
out by Clavel [7] and Di Gregorio [8] for the Delta robot, Alizade [9] and Arun [10] for
spherical robots, and Husty [11] for planar parallel robots. Discretization methods consist
of determining a certain number of acceptable robot positions that form grid nodes. The
calculation process is extremely time-consuming, but the results are easy to apply to
trajectory planning. This method has been developed by many researchers, especially
the work of Chablat [12]. In [13], we consider the non-uniform covering method for
approximating the set of solutions to a system of nonlinear inequalities, as well as the
application of this method to determine the workspace of some types of planar robots. In
this paper, we solve the problem of determining the workspace of a robotic platform for
fruit harvesting using the method of non-uniform covering and converting the covering set
into a partially ordered set of integers [14].

2. Mathematical Model of RS

Consider the design of a fruit harvesting robotic system (RS) for harvesting fruit, the
3D model of which is shown in Figure 1a. The RS includes a mobile platform with a basket
for picking fruit, on which a parallel mechanism is installed [15]. In the center of the moving
platform, a telescopic link is installed for accessing fruits at high altitude.

The parallel mechanism consists of three drive RRPS-type kinematic chains and a
central kinematic chain with a spherical joint rigidly connected to the fixed and movable
platforms. Thus, the required rotation of the movable platform in all axes relative to the
joint center C is provided by changing the lengths li of the AiBi rods. The fixed platform
A1 A2 A3 and the moving platform B1B2B3 of the mechanism are regular triangles with radii
R1 and R2, respectively.

The input coordinates are the lengths of the drive links l1, l2, l3, the output coordinates
are the coordinates of the point P of the end-effector xp, yp, zp. The point P is located at
a distance lt from the center of the moving platform. Workspace determination has two
stages. The first stage is determining the set of acceptable values of the angular coordinates
of the moving platform relative to the joint C. The second stage is determinng the set of
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coordinates P of the end-effector for these values. The coordinates of P in the moving
coordinate system X2, Y2, Z2:

P(2) = [ 0 0 (lc2 + lt) 1 ]T (1)

Figure 1. Conceptual design of the RS for fruit harvesting: (a) 3D model, (b) design scheme of the
robotic platform.

The coordinates of the point P can be calculated in the fixed coordinate system X1Y1Z1

P = M2_1P(2) (2)

where M is the transition matrix from the moving coordinate system X2Y2Z2 to the station-
ary system X1Y1Z1, which includes displacements along the X1, Y1, Z1 axis and rotation
using Euler angles α, β, γ, taking into account the orientation of the platform.

M2_1 =

⎡⎢⎢⎣
CαCγ − CβSαSγ −CαSγ − CβCγSα SαSβ O
CγSα + CαCβSγ CαCβCγ − SαSγ −CαSβ O

SβSγ CγSβ Cβ lc1

0 0 0 1

⎤⎥⎥⎦ (3)

where Ca = cos α, Sa = sin α, Cβ = cos β, Sβ = sin β, Cγ = cos γ, Sγ = sin γ.
After the transformation, taking into account (1)–(3), we obtain

P =

⎡⎢⎢⎣
SαSβ(lc2 + lt)
−CαSβ(lc2 + lt)
lc1 + Cβ(lc2 + lt)

1

⎤⎥⎥⎦ (4)

Let us introduce restrictions on the geometrical parameters of the mechanism

lmin ≤ lt ≤ lmax (5)

where lmin,lmax are determined by the design parameters of the mechanism; li is the length
of the i-th rod

li =
√
(xBi − xAi)

2 + (yBi − yAi)
2 + (zBi − zAi)

2 (6)
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where xAi, yAi, zAi, and xBi, yBi, zBi are the coordinates of the centers of the joints Ai and Bi,
respectively, in the fixed X1, Y1, Z1 coordinate system. We can now define the coordinates
of the joints Bi in the moving coordinate system X2Y2Z2.

B(2)
1 =

⎡⎢⎢⎣
R2
0

lc2
1

⎤⎥⎥⎦, B(2)
2 =

⎡⎢⎢⎣
0.5R2

0.5
√

3R2
lc2
1

⎤⎥⎥⎦, B(2)
3 =

⎡⎢⎢⎣
−0.5R2

−0.5
√

3R2
lc2
1

⎤⎥⎥⎦ (7)

Let us express the coordinates of the joints Bi in the X1, Y1, Z1 coordinate system,
taking into account (3) and (7)

B1 = M2−1B(2)
1 =

⎡⎢⎢⎣
R2
(
CaCγ − CβSaSγ

)
+ lc2SaSβ

R2
(
CγSa + CaCβSγ

)− lc2CaSβ

lc1 + R2SβSγ + lc2Cβ

1

⎤⎥⎥⎦, (8)

B2 = M2−1B(2)
2 =

⎡⎢⎢⎢⎢⎢⎣
0.5R2

(
CaCγ − CβSaSγ −√

3CaSγ −√
3CβCγSa

)
+ lc2SaSβ

0.5R2

(
CγSa + CaCβSγ +

√
3CaCβCγ −√

3SaSγ

)
− lc2CaSβ

lc1 + 0.5R2

(
SβSγ +

√
3CγSβ

)
+ lc2Cβ

1

⎤⎥⎥⎥⎥⎥⎦, (9)

B3 = M2−1B(2)
3 =

⎡⎢⎢⎢⎢⎢⎣
0.5R2

(
CβSaSγ +

√
3CaSγ +

√
3CβCγSa − CaCγ

)
+ lc2SaSβ

0.5R2

(√
3SaSγ − CγSa − CaCβSγ −√

3CaCβCγ

)
− lc2CaSβ

lc1 − 0.5R2

(
SβSγ +

√
3CγSβ

)
+ lc2Cβ

1

⎤⎥⎥⎥⎥⎥⎦, (10)

We define the coordinates of the joints At in the fixed coordinate system X1, Y1 Z1:

A1 =

⎡⎢⎢⎣
R2
0
0
1

⎤⎥⎥⎦, A2 =

⎡⎢⎢⎣
0.5R2

0.5
√

3R2
0
1

⎤⎥⎥⎦, A3 =

⎡⎢⎢⎣
−0.5R2

−0.5
√

3R2
0
1

⎤⎥⎥⎦. (11)

Thus, substituting (8)–(11) in (6), we obtain an analytical dependence of the form
li = f (α, β, γ).

At the same time, we should take into account the presence of singularities in the
mechanism, which significantly increase the dynamic loads on the links and cause the robot
to lose control. We consider the method proposed in [16] to determine singularities, based
on the analysis of the Jacobi matrix, whose determinant has the form

det(JA) =

⎡⎢⎢⎣
∂l1
∂α

∂11
∂β

∂11
∂γ

∂12
∂α

∂12
∂β

∂12
∂γ

∂13
∂α

∂13
∂β

∂18
∂γ

⎤⎥⎥⎦, (12)

where li is defined taking into account the formulas (6), (8)–(11). Due to the cumbersome
nature of the obtained formulas for each of the elements of the determinant, we give only
the first one

∂l1
∂α

=
−(2s1(s2 − R1)− 2s1s2)

2
((

lc1 + lc2Cβ + R2SβSγ

)2
+ (s2 − R1)

2 + s2
1

)0.5 (13)
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where s1 = R2
(
CγSα + CαCβSγ

)− lc2CαSβ, s2 = R2
(
CαCγ − CβSαSγ

)
+ lc2SαSβ

The condition for the presence of singularities has the form det(JA) = 0. It is necessary
to ensure that the determinant of the Jacobi matrix is constant in sign to exclude singularities
from the workspace. One of the following conditions must be added (5): det(JA) < 0 or
det(JA) > 0, depending on the sign of the determinant.

We should also take into account the restriction associated with ensuring the orienta-
tion of the platform at which the telescopic link is directed up, since the orientation of the
platform at which the telescopic link is directed down is not excluded by condition (5).

zp > lc1 (14)

The exclusion of link interference can be taken into account using the method described
earlier by the authors in [17]. Thus, taking into account the link interference and other
restrictions in accordance with (5), (12), and (14), the workspace in the coordinate space of
the orientation of the moving platform of the parallel mechanism can be determined. The
covering set of the workspace is obtained using the methods described in [13], and then
transformed into a partially ordered set of integers [14].

3. Transferring Constraints to the Coordinate Space of the End-Effector

We can calculate the set of positions of the end-effector using formula (4). In this case,
the telescopic link due to extension is an interval

lt,min ≤ lt ≤ lt,max (15)

Using the representation of the workspace as a partially ordered set of integers, we
define set B of coordinates of the end-effector P in the space of integers. For this purpose,
an algorithm is developed based on a modification of Bresenham’s algorithm [18]. In [19], a
modification of the algorithm was proposed for the three-dimensional case, but the coordinates
of the beginning and end of the segments belong to the space of integers, which leads to
a displacement of the segment and set B (Figure 2). Cells that intersect the orthosis are
highlighted in red for coordinates represented as integers, yellow for coordinates represented
as real numbers, and orange for both cases. As you can see from the figure, the application of
integer coordinates does not allow us to accurately determine set B.

Figure 2. Offset of a segment of the trajectory depending on the initial data.

We modify Bresenham’s algorithm, taking into account the use of initial data belonging
to the three-dimensional space of real numbers (coordinates x1, y1, z1 , y1, z1 of the end-
effector at lt,min and x2,y2, z2 at lt,max). In this case, the coordinates must correspond
to the covering set of the workspace, represented as a partially ordered set of integers,
respectively. They must be obtained taking into account the accuracy of the approximation
δ using formula (4)

x1 =
saSβ(lc2 + lt,min)

Δ
, y1 =

−caSβ(lc2 + lt,min)

Δ
, z1 =

lc1 + Cβ(lc2 + lt,min)

Δ
(16)
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x2 =
saSβ(lc2 + lt,max)

Δ
, y2 =

−caSβ(lc2 + lt,max)

Δ
, z2 =

lc2 + Cβ(lc2 + lt,max)

Δ
(17)

The pseudocode of the modified Bresenham algorithm proposed by the authors is
presented in [20].

4. Simulation Results

Let us perform a computational experiment. For this purpose, a software package
was developed in the C++programming language. Parallel calculations were implemented
using the OpenMP library. The visualization of link interference was performed using
a developed Python script (Matplotlib and JSON libraries). The visualization of three-
dimensional results was performed by exporting an ordered set of integers describing the
work domain to the STL format. Simulation was performed for the following parameters:
R1 = 300 mm, R2 = 200 mm, lmin = 360 mm, lmax = 600 lc1 = 500 mm, lc2 = 0 mm, lt,min
= 500 mm, link diameter Dlink = 20 mm, and minimum angle between links φmin = 10◦.
The workspace in the coordinate space α, β, γ of the moving platform orientation, without
taking into account singularities, is shown in Figure 3a. Figure 3b shows the workspace in
the coordinate space of the end-effector xP, yP, zP.

Figure 3. Platform workspace: (a) in coordinates (α, β, γ), (b) (xp, yp, zP), mm*103.

The workspace was determined both with the positivity condition (Figures 4a and 5a)
of the determinant and with the negativity condition (Figures 4b and 5b) to select the
sign in the sign-constant condition of the determinant of the Jacobi matrix, in order to
exclude singularities.

Figure 4. The workspace of the platform in coordinates (α, β, γ): (a) with a negative sign of the
determinant of the Jacobi matrix, (b) with a positive sign.
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Figure 5. The workspace of the platform in coordinates (xp, yp, zP), mm*103: (a) with a negative sign
of the determinant of the Jacobi matrix, (b) with a positive sign.

Figures 4 and 5 show that the workspace in the coordinate space (α, β, γ) is divided
into two parts, but the workspace in the coordinate space (xP, yP, zP) practically coincides
for different signs of the Jacobi matrix determinant. In both cases, the central zone in which
the determinant of the Jacobi matrix is zero is excluded from the workspace. Thus, if the
design of the RS gripper and fixing of the fruit harvesting tube will ensure fruit harvesting
at any orientation of the end-effector, then both the condition of positivity and negativity of
the determinant of the Jacobi matrix can be chosen. It is revealed that for the given initial
data for modeling, there is no link interference. We will increase the ranges of changes in
the length of the rods while maintaining the ratio lmin/lmax = 0.6 to ensure sufficient space
inside the rod to accommodate ball–screw pairs. When the dimensions are increased to
lmin = 420 mm, lmax = 700 mm, there is interference of the central kinematic chain on the
moving platform (Figure 6).

Figure 6. Examples of interference between a central chain and a moving platform.

Increasing the length of the rods allows us to increase the volume of the workspace,
but it is important to exclude the interference zones of links from the workspace.

5. Conclusions

Effective numerical methods and algorithms for determining the workspace in the
coordinate space of the orientation of the moving platform and the position of the end-
effector, taking into account the singularities and interference of the links, are developed
and tested for the proposed platform, which is part of the RS for fruit harvesting. It is
revealed that if the design of the RS gripper and fixing of the fruit harvesting tube ensures
fruit harvesting at any orientation of the end-effector, then both conditions of positivity and
negativity of the determinant of the Jacobi matrix can be chosen to exclude singularities. It
is shown that the presence of link interference depends on the value of the range of changes
in the length of the rods. As part of future research, the task of optimizing the geometric
parameters of the platform will be performed, taking into account the compactness of the
design and providing the required workspace.
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Abstract: The work is devoted to the study of methods that are used to control the movement
of an object along a given trajectory. A control method involving an accurate internal model is
proposed. This internal model was built on the basis of the object’s mathematical model and real
object, performed by artificial neural networks. For a limited period of time the model is able to
determine the object state without surveillance system usage. The dynamic model of an unmanned
vehicle was obtained by method developed at the Robotics Center of the FRC CSC RAS. This method
acquires experimental data and performs model identification by means of a neural network. The
trajectory is a set of spatial points generated by the developed real unmanned vehicle simulator.
The control was carried out on the basis of PID-controller and model predictive control method.
The comparison of control methods for a real and virtual unmanned vehicles was conducted in the
simulator developed. The results of field experiments, during which control by internal model was
applied, are presented.

Keywords: identification; unmanned vehicle; path tracking

1. Introduction

Unmanned vehicles control from the initial state to the final one should meet the
desired quality requirements. At the same time, it is necessary to synthesize such control
laws that ensure the achievement of the control goal in the wide class of the uncertainty of
vehicle’s dynamics. To synthesize the required control laws, the unmanned vehicles control
system simulation should be performed. A mathematical model of a real system can be
obtained with the help of well-known identification methods [1,2]. Herein the following
system identification methods are used, ARMAX (autoregressive moving average models
with exogenous inputs) and NARMAX (non-linear ARMAX). These methods allow to
obtain linear and non-linear polynomial functions that model the relationship between
the perception of the robot sensor and its motor response. These methods are extended to
neural network structures [3] and are successfully applied to non-linear unmanned vehicles.

One of the approaches in the field of unmanned mobile systems, such as unmanned
vehicles operating in automatic mode, is aimed at the development of non-linear control
laws for real time trajectories tracking [4–6].

Unmanned vehicles’ real-time trajectory control is usually divided into three sub-tasks,
trajectory generation, position determination, and trajectory tracking.

This paper presents the results of model identification of a real unmanned vehicle.
Kinematic equations of unmanned vehicle describe mass center position (x, y) and direction
of movement (θ). These parameters depend on linear velocity (v) and rotation angle of
front wheels (α). Unmanned vehicle and its kinematic movement control scheme are
presented in Figure 1.
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Artificial neural networks belong to modern model identification methods used in
robotics. Combined with differential equations, ANNs provide satisfying results in real
non-linear dynamics systems identification.

(a) (b)
Figure 1. Unmanned vehicle (a) and its kinematic movement control scheme (b).

The article presents a formal statement of the model identification problem. A univer-
sal strategy for its solution that uses ANNs is proposed. The obtained model, or so-called
the internal one, is applied in a special simulator developed to automate path generation
and the process of obtaining the state of the unmanned vehicle that is conducted in selected
control methods in case of some parametrical changes.

2. Unmanned Vehicle Model Identification

The unmanned vehicle (UV) is built on the basis of an automobile chassis on a scale
of 1:10, has a weight of 1.5 kg and can reach speed up to 10 m/s. The appearance of the
UV is shown in Figure 1a. The front wheels of the UV implement steering, the rear ones
monitor the state of the robot. Figure 1b shows the kinematic movement control scheme of
the unmanned vehicle, where x, y refer to the coordinates; α is the angle of front wheels
rotation; θ is the UV orientation relative to the x axis; L is the distance between the front and
rear axes of the robot; and R is the base point located in the center of the robot’s rear axis.

Experimental data on the vehicle movement was obtained according to a special
technique developed in the Robotics Center of the FRC CSC RAS.

The vehicle model consists of hybrid finite-difference equations of the following form

x(k) =

⎡⎢⎢⎣
x(k)
y(k)
θ(k)
v(k)

⎤⎥⎥⎦ =

⎡⎢⎢⎣
x(k − 1) + Δtv(k − 1) cos(θ(k − 1))
y(k − 1) + Δtv(k − 1) sin(θ(k − 1))
f θ(v(k − 1), θ(k − 1), u(k), ω(k), Δt)
f v(v(k − 1), θ(k − 1), u(k), ω(k), Δt)

⎤⎥⎥⎦, k = 1, . . . , K, (1)

where x(k) is a state vector,

x(k) =
[
x(k) y(k) θ(k) v(k)

]T
=
[
x(k) y(k) u(k)

]T , (2)

v(k) is the velocity of the object, θ(k) is the UV orientation relative to the x axis, ω(k) is
the component of control for orientation θ(k), u(k) is the component of control for linear
velocity v(k), Δt is the time span, f θ(v(k − 1), θ(k − 1), u(k), ω(k), Δt) and f v(v(k − 1),
θ(k − 1), u(k), ω(k), Δt) are the outputs of a neural network, K is the number of con-
trol steps.

Object movement is determined by orientation θ(k) and velocity v(k) being predicted
by neural network. The inputs of the neural network include orientation and speed control
signals ω(k) and u(k) along with the previous state of orientation θ(k − 1) and velocity
v(k − 1). At the output, we obtain the current values of orientation θ(k) and velocity v(k).
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The neural network has the following structure

z(l) = ϕ(l)
(

W(l)z(l−1) + z
(l)
0

)
, l = 1, . . . , L, (3)

where z(l) is the output vector of layer l, ϕ(l)(s) is a vector activation function of layer l,
W(l) is a weight matrix of layer l, W(l) =

[
w(l)

i,j

]
, i = 1, . . . , nl , j = 1, . . . , nl−1,

dimW(l) = nl × nl−1, z
(l)
0 is a bias of l, z

(l)
0 =

[
v(k − 1) θ(k − 1) u(k) ω(k) Δt

]T ,

L is the number of layers, z(L) =
[
θ(k) v(k)

]T , n0 = 5, nL = 2.
Activation function ϕ(l)(s) is applied to each component of the state vector

ϕ(l)(s) =
[

ϕ
(l)
1 (s1) . . . ϕ

(l)
nl (snl )

]T
.

The sought-for parameters of the neural network include the components of the
weight matrix and bias of each layer. The total number of the parameters sought is
∑L

l=1 nl(nl−1 + 1).
The quality criterion for neural network parameter optimization is the root-mean-

square error of state prediction (2)

K

∑
k=1

‖zL(k)− u(k)‖2 → min . (4)

For the experiments the following neural network was used: L = 4, n0 = 5, n1 = n2 =
n3 = 64, n4 = 2. All layers but the last used ReLu as activation function. To find the vector
of optimal neural network parameters the stochastic gradient descent method ADAM was
used [7].

To collect the required amount of data in the entire robot operating control range,
VISLAM system was used. This system is based on RealSense t265 camera, that records
data on control and state vectors at frequency of 20 Hz.

Figure 2 shows a trajectory obtained from a training sample (the light dotted line) and
a trajectory obtained by internal model (1) with a neural network (the solid line).

Figure 2. The trajectories of the vehicle movement on the plane {x, y}.

Figure 3 depicts the change of state vector components v(t) and θ(t) over time. The
light line shows the movement of a real vehicle, the solid one corresponds to the movement
according to the model (1), and the dotted line corresponds to control components.
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Figure 3. The change of state and control components over time.

3. Trajectory Tracking Scheme

To implement motion control along the trajectory, it is necessary to solve the control
synthesis problem [8] and represent control as function that depends on the coordinates
of the state space. In the majority of cases, a trajectory tracking error is calculated and a
control signal, that works out this error, is set.

Depending on the task, the desired trajectory is set as a sequence of points on a plane
or in three-dimensional space, and instead of calculating the distance to the trajectory,
the distance to the points of the desired trajectory is determined. The block diagram of
the unmanned vehicle control system, in which either PID-controller or model predictive
control is used, is shown in Figure 4.

Figure 4. Block diagram of an internal model control system.
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4. Controllers

4.1. Closed-Loop Control

In the steering control loop of the vehicle a P-controller was used. The control signal
had the following form

α = arctan
Lω

v
, (5)

where L is the distance between the axes of the robot, v and ω is the linear and angular
velocities of the robot,

ω =
vk(s) cos(θe)

1 − k(s)e
− kθ | v | θe −

(
kev

sin(θe)

θe

)
e, (6)

where k(s) is a path curvature, θe is an error in motion direction, e is a position error, and kθ

and ke are controller coefficients.
Figure 5 shows the results of tracking the desired trajectory using P-controller and an

internal model. The dashed line shows the desired trajectory, and the solid line shows the
trajectory that has been tracked. The dots mark the constraints in the form of gates.

Figure 5. The movement along the trajectory with the help of internal model and P-controller.

4.2. Model Prediction Control

Predictive control is an optimization strategy that has a variety of advantages, such
as accounting constraints imposed on system’s state and control signals, and ability to
work with non-linear objects. The optimal trajectory is the solution to the optimization
problem. Predictive control includes object simulation under various control actions that
ensure current problem solution, for example, bypassing the obstacles or passing through a
gate. Among the resulting set of trajectories, one trajectory is selected according to some
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criterion. As a criterion, the squared error of achieving the goal and the squared control
signal with some weighting factors are often used

J =
L

∑
i=1

wx(ri − xi)
2 +

L

∑
i=1

wuΔu2
i , (7)

where wx and wu are weights, ri is a desired trajectory, xi is a manipulated variable, ui is a
control signal, L is a control horizon.

The goal of predictive control lies in sequential search for optimal control strategy for
a certain time interval that is called control horizon. Each time the first step of the strategy
found is the only one applied. This step completed, the prediction horizon is being shifted
and new optimization starts.

Online optimization taking place at every step has became possible due to the avail-
ability of high-performance computing facilities embedded on the vehicle’s board.

For the control object model (1) and the prediction horizon value equal to 8, the desired
and obtained trajectories are shown in Figure 6.

Figure 6. The movement along the trajectory with the help of internal model and model predic-
tion control.

5. Results

To study the approaches proposed, an environment for unmanned vehicles simulation
based on ROS1 and ROS2 operating systems, has been developed.

Experimental comparison of control methods that apply internal model for real-time
control was conducted, with the problem of unmanned vehicle trajectory tracking served
as experimental domain. The control was carried out on the basis of P-controller and
model predictive control (MPC). The results of field experiments are shown in Table 1.
The difference between the length of the desired trajectory S1 and the length of the path
S2 covered under different velocity v was used as a comparison criterion. The desired
trajectory length was 67.4 m.
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Table 1. Results of field experiments.

Experiment Number Speed v, m/s
Deviation When Using

P-Controller S1, m
Deviation When Using

MPC S2, m

1 1.41 4.4 3.5
2 1.12 2.1 1.9
3 0.88 1.6 1.7

According to the experiments the following conclusions may be performed:

1. Control based on P-controller is distinguished by the possibility of using relatively
simple controllers;

2. With both control methods being used at high vehicle speeds, the deviation from the
trajectory increases significantly;

3. High speeds can be achieved if controller parameters are fine-tuned or in case of
applying an intelligent P-controller that adapts to the speeds and curvature of the
trajectory;

4. High-performance computers are needed for MPC.
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Abstract: The paper considers the problem of modelling the distribution of data with noise in the
input data. In this paper, we consider encoders and decoders, which solve the problem of modelling
data distribution. The improvement of variational autoencoders (VAEs) is discussed. Practical
implementation is performed using the Python programming language and the Keras framework.
Generative adversarial networks (GANs) and VAEs with noisy data are demonstrated.

Keywords: machine learning; deep learning; autoencoders; generative adversarial network; MNIST

1. Introduction to Variational Autoencoders

An autoencoder is a special architecture of a neural network, applying unsupervised
learning using the backpropagation method. In other words, it is a neural network that
has been trained to copy its input to output. The network consists of two parts: encoding
functions z = E(x, θE) and decoding function x̂ = D(z, θD) [1]. Figure 1 demonstrates
an example of an autoencoder with three hidden states. In the learning process, the
autoencoder tries to learn the identical function x̂ = D(E(x)) by minimizing some loss
function L(x̂, x). The solution to minimizing the factor can be consider as

[θE, θD] = arg min L(x̂, x), (1)

where θE and θD are the weights of the encoder and decoder, respectively.

Figure 1. Autoencoder with three latent states.

There are many types of autoencoders: downscaling, where the dimension of z is less
than of the input one; sparse, where a penalty is added to the loss function for large values
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of the latent representation z, etc. The main idea of autoencoder theory is the conjecture on
the concentration of data in the neighbourhood of some low-dimensional manifold. Any
autoencoder training procedure involves a compromise between two goals:

1. Training the latent representation z of the training sample x such it can be accurately
reconstructed from z using the decoder. However, there is one critical factor: x must
be chosen from the training dataset. This means that the autoencoders must not
reconstruct xwhich are not possible with respect to the probability function.

2. Satisfaction of the constraints or regularizing penalty.

These two requirements force the latent representation to capture information con-
cerning the structure of the distribution which generates the data. If we consider an image
as an input, then it is obvious that not all pixels carry useful information, most of them are
noise. For example, if you search for some object in the image, then the informative pixels
are only those that form the desired object. Furthermore, if we consider the image of an
object in a certain neighbourhood, then it can also be considered an object.

The main problem with these models is predicting a sample from the original sample
based on its hidden representation; however, this is inconvenient since there is no knowl-
edge of how much confidence was predicted. In other words, each sample has a hidden
representation that can be depicted in some space, but we do not know if neighbourhood
of this point is still an object similar to the predicted one. The solution to this problem is
not to predict a sample, but some distribution of the latent variables.

As noted above, z is a vector of hidden variables that defines an object x from the
sample [2]. Let P(x) be a distribution function of the initial data, P(z) denotes the latent
factor distribution density, and P(x | z) is the image probability distribution for given latent
factors. Then the data generation process can be expressed as [3]:

P(x) =
∫
z

P(x | z)P(z) dz.

Let P(x | z) be the sum of some generating function f (z) and noise ε. We parametrize
the generating function f (z, θ) by the vector θ in some space Θ, where f : Z × Θ → X.
Then the generation process takes the following structure:

P(x, θ) =
∫
z

[ f (z, θ) + ε]P(z) dz. (2)

If we assume that the optimization is being carried out according to the L2 metric,
then the noise is normally distributed ε ∼ N (0, σ2E), and we obtain

P(x | z, θ) = N (x | f (z, θ), σ2E),

where f (z, θ) is modelled by a neural network, E is the identity matrix, and σ2 is a positive
scalar.

Next, the parameters θ must be found to guarantee the maximum likelihood estimation
in order to maximize the probability of occurrence for objects of the sample P(x). In practice,
for most z, the probability P(x | z) tends to zero, and therefore, it contributes almost nothing
to the estimate of P(x). The key idea of the variational autoencoders (VAEs) is to try and
find values of z which lead to x, enabling the calculation of the probability estimate P(x) on
x. To this, introduce a new function, Q(z | x), must be introduced which can take values of x
and construct a distribution for z that leads to x. The main hypothesis is the cardinality of a
set with “good” z is much smaller than the cardinality of the set for all z. This distribution Q
can be trained to assign high-probability values to those z that are highly likely to generate
x. However, instead of maximizing (2), we need to maximize Ez∼Q[ P(x | z) ].
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We then write the Kullback–Leibler divergence between the Q(z | x) and P(x | z) dis-
tributions as follows

DKL[ Q(z | x) ‖ P(z | x) ] = Ez∼Q[log Q(z | x)− log P(z | x)],

where P(z | x) is the real probability distribution of hidden factors for a given x. Next, by
applying the Bayes formula to P(z | x), we obtain

DKL[ Q(z | x) ‖ P(z | x) ] = Ez∼Q[log Q(z | x)− log P(x | z)− log P(z)] + log P(x). (3)

In the expression in (3), log P(x) does not depend on z, so it leaves the mathematical
expectation. Next, let us obtain one more Kullback–Leibler divergence

DKL[ Q(z | x) ‖ P(z | x) ] = DKL[ Q(z | x) ‖ log P(z) ]−Ez∼Q[log P(x | z)] + log P(x). (4)

The expression in (4) holds true for any Q(z | x) and P(z | x). By applying permutations
to the terms of the equation, one can obtain the following expression

log P(x)− DKL[ Q(z | x) ‖ P(z | x) ] = Ez∼Q[log P(x | z)]− DKL[ Q(z | x) ‖ log P(z) ]. (5)

In Formula (5), the Q(z | x) is the encoder and P(z | x) is the decoder, and these
distributions are modelled by a neural network; therefore,

Q(z | x) = Q(z | x, θE), P(z | x) = P(z | x, θD),

where θE and θD are the weights from Formula (1). The goal of training a VAE is to
maximize P(x). The right-hand side of (5) can be optimized by gradient methods. On the
right, the first term denotes the quality of prediction x by the decoder from the values of
the hidden variables z, and the second term is the Kullback–Leibner divergence between
P(z) and Q(z | x). Let us predict Q as a normal distribution with the following parameters,

Q(z | x, θE) = N ( μ(x, θE), Σ(x, θE)),

where μ(x, θE) is the mathematical expectation, and Σ(x, θE) is the covariance matrix. That
is, the encoder for each x predicts two values: the mathematical expectation μ and the
covariance matrix Σ. In other words, the encoder predicts some normal distribution. It
is necessary for the distribution of Q(z | x) to be similar to a normal distribution, that is,
the Kullback–Leibner divergence tends to 0, and the quality of the data generated by the
decoder is maximized. This means that two loss functions are used in the implementation
of the model

DKL[ Q(z | x, θE) ‖ N (0, E) ],

||x − f (z)||,
where x is the true data sample, and f (z) = D(E(x)) is the predicted data by the VAE.

Here, random values z ∼ Q(z |x , θE) are taken and passed to the decoder. It is
impossible to propagate errors through random values directly, so the reparametrization
trick is used. This method is based on the following formula:

N (μ(x , θE), Σ(x , θE)) = μ(x , θE) + Σ(x , θE) · N (0, E),

where μ(x , θE) is the expected value, Σ(x , θE) is the covariance matrix, and N (0, E) is a
standard normal multivariate distribution (visualization in the Figure 2).
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Figure 2. Block diagram of a variational encoder (VAE) architecture.

2. Generative Adversarial Networks

VAEs compare the original and generated objects based on the mean squares error
and binary cross entropy if the labels are given as the input: this is a poor comparison.
This disadvantage manifests to a lesser extent in another approach, generative adversarial
networks (GANs). The overall goal of a GAN is to synthesize new data that has the same
distribution as the training set.

There are two neural networks in the GAN model—generator and discriminator [4].
These models are trained in turn. After the model weights are initialized, the generator
generates images, initially this is noise. After several iterations of training the generator, the
discriminator starts working and the generator stops training. This network distinguishes
differences between real images and images synthesized by the generator, and predicts
whether the image is original or generated (0 if false, 1 if true). Networks have been
trained to learn to solve their problems. Two networks play an adversarial game, where
the generator learns to obtain its output and fool the discriminator. Discriminator detection
becomes better at detecting synthesized images. The generator creates random numbers
from a given distribution P(z) and generates objects Xp = G(z, θg) from them, used as
the input of the second network. The discriminator receives the objects from the training
sample Xs and objects created by the generator Xp as the input; subsequently, it learns to
predict the probability whether that particular object is real, giving the scalar D(z, θd). Let
the generator be represented as a mapping G(z, θg), where G is a differentiable function,
and θg are generator parameters. The discriminative model D(z, θd) is presented, the model
predicts if the input is real from the training set or synthesized by the generator, where θd
are the discriminator parameters [5].

Figure 3 shows the following: (Left) the training phase of the discriminator is shown:
the gradient (red arrows) only flows from the loss function to the discriminator, where θd
(green) is updated to reduce the loss function. The gradient from the right side of the loss
function (object identification error) flows to the generator, only updating the θg generator
weights (green) towards increasing the probability of the discriminator to make an error.
During the training of the two models, it is necessary for the discriminator D to maximize
the probability of correctly identifying objects using the training and generated samples,
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enabling the generator G to minimize log (1 − D(G(z))). In other words, it is necessary to
reach the next criterion (see Figure 3)

min
G

max
D

V(D, G) = E
x∼pdata

[logD(x)] + E
z∼pz

[log(1 − D(G(z)))].

Generally, the task of training the discriminator and generator is not to find the local
or global minimum of a function, but to find an equilibrium point. In game theory, this
point is called the Nash equilibrium point, where both players no longer benefit, although
they follow the optimal strategy [6].

Figure 3. GAN training scheme.

3. Practical Implementation

The implementation of the described generative models is demonstrated using Python
and the Keras framework [7–9]. In the first stage, data generation based on the VAE and
GANs on the MNIST (Modified National Institute of Standards and Technology database)
dataset is demonstrated [10]. MNIST is a well-known dataset for handwritten numbers.

The encoder architecture used two convolution layers and three fully connected layers.
For the encoder, except the output, the activation function was ReLU and the output is
sigmoid. The size of the hidden variables was 2. The decoder used a fully connected layer
and three layers of transposed convolutions. Furthermore, the decoder output is sigmoid.
Let us move on to the GAN architecture. The generator used a fully connected layer, a 2D
convolution layer, and upsampling. The discriminator used a fully connected layer, 2D
convolution, max pooling, and flattening [11].

Figure 4 shows an example of data generation. The image shows that the autoencoder
performing as expected; however, the contours of the images are very blurry and some
numbers are very similar (this is due to the similar hidden representation of these objects).
Let us add noise to the data resulting in the following: neither the VAE nor the GAN
are robust models. It is worth noting that the noise has a normal distribution with a
mathematical expectation of 0 and a variance of 0.1. Figure 5 shows that in the presence of
noise, data generation does not give the necessary results [12].
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Figure 4. (a) Original MNIST dataset. (b) Synthesized images after autoencoder training. (c) Synthesized
images by the GAN generator.

Figure 5. (a) Original MNIST dataset with noise. (b) Synthesized images after autoencoder training.
(c) Synthesized images by the GAN generator.

4. Conclusions

This experiment shows that generative models demonstrate good results with pure
data; however, if noise is added to the original sample, the results become unpredictable.
To solve this problem, conditional generative models can be considered. In the case of GAN,
one can consider their improvements: DCGAN and WGAN. DCGAN is a modification of
the GAN algorithm based on convolutional neural networks (CNN). The task of finding
a convenient representation of features on large volumes of unlabelled data is one of the
most active areas of research, in particular, the representation of images and videos. One
convenient way to find views can be this network. WGAN uses the Wasserstein loss metric
inside the error function, allowing the discriminator to learn to identify repetitive outputs
faster on which the generator stabilizes.
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Abstract: There is a well-known problem of video sequence analysis when it is necessary to identify
and localize areas of abnormal movement of objects. This is necessary to attract the attention of
the operator in the process of work or when analyzing the archive of video recordings. One of the
solutions is based on tracklet analysis using short segments of the object’s trajectory that characterize
its movement over a certain period of time, and then analysis of activity in various areas of the frame.
Since the construction of the tracklet and trajectory is based on the optical flow, the quality and
performance of the algorithm significantly depend on the choice and configuration of methods for
detecting and tracking feature points. We have analyzed various combinations of these methods
using the examples of test videos of normal and abnormal activity in a pedestrian zone. The necessity
of a preliminary analysis of the methods used when setting up a video surveillance system to solve
specific tasks is shown. Suitable combinations of methods are proposed.

Keywords: anomaly detection; tracklet analysis; feature points detection; feature points tracking;
computer vision

1. Introduction

Currently, the number of surveillance cameras are installed indoors and outdoors to
monitor various aspects of industrial and public safety is actively increasing. Previously,
viewing cameras and determining emergency situations were usually assigned to the
operator, who had to activate an alarm or perform other active actions. Even when there
were relatively few cameras, most often records of the incident were extracted from the
archive later, if there was information available about where and when to look. Now,
when there are so many cameras that the operator is not able to control them all, video
surveillance systems of varying degrees of complexity are in great demand, from systems
that are able to detect movement in the frame to those that can determine some complex
emergency situations [1].

In this paper, the detection of anomalies in a video based on a sparse optical flow is
considered. Here, the input data is a sequence of extracted video frames, and the output
data is an area or a set of areas in the frame where abnormal movement occurs.

There are several approaches to anomalies detection, which are based on a grid
pattern [2], global pattern [3], trajectories [4], etc. Each of them has advantages and
disadvantages, but they are all relatively computationally complex. There are slightly
simpler algorithms that perform just as well.

This paper considers the implementation of the method based on the analysis of
local binary tracklets [5], which requires detection of feature points and construction of a
trajectory for them using the optical flow method.
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2. Related Works

2.1. Feature Points Detection Methods

To detect features, algorithms are designed to determine the points of a sharp change
of an image value in more than one direction.

Harris corner detector [6] uses image change in a sliding window of a certain size
when it is shifted relative to a given point in any direction.

GFTT (Good Features To Track) [7] works on the same principle, but it calculates the
measure of features differently, defining it as the minimum of two eigenvalues in the matrix
of pixels of a sliding window—if both are large enough, the window shift strongly affects
both directions. FAST [8] performs pixel comparisons with those lying on a circle with a
radius of 3 pixels, and this is a special point if 12 pixels in the circle are noticeably different
from the central one. AGAST [9] uses an approach with a binary decision tree so that each
point can be checked in literally two comparisons, significantly speeding up the procedure.
MSER [10] creates several binary (black and white) images with different thresholds, using
areas that change slightly when a threshold changes as features.

SIFT descriptor-based detector [11] uses Gaussian filter smoothing to simulate different
scales of the image and more efficiently highlight feature points on both large and small
objects. BRIEF [12] develops the idea of SIFT, significantly simplifying the calculation of
feature points descriptors. ORB [13] is a newer alternative to the SIFT and BRIEF detector;
it uses the TreeFAST detector and another descriptor to effectively describe feature points.
BRISK [14] raises the quality of successful matching even higher at different scales using
the AGAST detector and taking into account additional maxima on each of the octaves
of Gaussians when comparing. Method KAZE [15] avoids the disadvantages of Gaussian
filter and achieves high localization accuracy and distinctiveness. AKAZE [16] speeds
up KAZE using a more computationally efficient FED (Fast Explicit Diffusion) platform.
AKAZE uses rotation and scaling invariant M-LDB [16] as a descriptor.

2.2. Methods of a Local Optical Flow Construction

To track feature points, in particular, to build an optical flow between frames, several
tracking methods have been developed. The basis of the most famous Lucas–Kanade
algorithm [17] is the assumption that the value of pixels of one object varies slightly
between frames, and using the least squares method, it finds a position that minimizes the
discrepancy between the pixel values in neighboring frames.

The method of G. Farneback [18] applies the decomposition of the change in image
intensities around a singular point in the Taylor series to the second term using a weight
function to approximate the values of neighboring pixels. Based on an extensive analysis
of the available data, a new modification of the Lucas–Kanade method—the RLOF [19]
algorithm—was created. It uses a modified Hampel estimate with robust characteristics.

2.3. Anomaly Detection Algorithms

Let us also discuss the existing algorithms for abnormal behavior in a video sequence
detection. Optical flow is directly widely used for behavior analysis [20,21], but is not able
to analyze spatial relations. Particle flow [22] copes with the task a little better, but it is
unable to fully analyze objects in space. Methods based on local spatio-temporal features,
in the form of gradients [23] and motion histograms [24], can be applied to the analysis
of poorly structured scenes (crowded scene for example). Methods based on tracklets
(for example, [25,26]) are well suited to detecting short-term anomalies and analyzing
dense crowds. In trajectory methods, tracking algorithms track the trajectory of an object,
after which it is analyzed through clustering of string kernels [27], single-class SVM [28]
or semantic scene learning [29]. Methods based on global patterns analyze the entire
sequence using a dense optical flow [30]. There are Gaussian Mixture Model (GMM)-based
methods [31], models of social interactions [3], or Principal Component Analysis (PCA) [32]
and several others. Grid pattern-based methods split the frame into blocks (grid cells) and
perform block-based analysis. There are methods based on the reconstruction of sparse
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textures [2], motion context descriptor [33] or spatio-temporal Laplace maps. In [34,35]
hierarchical sparse coding is applied, and in [36] multilevel sparse coding is utilized, on
top of which SVM is applied for classification.

3. The Tracklet Analysis Algorithm

In order to study the influence of feature points detection and tracking algorithms
on anomaly detection algorithm quality, we selected the LBT [5] (Local Binary Tracklet
analysis). The overall pipeline is shown in the Figure 1.

Figure 1. Data pipeline of the LBT algorithm.

The input is an ordered set of images extracted from the video sequence. Then,
using one of the detectors described in Section 2.1, the detection of feature points is
performed. Then, the tracking of points between frames is performed using one of the
tracking algorithms (or trackers), e.g., Lucas–Kanade or RLOF, as described in Section 2.2.
According to tracking results, the trajectory of a point is sequentially formed, and its last
section with a length of a given number of points (parameter) is used as a tracklet for
anomalies detection. Too short tracklets, as well as those where there is a sharp change
in velocity or direction, are discarded as unreliable. We assume that the objects that give
rise to the tracklets have some inertia. Then, if during the time period specified for the
analysis, the point abruptly changed the direction or velocity, there is a tracking failure.
Next, the anomaly detection is performed. To achieve this, the frame is evenly divided by
a grid into a given number of areas horizontally and vertically (the number of areas is a
parameter) and a certain number of characteristic directions are identified for each of the
areas. If a new characteristic direction of movement appears in the area or the magnitude of
the characteristic speed of movement changes significantly (the threshold is a parameter),
then the algorithm designates this area of the frame as abnormal.

4. Experiments

4.1. Test Datasets

When selecting test datasets for the analysis of optical flow anomalies, datasets
UMN [37] and UCSD [38] were found. For an experimental study of the algorithm, a
video sequence from an UMN dataset was chosen, where a group of people run away,
simulating a panic (UMN sequence in the tests). A sequence was also selected from the
UCSD dataset, where vehicles are present in the pedestrian zone (the Ped sequence in
the tests). Examples of the appearance of frames from both sequences are shown in the
Figure 2.
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Figure 2. Examples of frames from selected video sequences.

4.2. Quality Metrics

To evaluate the influence of algorithms on the quality and performance, it is necessary
to determine quality metrics. In the case of performance, the calculation was performed as
follows. During the processing of a sequence of frames, the time required for processing
was calculated and then divided by the frame number in the video sequence. Thus, the
average duration for one frame is obtained, from which we determine the number of frames
processed per second (FPS). The following approach was chosen to determine the quality.
Once the task (to draw attention to a certain moment in the video, or to the certain camera
at some point in time) was selected, the markup was implemented for each frame as a
whole. A sequence of values was compiled for all frames, whether an anomaly was present
or absent in the frames. The output of the algorithm is designed in the same format. Thus,
it is possible to calculate the number of successfully detected abnormal frames (TP, true
positive), erroneously detected abnormal frames (FP—false positive, type II errors) and
erroneously rejected abnormal frames (FN—false negative, type I errors). Based on these
data, it is possible to calculate the metrics of accuracy, completeness and F1-score (1) as a
harmonic mean.

precision =
TP

TP + FP
, recall =

TP
TP + FN

, F1 =
2TP

2TP + FP + FN
(1)

It is also possible to build a Precision–Recall Curve (PRC) and the area under this
curve (Precision and Recall-Area Under Curve, PR-AUC). Methods for plotting this curve
and calculating the area under it are presented in a variety of packages; for example, in this
case, the version from the python library scikit-learn [39] was used.

For tracklets and feature points, some characterizing parameters can also be proposed.
Despite the fact that for each feature point, only a small set of the last points of the trajectory
is used for analysis, the total number of frames on which the point is successfully tracked is
calculated for comparison of algorithms. Then, this indicator is averaged over all frames of
the video and tracklets. In this way, the average lifetime of the tracklet is obtained, which
shows the overall robustness of tracking using a given method. The number of detected
and tracked feature points on each frame is also summed after the removal of those whose
position does not change, provided that a significantly higher threshold (several thousand,
for example) is detected. The value is averaged by the frames quantity in the sequence and
the average number of detected points is obtained. It characterizes how well each of the
algorithms detects feature points.

4.3. Configuring Algorithm Parameters

Before analyzing the dependence of performance and quality on the choice of algo-
rithm, it was necessary to pre-configure the parameters of the algorithms used. Note that
chosen videos and the algorithms themselves ensure the practical absence of interdepen-
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dence, so parameters of the points detection, tracking and anomaly detection algorithms
can be configured sequentially.

At the first stage, with fixed parameters of the algorithms for detecting and tracking
feature points, the parameters of the algorithm for anomalies detection in the optical flow
were configured. To evaluate the performance of the algorithm in descending order of
priority, the following metrics were used: F1-score, PR-AUC, FPS, and the average lifetime
of the tracklet (higher value equal to better result for all metrics) and the average number
of detected points (with the same maximum for all methods). According to the research
results, we found that the number of cells for analysis has the main influence. With a
value of the parameter “8 cells vertically by 12 horizontally”, the maximum of accuracy is
obtained. Neither the maximum length of the tracklet nor the discretization of the direction
histogram have a significant effect; these parameters were selected according to maximal
accuracy and FPS. At the second stage, the parameters of each of algorithms for feature
points detection and tracking were configured. In total, two algorithms for feature points
tracking were considered: Lukas–Kanade (LK) and RLOF, described above in Section 2.2.
Also eight classical algorithms for feature points detection were evaluated: GFTT, FAST,
AGAST, SimpleBlob, SIFT, MSER, KAZE, and AKAZE, all described in Section 2.1. For
each of the algorithms permissible limits of parameter changes were selected based on
the information provided in the corresponding article. After that, the grid search for the
best combinations of parameters for each algorithm was performed. Thus, sets of the best
parameters for each of the algorithms were obtained to compare them with each other.

4.4. Comparison of Detection and Tracking Algorithms

Using configured methods for detecting and tracking feature points, as well as a
customized anomaly detection algorithm, a study of the quality metrics described above
was conducted. It was determined that choice of method has practically no effect on the
maximal length of the trajectory; therefore, this parameter was discarded during the study
of the results. Average number of detected points also does not directly depend on the
method of feature points detection and does not correlate with quality. For any method, it
can be changed depending on the requirements of the tracking algorithm or optical flow
anomalies detection algorithm. For this reason, this parameter has also been omitted in
this study. The summary tables of the results for the Lukas–Kanade tracking algorithm
(Table 1) and RLOF tracking algorithm (Table 2) are shown below.

Table 1. Results for Lukas–Canade method.

Ped

GFTT FAST AGAST Sblob SIFT MSER KAZE AKAZE

F1 0.72 0.66 0.58 0.63 0.7 0.73 0.73 0.72
PR

AUC 0.58 0.57 0.49 0.51 0.59 0.59 0.65 0.59

FPS 263 333 284 230 102 108 34 174

UMN

GFTT FAST AGAST Sblob SIFT MSER KAZE AKAZE

F1 0.91 0.88 0.82 0.8 0.87 0.81 0.89 0.81
PR

AUC 0.94 0.88 0.89 0.88 0.9 0.9 0.92 0.84

FPS 252 398 291 247 102 178 36 176
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Table 2. Results for RLOF method.

Ped

GFTT FAST AGAST Sblob SIFT MSER KAZE AKAZE

F1 0.7 0.53 0.41 0.63 0.69 0.7 0.71 0.71
PR

AUC 0.61 0.37 0.3 0.51 0.54 0.57 0.62 0.6

FPS 259 322 274 210 99 108 34 165

UMN

GFTT FAST AGAST Sblob SIFT MSER KAZE AKAZE

F1 0.87 0.84 0.87 0.86 0.85 0.86 0.87 0.85
PR

AUC 0.9 0.88 0.91 0.92 0.88 0.91 0.91 0.89

FPS 217 345 267 221 101 76 35 161

According to these tables, it is possible to conclude which method of detecting feature
points is best suited for anomaly detection task. To do this, we present normalized graphs
of the PR-AUC and FPS parameters for all combinations of the dataset and the tracking
method (see Figure 3). The F1-score graph, with exclusion of insignificant details, coincides
with the PR-AUC graph and is therefore omitted here.

Figure 3. Normalized PR-AUC and FPS graphs.

From the graphs shown, demonstrating the ratio of quality metrics of different pairs of
the tracking method and the dataset when using a particular detector, several conclusions
can be drawn. The most significant difference between the methods is observed in the
resulting FPS, but the dataset and chosen tracker does not have significant effect on relative
values. Therefore, in general, when the algorithm must work faster, it is recommended to
use one of the detectors from the left part of the figure—GFTT, FAST, AGAST or SimpleBlob.
For the UMN dataset, due to the relative simplicity of the problem being solved, the choice
of detector did not have a significant impact on quality. For the Ped dataset, the FAST and
AGAST detectors showed slightly lower quality as simpler methods. We also noted that the
quality of the algorithm when tracking points by the RLOF method depends on detected
feature points and detector quality more than when using the Lukas–Kanade method.
Comparison based on absolute values of quality metrics (Tables 1 and 2) shows the absence
of significant differences in quality when using different trackers. For some items, a quality
is higher when using RLOF. FPS differs insignificantly, by units and fractions of percent,
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so there is almost no difference between trackers for this indicator. The Lukas–Kanade
method works faster, while RLOF is a little slower, but more accurate for a number of
detectors. There is a possibility that the absence of significant differences in quality for
detection methods is because of the selected dataset or quality metrics. The study of this
set of methods on other tasks may become the goal of further research.

5. Conclusions

This paper considered several well-known algorithms for feature points detection and
tracking and for anomaly detection in an optical flow constructed from a video sequence.
After performing the analytical review, we chose algorithms: LBT for anomaly detection
in optical flow; GFTT, FAST, AGAST, SimpleBlob, SIFT, MSER, KAZE, and AKAZE for
detecting feature points; RLOF and Lucas–Kanade for feature points tracking. In the course
of the study on the selected video sequences, significant differences in the performance
of the algorithm were revealed depending on the selected feature point detector. There
was no difference in quality, except for the FAST and AGAST detectors, which performed
worse than the others on the Ped dataset with vehicles in the crowd. For use in such
scenes, GFTT, SimpleBlob and AKAZE can be recommended as better methods in terms of
FPS, precision and robustness. Tracking methods both have almost the same quality. The
Lukas–Kanade tracking method has better performance and is more robust to poor quality
of feature points; therefore, it can be recommended for use in scenes similar to considered
dataset. In further research on this topic we plan to expand the variety of video sequences
for analyzing methods, as well as to study existing neural network algorithms for feature
points detection and tracking, and other methods for optical flow anomalies detection.
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Abstract: In this work, a neural network controller is developed for a wide class of nonlinear
systems including dynamic systems in the Brunovsky canonical form and those with skew-symmetry
properties and bounded nonlinearities. An example of the applicability of this controller to the control
of the position of a magnet over an electromagnet is considered. The modeling has been provided
through the Simulink environment.
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1. Introduction

Since linearization is based on accurate knowledge of the nonlinearities of the system,
the applicability of its approaches to the control of real systems is severely limited. To
guarantee the existence of a closed system solution, the nonlinearities must satisfy certain
conditions, and for linearization methods for feedback control, system controllability is an
important factor [1]. In what follows, several adaptive schemes that allow for linear para-
metric uncertainties are presented, which will help loosen constraints on model matching.
Due to the fact that neural networks are acceptable approximators of nonlinear functions,
we can assume that the linearity conditions will not be imposed on the system under
consideration [2].

The feedback linearization algorithm is centered around geometric methods. However,
due to the fact that this algorithm is based on exact knowledge of the nonlinearities of the
system, the applicability of these approaches to the control of real systems is limited. To
loosen the limitations of the exact model-matching restrictions, several adaptive schemes
have been introduced that allow for linear parametric uncertainties [3]. Due to the proper-
ties of the universal approximation, NNs are used to calculate nonlinearities, which means
that system parameters are not required [4].

For the sake of simplicity, all components of the state vector are assumed to be mea-
surable. If only some components of the state vector are measurable, which corresponds
to the case of an output feedback control; then, an additional dynamic neural network is
required to evaluate non-measurable states.

2. Brunovsky Canonical Form

To begin, some definitions are given that are necessary for further reasoning. Let
f , g : Rn → R be the unknown smooth functions, x =

(
x1, x2, . . . , xn

)T ∈ R
n be the

state vector, u be the control, and y be the output. The canonical Brunovsky form defines a
special form of nonlinear dynamics of continuous time
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x2,
ẋ2 = x3,
. . . . . .
ẋn = f (x) + g(x)u,
y = h(x).

(1)

As shown in Figure 1, each integrator stores information. Each of them requires an initial
condition [5].

Figure 1. Continuous-time SISO (one input, one output) Brunovsky form.

Consider a SISO linearizable state feedback system with an unknown disturbance.
This system has a representation in the state space in Brunovsky’s canonical form (1). Then,
the following assumption is true [6].

Proposition 1. (Bounds on disturbance and function g(x))

1. There exists a known upper bound bd: ‖d(t)‖2 � bd, ∀t ∈ R
+;

2. Function g(x) satisfies the condition: |g(x)| � gl > 0, ∀x ∈ R
n.

3. Tracking Controller and Error Dynamics

To begin with, let us form a tracking goal: for a given output yd(t), it is necessary to find
the control u(t) : y(t) = x1(t) (i.e., h(x) = x1). This condition implies a desired trajectory
with acceptable accuracy, with restrictions on the state and control vector components.
Feedback linearization will be used to track the output here. Let us introduce some
assumptions to design the tracking controller. The desired trajectory vector will look like
this [7]:

xd(t) =
(

yd, ẏd, . . . , y(n−1)
d

)T
. (2)

For the state vector approximation error e = x − xd, define the filtered tracking error with
its derivative as follows:

r = ΛTe, ṙ = f (x) + g(x)u + d + Yd, (3)

where Yd = −x(n)d +
n−1
∑

i=1
λiei+1 = −x(n)d + Λ̄Te is a known signal and Λ = (λ1, λ2, . . . ,

λn−1 1)T is a well-chosen vector of coefficients, Λ̄ =
(
λ1, λ2, . . . , λn−1

)T .
For both cases, when g(x) is known or unknown, define the control action in the

following form:

uexact =
1

g(x)
(− f (x)− Kvr − Yd),

uc =
1

ĝ(Θ̂g, x)

(
− f̂ (Θ̂ f , x) + v

)
, v = −Kvr − Yd.

(4)
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where the estimates ĝ(Θ̂g, x) and f̂ (Θ̂ f , x) are to be designed using two neural networks
with appropriate weights matrices Θg and Θ f .

4. Neural Networks for Approximating Functions

Let neural networks be used to approximate unknown continuous functions. Then,
the compact set �n has ideal target weights Wi and Vi (i = f for the case of a known g(x)
and i ∈ { f , g} for the case of an unknown g(x)):

i(x) = WT
i σ(VT

i x) + εi

where the estimation errors are bounded ‖εi‖ < εiN . Let the ideal weights be unknown
and possibly not unique but satisfying the following assumption [8].

Proposition 2. (Restriction on the neural network target weights) Ideal neural network weights
for functions f (x) and g(x) are bounded on any compact subset of �n:

‖Θi‖ � Θim, where Θi =

(
Vi 0
0 Wi

)
are the weight matrices for i, i ∈ { f , g}.

Then, using two neural networks, nonlinear functions f (x) and g(x), evaluations are
obtained in the following form:

î(x) = ŴT
i σ(V̂T

i x), where Θ̂i =

(
V̂i 0
0 Ŵi

)
are the actual value of the weight matrix.

Using the expansion in a Taylor series, the functional errors of the estimate are as follows:

ĩ(x) = i(x)− î(x) = W̃T
i (σ̂i − σ̂

′
i V̂T

i x) + ŴT
i σ̂

′
i ṼT

i x + wi,

where, for some Cj, it is true that ‖wi(t)‖ � C0 +C1‖Θ̃i‖F +C2‖r‖ · ‖Θ̃i‖F. Estimates based
on the boundedness of the standard activation functions together with their derivatives
have the following form [7].

Lemma 1. (Bounds on state vector and approximated function)

a. The inequality restricting the state space vector is valid for the computed constants d0 and d1:
‖x‖ � d0 + d1‖r‖;

b. On any compact set, there are constants C3 and C4 that restrict the Euclidean norms of the
approximated functions: ‖i(x)‖ = ‖WT

i σ(VT
i x) + εi‖ � C3 + C4‖r‖.

5. Controller Structure

Here, a tracking controller is designed for both cases, when g(x) is known or unknown.
The main goal of this section is to construct a neural network that approximates the
unknown function f (x) (and function g(x)) [9].

5.1. System with a Known Function g(x)

Figure 2 shows the resulting controller, described in Table 1.

295



Eng. Proc. 2023, 33, 36

Table 1. The resulting controller with known function g(x).

Neural network controller: u =
1

g(x)
(−ŴTσ(V̂T x)− Kur − Yd + ur).

Robustifying Term: ur = −Kz(‖Θ̂‖+ Θm).

Neural network weight update law:
˙̂W = M(σ̂ − σ̂

′
V̂T x)r − α|r|MŴ,

˙̂V = NrxŴT σ̂
′ − α|r|NV̂.

Parameters:

Λ > 0 — coefficient vector of the Hurwitz function;
M, N — positive definite symmetric matrices;

Θm — bound on the unknown target weight norms;
Kv, Kz > 0, α > 0.

Signals:
e(t) = x(t)− xd(t) — tracking error;

Yd = −x(n)d + Λ̄Te — desired trajectory feedforward signal;
r(t) = ΛTe(t) — filtered tracking error.

Figure 2. Neural network controller with known function g(x).

5.2. System with an Unknown Function g(x)

Figure 3 shows the resulting controller, described in Table 2.

Table 2. The resulting controller with unknown function g(x).

Neural network controller:
u =

⎧⎨⎩uc +
ur − uc

2
εγ(|uc |−s), if ĝ � gl and |uc| � s,

ur − ur − uc

2
ε−γ(|uc |−s), otherwise.

uc =
1

ŴT
g σ(v̂T

g x)

(
−ŴT

f σ(V̂T
f x) + v

)
.

Robustifying Term:
ur = −μ

|ĝ|
gl

|uc|sign(r),

v = −Kvr − Yd,
Kv(t) = KN + Kz

(
(‖Θ̂ f (t)‖+ Θ f m) + s(‖Θ̂g(t)‖+ Θgm)

)
.

Neural network weight update laws:

˙̂Wf = Mf (σ̂f − σ̂
′
f V̂T + f x)r − α|r|Mf Ŵf ,

˙̂Vf = Nf rxŴT
f σ̂

′
f − α|r|Nf V̂f ,

˙̂Wg =

{
Mg

(
(σ̂g − σ̂

′
gV̂T

g x)ucr − α|r||uc|Ŵg

)
, if ĝ � gl and |uc| � s,

0, otherwise,

˙̂Vg =

{
NgucrxŴT

g σ̂
′
g − α|r||uc|NgV̂g, if ĝ � gl and |uc| � s,

0, otherwise.

Signals:
e(t) = x(t)− xd(t) — tracking error;

Yd = −x(n)d + Λ̄Te — desired trajectory feedforward signal;
r(t) = ΛTe(t) — filtered tracking error.

Parameters:

KN > 0, Kz > max
{

C2,
C4

sγεΘgm

}
, α > 0, s > 0, γ < ln

2
s

, μ � 2;

Θm — bound on the unknown target weight norms;
Λ > 0 — coefficient vector of the Hurwitz function;

Mi , Ni — positive definite symmetric matrices.

296



Eng. Proc. 2023, 33, 36

Figure 3. Neural network controller with unknown function g(x).

6. Modelling

Consider the system shown in Figure 4 and a magnet suspended above an electromag-
net. The magnet can only move in the vertical direction. The purpose of the control is to
control the position of the magnet. The equation for motion in the described system is

d2y(t)
dt2 = −g +

α

M
i2(t)
y(t)

− β

M
dy(t)

dt
, (5)

where g is the standard gravitational acceleration, i(t) is the current flowing in the elec-
tromagnet, y(t) is the distance above the electromagnet, and M is the mass of the magnet.
The parameter β is the coefficient of viscous friction, and α is the field strength constant.

Figure 5 shows the results of modeling this system in the presence of two neural net-
works. (Red graph—desired trajectory; blue graph—approximation using neural networks.)
The simulation was carried out in the Matlab/Simulink environment using additional neu-
ral network packages [10].

Figure 4. Electromagnet system.

Figure 5. Simulation result.
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7. Conclusions

In this paper, we showed how to design neural network controllers for systems in
the Brunovsky form for the case of a known input influence function and the case of an
unknown input influence function. For the case with an unknown input influence function,
it was necessary to make certain efforts to ensure that control remained bounded. Based on
the simulation results presented in the last section, we can conclude that neural networks
are a universal approximator and can be used to simulate the behavior of a real object.
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Abstract: The paper contains the results of a recognition technique based on the comparison of statisti-
cal and stochastic characteristics of the wavelet coefficients of energy density describing the emission
energy of a nanocrystal with a quantum dot according to the Brus equation for traditional and
perspective materials for quantum dots (CdSe, GaAs, CdTe, PbS) used in optoelectronic engineering
and technology, in order to analyze their characteristics.

Keywords: recognition; wavelet transform; emission energy; spherical quantum dot; nanostructure;
nanobject; optical properties.

1. Introduction

The application of quantum structures in the design of optical devices and instruments
offers an opportunity to significantly expand the range of parameters and purposes of
traditional and perspective materials [1]. In this paper, we study the dependence of the
total energy of a quantum dot (QD) and the emission energy of nanocrystals with QDs
on its size (radius) (CdSe, GaAs, CdTe, PbS), representing nano-objects of spherical shape,
bounded in three directions. The analysis is based on a complex approach integrating
theoretical research methods, mathematical modeling and numerical methods, and wavelet
transform methods.

Wavelet transform methods are a powerful tool to analyze and process signals and
functions that are non-stationary in time or heterogeneous in space in order to identify
local features. They are divided into continuous (for analyzing signals and time series) and
discrete wavelet transforms (for analyzing signals and time series images) [1–3].

Three approaches [1,2], which are based on comparing wavelet coefficients (continuous
wavelet transform (CWT)) and signal components (detailing and approximating coefficients
in discrete wavelet transform (DWT), are used to recognize signals of a different nature:

• Statistical characteristics (mean, dispersion, standard deviation) are used to conduct a
wavelet coefficient (CWT) and signal component (DWT) analysis.

• An energy spectrum analysis examines the energy spectrum and is used only for signal
components (DWT).

• Stochastic characteristics (fractal dimensionality, Hurst index, correlation dimensional-
ity and phase space dimensionality) evaluate the chaotic nature of wavelet coefficients
(CWT) and signal components (DWT).
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Continuous wavelet transform (CWT) is chosen as the analysis tool; the result is a
wavelet spectrogram with statistical and stochastic characteristics used for recognition.

2. Theoretical Research and Analytical Part

Most modern, traditional and perspective materials used in optoelectronic engineering
and technology are nanostructures with QDs, which determine the properties of materials,
including their optical properties [4]. QDs are spherical-shaped nano-objects bounded in
three directions. QDs are characterized by the effect of the dimensional quantization of
energy states by changing the particle size. Decreasing the size of QDs leads to an increased
degree of confinement, and the width of the band gap increases as a result of the formation
of a bound electron-hole pair (exciton) with a higher energy.

The total energy of QD is the sum of the band gap energy between the occupied level
and unoccupied energy level, confinement energies of the hole and the excited electron,
and the bound energy of the exciton:

ΔE(r)TOTAL = Eg + (h2π2/2d2)− (1/ε2
r) · (μ/me) · Ry (1)

μ is the reduced mass of the exciton system; me is the effective mass of the electron; d is di-
ameter of the confinement; εr is the size-dependent dielectric constant of the semiconductor;
Ry is the Rydberg energy.

Consider the effect of the QD size on their optical properties by calculating the emis-
sion energy of a nanocrystal with QDs varying in radius from 2 to 10 nm, using the
Brus equation:

ΔE(r) = Eg + (h2/8r2) · (1/me + 1/mh) (2)

where Eg is the band gap energy between occupied level and unoccupied energy level, h is
the Planck constant (h = 6.62607015 · 10−34 J·Hz−1), r is the radius of the spherical particle
(2 to 10 nm), me is the effective mass of the electron, and mh is the effective mass of the hole
(Table 1).

Table 1. Parameters for calculating ΔE for different materials.

Nanocrystal Material
Effective Electron

Mass, me

Effective Electron
Mass, mh

Effective Point Charge
Mass, m∗

Transition Energy Eg,
eV

PbS 0.07m0 0.09m0 0.04m0 0.41
GaAs 0.06m0 0.51m0 0.054m0 1.4
CdTe 0.14m0 0.35m0 0.1m0 1.50
CdSe 0.13m0 0.45m0 0.1m0 1.74

* m0 = 9.11 × 10−31 (kg) is electron rest mass

The energy of the band gap (Eg) is calculated using the following equation:

Eq = (h2n2)/(8m∗r2) (3)

n is energy level (1, 2, 3...), h is the Planck constant (h = 6.62607015 × 10−34 [J·Hz−1]), m∗ is
the effective point charge mass (Table 1), and r is the radius of the spherical particle.

Then, the Brus Equation (2) is as follows:

ΔE(r) = (h2n2)/(8mer2) + (h2/8r2) · (1/me + 1/mh) (4)

Table 2 presents the results of calculating the ΔE(r) value for CdSe, GaAs, CdTe, PbS,
based on the data in Table 1 and Equation (4) [5].
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Table 2. Results of calculations of ΔE for different materials (CdSe, CdTe, GaAs, PbS).

QD Radius, CdSe CdTe GaAs PbS

nm ΔE, eV Wavelength, nm ΔE, eV Wavelength, nm ΔE, eV Wavelength, nm ΔE, eV Wavelength, nm

2.0 2.67 465 2.42 507 3.11 394 2.74 448
2.5 2.34 532 2.09 587 2.49 491 1.90 645
3.0 2.15 577 1.91 642 2.16 567 1.44 848
3.5 2.04 608 1.80 681 1.96 626 1.17 1050
4.0 1.97 630 1.73 708 1.83 671 0.99 1240
4.5 1.92 646 1.68 729 1.74 705 0.87 1410
5.0 1.89 658 1.65 744 1.67 732 0.78 1570
5.5 1.86 667 1.62 755 1.63 753 0.72 1710
6.0 1.84 674 1.60 765 1.59 770 0.67 1830
6.5 1.83 680 1.59 772 1.56 784 0.63 1940
7.0 1.82 684 1.57 778 1.54 796 0.60 2040
7.5 1.81 688 1.57 783 1.52 805 0.58 2130
8.0 1.80 691 1.56 786 1.51 813 0.56 2210
8.5 1.79 694 1.55 790 1.49 820 0.54 2270
9.0 1.79 696 1.55 793 1.48 825 0.52 2330
9.5 1.78 698 1.54 795 1.48 830 0.51 239

10.0 1.78 699 1.54 797 1.47 834 0.50 2430

Visible spectrum light includes light from violet to red, and a wavelength from
380 nm to 750 nm, which corresponds to the energy range of the photon from 2.75 eV
to 1.98 eV. Table 2 shows that the wavelength of the emitted photon depends on the QD
radius. Therefore, a smaller point radius is closer to the blue part of the spectrum, while a
larger point radius is closer to the red part of the spectrum. Consequently, changing and
controlling the size of QDs can help to obtain a certain wavelength of emissions, which
determines the color of light.

Below are graphs of the emission energy of a nanocrystal ΔE(r) as a function of the
radius of a spherical QD (Figure 1a) and graphs of the wavelength dependence from the
radius of a spherical QD (Figure 1b).

(a) (b)

Figure 1. Graph of the dependence of the emission energy of a nanocrystal ΔE(r) on the radius of a
QD (a) and a graph of the dependence of wavelength on the radius of a QD (b) for various materials
(CdSe, CdTe, GaAs, PbS)

The analysis of the dependencies (Figure 1a,b) shows that with increasing radius
QD the emission energy of the nanocrystal decreases and the wavelength increases. PbS
material containing lead (Pb) differs from others (CdSe, CdTe, GaAs) in the type of depen-
dence (Figure 1a,b—graphs have a high rate of change; Figure 1b—graphs have a different
tangent sign of the tangent angle) and values (Figure 1a—a large spread of the values of the
characteristic ΔE(r) in the range from 2 to 7; Figure 1b—a large spread of the wavelength
value over the entire interval).

The materials considered in this paper are of interest in terms of optical properties
describing the emission energy of the nanocrystal and the wavelength, which depend
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on the size (radius) of the QD, so we calculate the energy density of the signal given the
Formula [3]:

Pw f (a, b) = |W f (a, b)|2 (5)

where the continuous wavelet transform (CWT) is given by [3,4]:

W f (a, b) = |a|−1/2
∞∫

−∞

f (t)ψ
(

t − b
a

)
dt (6)

where ψ(t) is a real wavelet-forming function, often referred to simply as a wavelet; a is the
scaling parameter (the inverse of the frequency); b is the shift parameter (analog of time).

For effective data analysis with continuous wavelet transformation, it is necessary to
carefully select a family of wavelets, according to the specifics of the research, in order to
obtain the best conversion result. This is one of the reasons for the significant variety of
wavelet functions, many of which are focused on the wavelet transformation of certain
classes of signals and other analysis and synthesis tasks [1,2,6].

Below is the signal energy density based on a continuous wavelet transform (CWT)
with a maximum scale of 64 and a step of 1 using a Gaussian wavelet of the 1st order
(Table 3).

Table 3. Energy density of the dependences of the emission energy of a nanocrystal ΔE(r) (Figure 1a)
based on a continuous wavelet transform and its visualizations-scalograms (n = 64; dn = 1).

Material Wavelet Function

QD Haar Wavelet
Gaussian Wavelet of the

1st Order
Wavelet “Mexican Hat”

Daubeshi Wavelet of the
4th Order

PbS

GaAs

CdTe

CdSe
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For analysis and recognition, we first use statistical characteristics; however, before
that, we consider the cross sections of the resulting surface, and the energy density of each
material at different scale values to justify the feasibility of application (Figure 2).

Figure 2. Graphs of cross sections of signal energy density at scales 1, 2, 4, 8, 16, 32 (Gaussian wavelet
of the 1st order): horizontal axis—radius QD (nm), vertical axis—values of wavelet coefficients of
energy density.

For each section, we calculate statistical indicators and present the results in the form
of graphs and radar charts grouped by statistical characteristics and cross-section scales (1,
2, 4, 8, 16, 32) (Figures 3 and 4).

Figure 3. Graphs and radar charts of statistical characteristics (maximum and mean) of cross sections
(Figure 2) of signal energy density at scales 1, 2, 4, 8, 16, 32.
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Figure 4. Graphs and radar charts of statistical characteristics (Dispersion and Standard deviation) of
cross sections (Figure 2) of signal energy density at scales 1, 2, 4, 8, 16, 32.

The analysis of the graphs in Figures 3 and 4 shows that the mean will be the most infor-
mative and has the highest diagnostic ability if a scale equal to one or two is excluded from
the analysis.

The obtained characteristics strongly depend on the wavelet function, which is used
for continuous wavelet transformation. Figure 5 shows graphs of the cross sections of the
signal energy density at scales 1, 2, 4, 8, 16, 32 and the same dependencies, except that the
“Mexican Hat” wavelet is taken as a wavelet function.

Figure 5. Graphs of cross sections of signal energy density at scales 1, 2, 4, 8, 16, 32 (“Mexican
Hat” wavelet): horizontal axis—the radius of the quantum dot (nm), vertical axis—the values of the
wavelet coefficients of energy density.
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In the next step, for analysis and recognition, we will use stochastic characteristics, in
the form of entropy values, for the energy density obtained using various wavelet functions
(Table 4).

Table 4. The value of the energy density entropy for various wavelet functions and calculation
algorithms (setting—Shanon, LogEnerge).

Wavelet Setting CdSe CdTe GaAs PbS

Gaussian of the Shanon −89.8469 −56.4606 −75.7172 −17.6034
1st order LogEnerge 22.4197 17.8532 18.7774 −7.3786

Gaussian of the Shanon −89.8469 −56.4606 −75.7172 −17.6034
2nd order LogEnerge 22.4197 17.8532 18.7774 −7.3786

Mexican Hat Shanon −89.8469 −56.4606 −75.7172 -17.6034
LogEnerge 22.4197 17.8532 18.7774 −7.3786

Daubechies of the Shanon −89.8469 −56.4606 −75.7172 −17.6034
4th order LogEnerge 22.4197 17.8532 18.7774 −7.3786

The analysis of the values in Table 4 shows that the entropy value does not depend
on the wavelet function, which is used in the continuous wavelet transform. The obtained
values have a diagnostic ability.

3. Conclusions

This paper presents the results of a recognition technique based on a comparison of
statistical and stochastic characteristics of the wavelet coefficient of energy density describ-
ing the emission energy of a nanocrystal with a quantum dot based on the Brus equation
for traditional and perspective materials for quantum dots (CdSe, GaAs, CdTe, PbS), used
in optoelectronic engineering and technology [7]. An analysis of techniques has shown
that the statistical characteristics strongly depend on the wavelet function, which is used to
implement a continuous wavelet transform, while the stochastic characteristic, in the form
of entropy, has good diagnostic ability and does not depend on the type of wavelet function.
Further research is planned for the application of wavelet transforms to extended spectrum
materials on spherical QDs used in optoelectronics, as well as research and comparisons
of the total energy of quantum dots (1) using wavelet analysis for materials such as CdSe
and CdTe.

Author Contributions: Conceptualization, V.B.; methodology, E.K.; software, E.K.; validation, S.D.;
writing—original draft preparation, S.D.; writing—review & editing, V.B. All authors have read and
agreed to the published version of the manuscript.

Funding: The paper is prepared under partial support of Russian Science Foundation (RSF) (project
No. 22-29-00466, 14 January 2022).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Smolentsev, N.K. Fundamentals of Wavelet theory. Wavelets in MATLAB; DMK Press: Moscow, Russia, 2008.
2. Zakharov, A.A.; Kozhanova, E.R.; Tkachenko, I.M. Comparative Characteristics of Classical Fourier Transform and Continuous Wavelet

Transform Applications: Tutorial; Saratov State Technical University: Saratov, Russia, 2012.
3. Lazorenko, O.V.; Lazorenko, S.V.; Chernogor, L.F. Wavelet analysis of model signals with features. 1. Continuous wavelet

transform. Radiophys. Radio Astron., 2007, 12, 182–204.
4. Brkić, S. Optical properties of quantum dots. Eur. Int. J. Sci. Technol. 2016, 5, 98–107.
5. Belyaev, V.V.; Kozhanova, E.R.; Tkachenko, I.M.; Marusin, A.V. Mathematical modeling of optical amplifier processes with

modification of the active area. In Proceedings of the 2022 International Conference Laser Optics (ICLO), St.Petersburg, Russia,
20–24 June 2022; p. 1. [CrossRef]

305



Eng. Proc. 2023, 33, 35

6. Tkachenko, I.M.; Kozhanova, E.R.; Belyaev, V.V.; Yazbeck, H. Comparative analysis of application of wavelet analysis for the
recognition of element composition nanostructures. J. Phys. Conf. Ser. 2019, 1309, 012020. [CrossRef]

7. Belyaev V.; Yazbek H. Application of quantum dot technology for electro-optical and optoelectronic devices. Electron. Sci. Technol.
Bus. 2020, 9, 131–139.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

306



Citation: Yurchenkov, A.V.; Kustov,

A.Y. Anisotropy-Based Estimation for

Sensor Network with Non-Centered

Disturbance. Eng. Proc. 2023, 33, 39.

https://doi.org/10.3390/

engproc2023033039

Academic Editors: Askhat Diveev,

Ivan Zelinka, Arutun Avetisyan and

Alexander Ilin

Published: 20 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Anisotropy-Based Estimation for Sensor Network with
Non-Centered Disturbance †

Alexander V. Yurchenkov * and Arkadiy Yu. Kustov

V.A. Trapeznikov Institute of Control Sciences of Russian Academy of Sciences, 65 Profsoyuznaya Street,
117997 Moscow, Russia; arkadiykustov@yandex.ru
* Correspondence: alexander.yurchenkov@gmail.com; Tel.: +7-495-198-17-20; Fax: +7-495-334-93-40
† Presented at the 15th International Conference “Intelligent Systems” (INTELS’22), Moscow, Russia,

14–16 December 2022.

Abstract: This paper concerns the anisotropy-based estimation design for sensor networks with
coloured external disturbance. The boundedness criterion of anisotropic norm for estimation prob-
lems in network systems relies on the analysis of multiplicative noise systems in the framework of
anisotropy-based theory. The solution of the considered problem is reduced to a convex optimiza-
tion problem.
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1. Introduction

The estimation problem has remained a fundamental one in control and filtering
theory since the 1960s, when R. Kalman proposed an optimal filtering approach based on
prediction and correction concepts [1]. The other well known H2 and H∞ methods use
different assumptions on both system and input properties in order to design controllers
and/or filters in the presence of measurement noise, exogenous disturbances, system
uncertainties, etc. [2,3]. Each of these theories has its own benefits as well as disadvantages.
For this reason, many attempts to unify and generalize H2 and H∞ theories have been
made over the last 30 or more years [4–6]. Initially solved in Riccati equation terms, the
H2, H∞ and mixed H2/H∞ problems were then solved via linear matrix inequalities (LMI)
techniques [7–9]. This brings the study into the new era of approaches and methods
applicable to practice.

In 1994, I. Vladimirov suggested an approach to generalize (in a stochastic and ro-
bust sense) H2 and H∞ filtering and control theories. This approach takes into account
stochastic disturbance uncertainty described by means of an information criterion called
anisotropy [10,11]. Introducing a certain performance gain, this theory succeeded in gen-
eralizing the mentioned H2 and H∞ theories. The problem of analysis for time-varying
systems was studied in [12], and the filtering problem for this type of system was con-
sidered in [13], where an optimal solution of the filtering problem was obtained in terms
of the Riccati equation solution. Widely used in control theory, the LMI approach was
adapted in anisotropy-based theory later in [14]. In [15], a general case of anisotropic
norm boundedness sufficient conditions for the estimation problem were derived using
forward-time difference LMIs. An anisotropy-based analysis for non-zero disturbances
with constraint on the first and second moments of input disturbance was considered
in [16], and a design was presented in [17].

Despite the fact that many problems have successfully been solved in anisotropy-based
theory, only deterministic linear systems have been the subject of study. The corresponding
analysis for stochastic systems was studied in [18]. It helped to take into account multiplica-
tive noise systems. This kind of system describes financial and population models, mechani-
cal and hybrid systems, sensor networks, etc. The boundedness criterion for the anisotropic
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norm of a multiplicative noise system is suggested in [19]. After that, the anisotropy-based
analysis yields a solution of the estimation problem for time-varying sensor networks. The
case of network systems was studied in [20], and the case of dropouts with corrections was
considered in [21]. Both papers contained a convex optimization approach to calculate the
minimal value of xanisotropic norm upper bound for an input-to-estimation error system.
A multiplicative noise system analysis for non-centered disturbance was described in [22].
A natural continuation of sensor network research is to extend anisotropy-based estimation
for sensor networks with non-centered disturbance, as far as possible.

In this paper, the problem of anisotropy-based estimation for a sensor network system
with non-centered disturbances is considered. The external disturbances are assumed to be
sequences of random vectors with bounded anisotropy and additional constrain on two
stochastic moments are given.

2. Background

The basic concepts of anisotropy-based theory are the anisotropy of a random vector
and the mean anisotropy of a random vector sequence. If a time-varying system with finite
time horizon is considered, then the anisotropy of an extended vector of input is used in the
analysis. Likewise, the mean anisotropy of a random sequence is used when time-invariant
systems are under research.

The anisotropy of a real-valued random vector W with a finite second moment is

defined in [13] as A(W) = inf
λ>0

D( f ||pm,λ) =
m
2

ln
(

2πe
m

E|W|2
)
− h(W), where D is the

Kullback–Leibler information divergence, E| · | is the expectation, f denotes the probability
density function (pdf) of W w.r.t. Lebesque measure in R

m, h(W) = − ∫
Rm

f (w) ln f (w)dw

is the differential entropy of W, and λ is considered to bea positive parameter which de-

fines the following pdf of etalon vectors: pm,λ(x) = (2πλ)−m/2 exp
(
−|x|2

2λ

)
. The function

pm,λ(x) corresponds to isotropic Gaussian distribution with zero mean and scalar covari-
ance matrix λIm, where Im denotes an m-dimensional identity matrix. The anisotropy of a
random vector has a simple meaning: it shows the measure of the difference between the
pdf of a certain vector and a set of vectors that have isotropic Gaussian pdfs parameterized
by λ. It can be easily calculated that, if random vector has zero mean Gaussian distribution
with covariance matrix Σ, the precise formula for its anisotropy (as given in [12]) is of the
following form:

A(W) = −1
2

ln det
(

mΣ
tr(Σ)

)
.

Anisotropy-based analysis for time-varying systems with non-centered disturbance
was studied in [16,23]. As derived in [24], the anisotropy of an m-dimensional random
vector with expectation μ and covariance matrix Σ is equal to the following formula:

A(W) = −1
2

ln det
(

mΣ
tr(Σ) + |μ|2

)
.

The performance criterion in anisotropy-based theory is caused by using the infor-
mation functional for input disturbance. The anisotropic norm of the linear discrete
time-varying system is induced by another norm. Let us consider the matrix F ∈ L

p×m

of a linear operator mapping for input vectors W into output vectors Z: for random in-
put W ∈ L

m
2 , the output Z ∈ L

p
2 is defined as Z = FW. In this paper, the components

of vector W and matrix F are considered to be mutually independent. The root mean

square (RMS) gain of the matrix F is defined as Q(F, W) =

√
E|FW|2
E|W|2 =

√
tr(ΛΣ)
tr(Σ)

, where

Λ = E|FTF|, Σ = E|WWT|. The supremum of RMS gain coincides with the maximum
singular value of the matrix Λ, and it will further be referred to as the H∞ norm of F:
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sup
W∈Lm

2

Q(F, W) =
√

max
i=1,m

λi(E[FTF]) = ‖F‖∞. If the input vector W has zero mean Gaussian

pdf with scalar covariance matrix, the RMS gain is equal to the stochastic analogue of the

Frobenius norm of matrix F: Q(F, W) =
‖F‖2√

m
=

√
trΛ
m

.

To denote the set of random vectors with anisotropy by a, we use the following
notation: Wa =

{
W ∈ L

m
2 : A(W) � a

}
. With that, the anisotropic norm of F is defined

by the following formula:
|||F|||a = sup

W∈Wa

Q(F, W). (1)

Now, let us briefly consider the case of non-centered disturbances, see [16,23] for
more details. If a random vector W is a sum of the zero-mean vector W̃ and the constant
vector μ = E[W], the RMS gain of the system (operator) with such an input is expressed by

the following equation: Q(F, W) =

√
E[|FW̃|2] + E[|Fμ|2]

E[|W̃|2] + |μ|2 . Consequently, the anisotropic

norm of F in this case is defined as follows:

|||F|||a = sup
W∈Wa

√
tr(ΛΣ) + μTΛμ

trΣ + μTμ
. (2)

Since both anisotropy and anisotropic norm are invariant under the scaling of input W,
one can consider only the case when the two following constraints are given: |μ| � τ ∈ [0, 1)
and trΣ � σ. In [16,23], it was shown that the considered constrains for the first and second
moments can be equivalently replaced by those that satisfy σ + τ2 = 1. This condition
allows (2) to be modified in the following form:

|||F|||a,τ = sup
Σ=ΣT�0

{
(tr(ΛΣ) + sup

e0�=0
E[|Fe0|2]τ2)1/2 − 1

2
ln det(mΣ) � a, tr(Σ) = 1 − τ2

}
, (3)

where e0 corresponds to unit vector e0 = μ/|μ|. In (3), the second term inside the supremum
over Σ takes the maximum value when unit vector e0 corresponds to the eigenvector of the
maximum eigenvalue of Λ, hence giving sup

e0�=0
E[|Fe0|2] = ‖F‖2

∞. The first term corresponds

to the problem of local maximum finding of functional tr(ΛΣ) subject to one equality
constraint trΣ = 1 − τ2 and one inequality constraint − 1

2 ln det(mΣ) � a. Note that
τ ∈ [0; 1) is assumed to be given. This problem can be solved by means of the Lagrange
method, and all details can be found in [16,23]. Based on [22,23], the problem of anisotropy-
based estimation is studied in this paper for multiplicative noise systems.

3. Problem Statement

In this section, a model of a sensor network with random failures is considered. The
description of the communication scheme for the sensors is associated with an adjacency
matrix of the corresponding communication graph.

Let us consider the following linear discrete time-varying (LDTV) system:

xk+1 = Akxk + Bkwk,
zk = Mkxk + Nkwk,
yj,k = λj,kCj,kxk + Dj,kwk,

(4)

with zero initial condition x0 = 0 and finite-time horizon Nh, i.e., k = 0, 1, . . ., Nh. The state
is denoted by xk ∈ R

nx , the input disturbance wk ∈ R
mw belongs to sequence of random vec-

tors with bounded anisotropy level a of extended input vector W0:Nh = (wT
0 , . . . , wT

n)
T, and

the non-zero expectation |EW0:Nh | > τ and the constrained covariance tr(cov(W0:Nh)) <
1 − τ2 are given. For each jth sensor, a measurement yj,k ∈ R

py is provided. The random
variable λj,k has Bernoulli distribution with given probabilities P(λj,k = 1) = pj and
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P(λj,k = 0) = 1 − pj = qj. The output to be estimated is denoted by zk ∈ R
pz . All matrices

Ak, Bk, Mk, Nk, Cj,k, Dj,k, j = 1, n are known for all time instants and have appropriate di-
mensions. The communication scheme is defined by means of an adjacency matrix a with

conditions aji � 0,
n
∑

i=1
aji = 1, ajj = max

i
aji; see [21] for more details.

To implement the results from anisotropy-based analysis to LDTV systems, we will
identify the norm of such a system F with the norm of the corresponding transfer matrix
F0:Nh associated with the mapping W0:Nh �→ F0:Nh W0:Nh = Z0:Nh between fragments W0:Nh
and Z0:Nh of the input and output sequences, respectively, where for the sake of example
Ws:t = (wT

s , wT
s+1, . . . , wT

t )
T for any s � t. So, the anisotropic norm |||F|||a of the LDTV

system F operating over a finite-time horizon k = 0, 1, . . . , Nh should be understood as an
anisotropic norm |||F0:Nh |||a of its transfer matrix F0:Nh .

The problem studied in this paper is finding the linear estimation ẑk of output zk for
system (4) using measurements yj,s, s � k, such that anisotropic norm of input-to-estimation
error system is bounded by a chosen threshold γ > 0.

4. Main Result

To obtain sufficient conditions of anisotropic norm boundedness for the systems with
multiplicative noises and noncentered disturbances, let us firstly discuss some results
of [16,21–23].

In [16,23], the anisotropy-based analysis problem was studied for non-centered dis-
turbance with constraints on the first and second moments of the input. The central result
is provided by the following statement based on the idea that for computation of the
(a, τ)-anisotropic norm for the case of noncentered disturbance one needs to shift the value
of anisotropy and then calculate the anisotropic norm of the corresponding system with
centered disturbance, making additional corrections in the resulting value.

Lemma 1 ([16]). Let us consider a linear discrete time-varying system F of the form (4) but
without measurements yj,k, j = 1, n, and assume the parameters τ ∈ [0; 1), a � − l

2 ln(1 − τ2),
l = mw(Nh + 1) to be given. The (a, τ)-anisotropic norm (3) of the system F is bounded by the given
γ > 0 if there exist γ1 > 0, γ2 > 0, such that |||F|||b � γ1, ‖F‖∞ � γ2, γ2

1(1 − τ2) + γ2
2τ2 � γ2,

where b = a + l
2 ln(1 − τ2).

Insofar as the input-to-estimation error system for the filtering problem is reduced to
a multiplicative noise system form, the conditions of anisotropic norm boundedness are as-
sociated with an anisotropy-based analysis given in [22]. Let us consider the multiplicative
noise system F̃ of the form

xk+1 = (A0,k +
r
∑

i=1
ξi,k Ai,k)xk + Bkwk,

zk = Mkxk + Nkwk,
(5)

with zero initial condition x0 = 0. The matrices Ai,k, i = 0, r, are given, and the dimensions
of matrices are the same as (4). Random variables ξi,k, i = 1, r have the same distribution
with zero mean, and covariances σ2

i , and considered to be independent of each other as
well of the input wk.

Theorem 1. Let us consider an LDTV system F̃ with multiplicative noises (5), and τ ∈ [0; 1)
and a � − l

2 ln(1 − τ2), γ > 0 are given. The (a, τ)-anisotropic norm of F̃ is bounded by a given
threshold γ if there exist some γ1 > 0, γ2 > 0 and the parameter q ∈ [0; ||F̃||−2

∞ ), such that the
following inequalities hold true:
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Rk � AT
0,kRk+1 A0,k +

r
∑

i=1
σ2

i AT
i,kRk+1 Ai,k + qMT

k Mk + LT
k S−1

k Lk,

Sk = (Imw − BT
k Rk+1Bk − qNT

k Nk)
−1,

Lk = Sk(BT
k Rk+1 A0,k + qNT

k Mk).

(6)

R̃k � AT
0,kR̃k+1 A0,k +

r
∑

i=1
σ2

i AT
i,kR̃k+1 Ai,k + qMT

k Mk + L̃T
k S̃−1

k L̃k,

S̃k = (Imw − BT
k R̃k+1Bk − qNT

k Nk)
−1,

L̃k = S̃k(BT
k R̃k+1 A0,k + qNT

k Mk),

(7)

N

∑
k=0

ln det S−1
k � m ln(1 − τ2) + 2b, (8)

and γ2
1(1 − τ2) + γ2

2τ2 � γ2. Here, b = a + l
2 ln(1 − τ2), RNh+1 = 0, R̃N+1 = 0, and matrices

Rk, R̃k, Sk are all positively defined for k = 0, . . . , Nh.

Proof. This theorem immediately follows from the results of [16,22,23].

Theorem 2. The anisotropic norm of the system F̃ (5) with non-centered disturbance wk with
parameter τ ∈ [0; 1) and a bounded anisotropy level of extended vector A(W0:Nh) � a is bounded
by a given γ, i.e.,

|||F̃|||a � γ,

if the following inequalities⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Rk − MT
k Mk ∗ ∗ ∗ . . . ∗

NT
k Mk η2 Imw − NT

k Nk ∗ ∗ . . . ∗
Rk+1 A0,k −Rk+1Bk Rk+1 ∗ . . . ∗

σ1Rk+1 A1,k 0 0 Rk+1 . . . ∗
...

...
...

...
. . .

...
σnRk+1 An,k 0 0 0 . . . Rk+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
� 0,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

R̃k − MT
k Mk ∗ ∗ ∗ . . . ∗

NT
k Mk γ2

2 Imw − NT
k Nk ∗ ∗ . . . ∗

R̃k+1 A0,k −R̃k+1Bk R̃k+1 ∗ . . . ∗
σ1R̃k+1 A1,k 0 0 R̃k+1 . . . ∗

...
...

...
...

. . .
...

σnR̃k+1 An,k 0 0 0 . . . R̃k+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
� 0,

(9)

[
η2 Imw − Ψk − NT

k Nk ∗
Rk+1Bk Rk+1

]
� 0. (10)

have positive definite solutions Rk, R̃k, Ψk, k = 0, Nh − 1, with boundary constraints[
RNh

− MT
Nh

MNh
∗

NT
Nh

MNh
η2 Imw − NT

Nh
NNh

]
� 0,

[
R̃Nh

− MT
Nh

MNh
∗

NT
Nh

MNh
γ2

2 Imw − NT
Nh

NNh

]
� 0,

(11)

η2 Imw − ΨNh
− NT

Nh
NNh

� 0, (12)
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and special type inequalities

Nh
∑

k=0
ln det Ψk � 2b + l ln(η2 − γ2

1), (13)

γ2
1(1 − τ2) + γ2

2τ2 � γ2 (14)

hold true, b = a + l
2 ln(1 − τ2).

Proof. Inequalities (9)–(12) are derived by using Schur’s complement formula. Inequal-
ity (13) follows from substituting the anisotropic norm computation for the non-centered
input problem for the corresponding one with a centered input and a modified anisotropy
level of the extended input vector, while (14) is related to the boundedness criteria of |||F̃|||a,τ ,
|||F̃|||b, ‖F̃‖∞ for a given system F̃.

For implementing the results of Theorem 2, some transformation of system (4) is
necessary. Let us introduce a set of virtual objects as follows:

xj,k+1 = Akxj,k + Bkwk, xj,0 = 0,
zj,k = Mkxj,k + Nkwk,
yj,k = λj,kCj,kxj,k + Dj,kwk,

(15)

where xj,k ∈ R
nx denotes the virtual state, zj,k ∈ R

pz is the output to be estimated, yj,k ∈ R
py

denotes measurement of the jth sensor. In this representation, each sensor has its own virtual
dynamics, and the original sensor network is virtually separated to independent objects.

Let us choose an estimation model for every virtual system (15) in the following form:

x̂j,k+1 =
n
∑

i=1
aji(Akx̂i,k + Hji,k(yi,k − ŷi,k)), x̂j,0 = 0,

ẑj,k =
n
∑

i=1
aji Mkx̂i,k,

(16)

where ŷi,k = piCi,k x̂i,k. Matrices Hji are considered to be found. The input-to-estimation
error system, which is using estimation model (16), has to have a bounded anisotropic norm.

The state estimation error and output estimation error are depicted by the following
notations: x̃j,k = xj,k − x̂j,k, z̃j,k = zj,k − ẑj,k, j = 1, n. The dynamics of each virtual object
error are as follows:

x̃j,k+1 =
n
∑

i=1
aji

(
Aji,kxi,k + Ãji,k x̃i,k + Bji,kwk

)
,

z̃j,k = Mkxj,k −
n
∑

i=1
aji Mkx̃i,k + Nkwk,

(17)

where Aji,k = Akδji − aji

(
Ak + Hji,k

(
λi,kCi,k − piC

p
i,k

))
, Ãji,k = aji

(
Ak − pi Hji,kCi,k

)
,

Bji,k = Bkδji − aji Hji,kDi,k. Hereafter, the Kronecker symbol δji is used. Let us assem-

ble the total vectors, xj,k, j = 1, n, to the extended state vector xT
k =

(
xT

1,k, xT
2,k, . . . , xT

n,k

)T
,

and similarly the extended vectors of state error and output error are denoted as fol-

lows: x̃T
k =

(
x̃T

1,k, x̃T
2,k, . . . , x̃T

n,k

)T
, z̃T

k =
(

z̃T
1,k, z̃T

2,k, . . . , z̃T
n,k

)T
. Hence, the dynamics of the

extended state error and the output error are described by the following system:

x̃k+1 =
(

Ak − Wk − Hk

(
Cλ

k − Cp
k

))
xk +

(
Wk − HkCp

k

)
x̃k +

(
Bk − HkDk

)
wk,

z̃k =
(

Mk − Vk
)

xk + Vkx̃k + Nkwk,
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where matrices are as follows:

Ak = In ⊗ Ak, Bk = [1, . . . , 1]T ⊗ Bk, Mk = In ⊗ Mk, Nk = [1, . . . , 1]T ⊗ Nk
Cλ

k = diag
j=1,n

(
λj,kCj,k

)
, Cp

k = diag
j=1,n

(
pjC

p
j,k

)
, Wk = a ⊗ Ak,

Hk = block
j,i=1,n

(
aji Hji,k

)
, Vk = a ⊗ Mk, Dk =

[
DT

1,k, . . . , DT
n,k

]T
.

Notation ⊗ is assigned to the Kronecker product, and the block diagonal and block
matrix are denoted by diag(·) and block(·), respectively.

To derive the dynamics of the input-to-estimation error system, let us define the
extended state vector as ζk = [xT

k , x̃T
k ]

T. Then, the dynamics of the input-to-estimation error
system can be described by the following expression:

ζk+1 = (A0,k +
n
∑

i=1
ξ j,kAj,k)ζk + Bkwk,

z̃k = Mkζk +Nkwk,
(18)

where ξ j,k = λj,k − pj for j = 1, n, Mk = [Mk − Vk Vk], Nk = Nk, Gj,k = diag
i=1,n

δjiCj,k, and

A0,k =

[
Ak 0

Ak − Wk Wk − HkCp
k

]
, Aj,k =

[
0 0

−HkGj,k 0

]
, Bk =

[
Bk

Bk − HkDk

]
.

As one can see, (18) presents the multiplicative noise system dynamics, so the state-
ment of Theorem 2 can be applied to this object. However, inequalities (9) and (10) con-
tain non-linear terms, therefore corresponding variables change should be used to pro-
vide an effective computational algorithm. Let us define the following set of matrices:

Uk =

[
Yk 0
0 Hk

]
, Xk = Rk+1Uk, X̃k = R̃k+1Uk, where k = 0, . . . , Nh and Yk are considered

to be real-valued matrices of corresponding dimensions. So, after the variables change,
inequalities (9) and (10) become of the form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Rk −MT
k Mk ∗ ∗ . . . ∗

N T
k Mk η2 Imw−N T

k Nk ∗ . . . ∗
Rk+1A00,k+XkA01,k −Rk+1B00,k−XkB01,k Rk+1 . . . ∗

σ1XkA11,k 0 0 . . . ∗
...

...
...

. . .
...

σnXkAn1,k 0 0 . . . Rk+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
� 0,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

R̃k −MT
k Mk ∗ ∗ . . . ∗

N T
k Mk γ2

2 Imw−N T
k Nk ∗ . . . ∗

R̃k+1A00,k+X̃kA01,k −R̃k+1B00,k−X̃kB01,k R̃k+1 . . . ∗
σ1X̃kA11,k 0 0 . . . ∗

...
...

...
. . .

...
σnX̃kAn1,k 0 0 . . . R̃k+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� 0,

(19)

[
η2 Imw − Ψk −N T

k Nk ∗
Rk+1B00,k + XkB01,k Rk+1

]
� 0. (20)

Boundary conditions (11) and (12) do not change.
If the obtained system of inequalities (11)–(14), (19), and (20) has a solution, then the

estimator (16) designed for system (4) satisfies the condition of suboptimality in the sense
of the anisotropic norm. The optimization problem can be stated as follows: γ2 −→ min
over (11)–(14), (19) and (20) w.r.t. Rk, R̃k, Xk, X̃k, η2, Ψk, γ2

1, γ2
2, τ.
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5. Conclusions

In this paper, an estimation problem of a sensor network system is solved using an
anisotropy-based approach. External disturbances belong to sequences of random vectors
with bounded anisotropy levels of the extended input vector. By using virtual objects
for every sensor, the augmented system is introduced and the input-to-error system is
derived. The system is described by multiplicative noise state space description, since
anisotropy-based analysis can be applied. An anisotropic norm boundedness criterion for
the input-to-error system is implemented, and the non-linear system to be optimized is
obtained. Appropriate variables change is used, and the optimization problem becomes
linear. The parameters of the time-varying anisotropy-based estimator are calculated after
proper inverse change when a suboptimal problem is numerically solved. The non-zero
mean of disturbance determines the dimension rising of the convex optimization problem,
since the modification of a previously developed anisotropy-based algorithm was achieved.
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Abstract: This paper is devoted to the evaluation of the hardware resources of computer systems for
solving a computationally expensive problem such as the calculation of the probability distributions
of statistics by the second multiplicity method based on Δ-exact approximations of samples with a
size of 320–1280 characters and an alphabet power of 128–256 characters. The accuracy is Δ = 10−5

and the total solution time should not exceed 30 days or 2.592 × 106 seconds for 24/7 computing.
Owing to the use of the properties of the second multiplicity method, the computational complexity
of the calculations can be brought within the range of 9.68 × 1022–1.60 × 1052 operations with the
number of tested vectors at 6.50 × 1023–1.39 × 1050. The solution of this problem for the specified
parameters of samples during the given time requires hardware resources which cannot be provided
by modern computer technology such as processors, graphics accelerators and programmable logic
integrated circuits. Therefore, in this paper, we analyze the possibilities of promising quantum
and photon technologies for solving the problem with the given parameters. The main advantage
of quantum computer systems is the high speed of calculations for all possible parameter values.
However, quantum acceleration will not be achieved to calculate the probability distributions of
statistics due to the need to check all the obtained solutions. Here, the number of obtained solutions
corresponds to the dimension of the problem. In addition, due to the current development level of
quantum hardware components, it is impossible to create and use 120 qubit quantum computers for
the solution of the considered problem. Photon computers can provide high computation speeds at
low power consumptions and require the smallest number of nodes to solve the considered problem.
However, unsolved problems with the physical implementation of efficient memory elements and the
lack of available hardware components make the use of photon computer technologies impossible
for calculating the probability distributions of statistics in the near future (5–7 years). Therefore, it is
most reasonable to use hybrid computer systems containing nodes of different architectures. To solve
the problem on various hardware platforms (general purpose processors, GPUs and FPGAs) and
configurations of hybrid computer systems, we suggest to use the architecture-independent high-level
programming language SET@L. The language combines the representation of calculations as sets
and collections (based on the alternative set theory of P. Vopenka), the absolutely parallel form of the
problem represented as an information graph and the paradigm of aspect-oriented programming.

Keywords: probability; statistic; exact distribution; exact approximation; algorithmic complexity;
quantum calculations; photonic technologies; architecture-independent programming; Set@l language

1. Introduction

In general, criteria that minimize the number of false decisions concerning the truth of
tested hypotheses are used to solve application problems that require statistical processing
of texts as meaningful character sequences. The criteria based on the exact distributions

Eng. Proc. 2023, 33, 40. https://doi.org/10.3390/engproc2023033040 https://www.mdpi.com/journal/engproc
317



Eng. Proc. 2023, 33, 40

of reference statistics [1] have the greatest relative efficiency, but the calculation of exact
distributions is a computationally laborious task [1,2], depending on the power of the
alphabet N and the sample size n (the length of the text sequence).

We can reduce the computational complexity of the problem if we use exact approx-
imations (limit distributions) instead of exact distributions which minimally reduce the
efficiency of the used criteria [1,2]. As exact approximations of distributions of reference
statistics, we use Δ-exact distributions [2] which differ from the initial ones by an arbitrarily
small Δ. To calculate exact distributions, there are methods such as the calculation method
of the exact distributions statistics of the Kolmogorov–Smirnov type [3,4], the well-known
classical Monte Carlo method [5], etc. The most preferable is the second multiplicity
method [2], which provides calculations of the exact approximations of distributions for
the maximum values of the samples’ parameters with the same resource. The second multi-
plicity method, based on solving systems of linear equations, has polynomial complexity,
but its computational complexity for real application problems is still quite large [2], so
calculation of exact approximations in a reasonable time using modern computational
means is difficult. An evaluation of the required computing resources and the problem
solution time by means of modern processors, graphics accelerators and FPGAs for the
distribution parameters required in practice is given in [2]. In this paper, we consider
an evaluation of the required resources and possible problem solution times for calculat-
ing exact approximations of probability distributions of statistics by means of promising
computer technologies: quantum and photon computer systems.

2. Setting of the Problem

We consider probability distributions of statistics for an alphabet AN = {a1, . . . , aN}
with a power | AN |= N and its sample n. To calculate the exact approximations of
statistics probability distributions PΔ{SN,n ≥ c}, which differ from the exact distributions
PT{SN,n ≥ c} by a specified arbitrary small value Δ

| PT{SN,n ≥ c} − PΔ{SN,n ≥ c} |≤ Δ, (1)

we use the second multiplicity method (SMM) based on the solution of a system of lin-
ear equations {

μ
(v)
0 + μ

(v)
1 + . . . + μ

(v)
n = N,

1 · μ
(v)
1 + 2 · μ

(v)
2 + . . . + n · μ

(v)
n = n

(2)

where μ
(v)
i is the number of characters that occurred j times in the sample v of the alphabet

AN and n is the size of the sample v.
The SMM [2] is based on sequential enumeration of the vectors μ(v) = {μ

(v)
0 , μ

(v)
1 , . . . , μ

(v)
n }

and determination of whether each μ(v) is a solution of the system of linear Equations (2)
or not. A detailed theoretical review of the use and implementation of the SMM is given in
[2]. The SMM algorithm’s complexity is defined by

CMVK(PT{SN,n ≥ c}) = Lμ(N,n,r) × 5 · r + Kμ(N,n,r) · (5 · (r + 1) + 2(N + r) + 3) + 2 · Kμ(N,n,r) · log2 Kμ(N,n,r) + 2 · Kμ(N,n,r), (3)

where Lμ(N,n,r) is the reduced number of tested vectors of possible solution candidates

of (2) with the limitations {r ≤ n | ∀i = r + 1, n, μ
(v)
i = 0} and Kμ(N,n,r) is the number

of non-negative integer solutions of (2) with the limitations r. According to [2], the main
complexity of (3) depends on the first term of the polynomial

Lμ(N,n,r) = (N + 1)min([n/N,r])+1 · (min([n, N], r))!
(n + min([n, N], r))!

· (n + r)!
r!

(4)

It follows from (3) and (4) that the algorithmic complexity of calculating the exact ap-
proximations CMVK(PΔ{SN,n ≥ c}) is a polynomial which depends on both the parameters

318



Eng. Proc. 2023, 33, 40

of the sample N and n, and on the limitation parameter r, which also functionally depends
on the sample’s parameters and the accuracy Δ, i.e., r = m(N, n, Δ).

The most laborious part of the SMM is the procedure of calculating and testing solution
candidate vectors. For practical problems, the power of the alphabet N belongs in the
range from 128 to 256, and the sample sizes are in the range from 320 to 1280, when the
required total solution time does not exceed 30 days. Therefore, to evaluate the algorithmic
complexity [2], we specified the following samples as (the alphabet power, the sample size):
(256, 1280), (128, 640), (128, 320) and (192, 320) with the accuracy Δ = 10−5. The algorithmic
complexity and the required performance of the task with these sample parameters are
given in Table 1.

According to Table 1, the computational complexity is in the range from 9.68 × 1022 to
1.60 × 1052 operations, the average complexity is about 4.55 × 1025 operations, and it is
necessary to test from 6.50 × 1023 to 1.39 × 1050 vectors and to obtain from 4.67 × 1012 to
5.60 × 1025 solutions.

The number of tested variables in (2) does not exceed (r + 1), i.e., it does not exceed 24
for the parameters given in Table 1. Accordingly, μ(v) = {μ

(v)
0 , μ

(v)
1 , . . . , μ

(23)
n }, and all other

variables are equal to zero: {μ
(v)
j = 0|j = 24, . . . , n}. The values of μ

(v)
i are integers and

belong to the range {0 ≤ μ
(v)
j ≤ 23|i = 0, 23}. One μ

(v)
j is no less than 5 bits (24 < 23 < 25),

and the whole vector μ(v), which contains 24 μ
(v)
i , is no less than 5 × 24 = 120 bit.

The important property of the method is its parallelization by data because any μi and
μj can be tested independently and concurrently when i 	= j.

Table 1. Characteristics of the calculation method of exact approximations for various parameters
of samples.

№
Parameters of

the Sample
N/n

Limitation
Parameter r

Reduced
Number of

Tests Lμ(N,n,r)

Number of
Solutions
Kμ(N,n,r)

Total Complexity
CMVK(PT{SN,n ≥ c})

Required Performance
for Calculation for 30

days (op/s)

1 256/1280 23 1.39 × 1050 5.60 × 1025 1.60 × 1052 6.15 × 1045

2 128/640 22 2.67 × 1027 1.76 × 1020 2.94 × 1029 1.13 × 1023

3 192/320 14 6.50 × 1023 4.67 × 1012 4.55 × 1025 1.75 × 1019

4 128/320 16 1.21 × 1021 2.23 × 1013 9.68 × 1022 3.72 × 1016

3. Use of General Purpose Processors to Calculate Exact Approximations
of Distributions

The ×86 processors with the traditional von Neumann architecture and 32-bit and
64-bit data processing compose the main and most widespread general purpose computing
architecture for the design of cluster multiprocessor high-performance systems (MHPS) [6].

For calculating exact approximations, the performance PCPU of a CPU-based MHPS
with unlimited scalability is

PCPU = NCPU · KCPU · H1_CPU , (5)

where NCPU is the number of processors; KCPU is the number of provided parallel threads;
and H1_CPU is the frequency of one processor.

To estimate the number of processors needed to solve the problem with time con-
straints, let us consider a hypothetical CPU that supports eight parallel threads at 3000
MHz, i.e., KCPU = 8 and H1_CPU = 3 × 109. Then, to achieve the minimal performance
(according to Table 1) of PCPU ≥ 1.75 × 1019 op/s, it is necessary to use

NCPU ≥ 1.75 × 1019

KCPU · H1_CPU
=

1.75 × 1019

8 × 3.0 × 109 = 7.29 × 108,
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i.e., about 729 million hypothetical processors. The obtained number exceeds the number
of cores (not the number of processors!) of the most high-performance supercomputers
in the world (such as Fugaku [6,7] with 7 million cores and Sunway TaihuLight [6,7] with
10 million cores, included in TOP500 [6]) by 1.5–2 decimal orders.

To calculate exact approximations for all values of the samples’ parameters
{N = 2, 256, n = 1, 5N}, the number of required nodes is

NCPU ≥ 6.15 × 1045

KCPU · H1_CPU
=

6.15 × 1045

8 × 3.0 × 109 = 5.56 × 1035,

which cannot be achieved if we take into account the modern level of processor archi-
tectures and technologies in cluster MHPS designs. The performance of modern CPUs
is insufficient for the solution of the considered problem. Furthermore, calculations of
exact approximations cannot be provided if a computer system is based only on modern
CPUs because hundreds of million CPUs are needed to solve the problem even in its
minimal form.

4. Use of Graphics Accelerator Technology to Calculate Exact Approximations
of Distributions

The development of GPU (Graphic Processing Unit) technology [7], originally de-
signed to calculate 3D graphics in real time, has led to their application in high-performance
computing. Modern graphics accelerators, containing thousands of special purpose cores,
provide a high degree of parallelism and can perform tasks in a multithread parallel
mode. For example, the standard GEFORCE RTX-3090 game graphics card contains 10,496
NVIDIA CUDA cores operating at 1.70 GHz (1.7 × 109 op/s) [8]. We can roughly define
the performance of a GPU-based computer system PGPU as the following product

PGPU = NGPU · KCP · HCP, (6)

where NGPU is the number of graphics accelerators GPU in the system; KCP is the number
of cores of each accelerator; and HCP is the clock frequency.

To provide PGPU ≥ 1.75 × 1019, the system based on a GEFORCE RTX-3090 must
contain no less than

NRTX3090 ≥ 1.75 × 1019

KRTX × HRTX
=

1.75 × 1019

1.05 × 104 × 1.7 × 109 = 9.80 × 105

nodes, and the system based on an NVIDIA Quadro K6000 [9] with the performance

KK6000 · HK6000 = 16.3 × 1012 op/s

of one videocard, must contain no less than

NK6000 ≥ 1.75 × 1019

KK6000 · HK6000
=

1.75 × 1019

1.63 × 1013 = 1.07 × 106

nodes. Despite the difference in the properties of the considered graphics accelerators,
the number required for calculation of exact approximations is estimated at about one
million, which is impossible with the current level of development of graphics accelerator
architectures and design technologies of GPU-based computer systems. Thus, due to the
insufficient performance of modern graphics accelerators, it is impossible to use them as
the only basis to calculate exact approximations.

5. Use of Parallel Pipeline FPGA Technologies to Calculate Exact Approximations
of Distributions

The FPGA (Field Programmable Gate Array) technology combines the capabilities of
parallel and pipeline computing. In contrast to computer systems with a fixed architecture
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designed on a CPU and GPU basis, it allows reconfiguration [10] of the architecture of an
FPGA-based computer system to the architecture of the problem to be solved. Taking into
account information dependencies in the structure of the application [10], it is possible to
provide high real performance for labor-intensive problems in various fields of science and
technology [11]. For example, the computational block (CB) of the latest Seguin system
based on the UltraScale+ FPGAs (3U height, 96 XCVU9P-1FLGC2104E chips designed
using 16 nm technology) achieves the performance of 240 Tflops (2.4 × 1014 op/s) [12].

For the problem of calculating exact approximations, the performance of an FPGA-
based reconfigurable multiprocessor computer system PFPGA can be roughly estimated as
the product of the number of computational blocks (CB) NCB_FPGA in the system and the
performance of one CB PCB_FPGA.

NCB_FPGA ≥ 1.75 × 1019

PCB_FPGA
=

1.75 × 1019

2.4 × 1014 = 7.29 × 104. (7)

To calculate exact approximations for all values of the considered parameters of the
samples {N = 2, 256, n = 1, 5N}, it is necessary to use

NCB_FPGA ≥ 6.15 × 1045

PCB_FPGA
=

6.15 × 1045

2.4 × 1014 = 2.56 × 1031

computational blocks. Parallel pipeline FPGA technologies with the real performance of
up to 1014 operations per second for one computational block have the greatest potential
for implementation of the second multiplicity method for the largest values of the sample
parameters. However, a computer system, which is based only on FPGA technologies and
implements the considered problem, cannot be easily designed because it requires a very
large number of computational blocks.

According to the analysis of the capabilities of computer technologies to calculate exact
approximations of distributions, none of the existing computer technologies can provide the
required computing resources. To solve this computationally expensive problem during the
specified time, it is necessary to analyze the capabilities of promising computer technologies
such as quantum and photon computers.

6. Use of Quantum Computer Technologies to Calculate Exact Approximations
of Distributions

Quantum computer technologies were proposed in the 1980s by a number of fa-
mous scientists, such as Richard F. Feynman [13], Paul Benioff [14], K.A. Valiev and A.A.
Kokin [15] and Yu. I. Manin [16]. The main idea of quantum computing is the following:
a quantum system of q concurrently operating qubits has 2q linearly independent states.
According to the principle of quantum superposition, the state space of such a quantum
register is a 2qD Hilbert space [17]. One operation on a group of q qubits is calculated
immediately for all its possible values, unlike a group of classical bits, when only one
current value exists. This ensures the maximum possible parallelization of data calculations
and an increase in performance to 2q, which is called “quantum acceleration”. Any object
with two quantum states, such as polarization states of photons, electronic states of isolated
atoms or ions, spin states of atomic nuclei, etc., can be a physical system implementing
qubits. The structure of the quantum computer proposed by Russian scientists K.A. Valiev
and A.A. Kokin [15] is shown in Figure 1. According to the principle formulated by R.
Feynman [13], for any algorithm, it is possible to obtain an implementation on a quantum
system, which will be no worse than its implementation on the classical von Neumann
system. At the same time, it is shown [16] that “quantum acceleration” is not possible for
any algorithm and for an arbitrary algorithm, the possibility of quantum acceleration is not
guaranteed. A feature of quantum calculations is the probabilistic nature of the result of
calculations, i.e., the result is true only with some probability.
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Quantum computers were designed at Harvard University (51 qubit system) [18] and
at the Polytechnic School of the University of Paris-Saclay (70 qubit system) [19]. The
American company IonQ [20] announced the first commercial quantum computer based on
ion traps, which contains 160 qubits, but for quantum operations only 79 qubits are used,
and only 11 qubits are used for implementations of arbitrary quantum algorithms. In 2020,
IBM [21] introduced the most powerful 64 qubit quantum computer. In Russia, the design
of a general purpose quantum computer of 100 qubits is expected by 2024 [19]. At present,
a quantum computer capable of operating with 120 bit data does not exist in the world.

Let us evaluate the possibility of calculating exact approximations of distributions on
a quantum computer. The structure of the vector testing procedure of the considered prob-
lem [2] corresponds to the structure of the quantum computer (Figure 1), which allows us
to expect a significant effect when solving the problem on quantum computers. According
to the minimum evaluation, 120 bits are required to place the test vector candidate μ(v);
therefore, the quantum computer must contain 120 qubits operating concurrently. Let us
suppose that a quantum computer operating with 120 qubits (let us call it QC-120) exists,
and the problem of valid results is solved. If exact approximations are calculated on QC-120,
we obtain all {μ(1), μ(2), . . . , μ(2120)} for the 120-bit test vector μ(v) = {μ

(v)
0 , μ

(v)
1 , . . . , μ

(v)
23 },

i.e., (2120 ∼= 1.3292 × 1036) possible solutions. Then, it is necessary to select Kμ(N, n, r)
real solutions. For N = 256 and n = 1280, we obtain Kμ(256, 1280, 23) = 5.60075 × 1025

from Table 1.

Figure 1. The structure of the quantum computer.

Thus, if we calculate the values of i-th possible solution, we obtain the SLE state
{μ(i), μ(i), . . . , μ(i)︸ ︷︷ ︸

2120

}. To calculate the (i + 1)-th possible solution, we obtain the SLE state

{μ(1), μ(2), . . . , μ(2120)} and read the (i+ 1)-th possible solution. To test all possible solutions
and to obtain Kμ(N, n, r) real solutions, we need 2120 accesses to QC-120, which drastically
reduces the effect of concurrent calculations of 2120 possible solutions.

The need to check all the obtained solutions, the number of which corresponds to
the dimension of the problem, does not allow achieving quantum acceleration and is a
significant and fundamental limitation of the use of promising quantum computer tech-
nologies for calculating accurate approximations of distributions. The lack of a technical
and technological base not only in the Russian Federation, but also in the world, is an
additional, technological limitation that does not allow creation of a quantum computer
system operating 120 qubits required to solve the problem of calculating exact approxi-
mations of statistical probability distributions. Therefore, the prospect of using quantum
computer systems at the existing level of development of science and technology is quite
modest for the considered problem, despite the potentially high performance. Perhaps
the given evaluations for the considered problem can be revised with the development of
quantum computing.
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7. Use of Photon Computers to Calculate Exact Approximations of Distributions

Another relevant area for the development of promising computer facilities based on
new physical principles is the design of computer systems that use the effects of interactions
of coherent light waves generated by laser radiation and its carriers, i.e., photons [22,23].

The structure of the photon computer developed at the All-Russian Research Institute
of Experimental Physics (Sarov) [22] is shown in Figure 2. The photon computer (Figure 2)
consists of four large units: a unit for converting a task into a program for the photon
computer (UCT), a laser radiation source (LRS), an input–output unit (IOU) and a photon
processor (PP). In turn, the photon processor contains four processor elements which
comprise arithmetic logic devices (ALU), control devices (CD) and switches (SW). The
units of the photon computer are interconnected by electronic and optical channels, and
the components of the processor elements are connected only by optical channels.

Figure 2. The structure of the photon computer.

The UCT transfers the photon program to the LRS which generates laser radiation
and supplies it to the IOU, where it is divided into light rays according to the number
of digits simultaneously supplied to the PE. The IOU generates a photon program and
transmits it to a photon processor where calculations are performed by the processor
elements. Light beams interact within the photon processor, and optical delay lines [23]
perform synchronization. Within the photon processor, the PEs can be connected by optical
channels to a multiprocessor environment of any topology [23]. A low power consumption
and a high performance are the important advantages of photon computer systems.

It has been shown that the performance of a photon computing node can reach up to
1018 op/s per 100 W of power consumption [24].

To achieve the required performance of the photon computer PPHOTON , it is necessary
to use NPH_ND nodes with the performance PPH_ND = 1018 op/s each:

PPHOTON = NPH_ND × PPH_ND. (8)

The performance level PPHOTON ≤ 1.75 × 1019 for calculating exact approximations
(the parameters of the sample №3 in Table 1) is provided by

NPH_ND ≥ 1.75 × 1019/PPH_ND = 1.75 × 1019/1.0 × 1018 ∼= 17.5

nodes, i.e., no less than 18 photon computing nodes. To achieve the performance for
calculating exact approximations of the whole spectrum of the parameters of the considered
samples {N = 2, 256, n = 1, 5N}, it is necessary to use no less than

NPH_ND ≥ 6.15 × 1045/PPH_ND = 6.15 × 1045/1.0 × 1018 = 6.15 × 1027
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computing nodes. This is much less than in all technologies that were reviewed earlier.
Unlike quantum computer systems, there is no available information about existing

prototypes of digital photon computer systems. According to most works [22–24], scientific
teams simulate the functioning of individual nodes and then evaluate the possible parame-
ters of the calculator. There are works of academician V. A. Soifer [25–27] and some other
scientists in the field of analog photonics. There, each computing node is created for a task
with certain parameters, and the technology of developing and creating an analog photon
computing node for an arbitrary task requires a whole cycle of research and development
work. Therefore, there are no active prototypes of photon computer systems, technological
bases and/or commercially available components today. Due to the current development
level of science and technology, in the next 5–7 years it is impossible to consider the use
of photon computer systems to solve the problem of calculating exact approximations of
statistical probability distributions, although potentially such computer systems will have
very high performances and require the smallest number of low-power computing nodes.
Perhaps, owing to the development of photon computer technologies, it will be possible to
revise and improve the presented evaluations for the considered task in the next few years.

8. Architecture-Independent Representation of the Exact Approximation Calculation
Problem for Hybrid Computer Systems

According to the reviewed computer technologies and their current level of develop-
ment, a possible solution is to design hybrid or heterogeneous computer systems containing
the computing nodes of modern architectures (such as general purpose processors, graph-
ics accelerators and FPGAs) capable of solving the problem with the given parameters
in a reasonable time. Since the calculation of distributions is carried out by one and the
same method for all parameters of samples, the possibility of programming different com-
puter architectures in a single loop, which is provided in the architecture-independent
programming paradigm, is especially important for such a system [28]. Taking into account
the possible use of promising architectures of quantum computers and/or photon com-
puting nodes, we consider an architecture-independent representation of the problem of
calculating exact approximations for hybrid computer systems as especially significant.

Such capabilities are provided by the architecture-independent aspect-oriented lan-
guage Set@l, which allows the developer to focus their attention on parallelizing methods
when solving a problem, and not on their technical implementation in the selected com-
puter architecture. The Set@l language reduces the problem of software transfer between
different configurations and architectures of the HCS to the creation of aspects (descrip-
tions) of technical means, which describe the key points of parallelization of the method
on these technical means. At the same time, the source program implementing the data
processing method remains unchanged [28].

The language Set@l is based on the paradigm of aspect-oriented programming (AOP) [29],
according to which the algorithm of an application problem and the peculiarities of its
implementation are described in the form of separate program modules. The Set@l program
represents the information graph of the computational problem in the form of sets, whose
partitioning and typing specify different parallelization options and other aspects of the
implementation of the algorithm. Unlike other programming languages based on the
set theory, for example, the languages SETL, SETL2 and SETLX, the Set@l language uses
typing of sets according to different criteria and allows operations with fuzzy collections in
accordance with the alternative set theory [30].

The Set@l language provides separate descriptions of the algorithm and the pecu-
liarities of its implementation on a computer system by the use of the AOP paradigm.
According to this paradigm, the cross-cutting concern of the program, which causes the
negative effects of code tangling and scattering, is presented in the form of separate pro-
gram modules (aspects). The source code, implementing the main functionality of the
program, contains the user’s markup, which determines its interaction with aspects during
translation or execution. Analyzing the markup and source code, the preprocessor trans-
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lator forms a new executable cross-cutting concern program. As a rule, the use of AOP
technology simplifies the development and further support of software and increases the
adaptability of programs to various modifications.

To implicitly describe various methods of parallelizing algorithms, the language of
architecture-independent programming Set@l provides classification of collections by the
type of parallelism of their elements during processing. When the parallelism nature of
the set’s elements is clearly defined, the types “par” (parallel-independent processing),
“seq” (sequential processing), “pipe” (pipeline processing) and “conc” (parallel-dependent
processing by iterations) are used. However, in some aspects of the program, the type of
parallelism of a number of sets cannot be determined uniquely, since the architecture of
the computer system on which the algorithm will be implemented is unknown. In this
case, a special type of “imp” (implicit) is used, and the typing of collections is refined in
other aspects of the program using special syntactic structures. If the aspects of the Set@l
program do not change the algorithm in the process of its adaptation to the computer
system’s architecture, then the solution to the problem can be presented according to the
classical Cantor–Bolzano set theory. However, in some cases, it is reasonable to modify
the algorithm in accordance with the peculiarities of its implementation on the computer
system with a certain architecture. In such cases, some collections are fuzzy and are not
sets, so they cannot be specified as objects of the classical set theory. Using the Set@l
language, we can describe different implementations of the same algorithm in a single-
aspect-oriented program. To do this, classification of collections by the definiteness of
their elements is performed according to the alternative set theory of P. Vopenka. The type
“set” (set) corresponds to the classical clearly distinguished collection of elements, the type
“semi-set” (sm) corresponds to a fuzzy collection and the type “class” (cls) corresponds to a
set of objects, the type and partition of which cannot be uniquely determined at a given
level of abstraction. An example of a computational problem that requires the Set@l fuzzy
collections for its description is the Jacobi SLAE algorithm [31]. Unlike other approaches
to parallel programming of high-performance computer systems, the Set@l programming
language specifies not only boundary cases of the algorithm implementation, but also a
family of intermediate options. They cannot be distinguished from the point of view of
procedural programming but provide continuity of the description of the calculation model.
Owing to the use of the Set@l language, it is possible to synthesize many variants of the
problem solution and to switch between its elements depending on the architecture and
configuration of the computer system. The program of fast Fourier transform illustrates
this possibility. According to the available memory of the computer system, complex
coefficients W are calculated in advance and loaded from memory or calculated with the
help of basic and auxiliary components [32].

Thus, the algorithm of the problem in the Set@l language is presented as an architecture-
independent source code by means of aspect-oriented programming, set theoretical code
representation and relational calculus. The peculiarities of the algorithm’s implementation
are represented as the separate aspects that define the division into subsets and typing of
the main collections of the program. The program can be quickly ported between computer
systems with different architectures and adapted to any changes in hardware resources due
to the use of aspects of the processing method, architecture and configuration. Owing to the
suggested approach to parallel programming of high-performance computer systems in the
Set@l language, there are new prospects for the development of architecture-independent
and resource-independent software.

The language Set@l has been successfully used to solve algorithmically complex and
resource-intensive problems, such as solving SLAE by the Gaussian [28] and Jacobi [31]
methods and implementing the fast Fourier transform algorithm [32] and others with the
same structure.

Therefore, the use of the Set@l language for the calculating exact approximations of
distributions on a hybrid computer system will significantly decrease the programming
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complexity of computing nodes of various architectures such as general purpose processors,
graphics accelerators, FPGAs, quantum computers and/or photon computing nodes.

9. Conclusions

In this paper, we have analyzed the use of promising computer technologies to solve
the computationally expensive problem of calculating Δ-exact approximations of statistical
probability distributions by the second multiplicity method based on solving the SLAE of
the second multiplicity. The method has polynomial complexity and allows paralleliza-
tion into fragments by data. We have evaluated the possibilities of promising computer
technologies based on quantum and photon computers for calculating distributions by the
second multiplicity method. An analysis of the capabilities of quantum and photon com-
puter technologies shows that they have great potential for solving this problem. However,
at present, these technologies cannot provide a solution to the problem of calculating exact
approximations of sample distributions with an alphabet power less than 256, a size less
than 1280 characters and an accuracy of Δ = 10−5.

We have performed a theoretical analysis of quantum computer systems and their
applicability for the problem, which showed that quantum acceleration is impossible. Thus,
the current level of development of quantum computers is insufficient, and there are also
no algorithms and criteria for choosing a suitable solution from a huge number of obtained
solutions to the problem. In addition, the level of development of photon computers does
not allow creating a computer with the required number of computing nodes.
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Abstract: This paper proposes a simulation linear model created in the MATLAB environment,
which provides a process for regulating blood sugar levels. The controller is built for the need
for any type of diabetes to control and normalize the blood sugar content of the patient in order
to eliminate the differences in the quality of life of a diabetic patient and a healthy person. The
linearization of the nonlinear model was performed, and the adequacy of the linearized model was
verified and confirmed using the MATLAB simulation. The choice of the PID controller and the CHR
method for its adjustment was justified and MATLAB tools were used to show the implementation
of these methods. The model of the patient with the controller has been built; the algorithm for
the automatic adjustment of the PID controller parameters has been developed and realized. The
directions for continuation of the work on this problem regarding regulation in the system under
study are proposed.

Keywords: diabetes mellitus; insulin pump; automatic control system; insulin–glucose interaction
models; PID controller; linearization; parameter setting

1. Introduction

Diabetes mellitus (DM) is a group of metabolic diseases characterized by chronic
hyperglycemia, which is the result of impaired insulin secretion, the action of insulin, or
both. Chronic hyperglycemia leads to damage and dysfunction of various organs, including
the eyes, kidneys, nerves, heart, and blood vessels. In any type of diabetes, the control and
normalization of blood sugar becomes one of the main tasks of the patient and his attending
physician. When the sugar level is closer to the normal limits, the risk of complications
is lower, and there are fewer symptoms of diabetes as well as fewer differences between
the quality of life of a patient with diabetes and a healthy person. The current state of
medicine and science in general allows the treatment of diabetes mellitus on an outpatient
basis, mainly through the use of an individual control system, that is, an insulin pump. The
algorithms of such a system can be implemented using a controller.

According to research published in the tenth edition of the Diabetes Atlas of the
International Diabetes Federation (IDF), 537 million people aged from 20 to 79 years have
diabetes, and this number is steadily increasing every year [1], including in the Russian
Federation [2]. This is why the topic of developing new and improving existing automatic
control systems for regulating blood sugar levels in patients with diabetes mellitus is
becoming increasingly relevant. The aim of the work is the practical implementation of a
simulation model in MATLAB for regulating blood sugar levels using an actuator, namely
an insulin pump, in order to be able to use this technique when such compact medical
devices are put into operation. To achieve this goal, the following tasks were set and solved:

1. Study and analysis of existing mathematical models of diabetes mellitus in terms of
applying the methods of the theory of linear automatic control systems to them [3–15].
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2. Analysis of the selected model for the possibility of its linearization [15].
3. Obtaining the transfer functions of the sugar level by food intake and insulin in-

jection, building a mathematical model of the control object (human) in the MAT-
LAB/Simulink environment.

4. Testing of transient graphs of a patient and a healthy person in the original and
linearized models during the transient time.

5. Evaluation of the suitability of a linearized model for the development of a PID
controller for an insulin pump control system.

6. Study of various engineering methods for the synthesis of controllers and the choice of
the most adequate method for the synthesis of the PID controller by the CHR method,
taking into account the features of the linearized system.

7. Synthesis of the PID controller by the CHR method.
8. Creation of a control system model with the PID controller in the MATLAB/Simulink

environment.
9. Development of an algorithm for determining controller parameters from the transient

curve in a model of a patient, with the possibility of automatically adjusting these
parameters to obtain a given blood sugar level.

10. Performing simulations with various parameters of the linearized mathematical model
to check the operability of this model.

2. Materials and Methods

Rationale for Choosing a Mathematical Model

After the possibility of an external control for blood glucose levels in patients with
type I diabetes mellitus by monitoring blood glucose levels and injecting insulin was
experimentally proven, it became necessary to develop a safe and effective algorithm for
controlling the devices that solve the problem of diabetes for patients. When developing
a mathematical model of the interaction between insulin and glucose in the human body,
pharmacokinetic and physiological models were considered. The main difference between
pharmacokinetic models and physiological ones is that they contain fewer parameters,
so they are easier to use for interpreting experimental data. Physiological models are
characterized, as a rule, by a large number of parameters. Therefore, Sorensen’s model [8]
has 21 states and 22 metabolic functions that describe the dynamics of glucose, insulin,
and glucagon. This model is widely used in glucose monitoring and has been criticized
for inaccurately representing the observed changes in glucose [9]. Another physiological
model, from Kobelli [10], is nonlinear and consists of glucose, insulin, and glucogenic
subsystems; it has nine states, 23 metabolic functions, and 46 parameters. Therefore, only
some pharmacokinetic models were considered as prototypes for modeling: the Bergman
model [11], the Hovorka model [12], and the simplest basic differential mathematical model.
The simplest basic differential mathematical model is of the following form:⎧⎪⎨⎪⎩

dx
dt

= −a1xy + a2(x0 − x) + a3P(t)
dy
dt

= b1(x − x0)H(x − x0)− b2y + b3u(t)
(1)

where x(t) is the blood sugar level, y(t) is the level of insulin in the blood, and x0 is the
fasting blood sugar level. The constants a1, a2, and a3, as well as b1, b2, and b3, are positive
and are the sensitivities of the sugar and insulin gradients, respectively. The function H(x)
is a single step, P(t) describes changes in sugar levels from food intake, and u(t) describes
changes in insulin levels. The undoubted advantages of this model are its simplicity and
compactness, consisting in a minimum number of equations and parameters. The adequacy
of this model is proved in practice [14]. The model has two input variables, P(t) and
u(t), and two state variables, x(t) and y(t). The state variables are the main variables of
the model. They are quantities that uniquely determine the current state of the control
object. These variables can be changed (i.e., controlled) in clinical practice. As follows from
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the equations in (1), the mathematical model is nonlinear. The equations in (1) include
the product of the state variables; in both equations, the coefficients on the state variable
x depend on this variable, and this dependence is also nonlinear because one of the co-
multipliers is a step function. The deviations of the state variables from the initial value
(“starvation”) are commensurate with the value itself [14,15] and, therefore, cannot be
considered small. In this connection, the decomposition of nonlinear functions into a Taylor
series for the purpose of linearization of the object will be ineffective because, to achieve
acceptable accuracy, the account of a large number of row members will be required. The
attempt to linearize differential equations at steady-state constant values for “hunger” x0,
y0 via a Taylor series expansion is impossible because of the infinite derivatives of the
step functions H(x − x0) at point x0. As stated in [16], for this kind of linearization, the
derivatives must have a single and finite value; otherwise, the equation is nonlinearizable.
The application of I.A. Vyshnegradsky’s hypothesis for small deviations of all variables
from steady-state values seems to be an acceptable method of linearization [16]. The steady-
state value is logically considered to be the function of the state variables for a healthy
person. The model was linearized by entering a new variable—the deviation of the sugar
level from zero, corresponding to hunger:

z = x − x0

and the following matrices of the linear system in the state space were obtained

A =

(−a2H(−z) −a1x0
b1H(−z) b2

)
; B =

(
a3 0
0 b3

)
; C =

(
1 0

)
; D =

(
x0
)
.

The transfer function with a second-order characteristic polynomial was derived from
the representation in the state space

Z(s) = − a1x0b3

s2 + b2s + a1x0b1
U(s) + a3

s + b2

s2 + b2s + a1x0b1
P(s)

The simulation showed a practical coincidence of the transition functions of the
linearized and the original system within two to three hours from the moment of eat-
ing (Figure 1), so, the linear model was accepted for further research provided that the
maximum of the transition function of the system with the controller is reached at the
specified time.

Figure 1. Comparison of transients in the initial (z,y) and linearized (z1,y1) models. The control object
is a patient with diabetes mellitus (DM) [17].

When choosing the controller configuration method, the main preference was given
to engineering methods that allow for calculation of the controller parameters based on
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the characteristics of the transient process graph. To date, the most widespread use is
made of PID controllers. Practical experience shows that the use of PID controllers in
complex systems (devices) provides a sufficiently small control error and the transition
process required by the operating conditions of most control objects. Therefore, the PID
regulation will be the priority in the control task under study. Currently, there are quite
a lot of different methods for tuning the parameters of PID controllers; still, the most
common is the Ziegler–Nichols tuning method [18], proposed by its authors in 1942. This
method is simple in application but gives not very good results. As a rule, after setting the
regulator parameters, one has to make manual adjustments in order to improve the quality
of regulation. Nevertheless, this method is still often used in practice, although many more
accurate methods have become available. Ziegler and Nichols proposed two methods for
tuning PID regulators [19]. One of them is based on the response parameters of the object
to a single jump, and the other is based on the frequency characteristics of the control object.
To calculate the PID controller parameters according to the first Ziegler–Nichols method,
only two parameters are used: the negative coordinate “a” of the point of intersection of
the tangent to the transient curve with the maximum slope, and the coordinate “L” of the
point of intersection of the same tangent and the time axis. The formulas for calculating
PID controller coefficients are summarized in Table 1.

Table 1. Formulas for calculating regulator coefficients by the Ziegler–Nichols method.

Controller Step Response Frequency Parameters
Type K Ti Td K Ti Td

P 1/a 0.5/K180
PI 0.9/a 3L/K 0.4/K180 0.8T180/K
PID 1.2/a 0.9L/K 0.5L/K 0.6/K180 0.5T180/K 0.125T180/K

The Ziegler–Nichols method does not take into account in any way the requirements
for the stability margin of the system, which is its significant disadvantage. In addition, the
Ziegler–Nichols method gives parameters that are far from optimal. The second Ziegler–
Nichols method (the frequency method), as input data for calculations, uses the frequency
ω180, at which the phase shift in the open circuit reaches 180°, and the modulus of the
loop gain at this frequency is K180. Knowing the parameter ω180, first, find the period
of natural oscillations of the system, and then, from Table 1, determine the parameters
of the regulator. The accuracy of the controller tuning and the disadvantages of both
Ziegler–Nichols methods are the same. The CHR method, which uses a similar method
for calculating the parameters of the PID regulator, allows us to bypass the drawbacks
of the Ziegler–Nichols method. The authors of this method, Chien, Hrones, and Reswick
(CHR) [20], in contrast to Ziegler and Nichols, used the criterion for the maximum slew
rate in the absence of overshoot or with no more than 20% overshoot. This criterion gives
a larger stability margin than in the Ziegler–Nichols method. The CHR method gives
two different systems of regulator parameters. One is obtained by observing the response
to the setpoint change (Table 2), and the other is obtained by observing the response to
external disturbances (Table 3). Which parameter system to choose depends on what
is more important for a particular controller: the quality of control when changing the
setpoint or the attenuation of external disturbances. If both are important, it is necessary to
use regulators with two degrees of freedom [21].

Table 2. Formulas for calculating regulator coefficients by CHR method, by response to set point change.

Controller No Overshoot 20% Overshoot
Type K Ti Td K Ti Td

P 0.3/a 0.7/a
PI 0.35/a 1.2L/K 0.6/a 1.0L/K
PID 0.6/a 1.0L/K 0.5L/K 0.95/a 1.4L/K 0.47L/K
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Table 3. Formulas for calculating regulator coefficients by CHR method, by response to external
perturbations.

Controller No Overshoot 20% Overshoot
Type K Ti Td K Ti Td

P 0.3/a 0.7/a
PI 0.6/a 4L/K 0.7/a 2.3L/K
PID 0.95/a 2.4L/K 0.42L/K 1.2/a 2.0L/K 0.42L/K

The CHR method uses an approximation of the object by a first-order delayed model.
CHR uses the same initial parameters a and L as the Ziegler–Nichols method. Thus, each
system requires a different approach to adjust the controller parameters. A comparative
analysis of the methods was carried out, and the CHR method was adopted as providing
a better quality of the transient process and a greater margin of stability of the system
with a controller compared to the Ziegler–Nichols method. A method was developed for
determining the parameters of the PID controller based on a single input variable—the
angle of inclination of the tangent to the transient graph. The method was based on the
approximation of the transition process graph by a polynomial, followed by analytical
differentiation of this polynomial, in order to accurately determine the angle of the tangent.
The following algorithm of PID controller tuning was developed:

1. Obtaining a tabular function (graph) of the transient with zero controller settings,
with individual parameters ai and bi of the model.

2. Determination of the boundary value amax of the regulator.
3. Calculation of the regulator’s coefficients.
4. Calculation of the transient process with the regulator.
5. Comparison of the transient process of step 4 of the algorithm with the transient

process of a “healthy person”.
6. If the difference exceeds the admissible one, decrease by ”a” and pass to step 3.
7. Otherwise, the tuning is completed.

Step 2 of the algorithm—the task of tangent construction, or the task of numerical dif-
ferentiation of a tabularly defined function—requires detailed consideration. The simplest
solution to this problem is based on determining the derivative of the function:

y′ = lim
Δx→0

Δy
Δx

and uses various finite difference formulas [22]; however, the finite difference method is
associated with known difficulties in estimating the error of the result. As stated in [22],
the main components of the error of numerical differentiation are the approximation
error (also called the truncation error) and rounding errors in computer calculations. The
approximation error is determined by the magnitude of the residual term—the difference
between the approximated and actual values of the derivative. It is noted in [22] that
the analysis of the residual term is nontrivial and that the approximation error tends to
decrease as the step Δx decreases. In contrast to the approximation error, the rounding error
increases as the step Δx decreases. Therefore, the total error of numerical differentiation
can decrease as the step decreases only up to some limiting value, after which a further
decrease in the step will, at best, not improve the accuracy of the results. In addition,
finite difference formulas usually use a constant step, and the resulting simulation function
may be a variable step. Optimal accuracy can be achieved by regularizing the numerical
differentiation procedure. The simplest way to regularize is to choose a step Δx such that
the inequality is as follows:

| f (x + h)− f (x)| > ε, (2)

where ε > 0 is some small number. When calculating the derivative, this eliminates the
subtraction of closely related numbers, which usually leads to an increase in errors. This
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is all the more dangerous when subsequently dividing the increment of a function by a
small number Δx. This method cannot be applied to our problem for the reason mentioned
above for the variable step Δx in the original table function.

Another method for regularization is to smooth the tabulated values of the function
by selecting some smooth approximating function, for example, a polynomial. Further
differentiation of the polynomial using the derivatives table does not present computational
difficulties and does not introduce additional errors. This method was used to solve
the problem.

The polynomial calculated by the built-in polyfit function will be used as the interpo-
lation polynomial. This choice among many variants [22]—Lagrange, Hermite, and other
polynomials—is dictated by the simplest implementation in the program. The transient
graph is a fairly smooth curve. By plotting the polynomial trend on this graph, the degree
of the polynomial that showed the best coincidence with the graph of the original function
was determined. It was found that the polynomial should be of degree 10. This does
not exclude a lower degree polynomial; the change in degrees was implemented in the
program. The following algorithm was developed to form a set of graph points to build the
approximating polynomial:

1. The first point of the set, obviously (0; 0), was marked as “extreme”; the current set
length is k = 1.

2. Since the maximum value of the transient function was about 400, we took the value
ε = 0.5, which is small enough in comparison with the maximum and simultaneously
much larger than the accuracy of calculations in MATLAB (it is equal to the system
constant eps = 2.2204 · 10−16); in this way, the gross rounding errors were leveled.

3. The “outermost” point of the set was assigned to the current point.
4. We proceed to the next point of the transient table function and check if condition (2)

holds.
5. If condition (2) is unfulfilled, then we proceed to item 4.
6. If condition (2) is satisfied, the point was added to the set—it becomes a “last” point,

and the length of the set increased by k = k + 1.
7. The condition k = (n + 1) was checked—for the uniqueness of the approximating

polynomial the set must contain at least (n + 1) points, where n is the degree of the
polynomial.

8. If the condition k = (n + 1) is unfulfilled, pass to item 3.
9. Otherwise, the set is formed—end.

After forming a vector of approximating polynomial coefficients by this set, this vector
was transformed into a vector of derivative coefficients according to the following scheme:⎛⎜⎜⎜⎜⎜⎜⎝

polynom
an

an−1
. . .
a1
a0

⎞⎟⎟⎟⎟⎟⎟⎠→

⎛⎜⎜⎜⎜⎜⎜⎝

derivative
nan

(n − 1)an−1
. . .
1a1
0

⎞⎟⎟⎟⎟⎟⎟⎠→

⎛⎜⎜⎜⎜⎝
derivative

nan
(n − 1)an−1

. . .
1a1

⎞⎟⎟⎟⎟⎠
and the value of this derivative y′(0) at the point of food intake point was calculated. Since
the food intake point has the coordinates (0;0), the equations of the tangent are as follows:

y(x) = y′(0)− x

and
a = y′(0)− L

The parameter L has a clear biophysical meaning and is the average time elapsed
from the beginning of a meal to the feeling of fullness, which is the signal of an increase in
blood sugar level because of the digestion of nutrients. The study of this parameter and the
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scientific substantiation of its value is a topic for a separate study that is beyond the scope
of this work, so we took an a priori value of 15 min or

L = 0.25h.

Each control system requires its own approach for setting the controller parameters. In this
case, the setup process is hampered by some factors, namely:

1. Since the PID controller is an external device to the control object, it cannot be imple-
mented in the control object;

2. The food intake and insulin production (or injection) subsystems in the diabetic
patient are practically unrelated to each other;

3. The characteristics of each diabetic patient’s model are individual and can vary quite
widely.

Considering these factors, the MATLAB/Simulink software package was selected to
study the linearized insulin injection control system and test the PID controller tuning
algorithm. The development of the model in Simulink is characterized by relative simplicity
and clarity, and the management of this model from the Matlab script (m-file) allows for
automation of the process of setting model parameters and processing simulation results.
In the process of research, it was necessary to take into account a significant variation in the
transfer function coefficients of the model. Therefore, the model of diabetes mellitus itself
was selected in the mathematical modeling program. Its visual implementation was carried
out by means of Simulink. The model is shown in Figure 2. In accordance with the type of
transfer function, the model has two channels—one for nutrition and another for insulin
injection. The transfer function of each channel is recorded with parametrization through
the components of the coefficient vectors a(i) and b(i). The PID controller as a block from
the Simulink library is included in the feedback loop of the channel for insulin injection.
Physically, the PID controller is an insulin pump. The nutrition function according to [4]
has the form

P(t) =

{
0, t < t0

Qe−K(t−t0), t ≥ t0

where Q is the amount of food, K is a parameter that characterizes the type of sugar that
comes with food, and t0 is the meal time. This function is implemented in the MATLAB
function block. The signals from the channel outputs are summed according to the expres-
sion for the transfer function Z(s). The transfer to MATLAB of the following simulation
results is provided—the model time is represented as t, and the insulin level is represented
as y.

Figure 2. Development of a control object model in MATLAB/Simulink [17].
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The interaction algorithm between the model and the MATLAB script that calls it
includes the following steps:

1. Initialization of model parameters—assignment of the specific values for a(i) and b(i);
2. Modeling;
3. Processing of simulation results (vectors [t, y] returned by the model).

Then, steps 1–3 are repeated according to the purpose of the study; i.e., these items are
executed the required number of times or until another termination condition is met [17].

3. Results & Discussions

The criterion for completing the adjustment was the specified excess of the maximum
insulin level over the level of a healthy person, while the level of a healthy person was cal-
culated by a direct numerical solution of the original nonlinear differential in Equation (1).
A number of computational experiments were carried out on the model, as a result of which
the limits of changing the parameters of the PID controller were determined:

• Gain K = 12 . . . 24;
• Time constant of the integrator Ti = 0.01. . . 0.05 h;
• Derivation time constant Td = 0.004. . . 0.008 h.

A transient graph with the controller settings K = 18, Ti = 0.0333 h, and Td = 0.0058 h,
for a patient with an insulin pump (IP), is shown in Figure 3. For comparison, the same
graph shows the transition process in the “healthy” model.

As a result of the work completed, the prospects of applying the considered approach
to the development of controllers for insulin pumps can be considered confirmed. This
is evidenced by the results of modeling and comparing the parameters of the transition
process (see Figure 3). The advantage of using a linear model is the simplification of the
controller tuning procedure, and linearization allows you to automate this procedure. Thus,
it is possible to achieve the dynamics of the blood sugar level of the “patient” to those
characteristic of the “healthy”.

Figure 3. Demonstration of transient modeling results [17].

4. Conclusions

To sum up, we can say that the goal of regulation set in the work has been achieved—a
simulation model has been created in MATLAB as a result of the following stages:

1. Based on the study and analysis of existing mathematical models of diabetes mellitus,
in terms of the application (to them) of methods of the theory of linear automatic
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control systems, a non-linear model was chosen that is consistent with the known
physiological facts while having a minimal set of equations and parameters.

2. The selected model, with some assumptions, has been modified and linearized.
3. A mathematical model of the control object (human) was built in the MATLAB/Simulink

environment, and, based on the simulation results, a conclusion about the suitability
of the linearized model for the development of the PID controller of the insulin pump
control system was formed.

4. In the MATLAB/Simulink environment, a model of a control system with a PID
controller was built; an algorithm, implemented as an m-file, was created to determine
the parameters of the controller; and the adequacy of the algorithm was experimentally
verified.

5. The impact of changing the model parameters during the control process was evalu-
ated due to the possible significant variation in these parameters when moving from
one patient (digital model) to another.

6. The insignificant influence of sufficiently large deviations of the model parameters
on the controller parameters was experimentally established, and a conclusion was
formed about the stability of the control object with a PID controller to changes in the
parameters of the control object model.

These results suggest the following directions for further research:

1. Improving regulation by introducing a relay element into the control loop that turns
off the insulin pump when a certain relatively low sugar level is reached in order to
prevent hypoglycemia [5];

2. Study of the system with a regulator with multiple periodic meals to study the effect
of breaks between meals;

3. Development of a more convenient interface for the controller parameter setting
program.
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Abstract: The rapid growth in the volume of medical data is pushing the development and imple-
mentation of artificial intelligence (AI) tools. One of the directions of the application of AI in the field
of healthcare is the use of natural language processing methods to build medical decision support
systems based on electronic medical record (EMC) data. As a result of this study, a module for
the extraction and pretreatment of patients’ EMC was developed. In addition, an approach was
implemented to extract features from the unstructured textual information of patient admission
protocols, with the formation of an appropriate vector representation of data. Predictive models for
the diagnosis of groups of diseases based on the logistic regression model and BERT were developed.
The highest efficiency in the experiments was shown by the logistic regression model, with a F1-score
of 0.81 and Matthews correlation coefficient of 0.75. The obtained results have been posted for public
access based on the django framework and can be used for preliminary assessment of patient health
status, as well as integrated into existing medical decision support systems.

Keywords: electronic health records; medical decision support system; natural language processing;
BERT; logistic regression

1. Introduction

Cardiovascular diseases (CVD) continue to be the most urgent health problem in
most countries of the world, including in the Russian Federation. In 2020, cardiovascular
diseases became the most common cause of death (47%) and claimed the lives of more
than 900 thousand Russians. In this regard, it is necessary to develop new approaches to
reducing this indicator.

From an economic point of view, the direct costs of public health for the treatment and
diagnosis of CVD amount to about RUB 220 billion. This indicator is 8-times higher than
the cost of screening and prevention, with which 40% of CVD cases can be prevented with
a proper assessment of the risks of development [1,2].

The large growth of medical data is pushing the development of AI tools, for imple-
mentation, processing, and analysis. One of the directions of the application of AI in the
field of healthcare is the use of NLP methods to build systems to support medical decision-
making based on electronic medical records. One of the tasks of a medical decision-making
system is the task of determining a diagnosis according to the ICD and based on patient
complaints. Thus, the task of multiclass classification based on the text documents of the
EMC arises.
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2. Related Work

Currently, natural language processing (NLP) methods allow analyzing unstructured
information and building highly efficient AI models [3]. In this regard, scientists around
the world are engaged in the development and application of NPL methods in the field of
digital medicine.

Thus, the study in [4] presented an approach to the processing and analysis of elec-
tronic medical records (EHR) of patients based on NLP and deep learning methods for
prediction in healthcare. The presented methodology can be used to evaluate various health
indicators and in subsequent decision-making. In [5], this approach was also highlighted
as the main tool for developing end-to-end applications using multimodal data (images,
quantitative analysis data, etc.).

The authors of the study in [6] proposed a deep learning model for predicting heart
failure according to EHR data in the UK. However, the resulting model in testing demon-
strated an AUROC equal to 0.6965, which generally does not correspond to predictive
models of high accuracy.

An effective convolutional neural network (CNN) model for estimating the costs and
duration of hospital stays was presented in [7]. The peculiarity of this model is its ability to
extract potential knowledge from clinical data with low-frequency medical events.

In [8], an algorithm for predicting a diagnosis based on a deep neural network and
by analyzing the data of the EMC of a department of pediatrics was proposed. In their
study, the authors used an unstructured and unbalanced data set to build a model using
bidirectional recurrent neural networks. The accuracy of the predictive model was 80.9
according to the precision metric.

The study in [9] presented an approach to deep learning for identifying risk factors
for cardiovascular diseases based on EHR analysis. The experimental results showed that
the proposed models for the binary classification of the presence of CVD using several
individual factors (smoking, diabetes, genetic predisposition, etc.) had a high accuracy of
prediction (from 0.81 to 0.96).

Thus, at the moment, research in the field of the diagnosis of diseases and risk factors
is often based on NLP and deep learning methods. In addition, the results of evaluating
the quality of AI models for solving similar problems showed high predictive power. In
this regard, within the framework of this work, a study was conducted on the effectiveness
of various models for classifying groups of diagnoses of diseases based on the textual
information of patient complaints from EHRs.

3. Problem Statement

At the moment, a medical information system (MIS) is a comprehensive software
product, the main purpose of which is to automate the main processes related to the work
of medical institutions of general and narrow specialization.

The problem of developing an intelligent decision support system (DSS) for the
operational interaction of the patient and the doctor at the reception is as follows: the
MIS databases with information about the protocols of visits, the results of additional
examinations, etc., are stored in a distributed manner, and additional tools for extraction,
transformation, and structuring are needed for the implementation of AI models.

In this regard, within the framework of this study, a methodology of interaction with
the regional MIS is presented from the stage of information extraction to the implementation
of forecasting results, which is schematically presented in Figure 1.
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Figure 1. Methodology of the development and implementation of models in MIS.

Based on the presented scheme, there are three main modules for the development of
intelligent DSS:

1. A module for extracting and preprocessing large depersonalized data of the electronic
medical records of patients;

2. A module for extracting signs from the unstructured textual information of patient
visits to a medical organization and for forming a vector representation of data;

3. A module for diagnosing disease groups, to support medical decision-making.

The data storage structure describes for each patient a “case diagnosis” and a “treat-
ment step”, which are related to the actual “services rendered“. For patients with a history
of CVD, within the framework of this study, all protocols of visits to a medical organization,
including diagnoses of other groups of diseases, were uploaded. Thus, the purpose of this
study is to extract and process unstructured clinical texts in Russian, to build a prognosis
of a group of diseases and integrate the results into a medical decision support system.

4. Development of a Module for Extracting and Processing Electronic Health Records

The Medical Information and Analytical Center (MIAC) of Orenburg provided an
opportunity to connect to the regional MIS to download depersonalized data from their
server. After a preliminary analysis of the data, more than 1 million records of various
protocols of medical visits were found, with institutions of patients with CVD (diaries of
patient appointments, conclusions of additional examinations (Electrocardiography, blood
test, etc.).

For the provided xlm documents, it is necessary to automatically recognize the most
informative blocks suitable for building AI models. A characteristic problem of this stage is
the availability of documents of various structures - due to the possibility of correction by
the doctor of the template of visit protocols, individual concepts for filling in information
about additional medical examinations. laboratories, etc. Thus, it is necessary to develop
a unified approach to the processing of heterogeneous documents and their informative
blocks of textual information.

Within the framework of this, study, methods of parallel reading and processing of
the data stream, models and methods of deep learning, as well as NLP text information
processing methods were used to build DSS in the diagnosis of groups of diseases.
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4.1. Extracting MIS Data

When visiting a patient of a medical organization, the doctor fills out a diary, which
consists of data from the objective study of the patient, anamnesis of life, and the complaints
of the patient. The anamnesis of life contains information about heredity, bad habits, etc.
The generated xml documents with patient examination data do not have a single structure
and are modified directly by the doctor.

In this regard, for the development of predictive AI models, the following modules
of interaction with the regional MIS of the city of Orenburg were implemented: the XML-
ParseModule module loads impersonal protocols via the MIAC API in xml format; and for
processing heterogeneous templates, a DictParseModule module for automatic conversion
of xml documents was developed.

The DictParseModule module for extracting information from heterogeneous xml
protocols is based on an approach to recursive node search, with sequential analysis of
the contents (Figure 2). A distinctive feature of the proposed approach is the creation of a
service record tree in the MOD, which allows analyzing the relationship of certain factors
within the document.

Thus, the presented modules convert the xml documents of patient visits into a
json file that contains information about complaints at the reception, test results, lifestyle
information, etc. into the “key” format:value”. As a result of the work of this xml parser
module for September–December 2021, 364,020 protocols were uploaded in xml format for
patients diagnosed with CVD. The volume of xml files ranged from 3 KB to 1008 KB. The
dataset was preprocessed; missing values and records in which the length of the patient’s
complaint line was less than 100 characters were removed. The final distribution of patient
complaint protocols at the reception by disease group is shown in Figure 3.

It should be noted that in addition to cardiovascular diseases, the control group of
patients also reported “Acute respiratory infections of the upper respiratory tract” (J0), as
well as “New diagnoses of unclear etiology” (U0). These diagnoses were considered in the
general order and included in the predictive model.

4.2. Text Information Preprocessing

For AI models, the EMC data obtained after processing xml documents in the form of
textual information had to be represented at the input by a feature vector. Let us consider
several approaches to feature extraction.

At the first stage, we perform numerical encoding of the target variable—the names
of six groups of diseases according to the ICD—and also determine the dictionary of
stop words from the Russian-language corpus of the nltk library and the minimum and
maximum length of n-grams from 1 to 4.

The first approach to extracting features is as follows: First, operations are performed
to convert tokens to lowercase, and remove punctuation, stop words, accents, etc. Next,
a collection of unstructured text documents with patient complaints is converted into a
matrix of the number of tokens using the CountVectorizer method (bag-of-words model).
The resulting vector text embeddings are divided into training and test samples and are
used subsequently to train a logistic regression model with cross-validation support.

In addition, within the framework of this study, an approach using Russian-language
models of BERT transformers on unstructured medical texts was considered, which
consisted in forming a vector representation of tokens of medical texts. In this case,
the maximum size of the dictionary num_words = 15,000 and the maximum message
length max_len = 200 in tokens were set, and then the sentences of the original dataset
were aligned to the same length (padding=‘post’). Tokenization of the training sample was
performed using the EnRuDR-BERT model [10], pretrained on a collection of consumer
reviews about taking medications. To solve the problem of classifying a group of diseases,
the output layer is represented by six outputs in accordance with the ICD codes. Thus, as a
result of training, an attention mask is created for each sample: those tokens that need to
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be taken into account when training and calculating gradients are filled with units, those
tokens that should be skipped are filled with zeros.

Figure 2. DictParseModule for automatic xml document conversion.
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Figure 3. Distribution of patient complaint protocols by disease group.

5. The Training of AI Models

The next stage of constructing a prognosis of a patient’s disease group is the training of
AI models. Schematically, the process of learning a logistic regression model for classifying
groups of diseases is shown in Figure 4. Note that for each sample object, when using this
approach, the probability of belonging to one of the six groups of diseases according to the
ICD is calculated.

Figure 4. General scheme of the logistic regression approach.

The process of training a BAT-based model is shown in Figure 5. Embeddings are
formed using the input layer of the neural network based on a list of dictionary numbers
of text tokens. The model was trained and tested. The number of epochs was selected
experimentally (epoch = 2). As a result, the error on the training and test dataset had the
following values: train_loss: 0.5425, val_loss: 0.5644. The softmax function of the torch
library was used to obtain the predicted probability of a sample belonging to one of the six
groups of diseases according to the ICD.
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Figure 5. General scheme of the BERT-based approach.

The results of comparing the proposed approaches to predicting groups of diseases
using precision, F1-score, and Matthews correlation coefficient (MCC) metrics are presented
in Table 1.

The logistic regression approach showed the best results for all metrics. At the same
time, the BERT-based approach functioned a little worse, which may indicate the need to
retrain the model on specialized medical texts.

Table 1. An example of a table.

Algorithm Precision F1-Score MCC

Logistic Regression 0.8187 0.8161 0.7551
BERT 0.8095 0.8088 0.7450

6. Implementation of a Medical Decision Support System Prototype

A demo version of the logistic regression model is available for general use at http:
//osudeepai.com/services/disease-ml (accessed on 4 June 2022), implemented using the
django framework. The characteristics of the software provided by the provider are as
follows: Intel(R) Xeon(R) Gold 6240R processor, 2.40 GHz CPU and 128 GB RAM.

Examples of the probability distribution of AI model classes for the complaints of
patients with coronary heart disease are shown in Figure 6. According to the therapist’s
comments, the spread of probability classes occurred due to the fact that the listed com-
plaints in some cases may relate to several groups of diseases, and in practice the doctor
makes the final decision based on personal experience and, possibly, the results of addi-
tional examinations.
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Figure 6. An example of the demo of the DSS based on logistic regression.

7. Conclusions

As a result of this study, a predictive model for the diagnosis of disease groups based
on a logistic regression model was developed, which in the experiments showed a value
of 0.81 for F1-score and 0.75 for MCC. To train the model, depersonalized regional MIS
data obtained by extracting and preprocessing the patients’ EMC were used. In addition,
an approach to extracting features from the unstructured textual information of patient
admission protocols and the formation of an appropriate vector representation of data was
additionally implemented. The presented model of disease group prediction can be used
for preliminary assessment of a patient’s health status and also integrated into existing
medical decision support systems. In the future, it is planned to implement a separate
AI model for the DSS, which will check the data entered by the user for its relevance in
relation to the service used. In addition, one of the areas of further research includes
expanding the data set with examples of protocols with other groups of diseases, to scale
the results obtained.
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Abstract: The article presents an overview of several studies in the field of Brain–Computer Interfaces
(BCIs), the requirements for the architecture of such promising devices, as well as multi-modal BCI
for drone control in a smart-city environment. Distinctive features of the proposed solution are the
simplicity of the architecture (the use of only one smartphone for both receiving and processing
bio-signals from the headset and transmitting commands to the drone), an open-source software
solution for signal processing, generating, and sending commands to the unmanned aerial vehicle
(UAV), as well as multimodality of the BCI (the use of both electroencephalographic (EEG) and
electrooculographic (EOG) signals of the operator). For bio-signal acquisition, we used the NeuroSky
Mindwave Mobile 2 headset, which is connected to an Android-based smartphone via Bluetooth. The
developed Android application (Tello NeuroSky) processes signals from the headset and generates
and transmits commands to the DJI Tello UAV via Wi-Fi. The decrease (depression) and increase of
α- and β-rhythms of the brain, as well as EOG signals that occur during blinking were the triggers
for UAV commands. The developed software allows the manual setting of the minimum, maximum
and threshold values for the processed bio-signals. The following commands for the UAV were
implemented: take-off, landing, forward movement, and backwards movement. Two threads of the
smartphone’s central processing unit (CPU) were utilized when processing signals in the software
to increase the performance: for signal processing (1-D Daubechies 2 (db2) wavelet transform) and
updating data on the diagrams, and for generating and transmitting commands to the drone.

Keywords: Brain–Computer interface (BCI); Brain–Machine Interface (BMI); unmanned vehicle;
unmanned aerial vehicle (UAV); smart city

1. Introduction

The current concept of a smart city assumes the increase of self-sufficiency of un-
manned vehicles (UVs), as well as the amount of data generated and transmitted. The
decisions on changing the trajectory and modes of movement will be made either by the
UVs themselves or by traffic control centers. The operators in these centers will monitor and
control current road/air situations. In addition, in the case of emergencies, the operators
will be able to take control of one or more UVs to prevent traffic/air incidents. The rapid
development in BCI-based control of robotics, UAVs, and other objects (including in smart
environments [1–4]) supposes the implementation and use of such a way of control of UVs
in traffic control centers, including as a backup option. UV control using BCI has the poten-
tial to reduce the time of transmitting the commands, as well as to ensure simultaneous
control of multiple vehicles by one operator. Thus, the problem of developing methods,
techniques, algorithms, and software for the control of UVs in smart cities using BCI is
relevant. It should be noted that this paper focuses exclusively on the control of aerial
objects—UAVs—but the given solution can be adapted for other similar objects, including
ground and surface UVs.
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It is customary to allocate two main data-processing and transmission nodes in the
loop of UV/UAV control using the operator’s bio-signals:

• BCI, designed to acquire, convert, and process these bio-signals, classify and
detect features;

• Computer–Machine Interface (CMI), designed to convert the output of BCI to drone/
robot/machine-compatible control commands and transmit them to the control object.

Although the general solution for operating a robot/UAV using human bio-signals
would be better called the Brain–Machine Interface, the literature also refers to it as the
BCI (as a combination of the Brain–Computer Interface itself and the CMI). Hereinafter, the
term BCI will be used [5].

The work is structured as follows. Section 2 presents a description of existing BCI-
based UAV control solutions (related work), the types of bio-signals used, and their analysis.
Section 3 provides the requirements for promising BCIs for UV control in a smart-city
environment, as well as the aim of the research. Section 4 presents the description of the
architecture of the proposed BCI, its hardware, and software. Section 5 presents a discussion
on the current state of BCI-based solutions for UAV control, including in smart cities.

2. Related Work

One of the main steps in the development of BCI is the choice of the bio-signal to
process, identify changes, and match them with a certain command for the control object.
In particular, such signals may include [1–7]:

1. EOG, from blinking and eye movement;
2. Electromyographic (EMG) data resulting from tension/relaxation of facial muscles;
3. EEG, e.g., the increase of α-rhythms and decrease of beta-rhythms due to men-

tal relaxation (meditation) or decrease of α-rhythms and increase of beta-rhythms
when concentrating.

The latter type of signals includes:

• Steady-state visual-evoked potentials (SSVEPs) generated by the brain in response to
visual stimulation of a certain frequency (flashes, brightness changes, etc.);

• Motor imagery (MI)—signals that occur during the imagination of performing
motor movements;

• Visual imagery (VI)—signals that occur during the visual representation of objects in
the absence of appropriate real visual stimuli;

• Speech imagery (SI)—signals that occur during the mental pronouncing of letters
or words;

• Mental commands to the control object—signals that occur when imagining the desired
state or action of the object (movement, rotation, etc.).

In addition, it is possible to select and use several types of signals; in this case, such
BCIs are referred to as multi-modal [6,7]. Below is a description of several existing BCI-
based solutions for UAV control, corresponding approaches, methods, algorithms, hard-
ware, and software, as well as the results achieved.

2.1. EOG and EMG

In paper [8], a Parrot Mambo Fly UAV was controlled based on the changes in EOG
and EMG signals of the operator. These signals were transmitted to a personal computer
(PC) for processing, including signal filtering, the use of a convolutional neural network,
and various classifiers (random forest (RF), nearest neighbors, and convolutional) for
feature detection. The drone was controlled as follows: the move axis was selected by
raising the eyebrows, and the blinking of the left and right eyes corresponded to forward
and backward flight along the selected axis. The advantages of the proposed approach are
high recognition accuracy (higher than 80%) and low time response (42.21 ms). However,
the description of the process of actual application of the proposed BCI architecture for
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the control of the Parrot Mambo Fly UAV was insufficient, and the overall drone control
process is relatively complex.

The authors of [9] presented a method of UAV control using widely available and
relatively inexpensive equipment. In particular, the researchers used the TGAM module
sensor made by NeuroSky Shennian Technology with two electrodes. Data transfer from
BCI to Arduino Pro Mini with NodeMcu for further processing was carried out via Blue-
tooth (HC-05 module). The UAV (DJI Tello) was connected and controlled via Wi-Fi. EMG
and EOG signals were used to form commands. The EMG triggers are eyebrow pick, single,
double, and triple blink, corresponding to four commands for the UAV: forward, backward,
left, and right. EMG signals were used to prevent losing control of the drone. Several other
commands are stated to be implemented, including take-off, landing, move up, and move
down. The authors note high control signal delay, low recognition accuracy, and inflexible
switching between actions for the proposed solution as the disadvantages of the proposed
solution. In addition, it is generally not clear how the drone was operated, i.e., what signals
(except EMG) were eventually used to form other commands for the UAV.

2.2. Mental Concentration and Relaxation

The authors of [10] proposed an approach to control a virtual drone using Emotiv
Insight EEG headset by changing the states of mental concentration and relaxation of the
operator. A virtual scene was implemented in the Unity Game Engine environment. The
virtual UAV was controlled using proprietary Emotiv Emokey software, which emulates
keystrokes. Forward acceleration on the predefined path (track) was realized when the
operator enters the active mental state. In a neutral state (mental relaxation), the drone
slowed down until it stopped. As a disadvantage, there was the implementation of only
two commands and a fixed route for the drone.

2.3. SSVEPs

The authors in [11] presented the method of UAV control and the corresponding BCI
based on the Unicorn software and hardware, and the g.tec. Hybrid Black EEG headset.
The EEG signal was transmitted via Bluetooth to the Unicorn Speller PC. UAV control
commands were formed using SSVEPs: The operator focused on certain flashing characters
in the Unicorn Speller program. Data from the Unicorn Speller were then passed to
another PC via UDP, converted to UAV-compatible commands using Python API, and then
transmitted via Wi-Fi to the Parrot Bebop 2 drone. The researchers managed to introduce
12 SSVEP-based commands (take-off, right, left, up, down, move forward, backward,
take picture, start video stream, pause, land, and emergency stop). A disadvantage is
the bulky hardware architecture of the solution, as well as delays in the transmission of
control signals.

Another approach to UAV control using an SSVEP-based BCI is given in article [12].
Emotiv Epoch headset and Easycap devices were used to collect EEG data. Visual stimuli
at four frequencies (5.3, 7, 9.4 and 13.5 Hz) were used to form UAV control commands. The
8th-order Butterworth bandpass filter and Fast Fourier Transform algorithm were used for
data filtering and SSVEP feature detection, respectively. The use of four SSSVEPs allowed
the implementation of the appropriate number of commands for UAV control—take-off,
land, move forward, and right turn. The researchers managed to reach a 92.5% value of
feature-detection accuracy. However, the architecture of the proposed solution and the
stack of tools used is quite complicated: the user is supposed to use the EEG headset,
Easycap device, and one PC to form SSVEPs and another one to process the EEG signals.

The authors in [13] presented a BCI for drone control capable of operating in VR and
AR environments using head-mounted displays. A DSI VR300 device was used to acquire
EEG signals. A virtual scene was developed in Unity, and OpenViBE software was used
to communicate with the EEG headset. Eight control commands (turn right, turn left,
move up, move down, move left, move right, move forward, and move backward) were
formed using SSVEPs (interface buttons flashing with different frequencies). It is possible
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to control a virtual drone and a real DJI Tello UAV in VR and AR modes, respectively.
However, the disadvantage of the proposed solution is similar to previous SSVEP-based
BCIs [11,12]—bulky architecture and a large stack of hardware used.

2.4. Motor Imagery

The authors in [5] presented a BCI based on motor imagery (μ brain-wave response)
for drone control purposes. The OpenBCI hardware platform was used to acquire the EEG
signals. Common Spatial Patterns and Linear Discriminant Analysis methods were used
to process EEG data. The authors proposed an algorithm for forming commands for the
drone based on the classifier. To verify the proposed approach and algorithm, a virtual
simulator with AR Drone 2.0 UAV (including its dynamic model) was used. However, only
two commands were implemented—turn left and turn right—by changing the yaw angle,
while the UAV in the simulator was moving with a constant velocity.

The authors in [14] proposed the use of LabVIEW and MATLAB software and the
Undecimated Wavelet Transform algorithm for noise reduction and resolution analysis. A
method for extracting the features of EEG signals using Independent Component Anal-
ysis and the coefficient of determination was developed. A hybrid neural network was
developed to classify sensorimotor rhythms (MI) in EEG signals. The obtained maximum
classification rate result was 95.67%. The LabVIEW environment was used to control a
virtual drone.

2.5. Mental Commands

The authors in [15] presented an approach to UAV control based on the mental com-
mands (mind concentration and relaxation) of the operator. The authors presented a
mathematical model for processing EEG data in a MATLAB framework. The Emotiv
Insight BCI headset was used to acquire the EEG signal, and a PC with the EmotivBCI
application was used to process signals and form commands for the DJI Tello UAV via the
appropriate API. Three commands were mentioned in the paper—move left, move up, and
move down—but only two latter commands were described. A similar approach is given by
the authors in [16], its fundamental difference being the purposeful use of consumer-grade
EEG headsets for BCI. In particular, Emotiv Insight and Muse (Interaxon) devices were
used to acquire EEG signals. The paper also proposes the use of a machine-learning model
for classification and feature extraction, considering two classifiers: RF and Support Vector
Machine (SVM). The use of the Muse EEG headset and the SVM classifier resulted in 70%
feature extraction accuracy. However, the movement of the Crazyflie 2.0 drone in the
practical experiment was realized only using two commands (move forward and move
backward), while there is no description of other commands (choosing the direction of
movement, turns, altitude changes, etc.).

The authors in [17] presented a similar approach to UAV control. Emotiv Insight
headset was used for EEG signal retrieval. The object of control was the Parrot Rolling
Spider quadcopter. The MATLAB EEGLAB toolbox and BCI2000 software were used to
process EEG signals. Feature extraction and training were carried out using the Emotiv
Xavier Control Panel software. Five commands for the UAV are available: take-off, move
up, move down, change of pitch angle with right turn, and change of pitch angle with left
turn. The main disadvantage is the lack of practical testing results of the proposed solution,
as well as the use of proprietary systems for feature extraction and training.

2.6. Multi-Modal BCIs

The authors in [18] proposed a BCI that combines the use of MI and SSVEPs. Geodesic
Sensor Net (Electrical Geodesics Inc.) was used to acquire an EEG signal. The processed
data were transmitted with a fixed time interval to the DJI Matrice 100 quadcopter via
Wi-Fi. As a result of the processing of detected features, the following commands for the
UAV were implemented: left-forward, right-forward, move up, and move down. Eye-
blinking was used to switch between the two flight modes. The main shortcoming of
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the proposed approach was the relative complexity of the architecture (the use of an EEG
headset, one PC for signal processing, another PC, and a monitor for generating and
showing visual stimuli).

The authors in [19] proposed an approach to the combined use of MI, VI, and SI
techniques for EEG-based control of the drone swarm. A headset with 64 electrodes and
BrainVision Recorder (BrainProducts GmbH) software was used to retrieve the EEG signal.
The left and right hands were assigned to choose the left or right direction of the swarm
of drones, respectively, and arms and legs were assigned to high- and low-altitude flights,
respectively (MI usage). Smarm maneuvering, merging, and splitting were carried out via
VI, and flight control was conducted using SI. Machine-learning algorithms were used to
classify patterns in EEG signals.

The authors in [20] presented an approach to UAV control using BCI based on the
recognition of the mental commands of the operator, and EMG signals resulting from the
changes in the facial expression of the operator. An Emotiv Insight headset was used
to acquire the EEG signal, which was then transferred via Bluetooth to a PC for further
processing. Preliminary control signals were transmitted to the Raspberry Pi board, which
converted them into drone-compatible commands and sent them to the Parrot Mambo
MiniDrone UAV via Wi-Fi. Five commands were implemented: move backward, move
forward, turn left, turn right, and land. The authors claim 88% precision recognition of
mental commands of the operator. However, the influence of facial motor skills on the EEG
signals in the practical experiment was not fully disclosed. Moreover, the architecture of
the proposed solution was relatively complex.

The authors in [21] proposed EEG-based drone control algorithms based on monitoring
the operator’s blinking and mental concentration. A NeuroSky device was used for EEG
signal retrieval, and the data acquired were then transferred to a PC via Bluetooth for
further processing. The classification system was based on a neural network, the SVM
classifier, the Linear Regression Method, and the dynamic concentration threshold value.
Based on the number of operator blinks within five seconds, a 4-bit sequence corresponding
to a specific command for the drone was generated. Thus, it is possible to form up to
16 commands, and the following nine commands were implemented in the paper: take-off,
land, move up, move down, move forward, move backward, move to the right, move to
the left, and stop. However, it should be noted that the article does not fully disclose the
description of the problem of generating false commands for the UAVs when generating
several control signals within less than five seconds.

2.7. Analysis of the Proposed Solutions

In general, based on the studies considered, it is possible to identify the following
main shortcomings of the existing BCI solutions for UAV control:

1. The complexity of the control process and switching between actions, insufficient
number of implemented commands, as well as a priori simplification of the UAV
control (e.g., moving in a straight line, with a fixed velocity, etc.).

2. The complexity of the architecture of the solution (the use of one or more PCs,
Arduino/Raspberry Pi boards, as well as various software), which leads to high
control signal delay.

3. Proprietary and open-source software solutions for signal retrieval and processing are
deployed mainly on PCs.

4. The need to use additional hardware for bio-signal processing (for example, SSVEP-
based interfaces may require an additional monitor and a PC to display visual stimuli).

Based on the identified shortcomings, it is possible to form requirements for a promis-
ing BCI-based solution for drone control, as well as to state the problem of the research.
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3. Requirements for a Promising BCI and Problem Statement

Based on the review of the considered studies that propose different approaches, meth-
ods, and algorithms for BCI-based drone control, as well as the shortcomings identified, it
is advisable to highlight the following four main requirements for the promising solutions:

1. The implementation of at least 10 control commands (take-off, land, move forward,
move backward, move left, move right, move up, move down, turn left, and turn right).

2. Ease of control and switching between actions, for example, using different bio-signals
to generate different commands within multi-modal BCI.

3. Simplicity of BCI architecture, and the use of the minimum necessary hardware and
software stack for drone control. It is preferable to use open-source software solutions.

4. Taking into account the unique features of the brain activity of each operator, including
adaptive adjustments via the use of machine-learning methods when processing bio-signals.

Problem Statement

In this paper, we aim to develop the architecture of the BCI and its corresponding
software that meet the third and second (partially) items of the above requirements. The
aim of the work is to simplify the hardware components of the BCI, as well as to develop
an open-source solution for processing bio-signals and generating commands for a drone.
The multimodality of the developed BCI involves the use of both EEG and EOG signals.

4. BCI Architecture, Hardware and Software

This paper uses the proposed concept of non-invasive BCI, as well as methods of EEG
signal retrieval and processing [22,23]. To acquire EEG and EOG signals, we used the Neu-
roSky Mindwave Mobile 2 headset, which was connected to an Android-based smartphone
via Bluetooth. The developed Android application—Tello NeuroSky (v. 1.0)—processes
the signals received from the headset, generates drone-compatible commands, and trans-
mits them to the DJI Tello UAV via Wi-Fi. The architecture of the proposed BCI and the
equipment used are shown in Figures 1 and 2, respectively.

The developed software allows the use of the increase and decrease of α- and
β-rhythms and EOG signals from blinking as triggers to generated commands for UAV.
The application implements manual adjustment of minimum, maximum, and threshold
values for α- and β-rhythms, as well as for EOG signals. The following commands have
been implemented: two blinks in a row—take-off; three blinks in a row—land; increase
of β-rhythms (above the threshold and α-rhythms)—move forward by 20 cm; increase of
α-rhythms (above the threshold and β-rhythms)—move backward by 20 cm. Due to the
high computational load on the smartphone CPU, the software uses two separate threads:
one for signal processing (1-D Daubechies 2 (db2) wavelet transform) and visualizing
data on charts, and another one for generating and transmitting commands to the drone.
Figure 3 shows the graphical user interface (GUI) of the developed software.

Figure 1. The architecture of the proposed BCI-based UAV control solution.
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Figure 2. BCI equipment and hardware.

Figure 3. Software GUI (a) detection of two blinks in a row; (b) detection of three blinks in a
row; (c) detection of α-rhythm amplification and β-rhythm depression; (d) detection of β-rhythm
amplification and α-rhythm depression.

5. Discussion

Within the formed list of requirements for a promising BCI-based solution for UAV
control (including in smart cities), we managed to implement the third as well as part
of the second requirement. The simplicity of the architecture of the proposed solution
lies in the use of only one smartphone for retrieving and processing bio-signals, and for
transmitting control commands to the drone; the software solution is open-source and
free to the public. The developed BCI is multi-modal: the tracking of changes in α- and
β-rhythms and eye-blinking are used to form different commands for the UAV. We plan to
introduce additional commands for the UAV: changes in μ-rhythms of the brain can be used
to implement left/right movement. In addition, machine-learning methods and a neural
network will be introduced to better detect blinking and take into account the individual
characteristics of the bio-signals of each operator. This paper focuses exclusively on the
control of aerial objects—UAVs—though the proposed solution can be adapted for other
objects, including ground and surface UVs. The software code for the presented solution is
available at [24].
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6. Conclusions

The article presents an overview of the current state of research in BCI for UAV
control and requirements for similar promising solutions, and proposes multi-modal BCI
to control drones in a smart-city environment. The developed software allows the use of
the depression and amplification of α- and β-rhythms of the brain and EOG signals that
occur during blinking as commands to control the flight of aerial objects. Four commands
are implemented: take-off, land, move forward, and move backward.

The distinctive features of the proposed solution are the simplicity of the architecture.
Only one Android-based smartphone is used for both receiving and processing signals from
the headset and generating and transmitting commands to the drone. The above functions
are implemented in the developed open-source publicly available software. The proposed
BCI is multi-modal since both EEG and EOG signals are being processed. It is planned
to introduce additional commands for a UAV (move left/right) and implement a neural
network and machine-learning methods to take into account the individual characteristics
of bio-signals of each operator. The presented solution can be adapted to control other
mobile objects in smart cities, including ground and surface UVs.
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Abstract: This paper describes an algorithm for extracting human gait movements in data obtained
from accelerometer sensors of a mobile phone, provided that the mobile phone is used in the usual
mode. The algorithm also performs a classification of the selected movements based on a feed-forward
neural network. The developed algorithm selects the best areas in the accelerometer data, which
reflect individual steps, according to the optimality criterion. For the selected area, the optimality
criterion is the maximum value of the correlation coefficient with all other data segments. The selected
plots are used as templates. Changing the parameters of patterns over time is necessary to assess
changes in the individual rate of the functioning of the musculoskeletal system. Due to the correction
of tolerance limits at the segmentation stage, the algorithm adapts to the change in gait speed.

Keywords: gait; accelerometer; mobile phone; wearable device; automation; algorithm

1. Introduction

Biometric information has long been an important component in control and security
systems. Increasingly more attention is being paid to biometric data in medicine, statistics,
and economics. Modern information technology tools provide the ability to quickly collect
and process biometric data, including in a covert mode. Human gait parameters are an
example of biometric data that are analyzed in a covert manner. From the point of view of
biometrics, gait parameters have attracted researchers for a long time; many approaches
and algorithms have been developed for assessing and analyzing gait parameters, but
the relevance of this area is not decreasing. This is due to the sharp growth in mobile,
personal, and miniature information and technical means in control and authentication;
the development of a personalized approach to assessing human health; and innovations
in the gaming world [1–3]. Current trends in the processing and analysis of human gait
data are aimed at identifying changes in motor patterns and the factors that cause these
changes [1,4–6]. Technical means that are used to record gait parameters can be divided
into the following categories: stationary systems and systems using wearable sensors or
sensors sewn into clothing, video recording systems, and systems based on wearable mobile
devices [7–12]. The last category includes fitness bracelets, smart watches, smartphones,
and—devices that include an acceleration or spatial orientation sensor. This category is the
most interesting from the position of quasi-continuous measurements of gait parameters
in the background due to prolonged contact with a person during the day. However,
the apparent simplicity of measurements is complicated by the technical features of the
wearable devices and the peculiarities of their use. Unlike stationary systems or systems
based on wearable sensors, the measurement of gait parameters using wearable devices
is possible only at one point, which can move relative to the human body during the
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measurement process (for example, when moving a smartphone). In addition to the
random movement of the smartphone, there are factors that affect measurements (various
technical and design features of the device) and human gait in general (for example,
physiological ones) [1,13]. Thus, the estimation of human movement (gait) parameters
based on measurements at one point in real conditions leads to the need to solve an
incorrect inverse problem, where, according to noisy data from one point, it is necessary to
roughly estimate the values of parameters in a multi-parameter model of human gait, which
evaluates the features of the functioning of the support motor apparatus and the reasons
that change its work. All this indicates the need to develop methodological and algorithmic
support for the processing and analysis of data on the parameters of a person’s approach
obtained using wearable devices. Increasing the reliability of the obtained estimates of the
values of biometric gait parameters is important for the development of mobile information
and analytical systems. The aim of this work is to increase the reliability of the estimated
biometric gait parameters according to an acceleration sensor built into the smartphone by
developing a neural network algorithm with preliminary correlation processing.

2. Data Processing

The assessment of gait parameters using wearable devices, in particular a smartphone,
is carried out in several stages, which in general can be divided into the following: primary
processing of the initial data of the acceleration sensor; the step of determining segment
repeating areas that may correspond to walking cycles in the analyzed data; evaluation of
the parameters of the selected data sections; and comparison of the obtained results with
an individual model that was obtained during previous measurements or based on the
base model. Taken together, the steps described are computationally expensive, so some
of them can be performed on remote servers. At the stage of primary processing of the
initial data, noise and high-frequency noise are eliminated using a set of filters, which can
be window functions or wavelet filters [14]. Similarly, negative effects are eliminated, for
example, accidental movement of the smartphone, the appearance of bias errors, etc., while
smoothing the useful signal and reducing the individual features of measurement and gait,
so more complex data processing and analysis are required to eliminate interference and
noise [1]. At this stage, the user’s activity level is also detected to separate the gait phases
from random movements and amplitude normalization is performed. Depending on the
implementation and processing algorithms, some stages are combined, for example, the
user activity assessment performed at the primary processing stage is combined with the
stage of identifying repeating sections (the so-called data segmentation), or is performed
after segmentation, which makes it possible to pre-separate the selected segments by
movement type. Separation by types of movement can be carried out on the basis of
threshold criteria (selection of action or inaction) on the basis of informative features
using classifiers (including neural networks), as well as on the basis of the autocorrelation
function. The selection in these areas corresponding to one of the types of cyclic movements
(for example, a single or double step when walking) is performed by different algorithms,
which are divided into two groups. The first group includes algorithms that are based on
the cyclicity of movements and the search for extremums in the data, crossing zero, which
correspond to the boundaries of the elements of the cycle (single or double step). This
group also includes algorithms that are based on the analysis of the phase of movements,
dynamic changes, and correlation analyses. The search for similar areas is carried out
with time normalization, for example, using the DWT time warp method. The second
group includes algorithms that allow estimating the boundaries of the segments on the
“fly” within the time window, which negatively affects the accuracy of marking data
sections when changing the temporal parameters of the gait and its individual phases.
Selected data sections are analyzed for the presence of informative features and subjected
to statistical evaluation of informative time and frequency parameters. Based on the results
obtained, an individual model of a person’s gait is built, which is used in the procedures for
authentication and evaluation of the parameters of the functioning of the musculoskeletal
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system. The input segments under study are compared with model templates using
correlation and other statistical apparatus or using neural network technologies [15]. It is
necessary to evaluate and take into account the influence of external and internal factors
on the measurement results when analyzing the received data due to the peculiarities of
measuring gait parameters using a smartphone. According to the works of S. Sprager
and M.B. Juric [1], the measurement results are influenced by factors that can be classified
as informative (useful) and factors that negatively affect the accuracy of the results and
which must be compensated for or taken into account in data processing and analysis.
Beneficial factors relate to human physiology—these are changes that occur in the human
body during its life. These include uncontrolled changes (physiological and psychological)
and controlled physiological and psychological changes [16–18]. Negative factors include
the type of clothing and footwear, the parameters of the base on which the person walks, the
uniformity of distribution of the additional load on the person or its absence, etc. Negative
factors distort the measurement results, for example, when the phone makes random
movements in the pocket of loose clothing or a bag. At the same time, some factors may
also be useful (informative), corresponding to a certain style of gait in certain conditions.
For example, the type of footwear is a negative factor and changes the natural gait of a
person (transition from boots to shoes with long heels), but under these conditions, the
gait still remains individual. For example, Figure 1 shows a graph of the change in the
value of the correlation coefficient when comparing the waveform of the accelerometer of
a smartphone (placed in the front pocket of a pair of trousers) when walking in trousers
with different degrees of tightness. All measurement conditions, except for the different
types of pants, were the same and the results were averaged. According to the results
of the analysis of the graph in Figure 1, it follows that the type of pants when walking
affects the shape of the accelerometer signal, distorting the signal by up to 30%. This can
be misinterpreted and a decision may be made on the distortion of gait parameters, while
the gait remains unchanged. Figure 2 also shows a graph of the change in the value of the
correlation coefficient when comparing the accelerometer signals of a smartphone (placed
in the front pocket of a pair of trousers) when walking in shoes of various types. Changing
shoes distorts the shape of the accelerometer signal by up to 12%. Figures 1 and 2 show
special cases from the data of one person. The degree of distortion of the accelerometer
signal shape in other subjects under the same conditions is different, but the general trend
in changes corresponds to the results presented. All this means that, depending on the
tasks and scope, it is necessary to correctly classify factors and take this into account
when processing and analyzing data [12]. Features of measuring gait parameters using a
smartphone must be taken into account in the models and algorithms used, or classified in
a template database. The data presented in Figures 1 and 2 were obtained under idealized
conditions, when the number of interfering factors was minimized or their influence was
the same.

Figure 1. Distortion of the accelerometer waveform with different levels of trouser tightness.
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Figure 2. Distortion of the accelerometer waveform for different types of shoes.

In everyday life, such situations do not occur, so different factors can appear at random
times and have a random degree of impact, i.e., in processing and analysis, it is difficult
or impossible to accurately assess the components that affect the measurement results.
From the position of automating the processing of measurement results, the main task is to
select data sections corresponding to gait or other analyzed movements. Figure 3 shows
a simple example of a time series of smartphone accelerometer data. The central section
corresponds to the walking of a person, and in the extreme sections there are random,
interfering movements. When segmenting this time series (for example, by extrema),
interfering movements often fall into the category of informative signals, which correspond
in duration to informative sections (in Figure 4 the boundaries of informative sections are
marked in red).

Figure 3. Time series example.
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Figure 4. An example of non-informative areas getting into the selection results.

3. Processing Algorithm

In addition to this, when processing a time series with a window function during
segmentation, situations arise when one movement corresponds to two time windows with
its subsequent division into two movements. An example can be seen in Figure 5 (flat
peak of the red mark), where the central section corresponding to one movement falls into
two time windows due to the edge of the time window hitting the extremum. To reduce
the problems described above, the authors propose an algorithm (Figure 6) for processing
smartphone accelerometer measurements. For the high-quality operation of the algorithm,
it is necessary to accumulate measurements from the smartphone accelerometer over time
T. In authentication systems and personalized medicine, in terms of gait parameters, even
a few minutes is not critical, since time series and statistical indicators of gait parameters
are analyzed. As specified earlier, in such systems, more attention is paid to the reliability
of the estimates obtained, which means a decrease in the number of negative factors in the
processing results. The developed algorithm selects areas with the best quality for analysis
and accumulation in the template database. The quality criterion is the maximum value
of the correlation coefficient. The data section, which in the time domain is most similar
to others, carries the least distortion and reflects the constancy in gait over the analyzed
period. The quality of the selected areas simplifies the correction of the individual model
and improves the accuracy of clustering and classification. In the first steps, the algorithm
performs data preprocessing within the analyzed time T; the standard deviation STD is
found after subtracting the constant component, the period is determined, and the local
time window Temp is formed based on the amplitude spectrum. The local window Temp,
the doubled period Tsr of the harmonic Fsr, which has the maximum amplitude in the
spectrum, is taken:

Temp =]2 × Tsr × Fd[, (1)

where Fd is the measurement frequency.
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Figure 5. Movement separation example.

Figure 6. Processing algorithm.

Such a size of the local time window is guaranteed to capture the entire area corre-
sponding to the movement. By moving the local Temp window along the analyzed sequence
T with a step equal to Temp, the search for extremums (minimums or maxima) within the
local window is performed. The found extremum and its time position ti are saved if its
value is greater than the standard deviation STD, which makes it possible to discard noise
components, including non-informative movements. Two adjacent selected extrema form
the boundaries of the shi segment with a duration of tsi. This approach to selecting segments
does not distort the data, which is typical for filtering algorithms based on moving averages.
The resulting durations tsi of the selected sections are arranged in ascending order with
sorting of the corresponding values of ti, shi, tsi. According to the found median of the
sorted set of durations tsi, and taking into account the possible deviation in the duration of
the segments by Δ, segments are rejected based on the expression SR − Δ < tsi < SR + Δ:

±Δ = SR ±
]

SR × Int
100

[
, (2)
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where Int is the allowable percentage deviation in the duration of the found segments from
the obtained median in percent. This percentage adjusts to the person’s gait and at the
initial stage can take a value of 10%.

The remaining sections are compressed by the decimation procedure to the size
min(tsi) of the shortest section shi. Then, by calculating the value of the correlation
coefficient, a search is made for the area most similar to the others, and the areas that have a
correlation coefficient of less than a given threshold are removed (in this work, the value of
the correlation coefficient equal to 0.9 was taken as a threshold). As a result, the sections of
the time series and their parameters (the value of the correlation coefficient, the mean and
standard deviation) which remain are fed to the neural network classifier. In this work, the
neural network classifier was built on the basis of a feed-forward network. At the output of
the classifier, the number of the movement is obtained, which corresponds to a particular
section, as well as the degree of correspondence of the movement to a particular person.
In the case of the expected outcome, the individual model is adjusted and the trend in
individual gait measures is determined.

4. Results and Conclusions

The application of the developed algorithm increased the reliability of the obtained
estimates and the quality of intermediate data at the stage of primary processing (Figure 7).
At the stage of primary processing, data sections were selected that relate only to useful
data (analyzed movements during walking) and no duplication of sections was found. As
a result of the correlation processing of the selected sections, heavily noisy sections were
removed that corresponded to random movements not related to the analyzed ones, as
well as sections that had distortions, reflecting stumbling while walking, stopping and
changing trajectory, the type of movement, etc. When constructing the neural classifier,
feed-forward networks were used; their training was carried out by the gradient descent
method with cross-entropy as an optimization criterion. The activation function for the
hidden layers was the sigmoid and for the output layer it was the normalized exponential
function. Testing a neural network classifier with at least 100 hidden layers on a test set
showed a correct decision probability of 0.95. Reducing the number of hidden words to
10 led to a decrease in the probability of correct decision making to 0.9 (Figure 8). The
classification of the subject’s own movements was 100%.

Figure 7. The result of primary processing of the time series.
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Figure 8. Classification results into four groups.

The application of the developed algorithm in practice made it possible to automate
the process of selecting the best informative areas and forming a database of human
movement patterns. Automatic adjustment of the allowable limit of the size of the data
section allows one to track the change in gait speed and adjust the size of the local time
window when selecting sections. The neural network classifier determines the type of
movement and it belonging to a particular person. The developed algorithm is not inferior
to similar solutions in terms of the quality of selection and discrimination of movements in
the accelerometer data of a mobile phone.
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Today, the word “electroencephalogram” is not something unknown. Many people,
whether for medical or research purposes, have come across it. An electroencephalogram
(EEG) is a physiological assessment method that is used to study the functioning of the
nervous system by recording the electrical activity of the brain, especially the cerebral
cortex. Thus, with the help of an EEG, it is possible to detect the normal pattern of our brain
functioning and the activation of the brain or its individual parts when faced with external
or internal stimulation. Measurements can be taken while awake or asleep, depending
on the purpose of the test. Through the electrodes, the measuring system captures the
radiation of brain waves and their rhythm, shape, duration, and frequency of radiation.

The captured waves can be alpha, beta, theta, and delta. Each of them will cause the
EEG to draw one or another pattern of wave frequencies.

• Alpha waves appear in moments of relaxation or before tasks that do not require
concentration or effort.

• Beta waves usually reflect the results of intense mental effort, usually occurring while
awake or during REM sleep.

• Theta waves are a type of brainwaves that are commonly observed during periods
of relaxation, drowsiness, and deep meditation, and they play a significant role in
memory consolidation and creative thinking.

Finally, delta waves are associated with deep sleep, as they have traditionally been
associated with rest and the repair of nerve tissue.

With an encephalogram, you can measure both the general pattern of brain functioning
and the differences between some areas and others by analyzing the differences in voltage
between different areas. With regard to its use in medicine, it can be used to determine the
normal functioning of the brain, the control of the state of consciousness during surgery, or
the presence of changes in the nature of the radiation of waves. In this aspect, this type of
technique tends to be used for suspected disorders such as epilepsy (seizures are provoked
voluntarily to fix what is happening and how), dementia, encephalopathies, typical out-
breaks of some mental disorders, and even differentiation between coma and brain death
(while the former has brain activity, the latter will show a flat electroencephalogram). It
is also widely used to analyze sleep problems and disorders. Throughout the history of
the existence of the electroencephalogram, various studies have been carried out not only
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to detect diseases but also to improve the technology itself. Let us take a look at some
research examples.

A group of scientists, which included: Bob Kemp, Aeilko H. Zwinderman, Bert Tuk,
Hilbert A C Kamphuisen, and Josefien J L Oberye, published an article in IEEE Transactions
on Biomedical Engineering in October 2000 entitled “Analysis of a sleep-dependent neuronal
feedback loop: The slow-wave microcontinuity of the EEG”. In this article, the authors
talked about the experiment they conducted, the conditions for its conduct, the participants,
the equipment, and the results obtained. As a result of the study, they obtained an estimate
of the feedback gain and applied it to quantify the depth of sleep [1].

In addition, in their article, the authors referred to the article by Allan Rechtschaffen
and Antony Kales “A Manual of Standardized Terminology, Techniques and Scoring System
for Sleep Stages of Human Subjects”, published in 1968 in the journal Psychiatry and Clinical
Neurosciences. This guide to standard terminology and scoring reflects the consensus
of a group of researchers, each with years of experience in evaluating polygraph sleep
recordings. The development of this guide required extensive discussion of all emerging
issues. This guide should be seen as a working tool and not a teaching aid, based on which
the study was carried out. It involved 22 people (both men and women) of different ages;
each of them took temazepam (benzodiazepine—psychoactive substances that are part of
a wide group of central nervous system depressants) once, and they were observed for
two nights. It was found that in men, the power of slow waves is two times lower than in
women. However, no influence of gender on slow-wavelength microcontinuity was found.
All this leads to the conclusion that slow-wave microcontinuity based on the physiological
model of sleep reflects the depth of sleep more accurately than the power of slow waves [2].

A new paper came out in 2020 related to the two previous research topics. It was
published by Mostafa Neo Mohsenvand, Mohammad Rasool Izadi, and Pattie Maes in
Proceedings of Machine Learning Research. The article is called “Contrastive Representation
Learning for Electroencephalogram Classification”. Here, the authors present a model
for learning the representation of electroencephalogram signals using contrast learning.
Reflecting on the complex task of EEG interpretation and labeling facing an experienced
specialist, the authors increase the number of samples per record by recombining the
channels of the records. Thus, the amount of labeled data required for tasks such as
emotion recognition, anomaly classification, and sleep stage assessment is significantly
reduced. Moreover, the model showed improved performance compared to supervised
and self-observed models [3].

In 1937, “Cerebral states during sleep, as studied by human brain potentials” was pub-
lished in The Journal of Experimental Psychology by Alfred L Loomis, E Newton Harvey, and
Garret A Hobart. To study potential sleep patterns, a new type of push–pull amplification
system was used, specifically designed to accurately record large slow potentials. It has
been discovered that during sleep, there is a continuous fluctuation of states in a person,
which can be associated with stimulus recognition or occur without external influences.
During sleep there was a constant shifting of states up and down, sometimes associated
with recognizable stimuli, sometimes without any external stimuli, but probably as a result
of internal stimuli [4].

Based on the results (Figure 1) of the above article, Hubert Banville, Omar Chehab,
Aapo Hyvarinen, Denis-Alexander Engemann, and Alexandre Gramfort published a study
in 2020 entitled “Uncovering the structure of clinical EEG signals with self-supervised
learning”, which aimed to investigate self-supervised learning. It is a method for detecting
structure in unlabeled data to study the presentation of EEG signals. The authors worked
with two of the most significant problems—determining the stage of sleep based on elec-
troencephalograms and detecting pathologies. The experiment was conducted with several
public datasets containing thousands of records. As a result, the authors concluded that this
algorithm may be the beginning of a wider use of deep learning models on EEG data [5].
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Figure 1. Visual explanation of the three tasks used in this study. The first column illustrates the
sampling process by which examples are obtained in each of the tasks. The second column describes
the learning process in which sample examples are used to train the hΘ extractor end-to-end.

In 2017, Albert Vilamala, Kristoffer H Madsen, and Lars K Hansen published an article
entitled “Deep convolutional neural networks for interpretable analysis of EEG sleep stage
scoring”, in which they drew attention to the importance of sleep studies for diagnosing
sleep disorders such as insomnia, narcolepsy, and sleep apnea. Despite advances in
medicine, sleep assessment from raw polysomnography signals remains a tedious visual
task for highly trained professionals, and various attempts have been made recently to
conduct a number of studies to create an automatic assessment based on machine learning
methods. The authors turn to multi-cone spectral analysis to generate visually interpretable
images of sleep patterns from EEG signals as input to a deep convolutional network trained
to solve visual recognition problems. In this article, emphasis was placed not only on the
medical component but also on the mathematical one [6]. Thus, the authors refer to L.
Fejér’s article “Über trigonometrische Polynome”, published in The Journal für die reine und
angewandte Mathematik (Crelles Journal) in 1916, which describes the supertrigonometric
polynomial [7]. Additionally mentioned is the article by G. Szego “Beiträge zur Theorie
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der Toeplitzschen Formen”, which was published in Mathematische Zeitschrift back in 1920.
It was in this article that the Hellinger–Toeplitz theorem applied to the Hilbert space was
described [8]. Another article they linked to was D.J. Thomson’s “Spectrum estimation and
harmonic analysis”, published in Proceedings of the IEEE in 1982. This article presented a
method based on a “local” eigendecomposition for estimating the spectrum in terms of
solving an integral equation [9].

In the book “Automatic Diagnostics and Processing of EEG”, written by A. Khramov,
A. Koronovskii, V. Makarov, A. Pavlov, and E. Sitnikova, one of the modern methods of
time series analysis is considered—continuous wavelet analysis. In short, it outlines the
general information and concepts of wavelet transform, the mathematical apparatus, the
method for the numerical implementation of wavelet transform, the wavelet analysis of
random processes, and the methods for applying wavelet transform to the analysis of
nonlinear systems of various nature. In addition, aspects related to the study of spatially
distributed systems, and, accordingly, structures that arise both in time and space, using
wavelet analysis, are touched upon. In the world literature, a large number of different
methods for recognizing peak–wave discharges are mentioned. The authors of this book
propose to divide them all into three classes:

• The first one uses a non-linear dynamics approach and quantifies various characteris-
tics of EEG signals, such as Lyapunov exponents or entropy;

• The second one uses artificial neural networks and learning algorithms for data
classification;

• The third formalizes the definition of SWD (peak–wave discharges) and compares the
statistical features of different typical epochs in the EEG.

In addition, the authors note a number of shortcomings of the above methods, namely:

• They are not applicable for real-time signal processing. For example, methods based
on the calculation of Lyapunov exponents or entropy.

• Low accuracy. For example, methods for estimating the statistical properties of differ-
ent epochs.

• Unstable operation, requiring individual adjustment of EEG parameters. For example,
methods based on artificial neural networks.

Consider wavelet transform. Its use is a natural way to detect an increase in power in
the gamma range. The main essence of the method is to estimate the instantaneous energy
of the wavelet spectrum in the gamma band and compare it with the threshold: if the
energy exceeds a certain critical value—the threshold—then the expert system concludes
that SWD is present.

Figure 2 shows a typical energy distribution of the E(f) wavelet spectrum for SWD,
sleep spindle, and background EEG. The main part of the SWD fluctuations is about
8 Hz, which corresponds to the strongest peak of the wavelet spectrum. However, at low
frequencies (f < 15 Hz) this peak overlaps with the spindle wave spectral peak, which can
confuse SWD with spindle events. However, the SWD epochs have more power at higher
frequencies f > 15–20 Hz, i.e., in the gamma frequency range, due to the presence of the
second and third harmonics of the fundamental SWD frequency (the harmonics are marked
with arrows in Figure 2). Thus, each individual peak, except for the peak–wave complex, is
displayed in the wavelet spectrum as a local burst of wavelet power [10].
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Figure 2. Typical frequency distributions of the wavelet spectrum energy E(f) characterizing various
oscillatory patterns in the EEG of WAG/Rij rats. (a) Spike wave discharge. Arrows mark the
fundamental frequency of SWD oscillations and its harmonics. (b) Sleep spindles. (c) Baseline EEG.
The wavelet spectra were calculated using the Morlet wavelet.

The article “Review on Mathematical Modelling of Electroencephalography (EEG)”
discusses the mathematical aspects of EEG modeling. When modeling an electroencephalo-
gram, the greatest interest is not only the human head but also the various tissues inside it.
As a rule, two types of head models can be found in the literature—a classical spherical
model and a more realistic one. The second type of model allows you to more accurately
describe the geometry of the structure of the head since it can be obtained by combining
magnetic resonance imaging (MRI) and computed tomography (CT) [11].

The article “A review of parametric modelling techniques for EEG analysis” discusses
autoregressive modeling. Thus, the AR modeling technique can be defined in the private
domain as a spectral matching problem or in the time domain as a linear prediction problem.
The authors of the article choose the latter approach since an important advantage of the
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model based on linear prediction is the relative simplicity of parameter estimation using
linear signal processing procedures [12].

This article describes various methods for more accurate EEG removal. In addition
to describing algorithms that help in solving the above problem, the authors talk about
platforms for analyzing biosignals, one of which is EEG. Let us look at some of them. BioSig
is an open-source software library for processing biomedical signals, including, for exam-
ple, the analysis of biosignals such as an electroencephalogram (EEG), electrocorticogram
(ECoG), electrocardiogram (ECG), electroculogram (EOG), electromyogram (EMG), respi-
ration, and so on. Another platform, MATLAB—with powerful filters for importing and
exporting data, algorithms for extracting functions, classification methods and powerful
software for viewing and evaluating—allows you to work with EEG data [13].

There are many approaches for EEG processing; we have looked at many of them and
for the engineering approach within the framework of medical cybernetics, we plan to
develop a simple software for EEG processing that does not require special knowledge in
IT from a doctor.

Summing up, I would like to draw attention to the fact that in this article, the articles
that were analyzed covered a period of a little more than a hundred years. Each of the
above articles is a reflection of the development of science of its time. Thus, we not only
followed the first publications on EEGs but also saw the development and application
of electroencephalograms, ways to decipher them, and the possibility of automatically
reading their results, which will contribute to more accurate diagnoses in the future and
avoid medical errors (since the risk of human error will be minimal). All this in general
will help relieve medical personnel from unnecessary work on deciphering EEG results
and direct all efforts to treating patients.

Author Contributions: Conceptualization, D.A.; methodology, D.A.; validation, D.A.; investigation,
V.T.; writing—original draft preparation, V.T.; writing—review and editing, D.A.; visualization, V.T.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: The data was taken from open sources such as ResearchGate.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kemp, B.; Zwinderman, A.H.; Tuk, B.; Kamphuisen, H.A.C.; Oberye, J.J.L. Analysis of a sleep-dependent neuronal feedback loop:
The slow-wave microcontinuity of the eeg. IEEE Trans. Biomed. Eng. 2000, 47, 1185–1194. [CrossRef] [PubMed]

2. Rechtschaffen, A.Q.; Kales, A.A. A Manual of Standardized Terminology Techniques and Scoring System for Sleep Stages of Human
Subjects; U.S. National Institute of Neurological Diseases and Blindness, Neurological Information Network: Bethesda, MD,
USA, 1968.

3. Mohsenvand, M.N.; Izadi, M.R.; Maes, P. Constrastive Representation Learning for Elecroencephalogram Classification. Proc.
Mach. Learn. Res. 2020, 136, 238–253.

4. Loomis, A.L.; Harvey, E.N.; Hobart, G.A. Cerebral states during sleep, as studied by human brain potentials. Eur. J. Exp. Psychol.
1937, 21, 127. [CrossRef]

5. Banville, H.; Chehab, O.; Hyvarinen, A.; Engemann, D.-A.; Gramfort, A. Uncovering the structure of clinical eeg signals with
self-supervised learning. arXiv 2020, arXiv:2007.16104. [CrossRef] [PubMed]

6. Vilamala, A.; Madsen, K.H.; Hansen, L.K. Deep convolutional neural networks for interpretable analysis of eeg sleep stage
scoring. In Proceedings of the IEEE International Workshop on Machine Learning for Signal Processing, Tokyo, Japan, 25–28
September 2017.

7. Fejer, L. Uber trigonometrische Polynome. J. Reine Angew. Math. 1916. [CrossRef]
8. Szego, O. Beitrage zur Theorie der Toeplitzschen Formen. Math. Z. 1920, 6, 167–202. [CrossRef]
9. Thomson, D.J. Spectrum Estimation and Harmonic Analysis. Proc. IEEE 1982, 70, 1055–1096. [CrossRef]
10. Hramov, A.E.; Koronovskii, A.A.; Makarov, V.A.; Pavlov, A.N.; Sitnikova, E. Automatic Diagnostics and Processing of EEG.

SSSYN 2015. [CrossRef]

382



Eng. Proc. 2023, 33, 46

11. Darbas, M.; Lohrengel, S. Review on Mathematical Modelling of Electroencephalography (EEG). Jahresber. Dtsch. Math.-Ver. 2018,
121, 3–39. [CrossRef]

12. Pardey, J.; Roberts, S.; Tarassenko, L. A review of parametric modelling techniques for EEG analysis. Med. Eng. Phys. 1996, 18,
2–11. [CrossRef] [PubMed]

13. Balam, V.P.; Plawiak, P.; Prakash, A.J. A Brief Review on EEG Signal Pre-processing Techniques for Real-Time Brain-Computer
Interface Applications. TechRxiv 2021. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

383



Citation: El-Khatib, S.; Skobtsov, Y.;

Rodzin, S. EPSO Algorithm for

Complexly Structured Images

Segmentation. Eng. Proc. 2023, 33, 47.

https://doi.org/10.3390/

engproc2023033047

Academic Editors: Askhat Diveev,

Ivan Zelinka, Arutun Avetisyan and

Alexander Ilin

Published: 13 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Exponential Particle Swarm Optimization Algorithm for
Complexly Structured Images Segmentation †

Samer El-Khatib 1, Yuri Skobtsov 2,* and Sergey Rodzin 1

1 ICTIS Department, Southern Federal University, 105/42 B. Sadovaya, Rostov-on-Don 344006, Russia;
samer_elkhatib@mail.ru (S.E.-K.); srodzin@yandex.ru (S.R.)

2 Institute of Information Technologies and Programming, Saint Petersburg State University of
Aerospace Instrumentation, 67 B. Morskaya Str., Saint-Petersburg 190000, Russia

* Correspondence: ya_skobtsov@list.ru; Tel.: +7-931-580-5059
† Presented at the 15th International Conference “Intelligent Systems” (INTELS’22), Moscow, Russia,

14–16 December 2022.

Abstract: Image segmentation is the process of dividing an image into homogeneous regions ac-
cording to certain features and is widely used in image processing. Complexly structured images
usually contain complex and essential objects. These images are non-linear structural images and
they contain a large number of elements with required specifications. The main goal of the proposed
EPSO (Exponential Particle Swarm Optimization) algorithm is to prevent local solutions and find
the exact global optimal solutions for the task of segmenting medical images. The execution time
is compared with well-known segmentation algorithms. The EPSO method is superior to the seg-
mentation methods studied, including the graph algorithm. Comparisons were made with existing
segmentation algorithms (Grow cut, Random Walker, DPSO, K-means PSO, and hybrid-K-means ant
colony optimization algorithm) in tabular form.

Keywords: complexly structured image segmentation; swarm intelligence; particle swarm
optimization algorithm

1. Introduction

The development of image recognition methods is one of the difficult and involved
tasks in AI. The development of image recognition methods is well studied in theory;
however, there is no general method to solve it and the practical solution seems to be very
difficult [1,2].

Complexly structured images often contain difficult and essential objects. These
images are images with a difficult structure and they contain a large number of elements
with required specifications. Images have a complex structure that contains many different
semantics. These images contain the following attributes:

• Contains a lot of dissimilar objects;
• Objects on images are different;
• Each object has different properties that must be considered;
• Morphologically complex structures;
• Object and background usually have almost the same color distribution.

Examples of such images include geographic or topographical maps, remote sensing
images of the earth, etc. Examples of such images are also medical images, including
magnetic resonance imaging called MRI images or computed tomography images.

Recent research findings have demonstrated the potential for using techniques in-
spired by nature, such as ant, particle swarm (PSO), and bee colony optimizations. The
application of biologically inspired techniques, including PSO, is still under-studied and
more research is needed. In the article, it is proposed to modify the PSO algorithm to a
Modified Exponential Particle Swarm Optimization algorithm (EPSO).

Eng. Proc. 2023, 33, 47. https://doi.org/10.3390/engproc2023033047 https://www.mdpi.com/journal/engproc
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2. Particle Swarm Optimization

The PSO approach employs a collection of particles, each of which has a unique local
solution [3,4]. According to its own habits and those of its neighbors, the particle’s behavior
varies every time it enters the search zone. Each particle keeps track of its own position
coordinates with the best objective function and best neighbor, from which the best overall
solution is derived.

Each particle stores the best fitness value and coordinates. This fitness value can be
expressed as yi and named as a cognitive component. Similar to this, let us indicate the
best global optimum obtained by all particles as ŷ(t) and call it the social component.

Each i-th particle has properties such as velocity vi(t) and position xi(t) a time t.
Particle location changes based on

xi(t + 1) = xi(t) + vi(t + 1), (1)

where xi(0) ∼ U(xmin, xmax).

vij(t + 1) = vij(t) + c1r1j(t)[yij(t)− xij(t)] + c2r2j(t)[ŷj(t)− xij(t)]. (2)

The best position (gbest) at a time (t + 1) can be obtained as follows

yi(t + 1) =

{
yi(t) i f f (xi(t + 1)) ≥ f (yi(t))
xi(t + 1) i f f (xi(t + 1)) < f (yi(t)),

(3)

where f : Rn∞ → R is target function, that says if current position is optimal. ŷj(t) (pbest)
at a time t can be calculated as follows

ŷ(t) ∈ {y0(t) . . . yns(t)}| f (ŷ(t)) = min{ f (y0(t)) . . . f (yns(t))} (4)

where ns is the sum of all swarm particles.

3. EPSO Algorithm for Complexly Structured Images Segmentation

To obtain better segmentation results, a combined method has been proposed which
utilizes all the advantages of K-means and PSO algorithms.

The EPSO algorithm is basically similar to the mixed ACO K-means algorithm [5].
Each swarm particle xi represents N areas (clusters) such as xi = (mi1, . . . , mij, . . . , miN)

where mij is center for area j for swarm particle i. Target function can be represented
as follows

f (xi, Zi) = ω1d̄max(Zi, xi) + ω2(zmax − dmin(xmin)), (5)

where zmax = 2s − 1 for image with s-bits; Z is representative table for connectivity between
pixel and center of the area for particle i.

The table indicates if point zp is in area cij for swarm particle i. Constant values ω1
and ω2 are user-defined, d̄max—max average Euclidian distance from swarm particles to
linked areas. It can be measured as follows:

d̄max(Zi, xi) = max
j=1,...,N

{ ∑
∀zp∈cij

d(Zpmij/|cij|)}, (6)

dmin(xi) = min
j1,j2,j1 	=j2

{d(mij1, mij2)} (7)

Formula (7) contains minimal Euclidian distance among each pair of the area centers.
In the next task, the swarm is used to achieve good clustering using the passed

parameters. It was achieved through self-study. Each particle in the PSO algorithm
represents a pixel. The pixel intensity is used as an input parameter for the PSO algorithm.

The Algorithm 1 includes the following steps:

386



Eng. Proc. 2023, 33, 47

Algorithm 1 Exponential PSO segmentation algorithm

1. Presented swarm m. Set the number of swarm particles, personal and global acceler-
ation rates c1 and c2, max allowed number of iterations Nmax, parameters for target
function f(5).

2. For i = 1, . . . , m(for each particle)
2.1 Initialize starting position of the particle using vector xi.
2.2 Starting position of the particle is currently known best position yi = xi.
2.3 If f (yi) < f (ŷ), then update best swarm’s value replacing ŷ to yi.
2.4 Randomly initialize velocities of the particles vi.

3. Current number of iterations N = 1.
4. For i = 1, . . . , m (for each particle)
5. For j = 1 . . . , n (fitness function parameters)

5.1 Update particle’s velocity vij and position according to xij = xij + vij.

6. If f (xi) < f (yi), then replace best local solution for particle yi = xi, otherwise return
to Section 4.

7. If f (xi) < f (ŷ), update best global swarm’s solution ŷ = xi, otherwise return to
Section 4.

8. Inrease Number of iterations on 1: N = N + 1.
9. If N � Nmax, then return to Section 4, otherwise ŷ contains best found solution.
10. Initialize K centers of the clusters using best particles positions.
11. Calculate pixel’s belonging to cluster (according to distance to the center).
12. Using (5) recalculate clusters centers. If they are not equal to previous, then repeat

Section 11.
13. Save best individual solution for each particle (pbest (3)).
14. Save best common solution for m particles (gbest (4)).
15. Update clusters centers.
16. If centers have changed, then return to Section 12.

Thanks to the particle optimization algorithm, all particles tend to fly directly to the best
location found by the best particle. This approach enables the rapid discovery of potential
solutions. Using this mechanism, particles often accumulate in a local minimum instead of
a global minimum, resulting in suboptimal solutions. To avoid this effect, El-Desouky [6]
suggested making ω linear, for example

ω = (ω − ω1)
(nmax − n)

nmax
+ ωmin, (8)

where nmax is maximum number of iterations, n is the number of the current iteration.
Recommended values are ωmax = 0.9; ωmin = 0.4. ω can be decreased down to ωmin over
1500 iterations. In this article, we propose to change ω exponentially. In the presented
algorithm, we propose to change ω in the following way:

ω = (ω − ω1)e
(nmax−n)

nmax + ωmin (9)

4. Testing EPSO Segmentation Method

To evaluate the efficiency of the algorithm, numerical experiments were provided.
Six segmentation methods were considered. Among them are FC-Means [7], Darwinian
PSO [8], PSO modification—K-means PSO [8], Grow cut [9], Modified HACO-K-means
algorithm—K-means ACO [10,11], and Random Walker [12].

Table 1 represents the running time for three images from well-known image dataset [11]
(Figures 1–3).
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Table 1. Time taken for each image tested using different algorithms.

Image
K-Means-

PSO
EPSO

ACO-K-
Means

FC-Means Grow Cut
Random
Walker

Darwinian
PSO

1 7.48 7.34 12.14 9.49 14.78 5.01 11.85
2 0.19 0.18 0.93 0.87 1.35 2.2 16.34
3 17.5 17.5 24.04 12.14 45.30 14.2 15.95

Figure 1. MRI image of the Brain. Params—421 × 392, 8 bits per pixel.

Figure 2. Noised brain image. Parameters: 151 × 166, 8 bits per pixel.
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Figure 3. Sagittal MRI image of the knee. Parameters 802 × 450, 8 bits.

From Table 1 it can be observed that the proposed method outperforms all existing
modifications of ACO and PSO and graph-based methods, except for Random Walker
(in this case, the execution time affects the segmentation quality—EPSO- segment quality
exceeded Random Walker by 15%).

5. Conclusions

In the presented paper, the modified EPSO algorithm for segmenting complexly
structured images was introduced. A comparison of the results of the algorithm with other
methods has been presented. In all cases, the algorithm produces a better final sharding
time than the studied techniques (with the exception of the Random Walker algorithm,
which has over 15% lower segmentation quality). All test results were obtained using the
Ossirix MRI image dataset and own software products. The obtained results show that
the transform EPSO algorithm can be used in digital image processing for images with
complex structures.
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Abstract: The methodological approach to controlling the level of intentions about new knowledge
in the field of artificial intelligence, which are expressed by organizational systems in the scientific
industry and in the real sector of the economy, is investigated. Control is carried out in a digital
platform based on semantic databases, which are structured under control concepts, under data entity
accounting strategies, under the functions of the implementation management process and under
the requirements for the timeliness of data transmission. The novelty lies in the ranking of studies
depending on the degree of coincidence of intentions. The practical significance is manifested in the
priority provision of new knowledge, which is most significant in the digital economy.

Keywords: data conversion; information transfer; control loop; digital platform; innovative solutions

1. Introduction

This study is a continuation of the works devoted to the problem of increasing the
effectiveness of the scientific industry by increasing the number of scientific papers that
are in demand in transposition structures—industry, regional, cross-border and other
clusters, corporate and social systems, innovative and other associations of organizational
systems, both conducting research and implementing it. Thus, the scientific significance
of the research conducted in [1] lies in the possibility of creating a unified information
management environment for real-time interaction of autonomous management systems
of organizational systems that are consolidated on the basis of a digital platform.

As a result of the research presented in [2], innovative solutions have been developed
to ensure the possibility of coordinated centralized management in a single information
and control environment of a transposition structure.

The creation of a digital platform model placed in a transpositional structure and
having the ability to reproduce an automated data routing process based on a classifier
of standards allows interactions to be intensified between producers of scientific research,
innovations and inventions, and their consumers. The description of this digital platform
model is given in [3].

At the same time, the main problematic issue, which has a production and technolog-
ical nature, still remains the need for expanded reproduction of technological solutions
of artificial intelligence. Such solutions make it possible to simulate human cognitive
functions and obtain results when performing specific tasks that are comparable, at least,
with the results of human intellectual activity.

As part of the solution to this problem, the task is to develop a novel electronic model
for the Intent Level Control process, implemented on the basis of a digital platform.

The solution of this problem was carried out using a methodological approach to
managing the level of intentions about new knowledge in the field of artificial intelligence.
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These intentions are expressed by organizational systems in the scientific industry and in
the real sector of the economy, and are presented in the form of the following sets of data:

Ai—a lot of intentions that are expressed by establishments of the scientific branch;
Bj—a lot of intentions that are expressed by enterprises of the real industry;
C—multiple levels of intentions that are ranked for any ck ⊂ Ai ∧ ck ⊂ Bj.
The set of data C contains the initial data that are used during calculations to determine

the levels of coincidence of intentions between the interacting parties in the scientific
industry and in the real sector of the economy.

The entities that are involved in the Intent Level Control process are shown in Figure 1.

Figure 1. Entity diagram for the Intent Level Control process. Ai—a lot of intentions that are expressed
by establishments of the scientific branch; Bj—a lot of intentions that are expressed by enterprises of
the real industry; C—multiple levels of intentions that are ranked for any ck ⊂ Ai ∧ ck ⊂ Bj.

2. The Model of the Process of Control over the Degree of Coincidence of the
Intentions of the Producer of New Knowledge and Their Potential Consumer

Intent management is carried out in a digital platform based on the use of tools for
semantic databases. Semantic databases are structured to solve the tasks that are assigned
to the management concept, to the strategies of accounting and control of data entities, to
the functions of the change management process and to the requirements for the timeliness
of data transmission.
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Figure 2 shows the scheme of the Intent Level Control process model, which at the
same time represents the scheme of the program for determining the degree of coincidence
of intentions.

Figure 2. Scheme of the Intent Level Control process model.

The scientific novelty of the Intent Level Control process model (Figure 2) consists
in creating a software and algorithmic reserve to improve the quality of new knowledge
provided to the real sector of industrial artificial intelligence through priority selection for
the most popular research results.

Thus, actions to introduce those innovative solutions that are most in demand in the
real sector of the economy by manufacturers of microelectronic components and devices are
undoubtedly capable of having a significant impact on the development of mass industrial
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production and the creation of competitive high-tech electronic products, which are the
basis of components for artificial intelligence complexes.

The development presented in the Intent Level Control process model in Figure 2 used
the following methodological approaches:

• Comprehension of the results of published studies that relate to (a) information
interaction between organizational systems that carry out their activities as part of
transposition structures [4–19], (b) semantic databases in digital platforms [20–25],
which are carriers of electronic (digital) models of processes, objects, templates for
machine learning and the relationships between them [26–34];

• Cognitive analysis of known research results that belong to the class of software-
defined networks [35–48], including models that are presented in works [1–3] and can
be correlated with this class;

• Development of new computer algorithms and mathematical-software approaches
that are aimed at implementing the Intent Level Control process model using well-
known artificial intelligence technologies [49–56].

3. On the Choice of a Strategy for the Implementation of the Accounting and
Control System

Based on the analysis of the practical goal of the task being solved—the introduction
of the Intent Level Control process into the IT infrastructure of a digital platform as part
of a transposition structure—it can be argued that, in order to achieve it, strategies must
be correctly evaluated, both by the producer of new knowledge and their consumers, in
relation to the implementation of the Intent Level Control process model in real production.

The management of the activities of information and telecommunication technologies
in contemporary enterprises, with which the Intent Level Control process that is presented
in this article is undoubtedly correlated, is also characterized by process technology. Process
technology is carried out according to regulated procedures and with the assistance of
automatized systems for collecting, accounting and structuring data on the parameters of
control objects and the external environment.

The process technology in combination with the above systems allows the following:

• To exercise control over the objects of control and the external environment based on
the analysis of retrospective and factual information;

• To make and execute decisions in a timely manner that are in demand in a specific
operational situation.

At the same time, automatized accounting and control systems can be used, which
are located in autonomous organizational systems that consolidate their actions as part of
transposition structures. These automatized accounting and control systems were created
in accordance with the requirements of organizational systems based on ready-made
software products developed, in turn, for the implementation of well-known models for
the management of information technology services (ITSM) [26].

The centralized nature of the digital platform, within which the Intent Level Con-
trol process should be reproduced, provides an opportunity to technologically justify an
approach to building a digital platform, including a new component—an automatized
accounting and control subsystem. In this variant, this subsystem at the operational stage
should carry out the following:

• Informational interaction with automatized accounting and control systems that are
located in autonomous organizational systems;

• Functional compatibility with the subsystem that implements the Intent Level Control
process.

When choosing a centralized option, there are different approaches to the process
automation strategy for user support services and operational services that provide in-
formation and telecommunications services based on a digital platform. Consider the
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following strategies for building a subsystem that implements the Intent Level Control
process in interaction with the accounting and control subsystem:

• The strategy of a manufacturer of the product (services);
• The strategy of a consumer of the product (services);
• The strategy of limited resources.

The first two strategies are extreme options. The third strategy occupies an intermedi-
ate value between them.

Table 1 shows the features of strategies and the main conditions under which one
or another strategy can be chosen for a digital platform as an organizational and techni-
cal complex.

Table 1. Selection criteria for choosing a digital platform development strategy.

Strategy Name Selection Criteria Main Features

The strategy of a manufacturer of the
product (services)

The readiness of the digital platform to
formalize processes and develop

procedures based on electronic models
that underlie the selected implementation

of the process.

The processes and procedures for which
the models and the selected set of

programs (product) were developed
should be introduced into the digital
platform. The goal is to introduce the

product and formalize the activity
“for this product”.

The strategy of a consumer of the product
(services)

The presence of formalized management
processes and regulated procedures in

the digital platform. Willingness to
allocate the necessary financial resources

to automate existing procedures.

The processes and procedures existing in
the digital platform are accepted as

specified. The goal is to automate new
processes, including accounting and

control processes. To do this, the most
acceptable products are selected in

combination with the development of
new, missing programs.

The strategy of limited resources

The presence of informal processes in the
digital platform. The readiness of the

enterprise to correct some processes and
to make changes in the regulations of

procedures. Lack of funds for the
development of new programs.

The processes existing in the digital
platform are adjusted taking into account
the principal feasibility with the help of

selected well-known products. The
compositions of the active elements, their

interrelationships and the built-in
functions of the product are selected and
adjusted to the adjusted processes of the

digital platform.

The analysis of the strategies given in the table on the array of information contained
in published sources that relate to the topic of digital platforms allows us to draw the
following conclusions.

1. Solutions for building a subsystem that implements the Intent Level Control pro-
cess in accordance with the strategy of the product manufacturer are limited by the
nomenclature of known products:

• The products are provided with the necessary instructions and manuals;
• Manufacturers, as a rule, have a network of partners to promote products on the

market and to introduce them at enterprises;
• The models that were the basis for the development of these products are suffi-

ciently fully covered in publicly available sources.

2. Solutions for building a subsystem that implements the Intent Level Control process
in accordance with the strategy of the consumer of the product are limited by the
nomenclature of well-known design programs:
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• Due to their individuality, their own models should be created for the digital
platform in the transposition structure;

• Therefore, innovative solutions developed based on this strategy can be consid-
ered exclusive.

3. Solutions for the construction of a subsystem implementing the Intent Level Control
process in accordance with the strategy of limited resources are practically not covered
in the literature and, at the same time, may be most in demand at the present time,
when many enterprises have realized the need to introduce modern methods of
managing the provision of information and telecommunications services.

In this regard, a typical solution has been developed to build an electronic model for a
new process, which should be adapted to the needs of specific organizational and technical
structures, in our case, to the needs for the implementation of the Intent Level Control
process. This typical solution has the following features:

• When developing the solution, an approach to process automation based on the use
of boundary conditions for the stability of organizational and technical structures, and
an approach to the formalization of the accounting and control process focused on the
use in the class of organizational and technical structures whose activities are aimed
at providing repetitive services were used.

• A description of the services that are the subjects of consumer contracts with service
providers is compiled. Each service is described by the composition and necessary
information about the consumers of the service, the means by which the service is
provided, the composition of the work required to perform the provision of the service,
the control parameters of the service (including information about the service provider
and the service that provides the service) and the types of requirements that initiate
the service, as well as other necessary information services.

• The solution is based on a three-level design architecture—activity processes, objects
and procedures for implementing processes, and forms (templates) for working with
information. This architecture ensures the adaptability of the Intent Level Control pro-
cess and other processes to the features of the organizational and technical structures
on which it is implemented, the automation of new processes and the regulation of
procedures for their implementation (Figure 3).

Procedures implementing the above processes include the following main types
of actions:

• Initiation of the user’s request (request);
• Registration of the request;
• Classification of the problem;
• Registration of a work order;
• Recording information about the work performed;
• Recording information about the resolved problem;
• Review;
• Closing the request.

To implement each typical process, the procedures include all of the above types of
actions, as well as actions to notify the participants of the process and transfer control
over the request to them. At the same time, individual procedures differ from each other
in the types of their production focus, and are provided with their own information and
reference materials.
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Figure 3. The general scheme of implementing a digital model for the Intent Level Control process in
the database.

The main structural elements for users are operational accounting and control cards,
and the necessary reference information is entered into accounting and control cards from
information cards in accordance with the established procedure. Changes are recorded
in the accounting and control cards, and work with them is included in the work of the
relevant services. Information cards in their entirety are directories of services, facilities,
employees, services and other entities. Information cards are filled in as needed.

Based on the model solution discussed above, an automated activity support system
was developed and operated in the Information Technology Department of RAO UES
of Russia [33]. The effectiveness of this solution is to reduce service time by automating
accounting and control functions by an average of 50% in the customer support service
and by 10% in operational services. At the same time, specific values are determined for
each service and the type of requirements that caused it, and depend on the ratio of the
time spent by performers on performing accounting and control functions and performing
production work.

Thus, the use of a typical solution for the introduction of the Intent Level Control
process digital platform into the IT infrastructure, functionally compatible with the ac-
counting and control subsystem, and adapted to the local conditions of the digital platform
application, is able to provide the following:

• Reducing the time required to transfer information (new knowledge) to consumers, in
fact, by several times, due to the systematization of known information in reference
books and convenient access to them. At the same time, almost all such requests are
served in the support service automatically.

• Reducing the downtime of equipment and the time of inactivity of software in the
digital platform due to the accumulation and use of retrospective information about
previous work; a special effect is observed when new employees come to opera-
tional services.

• The degree of control of services reaches a new level—the quality of service can
be quantified by statistics collected based on a comparison of real-time service and
normalized in contracts.
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• Consumers and service providers (of new knowledge) have a tool for obtaining reliable
information about the real time and material resources spent on performing work
on services.

• A high degree of automation of accounting and control functions creates prerequisites
for reducing the cost of services for the transfer of new knowledge from their source
to the consumer.

The main tool for introducing the Intent Level Control process into the enterprise
infrastructure is the change management process.

4. Functional-Role Methodological Approach to Managing the Implementation of
Intent Level Control Process

Along with a methodical approach to implementing a digital model for the Intent
Level Control process in the database of the digital platform (Figure 3), undoubtedly, a
methodological approach to the implementation of, in fact, the Intent Level Control process
in the IT infrastructure of the digital platform is also necessary.

Thus, the methodological approach to managing the implementation of the Intent
Level Control process is composite and includes the following methodological approaches.

1. Methodical management approach implementing a digital model for the Intent Level
Control process in the database of a digital platform in a transpositional structure.

2. Methodological approach to the management of implementing the Intent Level Con-
trol process into the IT infrastructure of a digital platform in a transpositional structure.

The main provisions of the first methodological approach are set out in the previous
section of the article.

The second methodological approach is based on the concept of a document model in
terms of semantic modeling [26]. Within the framework of this concept, a special place is
occupied by the change management process, which is compared with the management
process of implementing the Intent Level Control process into the IT infrastructure of
a digital platform in a transpositional structure. At the same time, in accordance with
the research topic discussed in this article, a change is understood as a set of formalized
procedures for implementing the Intent Level Control process into the IT infrastructure of
a digital platform in a transpositional structure.

The use of formalized approval and control procedures in the implementation man-
agement process ensures that the negative impact on the quality of other services provided
to users of the digital platform during the changes related to the implementation of the
Intent Level Control process is minimized. The following roles are installed:

• Initiator of changes;
• Change coordinator;
• Advisory council on changes;
• Process manager;
• Council for urgent changes;
• Unified dispatch service.

Roles in the implementation management process are performed by robot programs
or employees of the organizational system that is the operator of the digital platform. It
depends on the stage of the project and on the state of operability of individual components
of the digital platform. Organizational and analytical tasks are performed by employees.

Initiator of changes is a role as a result of which a new change is initiated, while
the following functions are implemented: formation of a change request; registration
of a change request; providing additional information regarding the requested change;
visualization of the results of the change and closing the request.

Change coordinator is a role that results in the following functions: preliminary eval-
uation of a change request during registration; classification (risk and scale assessment)
of changes; preliminary approval, decision-making, decision-making on standardization,
analysis of the changes made—for changes in the category “requires approval”; implemen-
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tation of the escalation of the change request—to change the category “requires approval”;
evaluation of the results of the change—for the category “requires approval”; analyzes
identified unauthorized changes in the category “requires approval”.

Advisory council on changes is a role that unites service center employees. The advisory
council on changes, if necessary, provides consultations within the framework of the
analysis of the identified unauthorized changes in the category “requires approval”.

Process Manager is a role performed by an assigned employee. Functions: monitoring
compliance with the requirements of the regulations; providing, if necessary, advice and
recommendations to the participants of the process; formation of an advisory council
on changes.

Council for urgent changes performs the following main functions: analysis of submitted
change requests; clarification of categorization and classification of changes; assessment of
the consequences of changes and refusal to carry them out; assessment of the impact of
changes; approval of changes.

Unified dispatch service performs the following main functions: interaction with the
initiator of the request (receiving the request, notification); registration of change requests;
sending change requests to the change coordinator to classify changes.

The general scheme of the implementation management process of the Intent Level
Control process includes the following subprocesses.

1. Registration of change requests: the purpose of this subprocess is to ensure effi-
cient processing of information about necessary changes in the digital platform IT
infrastructure.

2. Classification of changes: the purpose of this subprocess is to perform the correct
classification of the upcoming change for effective planning of the necessary resources
and deadlines, determining the category of change, impact and risk.

3. Preliminary approval of changes: the purpose of this subprocess is to assess the
necessity and expediency of implementing the change from the point of view of
different levels of competence and authority.

4. Making a decision on making a change: the purpose of this subprocess is to assess
the necessity and expediency of implementing the change, taking into account the
developed preliminary implementation plan.

5. Making a decision on standardization of the change: the purpose of this subprocess is
to decide whether to classify a certain change as “standard”, authorizing such changes
in the future without the need for approval. Changes for which a positive decision on
standardization has not been made are non-standard. Such changes require approval.

6. Evaluation of the results of the change and closing the request: the purpose of this
subprocess is to conduct an analysis, assess the quality of the execution of the change
request and assess the compliance of the implementation of the change with the norms
and requirements of the implementation management process.

A common functional and role-based scheme of actions for the implementation of the
Intent Level Control process into a digital platform is shown in Figure 4.
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Figure 4. A common functional and role-based scheme of actions for the implementation of the Intent
Level Control process.
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5. Conclusions

As part of the work to solve the problem of expanded reproduction of innovative
technological solutions in the field of artificial intelligence, the scientific task of developing a
new process model for centralized reproduction in a digital platform of information transfer
processes about new knowledge necessary for the reproduction of high-tech products for
the digital economy has been set and solved.

The task was solved in the course of scientific research to create a technological reserve
in the form of models of software and hardware complexes that ensure the implementation
of end-to-end technologies, to ensure the availability of modern design and production
tools, to repeatedly expand the use of production, scientific and engineering resources, and
to develop and unify means to ensure the interoperability of organizational systems in the
transposition structures of the digital economy.

A new Intent Level Control process model has been developed, which is a representa-
tive of a class of software-defined network models. The novelty of the model is determined
by the availability of functionality to determine the level of coincidence of intentions avail-
able to the organizational system—the producer of new knowledge, and the organizational
system—the potential consumer of new knowledge.

Methodological approaches to the implementation of the Intent Level Control process
in the IT infrastructure of the digital platform have been developed and the practical
feasibility of ensuring the functional compatibility of this process with the accounting
and control subsystem has been substantiated, which can reduce the time of information
delivery and the inactivity of the process, and create prerequisites for reducing the cost of
services for the transfer of new knowledge from their source to the consumer.

Thanks to the use of the Intent Level Control process model, the effectiveness of the
scientific industry and the productive sector of the economy can be increased by increasing
the number of studies that are most in demand for manufacturers of high-tech products in
the field of artificial intelligence.
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Abstract: Automatic control of power supply sources is considered. Different types of batteries
behave differently inside a device and require specific optimal conditions to perform efficiently.
Using the wrong operating mode of a battery can lead to malfunctions within it, which may affect the
device’s performance. Adaptive methods for optimizing power modes are presented. The adaptivity
of the method is achieved by using a baseline, which is based on artificial intelligence concepts.
These concepts are neural networks and fuzzy logic, which are used to create systems capable of
learning and being interpretable. This method is able to execute control over a batteries state and take
actions which are required to save a battery and prolong its lifespan. The adaptivity of the system is
demonstrated by the ability to take information about the environment into account.

Keywords: neural networks; fuzzy logic; neuro-fuzzy systems; power optimization; battery
management systems

1. Introduction

A high-quality power supply is essential for electrical devices to work properly. All
devices can use a default voltage source, while some devices also use batteries in order to
be mobile. Different types of batteries can be used as a power source for devices in different
areas. A bad power supply can lead to malfunctions in a device or permanently break it.
Using the wrong kind of batteries can lead to devices not working properly. In addition,
the quality of batteries tends to worsen over time due to different reasons.

Different methods are used within devices to save battery quality over time. Some
of them involve using concepts which are based on artificial intelligence (AI). In order to
optimize the power consumption of a device, it is required to monitor a battery’s condition
and operate it in the most efficient way. Two of the AI-based concepts are neural networks
and fuzzy logic, which are used to make systems trainable and interpretable. A combination
of these concepts provides a neuro-fuzzy system—a hybrid AI system—which is designed
to create adaptive and interpretable systems.

A neuro-fuzzy approach for battery control is presented. An intelligent system can
read and process information, which is required to save batteries and prolong their lifespan.
AI-based systems can detect malfunctions and specific conditions and act accordingly, for
example, by informing the user about any malfunctions or executing specific actions which
are required.

2. Battery Types

Devices in different areas have different requirements for the power supply. Some
devices require powerful batteries in order to provide power for high-consuming devices.
Other devices require batteries which can keep their charge for long periods of time while
not being used. In some cases, the battery must be able to work at temperatures below zero.
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Sometimes, a rechargeable battery is the most important aspect. Some devices require that
the battery provides a fixed voltage, not depending on its charge.

The most important two parameters, which tend to worsen with time, are the battery
capacity and inner resistance. Both of these are the main reasons behind battery degradation.
Lowering the capacity leads to keeping less charge, while increasing the inner resistance
provides less current, which means less power.

2.1. Lithium-Ion Batteries

Lithium-ion (Li-ion) batteries are the most well-known type of rechargeable battery,
and are used for complex devices. They are used in most types of devices: smartphones,
different vehicles, power banks and others. This type of battery has many subtypes,
the most well known of which are lithium polymer batteries. These batteries are common
because they have small sizes, a low self-discharge and a long lifespan. However, they
have many downsides, like a poor performance at low temperatures [1]. The typical cell
voltage is 3.6 V, but 12 V is also common.

Li-ion batteries are rechargeable, which means that they can be reused after a charging
procedure. This procedure has to be performed carefully in order to save the battery. The
specifics of the power element must be taken into account. For example, it is recommended
to keep the charge of a Li-ion battery in the 40–80% range in order to prevent it from losing
capacity [2]. They also must never be completely discharged, or they will not work again.
Other types of batteries can have other specifics.

Lithium-polymer (Li-Pol) batteries are a variety of Li-ion batteries. They are very
similar in terms of their chemical processes. However, Li-Pol batteries are more versatile
(they can be molded into different shapes), lightweight and portable, while having lower
energy levels and being more expensive then Li-ion batteries. Therefore, they are used in
different areas; Li-ion batteries are used for more heavy usages, while Li-Pol batteries are
preferred for mobility purposes.

2.2. Lithium Thionyl Chloride Batteries

Lithium thionyl chloride (Li-SOCl2) batteries are commonly used in industrial
devices, like systems of commercial accounting of energetic resources. The main reason
for this is their high capacity, extremely low self-discharge and ability to work at low
temperatures. They are unrechargeable, and therefore are used once. The most common
nominal voltage for this type of battery is 3.6 V. This is the operating voltage for many
low-power microcontrollers [3].

These batteries keep their charge very well due to the passivation effect, which is
exhibited as a rise in the inner resistance. A passivated battery may not able to provide
enough current to power up the device, while having enough charge to do it. This happens
if the battery is not used for a long time. Depassivation is required to return a battery to
a working state. This process provides a specific load, which is used to return the inner
resistance to the normal value, while not losing too much charge. This can be achieved by
connecting a positive battery contact to the ground through a transistor through a resistor.
A transistor is required to turn the depassivating process on and off, while a resistor is used
to control the current in the circuit. Mounting a resistor must be performed with special
caution, since it will explode if a short circuit occurs. The same approach can be used in
order to prevent passivation. The battery will lose some charge during the process, but it
will work without problems [4].

Another feature of Li-SOCl2 batteries is providing a fixed voltage which does not
depend on the charge of the battery. It is important for devices which use reference voltages.
The downside of this feature is that it is difficult to monitor the real charge of the battery.
Batteries’ voltages can drop when a small amount of charge is left, which can be used to
notify the user about battery replacement.
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3. Control of the Batteries

Approaches which are dedicated to controlling batteries require reading a batteries
state and interacting with it. Systems which do this are known as battery management
systems (BMSs) [5]. Hardware tools are required for this. When it is necessary to check the
output voltage of a battery, an ADC can be used. Special microchips, like MCP37811/2 [6],
can be used as a specialized tool to control the charging process of Li-ion and Li-Pol
batteries. Other tools may be required for other goals like external temperature monitoring
or preventing the passivation process.

Hardware tools are required to manipulate a battery, while software is required to
execute the control. The creation of a complex battery control system is required as an
efficient monitoring and control tool. Artificial intelligence is used to create such systems.
Using the concepts of artificial intelligence leads to creating adaptive systems. Systems for
battery control should be interpretable in order to easily read the state of each battery. Since
different types of batteries require specific operating conditions for better performances,
machine learning can also be used. Fuzzy logic is used to create interpretable systems,
while neural networks provide machine learning. A combination of these concepts provides
a neuro-fuzzy system [7–9].

Control procedures are executed by monitoring the environment and modifying the
system parameters. They can be used to stop the battery from operating in the wrong mode
and to optimize the power consumption. For example, if a device periodically performs
some tasks, and the results of some of these tasks do not change much, it is useful to reduce
the frequency of executing these tasks to save power. In some cases, different features of
devices can be manually turned on and off in order to save power. This can be useful to
reduce the power consumption of high-power features like network connections and LCD
displays. This is the purpose of sleep mode.

A neuro-fuzzy system can be used to optimize a device’s power consumption. It can
process information about several important elements:

• Power consumption at each moment.
• Processed tasks and power consumption of each of them.
• Information about usage (elapsed time and number of recharges).
• State of the battery (charge and health).
• Environmental factors (temperature and humidity).

Systems for battery control must be able to monitor these elements and adapt to them.
Having information about processed tasks and the power consumption at the moment is
essential in order to prioritize them. Tasks can be power consuming, and if these tasks
are low priority, then it is required to decrease their power consumption. Processing
information about the current battery state and environment is important to monitor
operating conditions [10].

A neuro-fuzzy baseline can also be used for the modelling of a battery. It is essential
to monitor the chemical processes in a power source to determine the optimal mode for it.
Models can be used as an efficient development tool for testing a control system, since a
good model is able to reproduce the required behavior of a battery.

4. Structure of Neuro-Fuzzy Battery Control Systems

Since different types of batteries require different care and operating conditions, it is
impossible to create a control system for all power supply elements. However, it is possible
to create a common structure for a system, which has to be trained to work with specific
battery types. It can monitor every required parameter and adjust the system to them.

Hardware and software must be designed to create a control system. Battery circuits
must be created in order to interact with the battery. These circuits must read the informa-
tion from the environment and about the battery. The state of the environment is read by
specific sensors which interact with a CPU by using a defined interface. A structure which
demonstrates how sensors can be used to read data about the environment is shown in
Figure 1. It shows how the device should utilize circuits with sensors and how to connect
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an ADC to interact with a battery. Power is connected both as a supply and as an analog
signal, which can be read either by an external ADC or by microcontrollers. A fuse is used
as a protection tool. A power management system is implemented within a CPU.

Figure 1. Hardware structure of battery optimization system.

Specialized microchips exist to control the power. They can be used to monitor
malfunctions within a battery and switch between power modes. An example circuit for
battery switching is shown in Figure 2. It uses a switch, which can generate fault signals, a
linear regulator and a charge management controller. This circuit can be used to switch
between an external USB source and a rechargeable Li-Pol battery. A power management
controller is used to charge the battery and is not required if a non-rechargeable battery
is used. A linear regulator is used as a tool to obtain the required voltage levels. If the
protection of circuits is required, isolated DC/DC converters can be used, since they use
galvanic isolation. A switch is used as a tool to select a power source.

Figure 2. Battery management circuit.

Software is required to carry out the calculation processes of the neuro-fuzzy system.
An adaptive neuro-fuzzy inference system (ANFIS) [11] is used. The ANFIS obtains values
of the required parameters and transforms them into fuzzy values (obtains values of defined
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membership functions), which are processed by a neural network, which provides a fuzzy
output value. The output value can be defuzzified if required. The structure of a neuro-
fuzzy system for processing multiple parameters (for example, charge, temperature and
external humidity) is shown in Figure 3. The neuro-fuzzy system can be implemented in a
single CPU or in multiple microchips. This intellectual system is able to process multiple
parameters and provide the required management accordingly. It can notify users about
malfunctions, place microchips in an idle mode or reduce the amount of calculations in
order to optimize the power consumption. A battery controller can also be used in this
circuit. Some of the CPUs periphery can be used (for example, an ADC). Every power
source can be connected to an ADC in order to detect malfunctions or change the device’s
operating mode. Connections to the ground and battery protection components (fuses) are
omitted. The control of a single battery is demonstrated. The interaction of cells must be
considered if a multiple number of them are used. Multiple subsystems for single battery
control can be used, but it is important to determine how one battery can affect another.

Figure 3. Circuit structure for a neuro-fuzzy system.

Fuzzy sets for the control system can be defined manually. Every fuzzy set must
represent the conditions which the battery works in. Fitting and unfitting conditions must
be described. A step into developing self-organization can be taken by developing an
algorithm for automating the generation of fuzzy sets. A neural network for the system
must be trained with parameters from the environment. Training is important for taking
every parameter into account, while also looking at how their interaction can affect the
system. If many parameters are considered, then the neural network can be an essential
component. The demonstrated system is shown to produce a single result, but it can
produce multiple decisions depending on the cell number and the monitored parameters.
It can be changed by modifying the neural network.

The system is easily adjustable to process more parameters or change them. Using
ANFIS-based control systems allows for a simple interpretation of a model for any type of
battery. If some common aspects are found in the battery models, then this knowledge can
be used in other systems for optimizing purposes. This can be reasonable if multiple types
of batteries are used in a system.
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5. Conclusions

The presented neuro-fuzzy approach allows creating adaptive subsystems to control
batteries. The system is able to process information about the current environment and
power consumption. A neuro-fuzzy baseline can be implemented within a device as a
power control module. The intelligent system is able to monitor a battery and take actions
in order to prolong the lifespan of a battery. If taking actions is impossible, the system can
give recommendations about what to do with a specific battery. Each type of battery has to
be taken care of individually, since each of them have different specifics and features.

Advanced approaches for creating intelligent BMSs are to be inspected in future works.
Multiple batteries can be used in a system, and it is essential for them not to introduce
errors into the work of another. Thus, the protection of batteries from each other must
be considered.
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Abstract: Recently, the number of cyber-physical systems and systems with embedded sensors has
been increasing. In order to minimize the amount of information transmitted, a new paradigm
is being developed that involves moving data processing as close as possible to the point of its
generation. At the same time, there is a need to create devices that will provide computations near the
sensors. The article considers an approach to the primary processing of a quasi-digital sensor signal.
The authors show a variant of the organization of calculations in pulse form, based on the method of
small increments. The method is focused on the usage of simple logical elements with the realization
of a transfer function in the base of increment/decrement operations. The solution proposed by the
authors is effective in terms of simplicity of hardware implementation and can be used to connect
sensors with pulse output to digital processing systems. The considered circuit solutions can be used
for the implementation in programmable logic device of different levels of complexity, as well as for
the manufacture of the transducer in the form of a custom circuit.

Keywords: intelligent sensor; PWM signal converter; sensor transducers; layout design; negative
feedback

1. Introduction

Recently, the number of cyber-physical systems and systems with embedded sensors
is increasing. This leads to an increased load on the means of communication between
such systems. To minimize the amount of information transferred, a new paradigm of
edge computing is being developed. It implies moving data processing as close as pos-
sible to the point where it is received [1,2]. In the context of this paradigm, there is a
need to develop special devices that provide computations near sensors. These should
be compact, energy-efficient and fault-tolerant modules, which can be manufactured as
separate chips or integrated with sensing elements in a single chip [3,4]. Hardware imple-
mentation of simple functional signal conversions is available in analog, digital, pulse, and
mixed formats. Obviously, performing calculations in the formats of signals obtained at
the outputs of sensitive elements will allow us to avoid additional operations related to
format conversions. Sensors often generate a frequency output signal [5,6]. Also, analog-
to-frequency converters can be installed in chips of sensors with an analog output [7,8].
The frequency output signal can be represented as a stream of pulses [9] or pulse-width
modulated (PWM) signals [10]. In a pulse stream, the carrier of information is the number
of pulses per unit time. In a PWM signal, the information is associated with the relative
duration of the pulses. In both cases, the amplitude of the signals is the same and can
be considered as logic level “1”. The considered pulse forms of signal representation,
also called bit-stream, allow the application of digital logic elements for primary data
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processing. In this case, programmable logic-integrated circuits of various levels of com-
plexity can be used as the element base for the implementation of near-sensor computing
modules [11,12]. In some cases, it is economically justified to manufacture the sensor signal
primary converters in the form of application-specific integrated circuits (ASICs) [13]. If
silicon technology allows, the sensing element, analog-to-frequency converter and modules
for primary computation can be integrated in a single silicon chip. In both the FPGA basis
and the ASIC implementation, various functional transformations can be performed. This
can be realized by integrating various signal processing circuits for data reception, primary
converters, digital signal processing circuits, memory, and nodes for wired or wireless
communication. As a result of this integration, there will be a sensor-on-chip system,
such as [14]. Based on the above facts, we can conclude that the development of digital
hardware modules that process pulse signals and provide a connection between the pulse
output of the sensor and the input of the digital information processing system is factual.
In this paper, we focus on a new approach to the organization of calculations in a digital
PWM signal converter. The traditional approach to signal processing implies conversion
of analog or pulse signal into digital form with subsequent calculations using traditional
units (adders, multipliers, dividers, etc.) or using a microcontroller, as shown in [15]. In
the proposed transducer, all operations are performed in pulse form on the basis of simple
logic elements, binary counters and registers, and the multiplication and division operation
of pulse signals is implemented in the basis of operations “+1” and “−1”. The proposed
solution is effective in terms of simplicity of hardware implementation and can be used to
connect sensors with pulse output to digital processing systems.

2. Design of the Converter

Transformations of pulse signals from sensors can be performed in different ways. Let
us consider the implementation of the converter, for example, for a temperature sensor,
which forms a signal in PWM form. This signal is formed by a semiconductor sensing
element and is digitized with a first-order sigma–delta modulator. The output signal is
a periodic signal represented by time intervals T1 (high level) and T2 (low level). The
conversion function of the temperature sensor is as follows:

T(◦C) = a1 + a2
T1

T2
. (1)

where a1 and a2 are constants determined by the sensor model.

2.1. Implementation Based on Traditional Calculations

The sensor output signal is quasi-digital and can be processed by digital elements.
Sensor manufacturers recommend two approaches to temperature calculation based on the
parameters of the output signal [15]. Firstly, it can be a software implementation oriented
to the usage of the microcontrollers. Most microcontrollers allow direct connection of
sensitive elements, forming a quasi-digital output signal, to the input ports. Using a
microcontroller allows you to implement simple, inexpensive solutions, but errors in the
result may occur. The source of such errors is software-dependent effects. The analysis and
options for compensating such effects are given in [16]. Secondly, the transformations can
be performed by hardware using typical computing units. The schematic recommended by
the manufacturer of a temperature sensor with output characteristic (1) is given in [15]. The
circuit measures the duration of the output single signals from the sensor with a resolution
of ±1 μs. For this purpose, a cascade connection of 8-bit counters is used. The counters start
with the rising edge of the sensor signal and count clock pulses from an external 1 MHz
oscillator. The counting results are stored in the output registers. The falling edge of the
signal from the sensor forms the reset signal for the counters. After that, they start counting
the next output phase—the duration of the zero value of the sensor output signal. The
calculated value at the beginning of the new period is also stored in the registers. Then, the
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obtained values T1 and T2 are used to calculate the temperature by hardware or to transmit
it to the software computing core.

2.2. Implementation Based on the Method of Small Increments

Consider the pulse stream implementation of expression (1). A schematic of the n-digit
device realizing this operation is shown in Figure 1a. A reference pulse stream is sent to
the input F and the generator G forms n reference pulse streams based on the F. Generation
of reference pulse streams is performed as follows (Figure 1b). Each pulse of the F stream
increases the value of the CT counter by one. At the same time, one of the outputs of this
counter switches from the state “0” to “1”. The only exception is the counter change from
the state “all ones” to the state “all zeros”, when none of the outputs switch from “0” to
“1”. The output signals of the counter are used as clock signals for the triggers T. In these
triggers, a one is written when a rising edge occurs at the counter output. Obviously, for
every F-flow pulse a one is written to no more than one trigger. After the falling edge of
the F-flow pulse all triggers are reset. Thus, the sum of pulses in all generated streams is
equal to 2n–1 during the device operation period.
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Figure 1. (a) General circuit diagram of the converter; (b) circuit diagram of the reference pulse signal
generator G.

The average frequencies of Pi streams over the period of device operation are deter-
mined as follows:

Pi =
F
2n 2n−i−1

where i ∈ [0 : n – 1].
Logic elements &0 – &n−1, connected to the outputs of generator G, implement the

function of multiplication of streams Pi by bits of binary code N. The resulting streams are
summed by the OR logic element. The logic expression for the output of this element is
as follows:

FOR1 = L0 ∨ L1 ∨ L2 · · · Ln−1.

The function L in the general case for each i-th input of element OR1 is formed on the
corresponding elements of &i:

Li = N1n−i−1 Pi2−n,

where N1n−i−1 is the logical state of the n-i-1 digit of the code N1; Pi is the pulse stream from
the generator G output.

The pulse streams at the outputs of elements &0 – &n˘1 have the following frequencies:
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L0 = N1n−1 P0, L1 = N1n−2 P1, L2 = N1n−3 P2, . . . , Ln−1 = N10 Pn−1.

The total value of the frequency FOR1 at the output of the OR1 element is determined
as follows:

FOR1 = N1n−1 P0 + N1n−2 P1 + N1n−3 P2 + · · ·+ N10 Pn−1 =

F−n
2
(

N1n−1 2n−1 + N1n−2 2n−2 + N1n−3 2n−3 + · · ·+ N1020).
In this expression, the sum of the products of the current code bit N1i by the weight of

the n-bit code bit is the binary code N1. Thus, the average frequency of the pulse stream at
the output of the OR1 logic element can be written as follows:

FOR1 =
F
2n N1

Similarly, the value of frequencies FOR2 and FOR3 at the outputs of elements OR2 and
OR3, respectively, is determined as:

FOR2 =
F
2n N2 and FOR3 =

F
2n Nout

Consider the operation of the converter shown in Figure 1a. Let the initial moment
of time zero code be stored in the counter and register, i.e., Nout = 0. At digital inputs N1
and N2, the binary codes corresponding to constants a1 and a2 of Equation (1) are set. The
reference pulse stream is supplied to input F; the PWM signal from the sensor output is
received at input T1. Elements 11 and 12, under the influence of codes N1 and N2, form the
streams FOR1 and FOR2. During the first period, as long as the input T1 holds signal value
“1”, the stream FOR2 passes through the element &22 and 14 to the counter input marked
as “−”. When the value at input T1 becomes zero, the stream FOR2 is blocked. At this time,
the stream FOR1 starts flowing through element &21 to the counter input marked “+”. The
stream FOR3 is not generated because of the zero code Nout. When the signal “1” appears
on the input of T1 again, the counted number of pulses from the counter CT is rewritten
into the register RG. While T1 = 1 at the counter input “−” the stream FOR2 passes, when
T1 = 0 at the counter input “+” the stream FOR1 passes, and at the counter input “−” the
FOR3 stream is formed on the basis of the zero code Nout = 0. Negative feedback is used in
the device, and as a result, the dynamic equilibrium mode is reached. In this mode, the
number of pulses coming to the adding N+ and subtracting N− inputs of the counter CT
during the period T is the same, i.e.,

N− = N+ or F̄− = F̄+ (2)

where F̄+ and F̄− are the average values of pulse flux frequencies at the counter inputs “−’
and “+”, respectively.

The “+” counter input receives pulses during the device’s operating period T. The
number of pulses is determined by the following expression:

F+ = FOR1T2 =
F
2n N1T2. (3)

The number of pulses that come to the input of the counter “−” during the period of
operation of the device T is calculated as follows:

F− = T1FOR2 + T2FOR3 =
F
2n (T1N2 + T2Nout) (4)

In the dynamic equilibrium mode, the characteristic (2) with regard to (3) and (4) will
have the following form:

F
2n N1T2 =

F
2n (T1N2 + T2Nout)

From the last expression, we get the equation:
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Nout = N1 − N2
T1

T2

That is, the characteristic of the device corresponds to the function of the sensor.

3. Converter Implementation

To study the functioning of the proposed circuit, we developed a description of the
device in VerilogHDL.

3.1. Simulation of the Converter

The input signals for the program are the reference frequency signal F and the input
signal T consisting of two parts: T1 and T2. For the correct operation of the model, an
additional reset signal is used to ensure that the counters and registers are set to a zero
state. However, given that the device has a steady state and always tends to it, it can start
from any random state, so the reset signal is optional. The input signals for the program are
the reference frequency signal F and the input signal T, consisting of two parts: T1 and T2.
For the correct operation of the model, an additional reset signal is used to ensure that the
counters and registers are set to a zero state. However, given that the device has a steady
state and always tends to it, it can start from any random state, so the reset signal is optional.
The constants in the implemented expression are set at the stage of synthesis; in the program,
they are described as parameters. When creating a universal device, additional digital inputs
can be provided for these constants. Figure 2 shows the operation of the device configured
to process the signal from the AD TMP03 temperature sensor.

 

Figure 2. Result of the converter simulation.

The diagram shows the transient process, during which the transducer reaches the
equilibrium mode. Starting from the fifth period of the input signal T1, the transducer keeps
the output code unchanged. This code is the result of the execution of transformations.
At the moment of 14.243 ns, an interference occurs, which leads to a shortening of the
signal duration T1. After three periods, the converter returns to the equilibrium mode,
compensating for the failure by triggering the feedback.

3.2. Custom Circuit Design

Despite the fact that the layout design of elements such as registers, counters, or logic
primitives is quite well developed, research on topology optimization continues. This
research is related to the search for original solutions in order to optimize the chip area,
power and speed [17,18]. When minimizing the circuit layout design, we are looking
for solutions that minimize the main component of pulse stream information processing
devices—the binary counter. Solutions based on the principle of “first-zero search” are
proposed. The circuit diagram of the counter cell based on the “first zero search” principle
is shown in Figure 3. Its current–discharge inversion control circuit is built on pass-through
keys (as in Manchester adder transfer circuits). The cells are combined into four-digit
sections with an inverter at the input and at the output. At the input of each i-th bit from
the previous one comes the INV_IN_i signal to invert the value of the current bit. If the
inversion control signal is changed, the pass-through key in the circuit is opened. This cuts
off the low-order bits and generates a new INV_OUT_i control signal value (cancelling the
inversion of the current bit) in the cell. This value is sent to the next (high) counter digit.
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Figure 3. Electrical diagram of the single-digit counter cell “+1”.

The considered circuit solution provides not only high speed and low hardware costs,
but also a linear dependence of the delay time and on-chip area on the bit resolution of the
device. Moreover, if necessary, the proposed circuit solution can significantly increase the
speed of circuits with a relatively small increase in the area on the chip. Figure 4 shows an
example of topological implementation of the converter considered above (Figure 1) for
4-bit data. Matrixing of the presented topology along the ordinate axis with an appropriate
matrixing coefficient makes it possible to obtain a device of the required digit capacity
(a multiple of four). The topology was developed using the original computer-aided design
tools [19] in a technologically invariant concept, which allows the design to be adjusted to
the design and technological requirements of the chosen manufacturing enterprise.

 

 

Figure 4. Layout design of the 4-digit calculator section.

From the presented material, we can see that the implementation of such calculators
in the form of independent fragments of integrated circuits is compact and simple. In
addition, it has greater speed than devices based on universal computing units.

4. Conclusions

A large number of sensors provide information in pulse form. This is due to the
simplicity of obtaining a pulse signal at the output of the sensing element, as well as the
following advantages of the pulse form:
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• Energy efficiency of the presence of pauses between pulses, which reduces the average
power consumption;

• High reliability of information transmission by a stream of pulses, since the loss of one
pulse when transmitting a number of pulses is equivalent to the loss of one low-order
bit of the binary code, while the loss of a pulse when transmitting a binary code, even
in sequential format, is equivalent to the loss of a value with the weight 2k, where k is
a bit number in the binary code.

In this paper, we proposed a new method of functional processing of pulse streams
based on elementary logical and arithmetic operations (increment/decrement) and imple-
mented using simple digital elements: logic primitives, counters and registers without
using an adder, multiplier, divider or other complex nodes. The considered device provides
division of PWM signals directly in pulse form without additional conversion into digital
binary codes. This device can be implemented based on PLD and used as an interface for
sensors that generate PWM output signal and require multiplying and dividing operations.
Small corrections will allow the proposed structure to be used to process signals of a
large number of existing quasi-digital sensors with frequency and pulse-width modulated
outputs, which are available at the moment.
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Abstract: This article presents an approach for the construction of an expert system, which helps to
make the decisions when parrying failures during information exchange in real-time systems based
on a deterministic optical network. The authors analyze the requirements for deterministic data
exchange environments and consider the trends for the development of software and hardware for
deterministic networks. The main goal of this article is to propose a concept for the implementation of
a deterministic control unit based on an all-optical network with spectral division multiplexing. Two
main steps for the implementation of such a system are described. The first is the implementation
of the DOS protocol stack and its model, which was used in several protocol development stages.
This model is a part of a proposed concept for an automation design and development system for
information exchanges. The second presented step is the development of an expert decision support
system, based on the principles of the supervisory approach. This article presents a neurocontroller,
which provides hardware support for the implementation of individual modes of operation of an
expert system.

Keywords: distributed information computer network architecture; deterministic optical network;
network model; dynamic reconfiguration; design automation system; expert system; decision support
system; neurocontroller; WDM network; system on a chip

1. Introduction

The main goal of this article is to consider the development and operation of a deter-
ministic control unit (DCU) for an arbitrary technological process in real time (RT). Modern
onboard equipment and networks increase in their complexity from year to year, with the
number of tasks undertook by such systems growing significantly. Therefore, the industry
needs to ensure a high level of reliability during the operation of such systems. For this
purpose, aircraft onboard networks’ developers need effective mechanisms for ensuring
deterministic data delivery. DCU is a deterministic real-time technological complex, which
controls a technological process (TP). Its operation depends on external influencing factors,
which move DCU from an internal state to a uniquely defined (deterministic) new state in a
specific predetermined time interval. DCU is based on a distributed information computing
environment (RIVS) [1] and built of the computing modules (CM) of the same type. A
network should connect these models. There are several elements, which are the typical
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RIVS modules: N computing modules, K control loops for technological systems, L data
concentrators. All of these modules have access to a local information system (LIS). Most
TP problems are solved using RIVS, but the time for solving the task should not exceed
a certain maximum task duration time. The time for each task from the control loop is
determined from the permitted operating time of a separate system control loop and the
entire DCU. The key DCU functioning process is the exchange of the information between
its subsystems. Transmitted or received data determine the correct operation of functional
software applications (FSP) and the whole TP.

2. Local Information System Requirements

Several DCU LIS features distinguish it from other real-time and information networks:

• A limited number of CMs (50–100);
• The total amount of FSPs, which, for functionality, does not exceed 256 programs;
• All information flows operate in strong correlation with specific communication

protocols;
• The network provides the transmission of control signals in the hard RT mode [2–4].

Such control signals are time markers used for the synchronization of the system, and
control and notification signals [5–10].

Typical LISs face problems of data transmission delays, which makes the operation
of the system unpredictable and leads to packet collisions. Of course, it is possible to
significantly increase the data speed or use specialized type of quality of service (QoS).
This QoS is scheduling, which ensures data transmission in accordance with a schedule
specified for the whole network during the configuration phase. However, unfortunately,
during the operation of the DCU, unexpected delays and collisions occur. This produces
an effect on the work of the scheduler, so existing networks cannot provide complete
determinism, which is very important for onboard networks. Regarding this, the main
sources of collisions should be excluded from the network architecture to ensure complete
determinism. Most such delays are caused by switches and routing mechanisms.

The construction of LIS DCU should be based on the following principles: the “point-
to-point” organization of the data exchange between the FSP of different CMs; using
broadcast mode for sending packets as the main mode; using of distributed memory for
data exchange between FSPs. Such LIS principles could be implemented in deterministic
real-time optical networks (DOS RV). Such networks transmit the packets without switching
and use distributed memory principles for data exchange between end systems. All-optical
networks are a type of networks where the switching, multiplexing, and data transmission
are organized by purely optical technologies, rather than by electronic technologies. DOS
RVs are built as an information transmission system with two types of topologies: a star and
a ring. They contain N VMs with the FSPs function and a spectral SDA (SSDA). Figure 1
shows a block diagram of the DOS RV.

Some key principles should be taken into account to build an effective DOS RV [11,12].
The optical technology of wavelength division multiplexing (WDM) should be used as
a transport architecture. WDM consists in the transmission of many different data flows
over the single optical fiber, but in separate optical λ-channels. Each channel has its own
optical frequency called the λ-channel. Information exchange is based on the principle of
distributed shared memory (DSM). Memory access is performed via the simple “read” and
“write” commands. Each FSP has a particular memory area, which is used to exchange
data with external subscribers of the fiber optic medium. It is performed via the λ-channel
specially allocated for this FSP, and this frequency is fixed for the data flow in terms of the
whole network.

420



Eng. Proc. 2023, 33, 51

Figure 1. DOS RV structure.

There are a few important steps to organize the work of DOS RV:

• Form a list of RIVS systems, which participate in the data exchange of the real-time
information transmission system—N;

• Form a private list of FSPs operating in each of the VM of RIVS modules. These
modules could be logically split into two groups. The first group includes the total
number of FSPs transmitting information Lout. The second group includes the total
number of FSPs receiving information linp. Both groups form a general list of FSPs
transmitting information throughout the RIVS—Lout;

• Set the number of channels that are required for all information exchange between
FSPs. Lout ≤ λ0 must be true, where λ0 is the total number of spectrally multiplexed
λ-channels in DOS RV;

• For each system, determine the total number of output λ–channels. For example, for
system A, the group of channels is defined as λA

out = U{λ1 . . . λnA}. These groups
have their own set of wavelengths for a given SSDA;

• In the same way, determine the total number of input linp in the SSDA of each
RIVS component.

3. The DOS Model in the Automation Design and Development System for
Information Exchanges of Real-Time Systems

To design communication protocols that implement information exchange in the DOS
RV networks, modern methods should be used. Such a methods should cover all the system
development stages (see Figure 2).
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Figure 2. Methodology for development of communication protocols for real-time systems.

The design process begins with the gathering of technical requirements for the future
protocol and their analysis. Technical requirements are divided into requirements for the
internal mechanisms of the protocol and requirements for the operation of devices based
on this protocol. Regarding this, the first version of the specification of the future protocol
was developed. A simulation was used to test and verify the developed protocol.

The modeling process creates layered and network models. The network model is
created after at least one successful version of the layered model has been created. Each
of these types of models solves its own problems and checks the operation of different
mechanisms of the protocol. After creating the models, it is necessary to configure them,
and then carry out detailed modeling. If an error is found at any of the parallel stages, it is
necessary to create a bug report, send it to the expert group for review, and stop work in
the parallel branch until the specification is checked or clarified. After analyzing the error,
the specification is refined and remodeled. When both simulation teams report that no
more errors have been found, the simulation results are compared to the original technical
requirements. If the requirements are not met, the specification is sent back for revision,
otherwise the document is finalized and can be sent to further stages of the project, for
example, hardware implementation.

The gathering of technical requirements is carried out by an expert group, which
includes representative customers, developers, researchers who have the necessary knowl-
edge and information on the further use of the protocol. The completeness of the specifica-
tions is an important issue, as the requirements will be the basis for deciding whether there
are errors in the protocol.

Next, the specification of the designed communication protocol is written. Such a
document usually includes a general description of the protocol stack (or a single proto-
col), data transfer formats, protocol mechanisms and algorithms in accordance with the
layered architecture, interlayer interfaces, and examples of the application of the above
mechanisms or the protocol as a whole. Once this task is completed and the initial draft of
the specification is ready, the document is submitted for modeling. Modeling is carried out
in order to check the underlying algorithms and can be carried out already in the process
of writing the specification. To do this, an intermediate document is already given for
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modeling; it also passes through various checks, but is returned back to the revision stage
if such a specification does not meet the technical requirements.

Further modeling should be carried in two parallel branches: layered protocol model-
ing (light gray blocks in Figure 2) and the system of devices modeling (dark gray blocks in
Figure 2). When modeling a layered protocol stack, the model layers fully correspond to
the protocol structure, and the interfaces between these layers correspond to service access
points. Thus, to carry out the simulation, it is sufficient to fully describe the operation of
the protocol in relation to one device. To obtain a result, it is necessary to organize data
transfer between two devices only, since, for the task of analyzing the protocol, network
interaction and the mechanisms of operation as part of a larger system do not matter. When
writing a device interaction model, the network operation and the exchange of various
information packets are modeled. With this approach, the interaction of the constituent
elements of the processes inside the device is not considered. In order to effectively use the
communication protocol modeling, both of these approaches should be used. This is the
only way to detect most of the errors in the specification.

The development of a layered model can be carried out with software and formal
models can be created using well-known mathematical tools. For example, the Petri nets
theory, the automata theory, queuing systems, etc. can be used. Programming languages
based on formal methods could be used, for example, SDL, GPSS, etc. Setting up such a
model consists of setting protocol parameters, and other properties that should be described
in the specification.

For modeling a system of devices, programming languages are chosen that can build
large systems with the use of multiple modules, ensuring the parallel operation of these
modules. One of the most efficient languages for these purposes is SystemC. It covers a wide
range of protocol development areas and can be used for architecture design, hardware
and software simulation, system behavior description, and functional verification. Finally,
SystemC supports hardware modeling and design. Using the SystemC network model,
you can set various configuration parameters, such as the data rate, number of nodes and
switches, time delays, routing tables, number of ports in switches, etc. Also, on network
models, it is possible to automate the process of designing a network topology, the tracking
of routes, and setting various network properties.

During the tuning of the model, some errors in the model itself can be detected and,
as a result, a request is sent to correct the model. During the model development phase
and the modeling phase, errors in the designed specification can be found. In this case,
a detailed description of the error is generated. The team developing another model in a
parallel methodology branch is notified that the modeling process should be temporarily
suspended. Next, an expert evaluates what changes are needed in the specification, and
then corrects it. When changes are made to the models, the specification is resubmitted
for modeling.

Once the simulation process is completed successfully and no more specification errors
are found, the simulation results are compared to the original specifications. In case of
discrepancy, the specification is sent for correction. Otherwise, the project team creates the
final version of the specification and submits it for implementation [13].

Since modeling is such an important part of the communication protocol development
process, it is necessary to have an automated system that allows one to set up a software
model and run it for execution. Such CAD systems are becoming an integral part of the
technology, since they can significantly speed up the development and reduce the cost of
the process of creating new technological solutions. Let us consider what the process of
creating such a CAD system for DOS RV networks could look like.

Modern onboard networks consist of a large number of elements with different func-
tionality. All these elements are interconnected through the infrastructure of the onboard
network. Such networks are easy to operate as long as they are small enough, and as
long as they have predictable behavior and are used for a simple set of information flows
without strict requirements and restrictions. However, as the network grows larger, infor-
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mation flows become denser, requirements and constraints become more stringent, and
design becomes a challenge. In such cases, there is a need to create a software packages for
computer-aided design and network modeling.

For DOS RV networks, there is a need to create an automated design and simulation
system that will cover the full cycle of development and simulation of the onboard network,
starting with the design of the network topology and ending with obtaining network
simulation results and statistical data (see Figure 3).

Figure 3. Architecture of CAD for DOS RV.

The designed CAD DOS RV will use a graphical interface that allows for an optical on-
board network to be assembled from a variety of network nodes and a spectral multiplexer
(in the future, several multiplexers) corresponding to the physical implementations that
are available for building networks. A configuration interface will be provided for setting
parameters, configuring protocols, and test scenarios.

Software modules (SM) will perform functions corresponding to the various stages of
the onboard network design. SM-1 is responsible for designing the network topology and
the evaluation of the physical characteristics, such as the mass of cables and devices, power
consumption, and the evaluation of the required number of data exchange channels in the
network. SM-2 is responsible for complete network configuration, including functions for
configuring administration protocols. SM-3 is used to adjust the “Scheduling” quality of
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service implemented in the DOS RV protocols. At SM-3, the design work is completed,
and at SM-4, the entire network is launched for simulation. The simulation proceeds in
accordance with the specified work scenarios, which imply turning off devices, introducing
errors into the network, changing settings, etc. Upon completion of the simulation, the user
has a complete set of diagnostic information on the operation of the DOS RV and graphical
information on statistics.

To implement the simulation functions, it is necessary to create an effective simulator
of the DOS RV operation. This model can be used to solve the problem of modeling protocol
stack specifications, testing mechanisms, and testing prototypes of future real networks on
the model. The developed model allows one to work with the simulation environment in a
graphical user interface, perform simulations of various scenarios, and generate detailed
diagnostic information. As the first step in the implementation of the DOS RV protocols, a
point-to-point network model was created. It consists of two nodes and a data transmission
channel. Using the developed model, a detailed study of the mechanisms of the transport
layer, the link layer, and the administration layer was carried out and the efficiency of
the developed mechanisms was shown. To do this, we tested the transmission of various
packets with different qualities of service, interrupts, time-codes, commands for working
with distributed memory, and requests for the administration level [14].

This model will form the basis of the extended version, which will be able to set
flexible work scenarios and use the full DOS RV network infrastructure. The model is
implemented in the SystemC language, which is used to model parallel systems. In the
future, we plan to use this model as part of an expert system for preparing and making
decisions in the event of an exchange failure in DOS RV.

4. The Concept of Applying the DON Model to Form the Knowledge Base of the
Expert System for Preparation and Decision-Making

Currently, an urgent problem is that of designing real-time onboard intelligent systems.
Such systems are based on the integration of models capable of adapting, modifying,
learning, representing, and operating knowledge, focused on the specifics of the problem
area and the corresponding type of uncertainty, which reflects their ability to develop and
change their state.

When implementing a real-time decision support and decision-making (RTDSDM), it
is necessary to take into account the specifics of such systems. The system should obtain a
solution under the time constraints determined by the real controlled process. It should
take into account the time factor when describing a problem situation and in the process of
finding a solution. Also, it is impossible to obtain all the objective information necessary
for the decision, and, in connection with this, the use of subjective, expert information.
There is a need to have a multivariate search, and the need to apply methods of plausible
inference and active participation in the process of the search and intellectual inference.
Case-based decision search methods can be used in many RTDSDM blocks (analyzer,
decision search blocks, explanations, modeling, and forecasting) and can improve the
efficiency of decision-making in various problem situations.

Precedent-based intelligent inference is an approach that allows a new problem to be
solved by using or adapting a solution to an already known problem, i.e., using the already
accumulated experience in solving similar problems.

The disadvantages of case-based reasoning include the following:

• When describing precedents, they are usually limited to superficial knowledge about
the subject area;

• A large number of cases can lead to a decrease in system performance;
• It is problematic to define criteria for indexing and comparing precedents;
• Difficulties with debugging algorithms for determining similar (similar) precedents;
• The impossibility of obtaining a solution to problems for which there are no precedents

or the degree of their similarity (similarity) is less than a given threshold value.
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The main purpose of using the apparatus of precedents within the framework of
RTDSDM is to issue a ready-made solution to the operator for the current situation based
on precedents that have already taken place in the past when managing a given or similar
object (system).

It is obvious that in order to structure information and quickly access it from the
RTDSDM core, it is necessary to form a specialized knowledge base (KB) containing a set of
precedents, each of which describes an emergency situation and certain methods for solving
it. One such solution, which allows for parrying the failures that have arisen, is the dynamic
reconfiguration of the DOS RV. In addition, information about an emergency situation can
be taken both from the real experience of a qualified pilot, and formed using simulation
modeling implemented in CAD based on the DOS RV model. The DOS RV model can
also be used in RTDSDM to analyze the current state of the network and predict failure
situations. This function is implemented by the method of the continuous comparison
of the functioning of the network and the DOS RV model implemented in the core of
the RTDSDM.

The intelligent inference function is produced by a specialized expert system (SES),
which is part of the RTDSDM. To increase flexibility and expand the ability to solve a wider
range of problems, SES should rely on both classical search algorithms using standard
calculators and specialized parallel algorithms implemented on the basis of coprocessors.
One of these coprocessors is a neural network computer or a neurocontroller (NC). On the
basis of an NC, it is possible to deploy artificial neural networks with different architectures
and different specifics of functioning, which will allow hidden connections and nonlinear
patterns to be identified in the data stored in the knowledge base, which, in turn, will
significantly increase the flexibility and depth of intellectual inference carried out in the
SES. The generalized structure of the RTDSDM is shown in Figure 4a.

(a)
(b)

Figure 4. (a) The structure of the RTDSDM based on the DOS RV model; (b) NC architecture.

As can be seen from Figure 4a, the RTDSDM includes a tera-network calculator or
neurocontroller. This element can be realized using a microprocessor, on the basis of FPGA,
and in the form of a special module representing a system-on-chip (SoC). Depending
on the variant of realization, the pro-cems in the NC can be sequential (in the case of a
microprocessor), parallel (in the case of an FPGA), and combined (in the case of a SoC). The
NC architecture is shown in Figure 4b.

As can be seen from Figure 4b, a NC consists of neurons Nj, whose inputs are multi-
plied by weight coefficients ai j; each neuron transforms the weighted sum of inputs using
the activation function Fj and the output is formed dj, where i = j = 1, n. Taking into
account the peculiarity of neuron architecture, namely, the presence of many inputs and
only one output, the NC can be described using the neuron interaction matrix Mnxn (NIM),
whose elements outside the diagonal are the weights of the inputs of the neuron with
the number corresponding to the row number, and the diagonal element is the output of
this neuron.

In addition to the NIM, it is also necessary to describe the set of activation functions
used in the NC with reference to each neuron. For this purpose, we introduce the vector
of activation functions Fn (VAF), whose elements fi indicate the number of the activation
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function implemented in the neuron Ni. Odds aij in the NIM affect the slope of the
activation function of each neuron; however, to increase the flexibility of the NC, it is also
necessary to introduce bias coefficients bi, which allow one to move the activation function
of each neuron to the left or right. To this end, we introduce the vector of bias coefficients
Bn, containing bi. Thus, the NC is mathematically uniquely described by the set

{Mnxn, Bn, Fn}, (1)

where n is the number of neurons in the NC. The NC dynamics can be described by the
following transformation:

dt = (M × dt−1 + b) (2)

Due to the fact that the NIM is used as part of the SES, it is possible to significantly
increase the flexibility of decision-making and increase the speed of some (e.g., nonfor-
malizable) computations. This is possible due to the fact that on the NIM, it is possible
to implement a large number of different classes of neural networks (multilayer percep-
trons, Hopfield network, Boltzmann machine, etc.), both direct propagation and recurrent,
without changing the NC architecture. It should also be noted that, in the case of using a
parallel implementation of NIM (on FPGA), the response time of the NC is determined by
the FPGA production technology and currently reaches units of nanoseconds.

5. Conclusions

The use of a commutation-free optical environment in onboard systems and the con-
struction of a distributed system of support and decision-making on its basis allows one
to significantly increase the flexibility and scalability of the onboard equipment complex,
simplify and accelerate the process of its reconfiguration (for example, in the case of dy-
namic reconfiguration), and to achieve high determinism of states of all onboard processes
and systems. It should also be noted that the use of the information network model, which
is formed and used in the CAD environment during the development of DOS RV, allows
one to obtain a dual-purpose model (both at the design stage and at the stage of intelligent
control of the information network environment), to create a single, continuous process of
development, and the application of DOS RV. In general, the efficiency of work is signifi-
cantly increased and financial costs are optimized. The considered approach is methodically
applicable to the development of other components of real-time technological systems.
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Abstract: Modern trends in the information technology have led to the fact that entire systems of
infrastructure are becoming software-defined. Modern hyper-converged solutions use software-
defined networking and soft switches for the hypervisor networking subsystem. The paper goal is to
study traffic processing in hyperconverged structures with software switching based on OpenFlow
versus traditional approaches. The features of the hyperconverged solutions network infrastructure
are considered, approaches to the study of software-defined environments are described. A model of
the processing traffic internal structure of a converged node, combining the functions of a hypervisor,
a storage system and a switch, is proposed. Interface models reproduced traffic switching with
the traditional approach and with higher-level OpenFlow processing have been developed. The
approaches to the implementation of the developed models based on experimental studies of network
equipment are described. The results of an experimental study of a network node and a synthesized
model are presented. The possibility of implementing the proposed approaches within the specified
accuracy are described.

Keywords: modeling; OpenFlow; switch; traffic; QoS

1. Introduction

Today, cloud infrastructures require ever more flexible approaches and technologies
that involve the transition to more distributed applications, microservice architecture, and
flexible IT models. Modern trends in the development of multi-cloud services lead to
the widespread use of software-defined infrastructure, storage, networks, as well as the
introduction of convergent and hyper-converged services and equipment [1]. Conver-
gence in networks combines the traffic of heterogeneous services on a single technology
stack with a hardware component (traditional switches supporting prioritization, seg-
mentation at levels 2–4, combining several layer 2 protocols), while hyperconvergence is
based on a software-oriented architecture. Hyperconvergence does not exclude the use of
converged technologies in the network stack, but uniform network management across
hypervisors, storage systems, virtual switches and routers, and equipment can greatly
improve the quality of flow control, logical segmentation, security and prioritization. The
use of virtual dedicated channels from source to destination with guaranteed marginal
characteristics based on packet-switched software-defined networks makes it possible to
provide traffic quality of service and security with much lower organizational and configu-
ration costs than on the basis of traditional converged networks [2]. The main feature of
hyper-converged solutions from different manufacturers is the combination of management
of all network devices into a unified software system, and most manufacturers add support
for virtual overlay transport technologies (Overlay Transport), such as VXLAN networks
(Virtual Extensible LAN), Cisco OTV (Overlay Transport Virtualization), as well as various
overlay networks of virtual infrastructure hypervisors (VMWare NSX-T, Microsoft HNV,
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OVN, Cisco ACI), and container orchestrators (swarm overlay network, flannel, k-vswitch,
OVN) [3]. Open cloud solutions (OpenStack, OpenNebula) and container solutions (Docker
Swarm, Rancher, Kubernetes, OpenShift) can use overlay networks through many tech-
nologies through a plug-in system, but the most common is the use of VXLAN solutions
and transmission control through Open vSwitch. The use of Open vSwitch in conjunction
with software-defined networking technologies (both via the OpenFlow protocol and using
ovs-ofctl, ovs-vsctl) allows you to combine a virtual switch and equipment into a single
managed network, as well as make universal traffic management virtual machines and
services running directly on the hardware (bare-metal), for example, software-defined
storage systems (CEPH, drbd9, gluster, NFS, VMWare vSAN). At the same time, studying
the operation of such networks in conjunction with hyperconverged infrastructure is an
open problem, too many factors can affect each element of the infrastructure and, thereby,
performance parameters. One of the ways to comprehensively cover all factors for the
study of networks can be modeling, but it is complicated by a high level of nesting and
mutual dependence of components. The authors of the paper [4] describe the creation of
a test bed for experiments with software-defined networking and the cloud using hyper-
converged SmartX Boxes distributed over several sites. Each SmartX Box consists of several
virtualized functions, which are divided into SDN and cloud functions with the ability to
track resources on a distributed cloud platform. The paper [5] discusses an approach to
automation for the efficient implementation of a variety of services through distributed
hyper-converged blocks towards a converged software-defined infrastructure using the
SmartX automation software environment. Within the framework of the paper [6], the
principle of integrating software-defined networks and hyperconverged architectures is
demonstrated using OpenFlow as a communication protocol and Opendaylight as a con-
troller in the control plane. The authors of [7] note that the hyperconverged architecture has
higher availability and performance when evaluating the provision of services in a cloud
computing environment. The author of the study [8] deals with the issues of improving the
performance of applications in a hyper-converged infrastructure.

2. Theoretical Part

Let us consider one node of hyperconverged infrastructure based on the most common
open solutions, such as KVM hypervisor, virtual switching Open vSwitch and Linux Bridge,
software defined storage (SDS) (block, object, or file SDS), based on the resources of the
same servers on which virtualization is performed (CEPH, Gluster, ScaleIO, SwiftStack,
HDFS and the like). Each hyperconverged infrastructure server contains a computing node
(processor, memory, disks), a Linux operating system, a network part (network cards, an
Open vSwitch, Linux Bridges, veth virtual network cards), a virtualization node controlled
by an external orchestrator, a server node SDS with storage on local disks integrated with
a common storage subsystem (see Figure 1a). Since there are many options for internal
connections (see Figure 1b), it is necessary to foresee and explore all possible options when
creating a model [9].

The main problem of modeling networks with a large number of traffic processing
technologies and ensuring quality of service is a huge number of possible combinations of
various parameters, types and settings of queues, traffic processing policies. Consider the
option of creating a network interface with enabled VLAN functionality, a classifier in both
directions, incoming and outgoing rate limiting through queues, and traffic filtering in both
directions. In this case, the classifier and queues use DSCP; WRED (Weighted Random
Early Detection) is selected as the congestion management policy, and prioritization occurs
through WRR (Weighted Round Robin) for classes other than ef, for which LLQ (Low
Latency Queue) is used. Limiting the amount of incoming traffic also occurs through
WRED removal of packets from the queue with different weights of different classes (Class-
based policing) [9]. The classifier is configured to mark some packets with the classes af11,
af13, af21, af23, ef, and be. The input from the network occurs through a bidirectional mac
module, the output and input of the upper levels through filters (ACL). This sequence of
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actions at the input from the network (decapsulation, classification, bandwidth handling,
labeling, filtering) and at the output to the network (filtering, labeling, bandwidth handling,
queues, encapsulation) was created based on the description of the sequence of actions
Cisco IOS [10] (see Figure 2).

(a) (b)

Figure 1. Server internal organization diagram: (a) component connection diagram; (b) diagram of
possible internal network connections.

Figure 2. The scheme of the packet passing through the network interface.

To model a realistic delay, the created module of the Traffic-Conditioner type was used
to put the ingressTCIN and egressTCOUT components in place. It is used to introduce
a delay in the incoming direction, corresponding to the processing time of the packet
by the switch on the real network. At the same time, the use of other combinations of
queue settings, their marking and connection logic (for example, nested WRR queues) can
significantly complicate the interface model. Using OpenFlow for traffic processing gener-
ally does not affect the interface scheme in terms of operating with queues, but removes
some of the classification and marking, which is now performed at the OpenFlow Data
Plane level. In the general case, QoS is implemented in OpenFlow only as a classification,
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labeling of packets, and measurement of current flow performance [11]. The management
of queue parameters, traffic limiters, and prioritization policies in most implementations is
left for traditional configuration through the mechanisms of the switch operating system
(or the control program, as is the case with Open vSwitch). Some controllers (for example,
OpenDaylight, ONOS, Floodlight) have mechanisms for setting up queues on a certain set
of switches via NETCONF or directly by commands (for example, for OVSDB). However,
this does not solve the problem of creating a model of such equipment. Figure 3 shows the
scheme of the interface in OpenFlow mode, all marking and rate limiting takes place in the
OpenFlow core, but queues and work with them, including prioritization, remain the same.

Figure 3. The scheme of the packet passing through the OpenFlow network interface with QoS support.

To study the operation parameters of a software-defined device over a period of time
T, we denote the given input parameters that describe incoming traffic and current device
settings as Z(t) = {Tra f f ic(t), Device(t)}, ∀t ∈ T, and the measured output parameters,
which include timing, input and output queue parameters, queue statistics, and a snapshot
of device metrics, as Y(t) = {Latency(t), Qoutij(t), Qinij(t), Sij(t), State′i(t)}, ∀t ∈ T Then
the function of mapping input parameters to output parameters will be defined as:

F(t) : Z(t) → Y(t), ∀t ∈ T (1)

Let us represent the tree of input parameters Z(t) as a linear sweep

Z(t) = {z1(t), z2(t)...zn(t)}, ∀t ∈ T,

where is the number of input parameters in the sweep. Similarly, we represent the tree of
output parameters Y(t) as a linear sweep

Y(t) = {y1(t), y2(t)...ym(t)}, ∀t ∈ T,

where m ∈ N is the number of output parameters in the sweep. The input set of pa-
rameters Z(ti)at∀ti ∈ [Ti−1..Ti) ∈ T should not change, and the duration of the time
interval [Ti−1..Ti) should be sufficient for the required number of measurements of the
output parameters and to achieve stationarity of the probabilistic patterns of the output
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parameters y1(ti), y2(ti)...ym(ti). In such case mapping (1) can be reduced to the form
F(t) = { f1(t), f2(t)... fm(t)} in this way:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

f1(ti) : {z1(ti), z2(ti)...zn(ti)} −→ y1(ti)

f2(ti) : {z1(ti), z2(ti)...zn(ti)} −→ y2(ti)

...
fk(ti) : {z1(ti), z2(ti)...zn(ti)} −→ yk(ti)

When modeling, it is necessary to ensure the correspondence of the obtained output
parameters of the device under study Y(ti) and the obtained output parameters of the
model Y∗(t) with the same sets of input parameters. To do this, we find a mapping
F(t) : Z(t) → Y∗(t), ∀t ∈ T, such that∣∣∣∣∣yj(ti)− y∗j (ti)

yj(ti)

∣∣∣∣∣ < ε, ∀j ∈ [1..m],

where y∗j (ti) ∈ Y∗(ti) are the measured output parameters of the model; ε is the denoted
accuracy. The study of a device with all combinations of input parameters is hampered by
the fact that the number of all possible combinations of parameters depends on the number
and ranges of parameters of specific devices with specific versions of system software, and,
in general, is an NP-complete problem [12]. Therefore, to build a model, the method of
determining indicators for boundary values and a certain number of intermediate values
of each parameter separately will be used, and the dependencies between the parameters
for the maximum possible values will also be studied. This will make it possible to
obtain an interpolation estimate of the values of indicators for the model with an accuracy
determined by the number of intermediate measurements of parameters and the shape of
the dependency curves.

3. Experimental Research

The study of the operation of model devices connected to a network was carried out
on the example of a new experimental segment of the data processing center (DPC) of Oren-
burg State University. Virtual machines in the data center are divided into groups, between
which network access must be excluded. There can be more than a hundred such groups,
depending on the time and needs, and the groups can have their own routers, DHCP
servers, repeating VLANs and VXLAN networks. Therefore, instead of creating overlay
networks using the capabilities built into OpenNebula, it was decided to isolate traffic
through OpenFlow at the physical and data link levels. The OMNeT++ simulation tool with
the INET framework was used as a modeling environment, which is the most suitable tool
for modeling networks with SDN support. A feature of OMNeT++ is the decomposition of
the model to level 1 of the OSI model with maximum detail of all technologies, protocols,
and data formats used. The segment was implemented to provide high-performance data
processing and create a private cloud for educational and production tasks, including
recording and processing video streams, saving Wi-Fi client traffic dumps, creating training
virtual machines, and big data processing tasks. The data center segment includes two
switches that play the role of a distribution layer. These switches connect 10 GbE channels
to each of the seven access switches. Each server connects to two access switches with two
10 GbE links (storage segment and switching segment) and two 1 GbE links (management).
Since the storage system is built on the basis of CEPH, based on the disks of the same
servers that are used to run all virtual machines, the requirements for the storage segment
lead to the need to provide a peak node speed of at least 10–15 Gb/s when exchanging at
the link level and delay. When writing to the storage, duplication occurs on several servers,
in addition, regular data rebalancing and sharding occurs, which significantly increases
traffic. The switching segment is used for inter-network interaction of virtual machines
with external consumers and among themselves. When using distributed neural networks
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and accessing Hadoop-based storages that physically store data on separate drives of the
same servers, the performance requirements for the switching segment also have lower
limits. Figure 4 shows the network topology.

Figure 4. Experimental segment topology.

At the time of research, the experimental segment included seven servers (Xeon Gold,
128 GB of RAM, NVMe SSD, four 10 Gb/s network cards with hardware packet processing)
to host storage and virtual machines, two servers to work only as systems storage, five
access switches (HPE ARUBA 2920), and two distribution switches (HP ProCurve Switch
5406zl with five HP J9309A ProCurve 4-Port 10GbE SFP+ zl modules). Virtual machines
are controlled by the OpenNebula orchestration system, Open vSwitch is used as virtual
switches in hybrid switching mode with proactive OpenFlow mode (rules are installed on
the local server switch by the orchestrator when performing actions with virtual machines or
networks). Using scripts that automate the connection of network components (Figure 1a),
delays in the experimental segment of the data center were investigated at traffic generation
intensity values Traffic(t) at various time intervals t. To do this, after launching all the
necessary components, the script starts intercepting tcpdump traffic with writing to the
tmpfs disk, as well as generating traffic with the trafgen utility at various intensities. During
the experiment, device state snapshots were taken using the SNMP protocol and OpenFlow
metrics. Based on the topology shown in Figure 4, a model of this network was formed
in the OMNeT ++ using standard tools and a study of delays in the model network was
carried out (see Figure 5).

Figure 5. Network model in OMNeT ++.
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With the help of the developed scripts for the automation of the experiment, a study
of all models of network devices and servers that are part of the network under study
was carried out, and models of these devices were synthesized. To study delays on a
network model, a traffic generation plan was synthesized, similar to experiments on
equipment. Figure 6 shows a graphical interpretation of the results of studying network
delay without using queues (on the equipment, queues were minimized to one packet per
queue, multiplexing into one channel was excluded), its model obtained using standard
tools of the OMNeT ++, and also a model obtained by means of the developed software
and hardware complex. The study was carried out under various work scenarios (different
paths shown in Figure 1a) for various traffic generation intensities.

Figure 6. Results of the study of latency in the network and its models.

The delays were introduced by the ingressTCIN module, which interpolated the
received packet processing times during an experimental study to the current state of the
switch and the available enabled settings (VLANs, queues, classifiers, markers). Figure 6
shows the summary results of measuring delays in a real network, a network model
obtained by standard means of the simulation system, and a network model. According to
the results obtained, when using the switch models included in the OMNeT++, it is not
possible to investigate the influence of the frame processing time by the switch on the total
packet transmission delay in the network. Comparison of the results of the study of the
model obtained using the tools of the developed software–hardware complex with the
delays of the experimental segment of the data center showed a coincidence at similar rates
of frame generation within 5%.

4. Conclusions

In this paper, we propose a methodology for studying the processes of traffic flow in
hyper-converged structures with software switching based on traditional approaches and
OpenFlow tables. Interface models were created for traffic switching in the usual way and
with higher-level OpenFlow processing. To obtain the probabilistic-temporal characteristics
of packet processing by equipment, a method for the initial synthesis of the equipment
model with the developed interface model is proposed, and the possibility of traffic passing
along various virtual paths within the virtual infrastructure is also taken into account. The
obtained results of research and modeling showed a significant influence of the settings and
sizes of the OpenFlow tables of virtual infrastructure elements on the package processing
time, including the non-linear form of dependence. The use of interpolation of the results

435



Eng. Proc. 2023, 33, 52

of an experimental study in the model to provide the required form of the dependence of
the packet processing time showed high modeling accuracy under similar conditions and
traffic generation intensities within 5%.
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Abstract: This report considers optimization of aircraft maneuvers in the vertical plane based on direct
control methods. It proposes an object model for longitudinal motion suitable for optimal control,
algorithms for control approximation and a numerical solution to the problem via a population-based
optimization algorithm. The suggested method proves its applicability by forming the control signals
for basic aircraft maneuvers in the vertical plane, including climb, speed increment, descent and
speed decrement.
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1. Introduction

Optimal control for a maneuverable aircraft is a sophisticated problem, since the
control object belongs to a class of multidimensional nonlinear dynamic systems [1]. A
common approach to control involves variation methods that require the solution of a
two-point boundary value problem [2]. Recently, interest has arisen in direct methods
for the formation of optimal control [3,4] due to their scalability, robustness and relative
simplicity of implementation.

Direct methods assume that a finite set of parameters could determine the desired
control signal on the required time interval with necessary precision. As a result, they
reduce the initial problem of finding the optimal control to the unconditional parametric
optimization problem.

However, depending on the type of control signal, the number of parameters may
be quite large. This requires an approach other than widespread gradient methods. One
of the possible solutions to this problem appears to be evolutionary or population-based
optimization algorithms known in a variety of applications.

In this paper, we propose using a modification of the direct method developed by
the authors [4] for the purpose of optimization of the typical aircraft movement in the
longitudinal channel. This method is based on spline approximation of control signals and
particle swarm optimization [5,6] (PSO) of the resulting problem.

2. General Formulation of the Problem

The mathematical model of the object could be generally described as

ẏ(t) = f(y(t), u(t), t),

where y(t) and ẏ(t)—state vector and its time derivative, u(t)—control vector, f—vector-
valued function of vector arguments, on time interval t ∈ [t0; T], where t0—is the beginning
and T—endpoint.

Eng. Proc. 2023, 33, 53. https://doi.org/10.3390/engproc2023033053 https://www.mdpi.com/journal/engproc
437



Eng. Proc. 2023, 33, 53

The initial conditions are assumed to be known

y(t0) = y0

and the target functional has the following form

J(y(t), u(t)) =
∫ T

t0

F(y(t), u(t), t)dt. (1)

The problem consists of finding control u(t), which provides a minimum of the target
functional (1). The widespread approach which satisfies the necessary optimality conditions
leads to the two-point boundary value problem. In the case of direct methods, this problem
could be bypassed.

Let us assume that control u(t) may be presented as projections on some linear basis.
Then, it could be uniquely determined by its coefficients in this basis. We denote the vector
of these coefficients as a

u = u(a)

Estimation of the coefficients’ value allows us to determine the control signal. Re-
placement of the continuous signal by a set of parameters turns the former task into the
problem of multidimensional parametric unconditional optimization, the solution of which
provides required coefficients

a = arg min
a∈A

J(y(t), u(a(t))),

where A is the search domain in the parameter space.
Thus, to solve this problem, it is necessary to form the object model, determine the

target functional and select the optimization algorithm.

3. Specification of Problem

3.1. Mathematical Model for Control Object

As a foundation for a control object model, we have chosen the system of equations
for the spatial motion of an aircraft as a rigid body [1]. Restriction of the motion to single
plane allows considerable simplification of the model. Then, the original model [1] can be
reduced to a system of three equations determining the following output signals: angle of
attack, velocity and flight altitude. This system takes the form presented below

α̇ = ν̇ − qS
mV

cye(α)− Px

mV
sin(α) +

g
V
(sin(α) sin(ν) + cos(α) cos(ν))

V̇ = − qS
m

cxe(α) +
Px

m
cos(α) + g(− cos(α) sin(ν) + sin(α) cos(ν))

Ḣ = V(cos(α) sin(ν)− sin(α) cos(ν))

(2)

where
α—angle of attack, rad;
ν—angle of pitch, rad;
V—airspeed, m/s;
H—flight altitude, m;
cxe(α)—drag coefficient;
cve(α)—lift coefficient;
m—aircraft mass, kg;
S—wing surface area, m2;
Px—projection of thrust force on axis Ox of body-fixed coordinate system, N;
g—gravity acceleration, m/s2;
q—dynamic air pressure, Pa.
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We assume that at the initial moment state coordinates are known, the beginning and
endpoints of the time interval are fixed.

The angle of pitch and projection of thrust become control signals. This choice is
opportune for two reasons. Firstly, both of these signals are smooth enough that their
approximation does not require introduction of many parameters. Secondly, nowadays
the problem of tracking these signals in many cases could be delegated to the inner control
loop, where it is solved by the automatic control system [7].

We use model (2) with the assumption that the angle of the engine installation is zero.
Values of thrust force, drag cxe(α) and lift cve(α) coefficients should be estimated based on
the results of the identification of the model for motion of the aircraft in question.

3.2. Optimized Functional

Optimization of aircraft motion control in the longitudinal channel could focus on a set
of basic maneuvers, including climb, descent, speed increment and decrement. In general
terms, the performance of these motions could be thought of as a Lagrange problem with
free end.

In this paper, we use as the target functional the sum of the Euclidean norms of the
vector of the difference between the outputs of the model and the desired output values.
This functional takes the form

J(V, Ṽ, H, H̃) =
∫ T

t0

(
JV(V, Ṽ) + JH(H, H̃)

)
dt =

∫ T

t0

(
(V − Ṽ)2 + (H − H̃)2

)
dt (3)

where Ṽ, H̃—desired values of airspeed and altitude.
In cases of maneuvers such as descent, an asymmetric functional can be used. Then,

only when values of the variable become less than those specified are they taken into account,
which should provide more opportunities for the optimization process to increase speed

JV(V, Ṽ) =

{
(V − Ṽ)2, V < Ṽ;
0, V ≥ Ṽ.

(4)

3.3. Optimization Algorithm

Since the optimization problem requires the estimation of 20–30 parameters depending
on the time interval and characteristics of the signal, in this article, we eschew common
gradient methods in favor of population-based algorithms [6,8]. Within this class of
optimization algorithms, a PSO algorithm was applied.

This algorithm benefits from its highly customizable nature, which allows it to be
adjusted to meet the demands of the problem in question, striking a balance between
examination of whole search domain and a more thorough investigation of promising
solutions [9]. Nonetheless, it should be noted that this approach requires substantial time
and computational resources and is less suitable for tasks of online optimization. The
suboptimality of the obtained solution, as is commonly the case among population-based
algorithms [10], should be pointed-out.

4. Direct Method of Program Control

At the core of direct control methods lies the assumption that the sought control
could be projected on the basis of linearly independent functions. In this paper, cubic
Hermitian splines [11] are considered on such a basis. Therefore, the approximation
requires determining the values of the function and its derivative at the spline nodes. The
nodes were evenly distributed throughout the entire time interval. The PSO algorithm
requires specification of the boundaries of search spaces for the pitch angle and thrust; for
example, ±90◦ in case of pitch angle.

To determine the initial values of parameters, particles were randomly thrown into
the search space. After that, the model (2) could be integrated and the value of the targeted
functional (3) for each particle obtained.
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Then, the PSO algorithm finds those parameter values that provide the minimum
for the functional, i.e., ensure that error between the desired signals and model output
is minimal.

5. Results Description

Thus, the task consisted of applying the method of finding direct program control
described above, optimization of the aircraft’s maneuvers in the longitudinal channel. A
mathematical model (2) was used to describe the control object’s motion; the functional in
general case took the form (3). Formula (4) was applied in case of descent problem.

The problem under consideration was solved in two main stages. At first, the prob-
lem was solved to determine the solution with the best stabilizing time. As experiments
have shown, when we shift the initial time taking the functional into account, the result-
ing solution changes. With a time shift equal to the stabilization time, it is possible to
achieve improvements in fuel consumption and mode of maneuver. Thus, the problem was
calculated taking into account this shift.

For the problem of climb and speed increment, results were calculated depending on
the initial conditions of altitude, as shown in Figure 1.

Figure 1. Values of altitude and speed obtained by variation of initial condition for altitude.

Analysis of the descent maneuver shows that taking into account the increase in speed
during the maneuver makes it possible to improve the final results. To obtain this, the
asymmetrical part (4) is included into the target functional. The problem was considered
in a way similar to one described above by variation of initial altitude value. As Figure 2
shows, a family of solutions was found.

Figure 2. Values of altitude and speed obtained by variation of initial condition for altitude in
descent problem.
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In all three cases, the maneuver provides a similar picture of performance. The aircraft
goes into a dive, losing altitude but gaining speed. When reaching a predetermined altitude,
it levels off, trying to keep the pitch angle sufficient to ensure level flight, while gradually
losing speed.

Similar results could be observed for the speed decrement problem. The target func-
tional corresponds to Formula (3). The aircraft reduces its speed mainly by increasing its
angle of attack, which naturally leads to an increase in altitude. Nonetheless, Figure 3
shows that the requirements for altitude increase have little effect on the overall behavior
of the speed on the time interval under consideration. This means that addition of stricter
requirements for altitude values could be accommodated without corresponding worsening
of the result.

Figure 3. Values of altitude and speed obtained in speed decrement problem.

Above was presented the application of the model for the optimization of relatively
simple maneuvers in the longitudinal channel under varying initial conditions. The pro-
posed method could also be used in the case of more dynamic and complex movements,
such as, for example, pulling up. Such a problem appears among different applications,
including avoiding a collision with the ground.

Within the framework of this task, the idea implemented in the functional (4) is further
developed. In this case, the functional becomes asymmetric not only in speed, but also in
altitude, including the following expression

JH(H, H̃) =

{
(H − H̃)2, H < H̃;
0, H ≥ H̃.

Pulling up with different initial values of speed was considered. Figure 4 presents the
resulting signals for speed and altitude.

Figure 4. Values of altitude and speed obtained through variation of initial condition for speed in
pulling-up problem.
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The research showed how an increase in the initial speed leads to a decreasing loss
of altitude, but at the same time increases the maximum value of the normal force that
accompanies the maneuver. However, it should be noted that extreme values of normal
force are not observed over the entire time interval, but are localized during the time of a
sharp change in the pitch angle, which means that they last only a few seconds.

6. Conclusions

The paper considers a direct method for optimization of aircraft’s maneuvers in the
longitudinal channel. The method proposes representation of the desired signals via the
cubic Hermitian splines and the solution of the resulting numerical optimization problem
via the PSO method. Application of the method to the problems of climb, descent, speed
increment and decrement is shown.

The results obtained can be used both for the optimization of individual maneuvers
and for determining the reachable areas for the aircraft.
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Abstract: The article discusses approaches to building parallel data storage systems in high-
performance clusters. The features of building data structures in parallel file systems for vari-
ous applied tasks are analyzed. Approaches are proposed to improve the efficiency of access to data
by computing nodes of the cluster due to the correct distribution of data in parallel file storage.
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1. Introduction

The growing need of scientific teams, industrial enterprises, and commercial firms
in solving problems that require high-performance computing resources demands the
creation of computing tools provided to users using cloud and platform technologies. At
present, such computing resources are supercomputers and HPC clusters that make it
possible to carry out calculations using parallel computing technologies. So, the tasks of
mathematical modeling, global optimization, big data analysis, and the training of neural
networks cannot be solved using a single server; powerful multi-node clusters united by
high-performance computing networks are required. The workflow management in such
clusters is a research task aimed at optimizing the computing resources load, minimizing
the waiting and computing time, managing job priorities, and providing computing jobs
with initial data.

Based on HPC clusters, it is possible to create a research infrastructure that provides
tools for miscellaneous scientific calculations to teams of scientists, industry, and developers
of high-tech commercial products [1]. The creation of shared research facilities on the
basis of scientific centers, enterprises, organizations of the Russian Academy of Sciences
and universities makes it possible to increase the efficiency of using computing facilities
and expand the circle of consumers of high-performance computing resources [2]. This
approach to the use of computational tools involves the parallel execution of miscellaneous
types of computational tasks within a single high-performance cluster. In this case, in
order to efficiently use computing resources and minimize the loss of time and money for
re-configuring the HPC cluster, it is necessary to develop a technology that allows creating
individual software environments for various computing tasks and ensuring their parallel
execution in a HPC cluster [3], wherein each computational task obtains access to the parallel
processing information means and inter-process communication. The means of HPC cluster
workflow management create an individual profile for inter-process interaction in a dynamic
virtual environment for each computational task.

The optimization of the loading of the shared research HPC cluster is generally aimed
at ensuring the maximum loading of computing modules, reducing the waiting time for
tasks in the queue, and minimizing equipment downtime.
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To implement such requirements for a HPC cluster, it is of particular importance to
provide computing tasks with initial data. The performance of the means of providing data
to computational jobs should, for example, minimize the processing downtime by waiting
for data to be provided. The tasks of providing data to computational tasks in multi-node
computing systems are solved by creating a specialized file storage that provides parallel
access to cluster computing nodes and data. Thus, the data exchange height speed is
ensured in the conditions of parallel operation of virtual software environments for the
execution of miscellaneous types of computational tasks.

The classical scheme for organizing parallel file access is the use of a group of data
storage nodes connected to computing nodes by a high-speed network. A parallel file
system deployed on storage nodes creates a single data space, ensures information consis-
tency, the duplication of information on different nodes, and control of access to files by
computing nodes.

Both proprietary and open-source implementations of parallel file systems are avail-
able today. For example, proprietary solutions include

• General Parallel File System (GPFS)—developed by IBM;
• Google File System.

IBM GPFS is used by the manufacturer as part of a commercial product, the elastic
storage system, which is a scalable hardware and software data storage system. The Google
File System is used by Google in the company’s high-performance computing clusters.

Among open source parallel file systems, the Lustre project is currently actively
developing, originating from Carnegie University, now supervised by Intel Corporation.
Another open-source project is the Ceph parallel file system supervised by RedHat (IBM).

The direction of providing parallel access to data is currently an actively developing
area of informatics [4–6]. The main efforts of developers and researchers are concentrated
in the following areas:

• Maximizing the volume of data storage;
• Ensuring the required performance during data transfer, taking into account the

number of computing nodes and data storage nodes;
• Development of methods for scaling the file system while maintaining or increasing

performance;
• Development of methods for improving the reliability of parallel file systems.

The architectures and ways of representing data in parallel file systems are dis-
cussed below.

2. Parallel File System Architecture

Consider the architecture of a parallel file system using the Lustre project as an example.
Lustre is a high-performance file system composed of servers and storage. The

Metadata Server (MDS) keeps track of metadata (such as ownership and access rights
to a file or directory). Object storage servers provide file I/O services for object storage
targets that host the actual data store. The storage targets are typically a single disk array.
Lustre’s parallel file system achieves its performance by automatically splitting data into
chunks known as “stripes” and writing the stripes in a round-robin fashion across multiple
storage objects. This process, called “striping”, can significantly increase file I/O speed by
eliminating single disk bottlenecks [7].

A parallel storage system consists of many components, including drives, storage con-
trollers, I/O cards, storage servers, SAN switches, and related management software. Com-
bining all of these components together and tuning them for optimal performance comes
with significant challenges. Figure 1 shows the Lustre parallel file system architecture.
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Figure 1. Lustre parallel file system architecture.

The elements of architecture are as follows:

• Control nodes—meta data servers (MDSs);
• Data storage and provision nodes—object storage servers (OSSs);
• Data storage elements—object storage target (OST);
• Metadata storage elements—meta data targets (MDTs);
• High-speed data-processing network.

Metadata servers (MDSs) are the control components of a parallel file system that store
information about all the data in the system, as well as serving client requests for access
to data. Metadata are stored on information resources called metadata targets (MDTs),
implemented either as physical disks or as block devices in a data storage system. To ensure
fault tolerance, metadata servers can be duplicated.

Access to parallel file system clients data is carried out through the metadata server.
When servicing requests, the metadata server identifies the client and selects one of the
nodes for storing and providing data—OSS. The choice is made based on meta-information
about the availability of the requested data on storage elements available to this OSS, as
well as based on information about OSS loading by requests from other clients. After that,
the interaction between the client and the selected OSS is carried out directly through a
high-performance data network. This solves the problem of the formation of “bottlenecks”
in the access of computing nodes to a single data storage [8].

Data storage elements are disk drives directly connected to the OSS as well as logical
drives formed by storage systems based on disk arrays. Data storage and provision nodes
provide the caching of information contained on disks and high-speed exchange with the
data transmission network.

Thus, the architecture of a parallel file system makes it possible to provide data for a
group of computational tasks due to the parallel operation of a group of storage nodes.
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3. Data Storage Structure in A Parallel File System

As noted above, the parallel file storage architecture allows you to provide computing
nodes with access to different storage nodes, which allows you to avoid “bottlenecks” and
prevent performance degradation.

Note that different application tasks may have different requirements for the data
structure stored in the file system.

For big data-processing tasks—telemetry streams, the analysis of accumulated infor-
mation arrays in order to obtain new knowledge (data mining)—where parallel processes of
one computing task performed on different computing nodes require access to independent
data arrays, it is enough to place one application data copy on each storage node and
ensure the interaction of each pair of “computing node–storage node” over a high-speed
data transmission network.

For data-intensive tasks (e.g., preparing training sets for neural networks, and training
neural networks [9]), a more complex structure data storage is required, allowing different
computing nodes to access the same file from several computing nodes. This feature is
supported by the parallel file system by fragmenting files into separate blocks (stripes) [10].

The term “number of stripes” refers to the number of fragments into which a file is
divided; in other words, the number of OSTs that are used to store the file. So, each stripe
of the file will be in a different OST. The “stripe size” refers to the size of a stripe recorded
as a single block in the OST.

The benefits of striping include the following:

• Increased I/O throughput due to multiple file areas being read or written in parallel;
• Helping to balance the use of the OST pool.

However, striping has disadvantages if performed incorrectly, such as increased over-
head due to internal network operations and contention between servers, and throughput
degradation due to inappropriate striping settings.

The default number and sizes of stripes are chosen to balance the I/O performance
needs of multiple parallel execution scales and file sizes. Small files should be striped at
a value of 1. However, setting the stripe number too low can degrade I/O performance
for large files and parallel I/O. Thus, the user must carefully select strip specifications
according to application data.

The striping must be compatible with the application’s I/O strategy and output size.
The increase in the number of stripes and/or the size of the stripes should be proportional
to the number of nodes used for I/O. As a general rule, an application should try to use as
many OSTs as possible. Thus, when writing a large single file in parallel, the maximum
allowable value for the stripe counter is set. Alternatively, when writing a large number
of small files in parallel, set the interleave counter to 1. The intermediate number of
concurrent output files may work better if the number of stripes is greater than 1. An
experimental estimate of the number of stripes is advisable for best performance. Note
that for a number of tasks, the file size correlates with the number of computing nodes that
perform parallel writing to it. Therefore, adjusting interleaving based on file size is usually
sufficient, and a simpler starting point for estimating the number of lanes for subsequent
processing optimization.

Figure 2 shows an example of file distribution across six storage elements.
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Figure 2. The file distribution example.

4. Experience of Application of Parallel File Systems in The Shared Research Facilities
“Informatics”

To conduct research in the field of application of parallel file systems, taking into
account the diversity of tasks solved by a HPC cluster, the parallel file storage stand
was created using the infrastructure of the Shared Research Facilities “High Performance
Computing and Big Data” (CKP “Informatics”) of FRC CSC RAS (Moscow, Russia), which
allows you to provide the data for different types of computational tasks functioning on
the basis of virtual computing environments [11].

During the creation of the stand, the Lustre file system version 2.14.50 was deployed
on six servers of the ARM architecture manufactured by Huawei.

During the experiments carried out on the created stand, the following scientific and
practical work was carried out:

• Deployment of the Lustre parallel file system by compiling open-source software;
• Assessment of the performance and quality of functioning of the parallel file system

in the base case when performing computational tasks of various types;
• Implementation of the developed storage system architecture, data models, access

scenarios by setting up various data storage scenarios;
• Evaluation of performance and quality of functioning of a parallel file system for test

computing tasks that have different requirements for data storage (size and number of
files, multiple access to one file by a group of computing nodes);
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• Design of recommendations on “fine tuning” of Lustre file storage in high-performance
computing systems of scientific organizations when solving applied problems of
various types.

The basic approach for configuration parallel data storage is the approach in which the
user creates his own structure of files and directories to store files of various sizes and maps
certain storage patterns to these directories that describe the number and size of stripes.
Tools for such configuration are provided to the user in the form of executable scripts.

Users have the ability to customize the size and number of stripes for any file they use
or create during a computational job. Determining the best settings sometimes requires
experimentation, but there are general rules of thumb.

Let us consider the basic process of writing a file to a Lustre parallel file system as
an example.

Let us assume that 200 MB is to be written to a file that is created with 10 stripes and
a 1 MB stripe. When the file is initially recorded, 10 1 MB blocks will be simultaneously
written to 10 different OSTs. Once those 10 blocks are full, Lustre writes another 10 1 MB
blocks to those 10 OSTs. This process is repeated a total of 20 times until the entire
file is written. When completed, the file will exist as 20 1 MB data blocks in each of
10 separate OSTs.

One of the key factors behind the high performance of Lustre file systems is the ability
to stripe data across multiple storage targets (OSTs) in a round robin fashion. Essentially,
files can be divided into multiple fragments, which are then stored in different OSTs in the
Lustre system.

Larger files benefit from more stripes. By distributing a large file across multiple OSTs,
the system’s throughput for accessing the file increases, which improves efficiency when
multiple processes are working on the same file in parallel. Conversely, a very large file that
is interleaved in only one or two OSTs can degrade the performance of the entire Lustre
system due to unnecessary OST padding. It is good practice to have dedicated directories
with lots of stripes for writing very large files to.

Note that the following method of dividing a file into stripes should be avoided:
dividing small files with a large number of stripes. This can negatively impact performance
due to the unnecessary overhead of communicating with multiple OSTs. In this case, it is
good practice to write small files to a directory with stripes equal to 1, i.e., without striping.

Thus, to configure striping, its main advantages and disadvantages should be considered:

• Advantage 1: increased throughput because multiple processes can access the same
file at the same time;

• Advantage 2: the ability to store large files that take up more space than one OST;
• Disadvantage 1: increased overhead due to network operations and server conflicts;
• Disadvantage 2: increased risk of file corruption due to hardware failure.

Methods for improving reliability are the use of RAID of various levels in data storage
nodes (OSS). At the same time, RAID can be implemented both by means of storage systems
that provide block disk devices to storage nodes, and by means of RAID controllers located
directly on storage nodes. Both methods improve the reliability and fault tolerance of the
parallel file system. At the same time, as the experience of using such configurations in
the CKP “Informatics” shows, the bandwidth for accessing drives increases compared to
accessing single disks due to parallel access to drives.

A separate task is to ensure the reliability and fault tolerance of NVMe SSD drives
connected directly to the PCI bus. The absence of a RAID controller in this case makes
it necessary to take special measures to build fault-tolerant arrays. One such measure is
the use of software RAID by means of the operating system. Another method is to use
specialized storage systems that include NVMe SSD drives and RAID controllers that
combine these drives into arrays of various levels.

Note that due to the use of specialized controllers, creating RAID using storage systems
is more productive than using software RAID.
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Experiments in the CKP “Informatics” using Huawei OceanStore Dorado 3000 v6
storage systems showed that the speed of access to block devices on RAID5 based on NVMe
SSD, provided via the iSCSI interface over a 100 Gb Ethernet network, is about 2 GBps. The
access speed to a similar SSD NVMe drive installed in the OSS server is about 1.2–1.4 GBps.

Thus, the use of high-speed storage systems equipped with SSD NVMe drives and
RAID controllers as OST allows you to simultaneously increase the throughput of the
Lustre parallel file system and improve reliability and fault tolerance.

5. Conclusions

A parallel file system is an integral part of a high-performance computing system
designed to solve a wide range of scientific and scientific–practical problems. The parallel file
system effectively prevents the formation of “bottlenecks” that reduce the performance of the
HPC clusters due to delays in disk operations. Its application in the shared research facilities,
providing high-performance computing services, allows to provide sufficient throughput of
the disk subsystem for all scientific tasks performed in parallel by the HPC cluster.

The tasks of processing big data, extracting knowledge, and mathematical modeling
impose different requirements on the organization of data exchange with disk storage when
performed on a group of computing nodes.

At the same time, in order to optimize and increase the efficiency of the functioning of
the HPC cluster as a whole, it is necessary to take measures to adapt data storage patterns
in a parallel file system to the specifics of the applied problems being solved.

An analysis of computational tasks from various fields of science and technology
shows that the requirements for the throughput of access to the file system for various
applied tasks differ significantly. So the tasks of optimization, quantum mechanical calcula-
tions, aerodynamics do not require significant resources of the file system while loading
the computing unit.

The tasks of training neural networks are more demanding on the performance of the
file system, which ensures the timely loading of training data on computing nodes, but the
ratio between data volumes and calculations is not the maximum.

The greatest requirements for the performance of the file system are observed in
the tasks of preparing data for training neural networks and in the tasks of extracting
knowledge (data mining). These tasks require a high-speed exchange of large data arrays
between a large number of data storage and processing nodes.

Depending on the task type and file storage characteristics, a data storage template is
selected. In general, maximizing file system performance requires maximizing the number
of storage objects used.

Thus, when deploying projects designed to solve computing problems that require
high disk efficiency, you should allocate the maximum number of storage elements, mainly
NVMe SSD.

For tasks with medium and low disk intensity, it is enough to allocate a small number
of SAS or SATA storage elements.

Ensuring reliability and fault tolerance through the use of a redundant storage archi-
tecture is provided on data object storage servers or storage systems.
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1. Introduction

Modern high-performance systems provide solutions to a wide range of tasks and
interdisciplinary research, including machine learning, artificial intelligence, big data,
digital twins, behavior modeling, and more. Such an extensive set of tasks determines the
specifics of the organization of the computational process on such systems. The computing
environment is required to be flexible and adaptable to the requirements from both the
application and user task sides.

In [1], in addition to the classical batch mode of operation of the computing envi-
ronment, an interactive mode of operation in an individual execution environment in the
computing environment of a high-performance system was substantiated.

The interactive mode of operation is implemented in many software products (graphics
editors, spreadsheets, tutorials, computer games, etc.). In other cases, it is used in systems
operating in the mode of a computational experiment, including the development and
training of artificial intelligence models, when the ongoing processes must remain under
the supervision and control of an expert. The interactive mode provides developers, experts,
and users with the opportunity to test the functionality of models online (especially during
the initial stages of their development), test various hypotheses, and analyze and visualize
the obtained data.

The current level of development of microelectronics makes it possible to introduce
high-performance computing systems in large corporations as well as in small scientific and
scientific-production teams, with the only difference being the “size” of the implemented
systems. As a rule, high-performance systems of scientific and scientific-production teams
are significantly inferior to the computing complexes of corporations in terms of the amount
of computing resources, which means that the issue of efficient allocation of computing
resources while taking into account interactive and batch approaches to computing is an
urgent task.

Keeping in mind that there are many different families of tools for developing ap-
plications for modeling, machine learning, and artificial intelligence, the simultaneous
presence of several tools in a single underlying computing environment is inappropriate,
as it creates conditions for the occurrence of compatibility conflicts and limits the ability to
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customize these tools for use by different groups of users. The limitations on the settings are
primarily due to the fact that their implementation requires administrator rights to install
additional system software and software libraries, taking into account the compatibility
requirements of the software components of the entire complex. The performance of such
operations by the administrator, which require a change in the computing environment,
creates discreteness in the work of users.

In [1], the authors proposed an approach to the placement of computational jobs
belonging to the class of batch or interactive jobs while taking into account the organization
of an individual execution environment. In this paper, we consider the distribution of
computing resources and the allowable time intervals for executing computational jobs for
different job queues. Using the example of the “High Performance Computing and Big
Data” (CKP “Informatics”) Shared Research Facilities of FRC CSC RAS (Moscow) [2], an
approach is proposed to dynamically allocate computing resources between job queues
serving flows of interactive and batch jobs.

2. Organization of the Computing Process in a High-Performance System

The functions of managing the computing environment of a high-performance system
are assigned to the computing task management system (which may be referred to as a
“task manager”, “workload management system”, “job scheduler”, etcetera).

As a rule, a computing task management system operates within the “client–server”
paradigm and manages the process of executing computational jobs based on the configured
service policies in the form of a set of rules (algorithms) for distributing computational
resources between computational jobs and managing the progress of their competitive
execution.

The process of managing the execution of computational jobs is reduced to the imple-
mentation of three key functions of the computing task management system:

1. Providing users with exclusive and/or non-exclusive access to computing resources
for a certain period of time;

2. Providing an environment for launching, executing, and monitoring the operation of
a parallel task, for example, MPI (Message Passing Interface);

3. Performing resource contention arbitration by managing a queue of pending jobs.

As a rule, computing task management systems have a built-in set of algorithms that
implement the following service policies:

• A policy for processing the input stream of computational jobs;
• A policy for managing the behavior of the computational task being performed.

The classical approach to the organization of the computational process in a high-
performance system is the batch execution of computational jobs, which ensures the most
efficient use of computational resources [3].

However, in a number of cases the established practice of using computing tools
dictates the need to implement an interactive mode of operation for users in their individual
execution environment together with a batch service mode. An individual execution
environment is created through the use of virtual containerization technology based on
the Docker system [4]. From the point of view of the computing task management system,
there is no difference between the management of a task containing an applied task and that
of a container with an applied task. This feature is implemented in the CKP “Informatics”,
where an individual runtime environment is integrated into the computing environment of
a high-performance system, allowing different groups of users to solve their tasks in parallel
in different computing environments. In [5], approaches to the formation and maintenance
of a functional individual execution environment in the interests of a particular user are
substantiated.

Currently, the following types of individual execution environments are implemented
in the CKP “Informatics”:
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• The GROMACS environment [6] for modeling physical and chemical processes in
molecular dynamics, with the ability to run several copies and organize MPI interac-
tion between them;

• The Ansys environment [7] for automated engineering calculations;
• A development environment for machine learning and artificial intelligence models

based on the Jupyter Notebook solution [8].

3. Queues of the Computing Task Management System

In this paper, we propose the creation of the following queues for simultaneous
operation of batch and interactive modes.

The interactive queue is designed to perform development and debugging functions,
and permits almost-online execution of computational jobs. Service policies for this queue
represent a limitation on the execution time of a given job.

The main queue is intended for execution of computational jobs in batch mode, and
allows computational jobs to be placed for execution, for which the user determines the
operation time by different values.

An additional queue is intended for executing computational jobs in batch mode, and
allows computational jobs to be placed for execution when it is not possible to estimate the
time of their execution. This queue has the lowest priority; a limited pool of resources is
provided for the queue, and jobs can be suspended.

The listed queues are defined by the following parameters:

• Interactive queue: priority is high, availability of resources is based on the “best possible”
principle, and the maximum task execution time is very limited;

• Main queue: priority is medium, availability of resources is within a limited pool, and
the maximum task execution time is limited;

• Additional queue: priority is low, resource availability is within a limited pool, and the
maximum task execution time is unlimited.

Next, we consider the approach of dynamic distribution of computing resources
between job queues serving the flows of interactive and batch computational jobs. The
computing task management system (for example, the system based on the Slurm software
product [9]) provides users with flexible options for solving their scientific and practical
problems by launching computational jobs either

• On one server from the computing system; or
• On a group of servers belonging to the same computing system.

4. Dynamic Distribution of Computing Resources

The parameters that characterize the queue, as indicated in the previous section, are
as follows:

• Queue priority;
• Resource pool, i.e., the maximum amount of computing resources available to the

queue for distribution between computational jobs;
• Resource portions, i.e., the maximum amount of computing resources allocated to the

calculation task in the queue;
• Operation mode;
• Reservation time, i.e., the maximum time for the execution of the calculation task in

the queue.

Below, we explain several of these parameters.

4.1. Resource Pool

Usually, in heterogeneous computing systems, all computing resources, which are
understood as physical computing servers (nodes), are divided into several classes depend-
ing on the type of equipment. For the CKP “Informatics” these are of two classes: hybrid
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computing nodes (computing servers equipped with graphics co-processor GPUs) and
computing nodes (computing servers without graphics co-processors).

4.2. Resource Portions

A resource portion R is described by the set

R =
{

nvCPU, nGPU, nRAM
}

, (1)

where

• nvCPU—the requested number of virtual processors (vCPU);
• nGPU—the requested number of graphics coprocessors (GPU);
• nRAM—the requested amount of RAM.

The nvCPU is the sum of the products

nvCPU =
N

∑
i=1

(nCPU ∗ nCore ∗ nThread), (2)

where

• N—the number of computing nodes;
• nCPU—the number of CPU of the computing node;
• nCore—the number of CPU cores of the computing node;
• nThread—the number of threads per CPU core.

Typically, resource portions are available to users in discrete sets or user-defined sets.
For example, the following types of resource portions are available for users of the CKP
“Informatics”:

(a) numa node—a resource portion containing n CPUs and n GPUs belonging to the same
numa domain [10].
The configuration of numa nodes depends directly on the physical architecture of the
hybrid computing nodes.
Possible configuration options are

• numa.small, containing one GPU and 12 vCPU;
• numa.medium, containing two GPUs and 24 vCPUs;
• numa.big, containing four GPUs and 48 vCPUs;
• numa.large, containing eight GPUs and 96 vCPUs.

(b) user-defined, in which a resource portion is described by the set R and is not more
than the size of the “resource pool”.

4.3. Operation Mode

The “open” mode means that the computational jobs in the queue have a claim on the
allocation of resources, and can begin to be executed. The “closed” mode means that the
computational jobs have accumulated in the queue and are waiting for the queue opening
time before starting their execution.

The specified parameters are dynamically assigned to the previously designated
queues depending on the current mode of operation of the computing task management
system. There are two modes of operation for the computing task management system
of the CKP “Informatics”: “day mode” (daytime operation from 8.31 to 21.30) and “night
mode” (night-time operation from 21.31 to 8.30).

It can be seen that there is a time interval of one minute between the “day–night” and
“night–day” intervals. During this period, switching between operating modes occurs.
The queue parameters are reassigned, while calculation jobs are not executed and remain
pending.

The proposed approach for the dynamic distribution of computing resources between
job queues serving the flows of interactive and batch jobs is performed twice a day when
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changing operating modes to day and night modes. The change of modes is carried
out automatically by reassigning the parameters of the queues in accordance with the
following conditions.

In “day mode”, the following parameters are assigned to the interactive queue:

1. Priority—high;
2. Resource pool—all hybrid computing nodes;
3. Resource portion—one numa node from the list of available options;
4. Operation mode—open;
5. Reservation time—user-defined, with the following conditions:

• No more than one hour;
• If the reservation is made less than an hour before the change of operation mode,

then until the change of operation mode.

In “day mode”, the following parameters are assigned to the common queue:

1. Priority—medium;
2. Resource pool:

• All computing nodes for computational jobs with reservation times that do not
exceed the time limit for the end of “day mode”;

• Three computing nodes for computational jobs with reservation times that ex-
ceeds the time limit for the end of “day mode”;

3. Resource portion—user-defined;
4. Operation mode—open;
5. Reservation time—user-defined.

In “day mode”, only the “operation mode—closed” parameter is assigned to the addi-
tional queue. The priority, resource pool, resource portion, and reservation time parameters
are not assigned due to the mode of operation.

Thus, in the “day mode” the users have access to both interactive and batch computing
modes in a high-performance system, while interactive jobs have priority advantage over
batch jobs.

In “night mode”, only the “operation mode—closed” parameter is assigned to the inter-
active queue. Thepriority, resource pool, resource portion, and reservation time parameters
are not assigned due to the mode of operation.

In “night mode”, the following parameters are assigned to the common queue:

1. Priority—high;
2. Resource pool:

• All nodes for computational jobs with reservation times that do not exceed the
time limit for the end of “night mode”;

• One hybrid computing node for computational jobs with reservation times that
exceed the time limit for the end of “night mode”;

• Three computing nodes for computational jobs with reservation times that exceed
the time limit for the end of “night mode”;

3. Resource portion—user-defined;
4. Operation mode—open;
5. Reservation time—user-defined.

In “night mode”, the following parameters are assigned to the additional queue:

1. Priority—medium;
2. Resource pool:

• One hybrid computing node;
• One computing node;

3. Resource portion—user-defined;
4. Operation mode—open.
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Thus, in the “night mode” only the batch mode of calculations is available to users. At
the same time, computational jobs for which the resource reservation time is determined
have a priority advantage over computational jobs for which it is not possible to estimate
the time of execution. When placing a computational job in a computing environment, the
user specifies values for the resource portion and reservation time while taking into account
the limitation on the maximum execution time of a computational task in the queue.

After that, the computational task management system operates according to the basic
algorithm embedded in it:

1. the system places the computational job in the queue in accordance with the policy for
processing the input stream of computational job.
In “day mode”:
If all resource portions are reserved at the current moment, the computing task man-
agement system performs the following actions when queuing a computational job:

• In the interactive queue, the system offers the user either the nearest available
time for reservation and available options for numa nodes, or offers the user
the option to select a convenient time and available options for numa nodes,
including on subsequent calendar days;

• In the general queue, the system leaves the computational job in the queue in
“resources pending” status.

If the user has specified an invalid reservation time, the computational job is not
queued.
For an interactive queue, it is possible to prolongation the amount of time required by
the user 10 min before the expiration of the reservation time; it may be the case that
there are no available resource portions, in which case the system offers the user the
same options as during the initial reservation of resources.
When changing the current operating mode to “night mode”,

• For computational jobs pending in queues, the reservation is preserved, while
jobs from the general queue are allowed to execute at night;

• Computational jobs running from the interactive queue are forcibly terminated;
• Computational jobs running from the general queue continue their execution.

In “night mode”:
If all resource portions are reserved at the current moment, the computing task man-
agement system performs the following actions when queuing a computational job:

• In the general and additional queues, the system leaves the computational jobs in
the queue in “resources pending” status.

If the user has specified an invalid reservation time, the computational job is not
queued.
When changing the current operating mode to “day mode”:

• For computational jobs pending in queues, the reservation is preserved, while
jobs from the general queue are allowed to be executed during the daytime;

• Computational jobs running from the general and additional queues continue
their execution.

2. The system analyzes the parameters of jobs in the queue in a cycle. The system
determines which jobs that requires a control action and performs this action in
accordance with the policy for managing the behavior of the executed computational
jobs;

3. The system removes completed computational jobs from the queue. The job can
complete its execution on its own or under the influence of the system in accordance
with the policy for managing the behavior of the executed computational jobs;

4. Upon completion of a job, the system checks the correctness of the release of computing
resources and returns the resources to the resource pool.
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5. Conclusions

This article proposes an approach to the dynamic distribution of computing resources
between job queues serving flows of interactive and batch computational jobs. This approach
improves efficiency when loading the resources of a high-performance computing system
under conditions of joint application of interactive and batch approaches to computing.

The presented mode of operation of the computing task management system with
dynamic distribution of computing resources is currently being tested in the computing en-
vironment of the CKP “Informatics”. The dynamic distribution of computing resources of a
high-performance system successfully provides for heterogeneous tasks of interdisciplinary
research (including machine learning, artificial intelligence, big data analysis, creation of
digital twins, etc.) with the necessary flexibility and adaptability for the requirements of
applied applications, including interactive modes.

Taking into account that an interactive mode is used during the initial stages of model
creation, while the classic batch mode approach is well suited for operation (i.e., training
models in deep learning tasks), the approach to organizing calculations proposed in this
article can greatly expand access to computing resources. As a result, the solution proposed
in this paper is able to effectively solve the problem of allocating computing resources for
interactive and batch computing modes in high-performance computing systems belonging
to small scientific and scientific-production teams.

Author Contributions: Conceptualization, S.D., V.K. and A.Z.; methodology, S.D., V.K. and A.Z.;
validation, S.D.; formal analysis, V.K.; investigation, S.D., V.K. and A.Z.; writing—original draft
preparation, S.D., V.K.; writing—review and editing, S.D., V.K.; supervision, A.Z. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The research was carried out using the infrastructure of the Shared Research Fa-
cilities “High Performance Computing and Big Data” (CKP “Informatics”) of FRC CSC RAS (Federal
Research Center ”Computer Science and Control” of the Russian Academy of Sciences, Moscow).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Volovich, K.; Kondrashev, V.; Posypkin, M.; Denisov S. Some Approaches to Managing Computing Resources of a Hybrid
High-Performance Cluster in a Cloud Environment. In Proceedings of the VI International Conference Information Technologies
and High-Performance Computing (ITHPC-2021), Khabarovsk, Russia, 14–16 September 2021; Volume 2930, pp. 47–53.

2. CKP “Informatics”. Available online: http://www.frccsc.ru/ckp (accessed on 19 July 2022).
3. Volovich, K.I.; Denisov, S.A.; Shabanov, A.P.; Malkovsky S.I. Aspects of the assessment of the quality of loading hybrid

high-performance computing cluster. In Proceedings of the V International Conference Information Technologies and High-
Performance Computing (ITHPC-2019), Khabarovsk, Russia, 16–19 September 2019; Volume 2426, pp. 7–11.

4. Docker Docs. Available online: https://docs.docker.com/get-started/overview/ (accessed on 19 July 2022).
5. Volovich, K.I.; Denisov, S.A.; Malkovsky, S.I. Formation of an Individual Modeling Environment in a Hybrid High-Performance

Computing System, Russ. Microelectron. 2020, 49, 580–583. [CrossRef]
6. Gromacs. Available online: https://www.gromacs.org/ (accessed on 19 July 2022).
7. Ansys. Available online: https://www.ansys.com/ (accessed on 19 July 2022).
8. Jupyter Notebook. Available online: https://jupyter.org/ (accessed on 19 July 2022).
9. Slurm Documentation. Available online: https://slurm.schedmd.com/documentation.html (accessed on 19 July 2022).
10. The Linux Kernel. Numa. Available online: https://www.kernel.org/doc/html/v4.18/vm/numa.html (accessed on 19 July 2022).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

457



Citation: Serov, V.A.;Voronov, E.M. A

Hierarchical Model of a Vector Nash

Equilibrium Search in a Control

Problem under Conflict and

Uncertainty. Eng. Proc. 2023, 33, 60.

https://doi.org/10.3390/

engproc2023033060

Academic Editors: Askhat Diveev,

Ivan Zelinka, Arutun Avetisyan and

Alexander Ilin

Published: 25 July 2025

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

A Hierarchical Model of a Vector Nash Equilibrium Search in a
Control Problem under Conflict and Uncertainty †

Vladimir A. Serov 1,∗ and Evgeny M. Voronov 2

1 Department of Applied Information Technologie, MIREA—Russian Technological University (RTU MIREA),
Moscow, 119454, Russia

2 Department of Control Systems, Bauman Moscow State Technical University (BMSTU, Bauman MSTU),
Moscow 105005, Russia; emvoronov@mail.ru

* Correspondence: ser_off@inbox.ru
† Presented at the 15th International Conference “Intelligent Systems” (INTELS’22), Moscow, Russia,

14–16 December 2022.

Abstract: A hierarchical model of a vector Nash equilibrium search under uncertainty is developed.
The sufficient conditions for a vector Nash equilibrium of a noncooperative game under uncertainty
are formulated, which can be used as a criterion to achieve the required degree of nonquilibrium
for an acceptable solution to the problem of multi-object multicriteria systems’ control optimization
under conflict and uncertainty.

Keywords: noncooperative game under uncertainty; vector Nash equilibrium under uncertainty;
hierarchical coevolutionary algorithm; hierarchical model; vector minimax

1. Introduction

The technology of the neuroevolutionary synthesis of algorithms for multi-object multi-
criteria systems’ (MMS) control under conflict and uncertainty is based on the development
and widespread use of coevolutionary algorithms for finding a game’s stable-effective
compromises (STEC) [1–3] and coordinated STEC (COSTEC) [4–6]. However, these coevolu-
tionary algorithms have extremely high computational complexity. Therefore, the practical
use of neuroevolutionary technology for solving problems of the class in question requires
its implementation on high-performance parallel computing architectures. One of the basic
principles of optimality used in the formation of STEC and COSTEC is the Nash equilib-
rium principle. In this report, a hierarchical algorithm for a vector Nash equilibrium search
under uncertainty is developed. The hierarchical structure of the developed algorithm best
corresponds to the structure of coevolutionary algorithms and the capabilities of parallel
computing technologies.

2. The Problem Statement

The problem statement of multi-object system control optimization under conflict and
uncertainty is formalized in the form of a noncooperative game with uncertainty with
vector indicators of the effectiveness of subsystems–players

Γ = 〈N, {Ui, i ∈ N}, Z, {Ji(u, z), i ∈ N}, {Ωi, i ∈ N}〉. (1)

In (1), N = {1, n}—a set of subsystems–players; Ui—a set of admissible strategies of
the i-th player ui ∈ Ui ⊂ Eru ; u = {u1, . . . , un} ∈ U = ∏

i∈N
UiE

ru —a situation correspond-

ing to the players’ choice of their strategies ui ∈ Ui, i ∈ N; Z ⊂ Erz —a set of uncertainty
factor admissible values; z ∈ Z; Ji(u) ∈ Emi —i-th player vector indicator of the effective-
ness; Ωi = E

mi≤ —a convex polyhedral dominance cone defining a binary strict preference
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relation for the i-th player on the set of achievable vector estimates Ji(U, Z) =
⋃

u∈U
z∈Z

Ji(u, z)

and formalizing the requirement to minimize the components of a vector indicator of
effectiveness Ji(u, z).

To solve problem (1), the vector Nash equilibrium principle under uncertainty is
used. When implementing the computational procedure for finding the optimal solution,
the principle of vector Nash ε-equilibrium under uncertainty is used.

Definition 1. Vector estimation Vi(u) ∈ Emi is called the point of extreme pessimism for the i-th
player in a situation u ∈ U on a set Ji(u, Z) =

⋃
z∈Z

Ji(u, Z), if it has the following properties:

1) Ji(u, Z) ⊂ Vi(u) + Ωi; (2)

2) for any Ṽ 	= Vi(u), such that J(u, Z) ⊂ Ṽ + Ωi,

Vi(u)− Ṽ ∈ Ωi. (3)

Definition 2. Vector estimation VT(u) = [VT
1 (u), . . . , VT

n (u)] ∈ Em is called the point of
extreme pessimism for the i-th player in a situation u ∈ U on a set J(u, Z) =

⋃
z∈Z

J(u, z), where

JT(u, z) = [JT
1 (u, z), . . . , JT

n (u, z)] ∈ Em, m = ∑
i∈N

mi.

Definition 3. An admissible solution ue ∈ U is called a vector Nash equilibrium under uncertainty
in problem (1) if, for any admissible ui ∈ Ui i ∈ N, we have:

(Vi(u
e‖ui)− Vi(u

e)) /∈ Ωi, (4)

where we have the situation ue‖ui = {ue
1, . . . , ue

i−1, ui, ue
i+1, . . . , ue

n}.

Definition 4. An admissible solution ueε ∈ U is called a vector Nash ε-equilibrium under un-
certainty in problem (1), where εT = [εT

1 , . . . , εT
n ] ∈ Em, εi ∈ Emi , i ∈ N, if for any admissible

ui ∈ Ui, we have:
Vi(u

eε‖ui)− (Vi(u
eε)− εi) /∈ Ωi, i ∈ N. (5)

3. Representation of the Nash Vector Equilibrium Search Problem under Uncertainty
in the Form of a Hierarchical System

We present the problem of searching for a vector Nash equilibrium in a noncooperative
game under uncertainty (1) in the form of a hierarchical system, as shown in Figure 1.

Figure 1. Representation of the Nash vector equilibrium search problem under uncertainty in the
form of a hierarchical system.
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In relation to the specified hierarchical structure, an algorithm for a vector Nash
equilibrium searching under uncertainty can be represented as a sequence of the follow-
ing stages.

Stage 1. The first move is made by the coordinating subsystem C0 of the upper level,
which forms and communicates its strategy u ∈ U to the subsystems of the lower level.
Each subsystem of the lower level Ci estimates the control u ∈ U nonequilibria degree by
the corresponding component ui ∈ Ui. To do this, for a fixed u ∈ U, the MOU problem Γi
of the following type is solved:

Γi = 〈u‖Ui, Z, Ji(u‖ui, z), Ωi〉i ∈ N. (6)

In (6), it is required to minimize the vector criteria components Ji(u, z) on the set
(u‖Ui) under uncertainty z ∈ Z. To solve problem (6), the vector minimax principle and
the coevolutionary MOU algorithm are used [4,5]. The result of problem (6) is a vector
minimax set V

Ωi
i (u‖Ui) = Vi(u‖U

Ωi
i ) ⊂ Emi .

Stage 2. The second step is estimation by the coordinating subsystem C0 of the
coordinating control u ∈ U effectiveness. Based on the results of problem (6), an area is
formed for each i ∈ N:

Û
Ωi
i =

{
ui ∈ U

Ωi
i ,

(Vi(u‖ui)− Vi(u)) ∈ Ωi.
(7)

We construct the objective function:

Φi(u, ui) = ‖Vi(u‖ui)− Vi(u))‖, (8)

and we formulate the optimization problem:

Φi(u, ui) → max
ui∈Û

Ωi
i

. (9)

Let u∗
i ∈ Û∗

i be the optimal solution to problem (9). Then, the vector ε∗i (u) =
Vi(u‖u∗

i )− Vi(u)) characterizes the maximum degree of control of the u ∈ U nonequilib-
rium by component ui ∈ Ui for the player–subsystem Ci, where ‖ε∗i (u)‖ = Φi(u‖u∗

i ).
We construct a vector indicator of the coordinator’s effectiveness:

F(u) = [ f1(u), . . . , fn(u)]
T (10)

with components of the form:

fi(u) = ‖ε∗i (u)‖, i ∈ N. (11)

The efficiency indicator (10) and (11) characterizes the degree of nonequilibrium of
permissible control u ∈ U relative to all subsystems–players Ci.

Stage 3. The problem of optimal coordination is solved at the subsystem C0 level.
To do this, we construct an objective function of the form:

Ψ(F(u)) = max
i∈N

{ fi(u)}, (12)

and we formulate the optimization problem:

Ψ(F(u)) → min
u∈U

. (13)

The following statement is true.
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Theorem 1. Let u∗ ∈ U be the optimal solution to problem (13), and Ψ(u∗) = e∗. Then, there
exists a vector εT = [εT

1 , . . . , εT
n ] ∈ Em having the properties:

a) ‖εi‖ = e∗, i ∈ N;
b) u∗ is a vector Nash ε-equilibrium of a noncooperative game under uncertainty (1).

4. Conclusions

A hierarchical model of a vector Nash equilibrium search under uncertainty was devel-
oped, which is the basis for constructing parallel hierarchical coevolutionary algorithms for
the MMS control optimization under noncooperative conflict interaction and uncertainty.

The sufficient conditions for a vector Nash ε-equilibrium of a noncooperative game
under uncertainty were formulated, which can be used as a criterion to achieve the re-
quired degree of nonequilibrium of an acceptable solution in hierarchical coevolutionary
algorithms of multicriteria conflict optimization.

The proposed hierarchical model is a component of the neuro-evolutionary technology
of control algorithms and information processing synthesis in MMS under conflict and
uncertainty in real time.
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Abstract: The methodology basic principles of the neuro-evolutionary synthesis of multi-object
multi-criteria systems control models under conflict and uncertainty in real time are discussed. The
proposed methodology includes the following main stages: a hierarchical optimization game model
under conflict and uncertainty development; a library development of hierarchical coevolutionary
algorithms for multi-criteria optimization under conflict and uncertainty; software implementa-
tion of hierarchical coevolutionary algorithms library based on distributed computing technology;
and game algorithms of control under uncertainty synthesis based on the technology of neural
networks ensembles.
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1. Introduction

The report discusses the problem of multi-object multi-criteria control systems (MMS)
optimizing under conflict and uncertainty in real time. In modern concepts of system
analysis, a strict description of the MMS should take into account various types of un-
certain factors: uncertainty of the goal, conflict uncertainty, uncertainty of environmental
conditions. As we know, the above types of uncertainties can be most fully taken into
account by gaming approaches based on the integration of various conflict optimality
principles [1–4]. In particular, in [1], an approach based on the formation and study of
stable-effective gaming compromise properties is being developed. Comparison of differ-
ent approaches to the formation of stable-effective compromises (STEC) is an important
principle of game-theoretic analysis of MMS control models, as well as a source of strict and,
at the same time, meaningful reasoning about the motivations of the behavior of conflict
participants arising from the structure of conflict models.

When solving applied game problems of STEC search under uncertainty (STECU), a
number of problems arise. First, the STECU concept is based on the integration of various
game-theoretic principles of optimality. Second, the need for real-time implementation
of control algorithms, which often arises in applied problems, requires the representation
of control actions in the general case in the form of parameterized program-corrected
control laws. Such cases are characterized by a high dimension of criterion space and
control parameters space, non-linearity, non-convexity, and the presence of break points
of vector effectiveness indicators components of MMS subsystems, which determines the
high computational complexity of optimization algorithms. These features, combined
with the problem of global optimization, make it difficult or impossible to use well-known
optimization methods and algorithms to search for a STECU in real time.

Currently, the Machine Learning Control (MLC) methodology, using machine learning
methods to solve control problems of complex technical systems, is actively developing.
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One of the main paradigms of MLC is the technology of neuro-evolutionary synthesis,
which is considered as a promising means of implementing intelligent control algorithms
under uncertainty in real time [5–7].

At the same time, the effectiveness of the neuro-evolutionary approach to the STECU
formation is determined primarily by the capabilities of evolutionary algorithms:

– Complex accounting of the influence of the totality of these uncertain factors;
– Integration of the principles of optimality used to solve problems of the specified class;
– The use of advanced architectures, models and methods of distributed computing.

In [8–12], various aspects of improving of the evolutionary computational technology
of multi-criteria optimization efficiency, as well as its development in the direction of
coevolutionary algorithms constructing and their hybridization, are discussed. In [13,14],
the development of coevolutionary technology for a class of multicriteria optimization
problems under uncertainty is proposed. Game evolutionary algorithms are considered
in [15–18]. In [19–21], an evolutionary computational technology is being developed that
provides the possibility of combining various game-theoretic principles of optimality and
takes into account various uncertain factors on a single conceptual and algorithmic basis in
the task of MMS control optimization under conflict and uncertainty. This technology is
implemented in the form of a library of evolutionary algorithms [20] and has been used
to solve practical problems of the evolutionary synthesis of neuro-game algorithms of
MMS control in real time based on STECU [22–24]. The analysis of the results allows us to
draw the following main conclusions: the neuro-evolutionary technology of multicriteria
control algorithms under conflict and uncertainty synthesis is effective; at the same time,
the algorithms of game MMS control models neuro-evolutionary synthesis have extremely
high computational complexity; the practical use of neuro-evolutionary technology for
solving problems of the specified class requires its implementation on high-performance
distributed computing architectures.

2. Main Methodology Stages of Game MMS Control Models under Uncertainty
Neuro-Evolutionary Synthesis

The developed methodology of game MMS control models under uncertainty neuro-
evolutionary synthesis is presented in the form of a structural scheme in Figure 1 and
includes the following main stages.

Stage 1. Development of a library of hierarchical game models (HGM) of optimization
under conflict and uncertainty, implementing the basic principles of conflict optimality for
various types of conflict interaction, as well as providing the possibility of their integration
in the construction of STECU and coordinated STECU (COSTECU). For this purpose, the
problem of the MMS control optimizing under conflict and uncertainty is decomposed into
the following problems:

– Local control under uncertainty (LCU);
– Distributed control under uncertainty (DCU);
– Hierarchical control under uncertainty (HCU).

The LCU problem is formalized as a problem of multi-criteria optimization under
uncertainty (MCOU). To solve it, the principles of vector minimax and vector minimax
regret are used. The hierarchical model of MCOU is considered in [24,25].

The DCU problem integrates game problem statements, that cover a wide range of
types of conflict interaction and the corresponding principles of conflict equilibrium:

– Antagonistic interaction (principles of guaranteed result and saddle point);
– Non-coalition interaction (scalar equilibrium and vector Nash equilibrium, Ω—equilibrium);
– Coalition interaction (coalition equilibrium, equilibrium of threats and counter-threats,

active equilibrium);
– Cooperative interaction (arbitration schemes, Pareto optimality principle).

464



Eng. Proc. 2023, 33, 59

Figure 1. Structural components of the neuro-evolutionary synthesis methodology of game control
models under uncertainty.

The hierarchical model of Nash vector equilibrium search under uncertainty is consid-
ered in [25].

The hierarchical control problem is formulated as a hierarchical game with the right
of the first move. To solve it, the principles of scalar and vector Stackelberg equilibrium
are used.

At the same time, all principles of conflict optimality are interpreted, taking into
account the uncertainty of environmental conditions.

Stage 2. Development of a library of multi-criteria optimization hierarchical coevolu-
tionary algorithms (HCEA) under conflict and uncertainty. HCEA’s structure corresponds
to the structure of hierarchical game models of optimization. This provides a flexible
algorithm adjustment for the realization of conflict interaction of various types and conflict
optimality principles as well as their integration in the formation of STECU and COSTECU.
In addition, the hierarchical structure of coevolutionary algorithms best corresponds to the
capabilities of distributed computing technologies. All this together provides a significant
synergistic effect.

Stage 3. Development of a software package for the synthesis of neuro-gaming control
models based on the HCEA library, Docker and Kubernetes [26,27] platforms, graphics
processors [28,29], a library of neural network ensemble learning models (NNE). The Docker
platform is used for the development, deployment and launch of container applications.
The Kubernetes platform is a tool for scaling, managing and coordinating the functioning
of containerized applications in a cluster environment. Figure 2 shows the generalized
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architecture of the neuro-evolutionary synthesis (NES) hierarchical control models (HCM)
software, which includes the following structural and functional components.

Figure 2. Architecture of the developed software.

Cluster. The Kubernetes cluster includes a master node (master), which provides
basic Kubernetes services and orchestrates subordinate (worker) nodes that execute various
components of the application. Important components of the master node are the tasks
controller, which manages the separation of threads, and the queues broker, which acts
as an intermediary between the main and working nodes of the cluster. When solving
the problem of integrating the principles of optimality included in the structure of the
STECU, the infrastructure of the software environment can be organized in the form of
several clusters. To accomplish this, Kubernetes provides a mechanism for organizing a
cluster federation.

A Docker container is a set of processes isolated from the main operating system.
Applications work only inside containers and do not have access to the main system,
except for explicitly connected directories when the container is launched (in this case,
GPU—Graphic Processing Unit).

Library of HGM:

Γ = {Γi, i = 1, |Γ|}. (1)

Image Storage:

R = {Ri, i = 1, |R|}. (2)

Each of HGM Γi in the image storage corresponds to an image, Ri, a set of control
instructions, according to which a container is formed from the library of algorithms and
data that implements the architecture of Γi.
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Description of applications (STECU):

S = {Si, i = 1, |S|}. (3)

The description of each application Si characterizes the structure of the corresponding
container, the composition and the number of replications that must be performed in
parallel when implementing the STECU.

Library of Neural Network Ensemble Training Models (NNE). It is used to solve
the problem of synthesis of NNE implementing multi-criteria control game algorithms
under conflict and uncertainty in real time. The peculiarity of this library is that it presents
single-criteria and multi-criteria statements of NNE training tasks: the least squares method
(LSM), the multi-criteria least squares method (MLSM), multi-criteria optimization of a
general kind, and multi-criteria optimization under uncertainty. Various models of training
sets formation oriented on solving game control optimization problems are also presented.

3. Conclusions

The methodology of neuro-evolutionary synthesis of MMS game control models
under conflict and uncertainty has been developed. Within the framework of the developed
methodology, the following tasks have been solved.

A library of HGM for optimizing the MMS control under conflict and uncertainty has
been developed, which allows us to form various schemes for integrating the principles of
conflict optimality when a STECU forms on a unified algorithmic basis.

The HCEA library of multi-criteria optimization under conflict and uncertainty has
been developed. The hierarchical structure of evolutionary algorithms best corresponds to
the capabilities of distributed computing technologies, and in this sense can be considered
as a means for structural meta-optimization of coevolutionary parallel algorithms.

A library of NNE training models oriented on solving of multi-criteria conflict control
under uncertainty problems has been developed.
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Abstract: The report considers the task of training a multilayer perceptron, formulated as a problem
of multiobjective optimization under uncertainty. To solve this problem, the principle of vector
minimax was used. A parallel software implementation of a hierarchical evolutionary algorithm for
solving a multicriteria optimization problem under uncertainty based on a GPU is presented.

Keywords: artificial neural network; multicriteria optimization under uncertainty; vector minimax;
parallel computing; GPU

1. Introduction

Currently, the technology of the neuroevolutionary synthesis of management and
decision-making models is being intensively developed, which is considered as a promising
means of implementing intelligent algorithms for analyzing information and management
under conflict and uncertainty in real time [1–5]. The effectiveness of the neuroevolutionary
approach for solving this class of problems is determined by the ability to take into account
uncertain factors, such as conflict uncertainty, the multicriteria of management goals, and
the uncertainty of environmental conditions. In this context, it is expedient to formalize
the task of training an artificial neural network (ANN) in the form of a multicriteria
optimization problem under uncertainty (MCOU). In [6,7], a coevolutionary technology
for solving the MCOU problem was developed, which, as the results of computational
experiments show, has an extremely high computational complexity. In [8–12], it was shown
that a promising area of research is the parallel implementation of computing technology
based on graphics processors (GPUs). In this article, a parallel GPU implementation of a
coevolutionary technology for solving the MCOU problem is proposed.

In Section 2, the formulation of the ANN training problem is formulated in the form
of an MCOU problem, where the principle of vector minimax is applied for its solution.
Section 3 presents a parallel GPU-based implementation of the MCOU hierarchical evolu-
tionary algorithm software. Section 4 presents the results of a computational experiment
on a test problem.

2. Problem Statement

The statement of the training problem for a multilayer perceptron (MP) is formulated
as an MCOU problem:

〈W,Z,F(w,z)〉, (1)

where w ∈ W ⊂ Erw is a vector of weight coefficients of MP synaptic connections; z ∈
Z ⊂ Erz is a vector of uncertain factors; Z is a finite set of possible values of the uncertain
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factor; and F(w,z) = [f1(w,z), . . . fm(w,z)]T ∈ Em is a vector criterion defined on the Cartesian
product W × Z.

In problem (1), it is required to determine the value of the vector w ∈ W, which
provides the minimum values for the components of the vector criterion F(w,z) under the
influence of an uncertain factor z ∈ Z, about which it is known only that it can take values
from a finite set Z.

To solve this problem, it is proposed to use the vector minimax principle. In this
case, the original statement of problem (1) is reduced to a deterministic multiobjective
optimization problem:

V(w) → min
w∈W

, (2)

where V(w) is a vector indicator, the components of which are the points of extreme
pessimism of the vector criterion F(w,z) on the set Z with fixed w.

To solve problem (1), (2), the hierarchical evolutionary algorithm (HEA) of the MCOU
developed in [6,7] is used. As studies [5,6] show, the HEA MCOU, when used in ANN
training tasks, shows a high computational complexity. Therefore, it is proposed to imple-
ment the HEA software for solving problem (1), (2), based on the GPU architecture and
OpenCL technology.

3. GPU-Based Parallel Implementation of the Hierarchical Evolutionary
MCOU Algorithm

The architecture of the developed HEA MCOU software reflects the following main
stages of the HEA MCOU implementation.

Stage 1. Formation of a set of points of extreme pessimism (Figure 1).
Step 1. The initial population W, |W| = n is formed on the host (CPU).
Step 2. Constant memory is allocated on the GPU, into which arrays Z and W are

entered. A buffer is allocated in the global memory of the GPU for the set of points of
extreme pessimism V(W).

Figure 1. Parallel algorithm for finding a set of points of extreme pessimism on the GPU.

Step 3. A grid is formed on the GPU that determines the number of working blocks
and the threads executed in them.

Step 4. The kernel is called with a subsequent transfer from the CPU to each thread of
a set of instructions for execution. Threads start to work in parallel. Within each thread, the
corresponding set of values of the vector criterion F(w,Z) is calculated for each w ∈ W and
the extreme pessimism point V(w) is calculated on the set F(w,Z), which is stored in the
local memory of the thread. Upon completion, each thread transfers its value V(w) to the
global memory of the GPU. After the GPU has signaled that all threads have terminated,
the CPU moves the array V(W) from the GPU’s global memory to the CPU’s RAM.

Stage 2. Assessment of the fitness of each point w ∈ W (Figure 2).
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Step 5. Constant memory is allocated on the GPU, into which array V(W) is entered.
In the GPU’s global memory, a buffer is allocated for the set of values of the fitness function
Φ(V(W)).

Figure 2. Parallel algorithm for calculating fitness function values on GPU.

Step 6. A new grid is formed on the GPU.
Step 7. The kernel is called and threads are started to work in parallel. Within each

thread, the corresponding value of the fitness function Φ(V) is calculated for each element
of V ∈ V(W), which is stored in the local memory of the thread. Upon completion, each
thread transfers its Φ(V) value to the GPU’s global memory. After the GPU sends a signal
to terminate all threads, the CPU transfers array Φ(V(W)) from the GPU’s global memory
to the CPU’s RAM.

Next, a population of descendants is formed on the CPU and the execution of stages 1,
2 is repeated.

The developed algorithm can be easily modified to solve the MCOU problem (1), (2),
where there are many uncertain factors.

The developed software is cross-platform, as CUDA and OpenCL technologies are
available on various operating systems, both on Windows and Linux.

4. Computational Experiment

The effectiveness of the developed technology was tested on the following test
task MCOU:

Γ = 〈X, Z, F(x,z)〉, (3)

where x = [x1, x2]T ∈ X is the vector of control parameters; z = [z1, z2]T ∈ Z is the vector
of uncertain factors; and F(x,z) = [f1(x,z), f2(x,z)]T is the vector performance indicator with
components:

f1(x,z) = x2
1 + x2

2 − x1(z2
1 − z2

2), (4)

f2(x,z) = x2
1 − x2

2 − x1(z2
1 + z2

2). (5)

The restrictions were set in the form:

X = {0 ≤ x1, x2 ≤ 2}, (6)

Z = {zi, i = 1, |Z|| 0 ≤ z1, z2 ≤ 2}. (7)

It is required to maximize the components of the vector efficiency indicator on the set
X × Z based on the vector maximin principle.

471



Eng. Proc. 2023, 33, 57

Figures 3–5 show the results of searching for a set of vector maximins using the HEA
MCOU (elite points in each generation are highlighted in red). Algorithm parameters:
population cardinality |X̃| = 1000; |Z| = 1000; real coding and SBX-crossover were used.

Figure 3. Evolutionary MCOU algorithm, generation No. 1. Elite points in each generation are
highlighted in red.

Figure 4. Evolutionary MCOU algorithm: generation No. 5.
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Figure 5. Evolutionary MCOU algorithm: generation No. 10.

Table 1 provides a comparative analysis of the running time of sequential and parallel
evolutionary algorithms for solving the considered MCOU test task.

Table 1. Comparative analysis of sequential and parallel MCOU algorithms.

Population Size |X̃| Running Time of the Parallel
Algorithm tpar , s

Running Time of the Sequential
Algorithm tseq, s

10 0.1353302 0.0003806

50 0.1354179 0.0049311

100 0.1397946 0.0129666

500 0.1476841 0.2834744

1000 0.1611041 1.0414738

5000 0.2373939 26.2836442

10,000 0.3495695 104.6257208

50,000 0.3617121 2623.5825713

100,000 0.6700136 10,134.2378412

A comparative analysis shows that, with a small population size |X̃| ≤ 500, the
running time of the parallel evolutionary algorithm MCOU tpar is greater than or com-
parable to the running time of the sequential algorithm tseq. This is due to the fact that
the parallel algorithm spends additional time preparing and transferring data to the GPU.
However, with a further increase in the size of populations, the advantage of the parallel
evolutionary MCOU algorithm in relation to the sequential analog increases. In particu-
lar, for |X̃| = 100, 000, the running time of the parallel evolutionary MCOU algorithm is
tpar ∼= 10−4tseq.
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5. Conclusions

The formulation of the MP training problem was formalized as an MCOU problem,
where the vector minimax principle was used for its solution.

A parallel implementation of a hierarchical evolutionary algorithm for searching for a
set of vector minimaxes in the MCOU problem based on GPU and OpenCL technology is
presented. The developed algorithm can be easily modified to solve the MCOU problem
(1), (2), where the set of uncertain factors is infinite.

The results of the computational experiment on the test task show a significant ad-
vantage of the parallel GPU implementation of the developed co-evolutionary MCOU
algorithm in relation to the sequential analog.
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Abstract: To automate the aliquoting process, it is necessary to determine the required depth of
immersion of the pipette into the blood serum. This paper presents the results of a study aimed at
creating a vision system that makes it possible to determine the position and nature of the fractional
interface based on the use of a convolutional neural network. As a result of training on photographic
images of tubes ready for aliquoting, the neural network acquired the ability to determine the visible
part of the tube, the upper fraction of its contents, and the fibrin strands with high accuracy, allowing
the required pipette immersion depth to be calculated.

Keywords: automation; aliquoting; blood serum; image recognition; convolutional neural network;
U-Net

1. Introduction

Biobanking is a system for collecting, processing, storing, and analyzing samples
of biological materials and associated clinical information intended for scientific and
biomedical research [1,2].

Currently, this area of biomedicine is actively developing, which requires the introduc-
tion of new technological solutions to ensure the quality of biosamples and their compliance
with international standards [3]. The types of material stored in the biobank are diverse,
but the most common and relatively easily accessible is blood serum.

The technological process of biobanking this type of biomaterial provides for obtaining
whole blood samples, separating blood serum, storing it in low-temperature storage, and
entering a set of significant information about material donors into a specialized database.

One of the necessary conditions for high-quality biobanking of blood serum is its
aliquoting, that is, its division into portions of small volume (200–800 μL), which are then
sent to low-temperature long-term storage [4–6].

Blood sampling is carried out in a plastic test tube with a coagulation activator sprayed
on its inner wall. After coagulation, the resulting clot is compacted. To speed up retraction,
blood tubes are subjected to centrifugation. As a result, the contents of the tube are
separated. The lower fraction is a compacted clot and the upper one is blood serum,
a material used for aliquoting, biobanking, and further research.

To aliquot the serum, a laboratory assistant uses a pipette to take it from the test tube.
This operation requires care; when serum is taken near a clot, erythrocytes may be partially
drawn into the pipette from its surface, and the sample will be contaminated. On the other
hand, being too careful will result in a significant amount of serum remaining in the tube,
resulting in fewer aliquots.
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Aliquoting is the process of manipulating an accurately measured fraction of a sample
(a volume of solution) taken for analysis that retains the properties of the main sample.
The process of aliquoting the blood of various patients involves removing biological
material from a tube with a separated fraction (Figure 1a) into smaller-volume tubes
(Figure 1b). To do this, it is necessary to move the tube from the rack to the working area,
where dosing into aliquots takes place (Figure 1c). The quality of sample preparation is
ensured at all stages, including during aliquoting [7].

Figure 1. Aliquoting examples.

The results presented in [8] show the efficiency of automated aliquoting in comparison
with the use of manual labor. Research in the field of application of robotic systems for
liquid dosing and automation of laboratory processes for sample preparation is being
carried out by many scientists. Thus, in [9], a technology for determining the level of liquid
in a given volume based on a pressure sensor was proposed, making it possible to ensure
the stability of the platform for processing liquid and the accuracy of its dosing. In [10,11],
the authors proposed the use of a two-armed robot that works together with an operator
and is remotely controlled.

There are already optimal programs to prepare for fully automated pipetting and
dilution of biological samples in favor of controlled bioassays [12]. To better understand the
problem, many typical solutions have been studied. The main developers of robotic equip-
ment for aliquoting biological samples are Dornier-LTF (Germany), TECAN (Switzerland),
and Hamilton. The laboratory equipment produced by them includes the PIRO robotic
excavation station [13] manufactured by Dornier-LTF (Germany), the Freedom EVO® series
robotic laboratory station [14] manufactured by TECAN, and the Microlab STAR automatic
dosing robot system [15] by the Hamilton production company. All are designed to perform
aliquoting technological processes, and include the same main elements: a robotic module
with dosing multichannel pipettes and removable tips, a robotic module with a gripping
device for carrying tripods, and auxiliary devices (pumps, barcode readers, thermo-shakers,
UV emitters, work surface object position detectors, etc.), the number of which depends on
the intended use of the robotic station. The differences between the listed equipment types
lies only in the number of operations able to be performed simultaneously; structurally,
the systems have no major differences. The structure of the mentioned systems is designed
to separate a large number of aliquots of one biological fluid, which is most often used in
microbiology and virology laboratories. There is a research gap when searching for new
technical solutions in the field of robotic aliquoting and new approaches to organizing a
vision system with the possibility of effective image segmentation while taking into account
the heterogeneity of biosamples.

The present article proposes a new design of a robotic system (RS) consisting of two
robots: a fast robot with a parallel delta structure and a collaborative robot with a sequential
structure and a gripper. A dosing device is installed on the delta arm. The dosing device
contains a vacuum system and an automatic tip change system. The device must have a
small mass, as this significantly affects the speed of the delta robot. The mutual arrangement
of the manipulators should ensure the intersection of the working spaces for access of
both manipulators to the required objects [4]. The design of the proposed robotic system
for aliquoting biological fluid of various patients is shown in Figure 2. The RS (Figure
2a) includes: the body (1), in which there is a parallel delta manipulator (2) that moves
the dosing head (3) fixed in the center of the movable platform of the manipulator that
performs biomaterial aliquoting. The replaceable tip (4) on the digging head is fixed with a
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rubber sealing ring. The UR3 manipulator (5) is mounted on a fixed base (6) and ensures
the movement of the test tubes (8) within the working area (7) using a gripping device.

Figure 2. (a) 3D model of RS for aliquoting and (b) working body with dosing head.

The task of automating the aliquoting process depends on the need to determine the
height of the fraction boundary in the test tube. This border can be at different levels,
and can either be evenly horizontal (Figure 3a), irregularly shaped (Figure 3b) as a result
of improper centrifugation, or even a lump of whitish fibrin filaments (Figure 3c), if the
activator did not work well or the tube was shaken during transportation. Because the
laboratory assistant currently determines this boundary “by eye”, it is advisable to use the
technical vision system proposed here instead.

Figure 3. Examples of the boundary between fractions in vitro: (a) horizontal, (b) irregular, and
(c) lump of fibrin threads.

Thus, the organization of such a system based on neural network image recognition,
which is the goal of this study, is an urgent task.

2. Using U-Net for Image Segmentation

For a set of biomaterial in a pipette, it is necessary to correctly determine the levels
at which the upper fraction begins and ends. To do this, it is proposed to photograph the
test tube and determine the area corresponding to the serum in the photograph. At the
same time, if the clot has an irregular shape or is covered with fibrin threads, determining
the lower border of the serum from a photograph can be a nontrivial task. In addition,
in order to avoid potentially drawing the threads into the pipette it is necessary to increase
the margin on the lower level in the latter case (i.e., to leave more serum in the tube).

Deep learning neural networks developed to solve the problem of image segmentation
are currently being used to successfully recognize objects in a photograph.

In this case, segmentation is the process of selecting segments of an image. The initial
image is used as the input of a neural network and an image of the same size is formed at
its output, with each of its pixels represented as a color that corresponds to the object that
this pixel belonged to in the original image (Figure 4).
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Figure 4. An example of the result of the operation of a segmenting neural network.

The most effective current neural networks for solving the problem under consid-
eration are networks of the “encoder–decoder” class, such as U-Net [16–18]. Below, we
consider the principles of its operation in more detail (Figure 5).

The original picture is subjected to a convolution operation with a 3 × 3 kernel
(these are matrices of a specified size which are filled with random numbers when the
network is initialized; after the network has been trained for specific pictures, they become
means of highlighting essential features in them), indicated by the blue arrows in Figure 5.
The number of such nuclei is 32. As a result, 32 feature maps are obtained.

Then, the feature maps, located one above the other, are again convolved with a
3 × 3 × 32 kernel. Again, there are 32 such nuclei. The result is 32 new maps with a clearer
selection of features in the image.

Next, a dimensionality reduction operation (max-pooling) is applied with a 2 × 2 kernel,
shown by the red down-arrows in Figure 5. This reduces the size of each feature map by
half, allowing more abstract features in the picture to be highlighted, which increases the
generalization ability of the network. The result is 32 feature maps of half the original size.

Figure 5. U-Net architecture.

Then, the convolution operation is applied with a kernel of size 3 × 3 × 32. There are
64 such convolution kernels. Therefore, the result is 64 feature maps. The feature maps
located one above the other are convolved with a 3 × 3 × 64 kernel. There are 64 such
nuclei. The result is 64 new feature maps.

Max-pooling operation and two convolutions are performed five more times in suc-
cession. The result is 2048 feature maps with linear dimensions 26 times smaller than the
dimensions of the original image. Thus, the narrowing network pass (encoder) is completed
(the left branch of the structure in Figure 5). Its result is the essential features extracted
from the original image, which helps in making subsequent decisions about the presence
of objects of any class. The forward pass is the essential part of any convolutional neural
network architecture.
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Next, the right decoder branch of the network starts working. Its main action is to
apply upsampling (the red up-arrows in Figure 4), which has the opposite meaning to
max-pooling. Each time this is used, the size of the image is doubled. Pixels that did
not exist before are filled using the values of neighboring pixels. After the upsampling
operation, the results of the direct network pass from the corresponding level are taken
and combined with the resulting image (concatenation), indicated by the green arrows in
Figure 5. Then, two additional convolution operations are performed.

As a result of the repetition of the four operations described above, the image is
returned to its original size. There are as many nuclei in the last convolution as there are
object classes in the source image under consideration.

At the same time, the presence of a group of pixels marked as “1” on a specific output
map means that the corresponding object was found by the network in the image.

3. Formation of the Training Sample

To train a neural network, it is necessary to prepare a sample consisting of examples
of the “original image–labeled image” type. A labeled image is a picture with the same size
as the original image on which each object of interest is painted in its own color.

Image analysis (Figure 3) shows that three classes of objects are of greatest interest:

1. Object No. 1: serum, the upper fraction of the contents of the tube. The greatest
difficulty here is the identification of the lower boundary.

2. Object No. 2: test tube. Using its linear dimensions on the image, it is possible to
determine the scale of the photograph (Figure 6) and calculate the actual distance
from the boundaries of the upper fraction of the contents of the test tube to its lower
or upper edge. Selecting this object allows the position of the camera and the focal
length of its lens to be changed as if necessary without the need for recalibration.

3. Object No. 3: fibrin threads on a clot (Figure 3c). First, the very fact of its pres-
ence/absence in the image is important, as this makes it possible to correctly deter-
mine the required distance from the working end of the pipette to the lower boundary
of the upper fraction.

The upper fraction can contain erythrocyte hemolysis products. In this case, it turns
out to be intensely pink (Figure 7) and is considered unsuitable for further research. With a
sufficient number of relevant images, such an object could be recognized by the network;
however, tubes showing signs of hemolysis are usually discarded in the early stages of
sample handling.

Each photo selected in one of the samples (training, testing, or validation) must be
labeled in such a way as to provide a “correct” answer for the neural network that is the
goal in the learning process.

Figure 8 shows examples of image markup (cf. Figure 3).
To train the neural network, we used the stochastic optimization algorithm Adam

(adaptive moment estimation) [19–21], which is currently one of the most popular methods
for training networks of the “ encoder–decoder” type. The learning rate α was set to 0.001
and the exponential decay rates β1 and β2 were set to 0.9 and 0.999, as suggested in [22].

The training itself is traditionally performed as follows: all pictures of the training
sample are fed to the neural network, then the accumulated gradient is calculated for each
of the parameters of the neural network. However, training on a full sample requires a
significant amount of memory, including video memory on a video card.

Therefore, in the course of the present study an alternative method was used: the
training sample was divided into minisamples (batches) and the network parameters were
corrected after only examples of this sample were fed to the network. Reducing the batch
volume leads to a decrease in the required amount of memory, although it slightly reduces
the quality of training.

479



Eng. Proc. 2023, 20, 56

Figure 6. Determining the scale of the photograph by the size of the visible part of the test tube.

Figure 7. Result of hemolysis.

Figure 8. Image markup examples.

Categorical cross-entropy was applied as a loss function (objective learning function).
The quality of the network was evaluated using the accuracy metric; that is, the output of
the network consisting of three pictures (according to the number of classes of recognizable
objects) was combined into a single picture, where in each pixel the color was the class of
the object to which the pixel belonged. Then, the picture was compared pixel-by-pixel with
the reference markup for the input picture and the percentage of pixels was determined,
where the same class was used for both the reference and the output of the network.

4. Training of Neural Networks and Results Obtained

The size of the training sample was increased gradually. The network was first trained
on 100 images without fibrin strands. On the test sample, it showed an accuracy of 95%.
Figure 9 shows a typical result for one of the images of the test sample combined with the
original image.

It can be seen from the figure that there are no serious problems with the recognition
of the upper fraction of the contents of the tube, while the tube itself is often not completely
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recognized. Increasing the number of images in the test set to 200 made it possible to solve
this problem, and the quality of recognition on the test set increased to 97% (Figure 10).

In most cases, errors resulted from inaccurate recognition of the vertical boundaries of
the test tube, which is associated with glare and reflection in the plastic of paper labels. Such
errors do not affect the accuracy when determining the scale of a photograph. In addition,
there was an increase in the quality of recognizing the upper fraction. The corresponding
figure calculated without taking other objects into account was close to 99%.

Adding 100 images with fibrin threads to the training set did not worsen the quality of
recognition of objects No. 1 and No. 2; however, several cases of “phantom” objects being
detected in images without fibrin threads (object No. 3) were recorded, and often these
were not even inside the test tube (Figure 11). The test tube was successfully recognized in
the photo, and objects outside it should not be paid attention to; however the problem of
such phantom objects can be solved by simple organizational measures as well, such as by
creating a solid background. Testing the network on images with threads showed that they
were detected, but often not in full (Figure 12).

Figure 9. The result of the network trained on 100 fibrin-free images.

Figure 10. The result of the network trained on 200 images without fibrin.

An increase in the training set to 500 images (200 without threads and 300 with threads)
led to an increase in the quality of recognition for all classes of objects. On the validation
set, the recognition accuracy approached 99% (Figure 13), while for objects No. 2 and No. 3
it even exceeded this value.

It should be noted that, despite the detected error, the accuracy of determining the
upper and lower edges of the visible part of the tube, which are necessary for calculating
the image scale, was 100% based on the results of the network operation. In addition,
for all images in the validation set the presence or absence of fibrin strands was correctly
determined. As for the lower level of the upper fraction of the contents of the tube, it
was accurately determined for all test tubes without filaments. For tubes with filaments
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the maximum error did not exceed 1 mm, which is sufficient to guarantee safe aliquoting
considering the large headroom.

Figure 11. Phantom object outside the test tube.

Figure 12. Partial recognition of fibrin strands.

Figure 13. Recognition accuracy on the validation set depending on the volume of the training
set: blue graph—validation set containing only test tubes without filaments; orange—validation set
containing 50% tubes with filaments.

5. Conclusions

In the course of the study, a neural network was trained to determine the depth to
which a pipette must be immersed in order to take serum aliquots based on photographic
images of tubes containing blood serum and a clot. In this case, the nature of the fraction
interface was determined and taken into account beforehand, making it possible to ob-
tain the maximum number of aliquots while at the same time avoiding (or significantly
reducing the likelihood of occurrence) situations such as contamination of an aliquot with
erythrocytes drawn from the clot surface, clogging of the pipette tip with fibrin threads, etc.
The resulting neural network showed high accuracy, and can be directly used to automate
the aliquoting process.

482



Eng. Proc. 2023, 20, 56

Author Contributions: Conceptualization, S.K., L.R. and T.S.; methodology, S.K. and L.R.; software,
S.K.; validation, L.R. and A.N.; formal analysis, A.N.; investigation, S.K. and A.N.; resources, A.N.
and T.S.; data curation, T.S. and A.N.; writing—original draft preparation, S.K.; writing—review and
editing, L.R. and A.N.; visualization, S.K.; supervision, L.R. and T.S.; project administration, L.R. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by a state assignment of the Ministry of Science and Higher
Education of the Russian Federation under Grant FZWN -2020-0017.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The investigation was conducted as part of the work approved by the
local ethics committee (Protocol No. 31 of 25 November 2022). At the same time, the bio-material
used in the work was a “residual material” previously used for laboratory diagnostics from donor
patients who gave voluntary informed consent in a medical and preventive organization. For the
current investigation, only anonymous blood samples were used (there were no personal data such
as full name, residential address, passport details, etc.). Identification of the persons from whom the
biosamples were obtained is impossible, therefore their use cannot cause harm to the subjects of the
investigation, including a violation of confidentiality. This ensures that the organization and conduct
of the investigation comply with the provisions of the Guide for research ethics committee members,
Council of Europe, 2010.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Anisimov, S.V.; Akhmerov, T.M.; Balanovsky, O.P.; Baranich, T.I.; Belyaev, V.E.; Borisova, A.L.; Bryzgalina, E.V.; Voronkova, A.S.;
Glinkina, V.V.; Glotov, A.S.; et al. Biobanking: National Guidelines: Prepared by Experts of the National Association of Biobanks and
Biobanking Specialists; Triumph: Moscow, Russia, 2022.

2. Pokrovskaya, M.S.; Borisova, A.L.; Sivakova, O.V.; Metelskaya, V.A.; Meshkov, A.N.; Shatalova, A.M.; Drapkina, O.M. Quality
management in biobank. World tendencies and experience of biobank of FSI NMRC for Preventive Medicine of the Ministry of
Healthcare of Russia. Russ. Clin. Lab. Diagn. 2019, 64, 380–384. [CrossRef] [PubMed]

3. Henderson, M.; Goldring, K.; Simeon-Dubach, D. Advancing professionalization of biobank business opera-tions: A worldwide
survey. Biopreserv. Biobank. 2019, 17, 71–75. [CrossRef] [PubMed]

4. Malyshev, D.; Rybak, L.; Carbone, G.; Semenenko, T.; Nozdracheva, A. Optimal Design of a Parallel Manipulator for Aliquoting
of Biomaterials Considering Workspace and Singularity Zones. Appl. Sci. 2022, 12, 2070. [CrossRef]

5. Voloshkin, A.; Rybak, L.; Cherkasov, V.; Carbone, G. Design of gripping devices based on a globoid transmission for a robotic
biomaterial aliquoting system. Robotica 2022, 40, 4570–4585. [CrossRef]

6. Malyshev, D.; Rybak, L.; Carbone, G.; Semenenko, T.; Nozdracheva, A. Workspace and Singularity Zones Analysis of a Robotic
System for biosamples Aliquoting. In Advances in Service and Industrial Robotics, RAAD 2021 Mechanisms and Machine Science;
Springer: Cham, Switzerland, 2021; pp. 31–38.

7. Malm, J.; Fehniger, T.E.; Danmyr, P.; Végvári, Á.; Welinder, C.; Lindberg, H.; Marko-Varga, G. Developments in biobanking
workflow standardization providing sample integrity and stability. J. Proteom. 2013, 16, 38–45. [CrossRef] [PubMed]

8. Malm, J.; Végvári, A.; Rezeli, M.; Upton, P.; Danmyr, P.; Nilsson, R.; Steinfelder, E.; Marko-Varga, G. Large scale biobanking of
blood—The importance of high density sample processing procedures. J. Proteom. 2012, 76, 116–124. [CrossRef] [PubMed]

9. Zhang, C.; Huang, Y.; Fang, Y.; Liao, P.; Wu, Y.; Chen, H.; Chen, Z.; Deng, Y.; Li, S.; Liu, H.; et al. The Liquid Level Detection
System Based on Pressure Sensor. J. Nanosci. Nanotechnol. 2019, 19, 2049–2053. [CrossRef] [PubMed]

10. Fleischer, H.; Baumann, D.; Joshi, S.; Chu, X.; Roddelkopf, T.; Klos, M.; Thurow, K. Analytical Measurements and Efficient Process
Generation Using a Dual-Arm Robot Equipped with Electronic Pipettes. Energies 2018, 11, 2567. [CrossRef]

11. Fleischer, H.; Drews, R.; Janson, J.; Chinna, P.B.; Chu, X.; Klos, M.; Thurow, K. Application of a Dual-Arm Robot in Complex
Sample Preparation and Measurement Processes. J. Lab. Autom. 2016, 21, 671–681. [CrossRef] [PubMed]

12. Jiang, H.; Ouyang, Z.; Zeng, J.; Yuan, L.; Zheng, N.; Mohammed, J.; Mark, E. A User-Friendly robotic sample preparation program
for fully automated biological sample pipetting and dilution to benefit the regulated bioanalysis. J. Lab. Autom. 2012, 17, 211–221.
[CrossRef] [PubMed]

13. INTEGRA Biosciences. Freeling You from Tedious Multichannel Pipetting Tasks. Available online: www.bionity.com/en/
products/1128490/freeing-you-from-tedious-multichannel-pipetting-tasks.html (accessed on 11 September 2022).

14. Freedom EVO Platform. Available online: www.lifesciences.tecan.com/freedom-evo-platform (accessed on 11 September 2022).
15. Hamilton Broshure. Life Science Robotics. Available online: www.corefacilities.isbscience.org/wp-content/uploads/sites/5/20

15/07/HamiltonBrochure.pdf (accessed on 11 September 2022).

483



Eng. Proc. 2023, 20, 56

16. Wagner, F.; Ipia, A.; Tarabalka, Y.; Lotte, R.; Ferreira, M.; Aidar, M.; Gloor, M.; Phillips, O.; Aragão, L. Using the U-net convolutional
network to map forest types and disturbance in the Atlantic rainforest with very high resolution images. Remote Sens. Ecol.
Conserv. 2019, 5, 360–375. [CrossRef]

17. Ronneberger, O.; Fischer, F.; Brox, T. U-Net: Convolutional Networks for Biomedical Image Segmentation. arXiv 2015,
arXiv:1505.04597.

18. Poleshchenko, D.A.; Glushchenko, A.I.; Fomin, A.V. Application of Pre-Trained Deep Neural Networks to Identify Cast Billet End
Stamp before Heating. In Proceedings of the 2022 24th International Conference on Digital Signal Processing and Its Applications
(DSPA), Moscow, Russia, 30 March–1 April 2022; pp. 1–5.

19. Kida, S.; Nakamoto, T.; Nakano, M.; Nawa, K.; Haga, A.; Kotoku, J.; Yamashita, H.; Nakagawa, K. Cone Beam Computed
Tomography Image Quality Improvement Using a Deep Convolutional Neural Network. Cureus 2018, 10, e2548. [CrossRef]
[PubMed]

20. Jais, I.K.M.; Ismail, A.R.; Nisa, S.Q. Adam optimization algorithm for wide and deep neural network. Knowl. Eng. Data Sci. 2019,
2, 41–46. [CrossRef]

21. Zhang, Z. Improved adam optimizer for deep neural networks. In Proceedings of the 2018 IEEE/ACM 26th International
Symposium on Quality of Service (IWQoS), Banff, AB, Canada, 4–6 June 2018; pp.1–2.

22. Kingma, D.; Ba, J. Adam: A method for stochastic optimization. arXiv 2014, arXiv:1412.6980.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

484



Citation: Serov, V. A.; Voronov, E. M.;

Dolgacheva, E. L.; Kosyuk, E. Y. A

Hybrid Transdimensional

Evolutionary Algorithm for

Dynamical System Control

Multicriteria Optimization. Eng. Proc.

2023, 33, 58. https://doi.org/

10.3390/engproc2023033058

Academic Editors: Askhat Diveev,

Ivan Zelinka, Arutun Avetisyan and

Alexander Ilin

Published: 25 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

A Hybrid Transdimensional Evolutionary Algorithm for
Dynamical System Control Multicriteria Optimization †

Vladimir A. Serov 1,∗, Evgeny M. Voronov 2, Evgenia L. Dolgacheva 1 and Elizaveta Y. Kosyuk 1

1 Department of Applied Information Technologie, MIREA— Russian Technological University (RTU MIREA),
Moscow 119454, Russia

2 Department of Control Systems, Bauman Moscow State Technical University (BMSTU, Bauman MSTU),
Moscow 105005, Russia

* Correspondence: ser_off@inbox.ru
† Presented at the 15th International Conference “Intelligent Systems” (INTELS’22), Moscow, Russia,

14–16 December 2022.

Abstract: The article develops a new hybrid evolutionary algorithm for the optimal control law
multicriteria synthesis of a dynamical system based on transdimensional search models. The transdi-
mensional search model implies the combined usage of finite-dimensional and infinite-dimensional
multicriteria optimization evolutionary algorithms, implementing the stages of the global approxi-
mate and local clarifying search for optimal solutions. A comparative analysis of the effectiveness of
various hybrid transdimensional models of the evolutionary search is carried out for the problem of
the bioreactor program control optimal law multicriteria synthesis. It is shown that the transdimen-
sional hybridization of evolutionary algorithms using infinite-dimensional search models provides a
higher solving accuracy of the problem.

Keywords: hybrid evolutionary algorithm; multicriteria optimization; transdimensional search
model; dynamic system control

1. Introduction

One of the promising directions of improving the efficiency of solving global search
problems is the development of hybrid metaheuristic algorithms (HMHA) and technology
of HMHA adaptation to the peculiarities of the applied problem being solved. The main
goal of the MHA hybridization is to ensure a balance of global and local search efficiencies
and, as a result, to achieve a synergistic effect by combining the positive properties of the
combined algorithms.

Currently, a significant number of MHA hybridization methods have been developed.
In [1–3], the basic principles of MHA hybridization and classification features that are
advisable to use in the construction and comparative analysis of various HMHAs are
discussed. In particular, a one-level classification of hybridization models is proposed in [1].
According to those classifications, there are three types of hybrid algorithms: embedded
algorithms, preprocessor/postprocessor algorithms and co-algorithms. In [2], a two-level
classification is proposed, using the types of hybridized algorithms and decomposition
types of the search space as taxonomic features. In [3], the most complete four-level
classification of HMHAs is proposed, based on the following taxonomic features: a type of
hybridized algorithm; a gibridization level; an execution order; and a control strategy.

In [4], based on a comparative analysis, it is shown that the HMHA classifications
discussed above have some intersections, complement each other, and collectively cover
almost all currently known HMHA models. Special attention is paid to the study of MHA
hybridization possibilities for solving global optimization problems. it is shown that the
sequential high-level embedded hybridization model (SHLEH-model) is widely used to
solve global optimization problems. This model is usually based on a combination of global
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search population algorithms and local search algorithms (generally, not populational). A
distinctive feature of the SHLEH-model of MHA is that the local search algorithm is an
embedded component of the global search populational algorithm. With its help, each agent
coordinates in the current population are improved. A new population is formed based
on the improved coordinates of each agent in the current population. At the same time, a
significant autonomy of the combinable algorithms takes a place. Currently, a large number
of high-level embedded hybridization examples of populational algorithms with local
optimization algorithmsare known. In particular, memetic algorithms are implemented
based on SHLEH-models [5,6]; hybrid evolutionary algorithms [7,8]; hybrid continuous
orthogonal ant colony algorithms using orthogonal search methods in the region selected
for each ant [9,10]; modifications of a continuously interacting ant colony hybrid algorithm
using a combination of global search by an ant algorithm with local search algorithms of a
deformable Nelder–Mead polyhedron and dynamic simplex [11], etc.

Thus, hybrid metaheuristic search algorithms implemented on the basis of SHLEH-
models generally provide high efficiency in solving global optimization problems. An
important advantage of the SHLEH-models of MHAs is also the possibility of their
effective parallelization.

However, all the above-mentioned HMHAs are fundamentally finite-dimensional and in
their existing form do not allow us to effectively solve the problems of dynamical systems
control multicriteria optimization, which in the original formulation are infinite-dimensional.
This circumstance determines the relevance of the development of new HMHA-models, a
priori focused on solving infinite-dimensional global optimization problems.

2. The Problem Statement of the Dynamic System Program Control
Multicriteria Synthesis

We suggest that the a controlled dynamic system mathematical model is described by
a system of nonlinear ordinary differential equations{

ẋ = f(x, u(t)),
x0 = x(t0).

(1)

In (1) x(t) ∈ En is the vector of the system state; f(x, u(t))—given nonlinear; n—
dimensional vector function; u(t) ∈ Eru —vector of the system control; x0—initial condi-
tions.

The control selection is subject to restrictions u(·) ∈ U of the form

U = {u(·) ∈ L
(ru)
2 [t0, T]|umin ≤ u(t) ≤ umax, t ∈ [t0, T]}, (2)

where L
(ru)
2 [t0, T] is the Hilbert space of ru -dimensional functions, the square of which we

integrate on a fixed interval [t0, T] (hereinafter the entry u will mean u(·) as an element of
the functional space, and u(t) is the value at a time t).

The efficiency of the system (1) controlling under constraints (2) is estimated by a
vector criteria J(u) ∈ Em, whose components are Frechet differentiable functionals of
the form

Ji(u(·)) =
∫ T

t0

Fi(x(t), u(t))dt, i ∈ M = {1, m}. (3)

It is necessary to define a program control u∗ ∈ U of the system (1) that satisfies
the restrictions (2) and minimizes the values of the components of the vector objective
functional (3).

The peculiarity of the statement (1)–(3) is that it is an infinite-dimensional nonlinear
multicriteria optimization problem with non-convex objective functionals.

486



Eng. Proc. 2023, 33, 58

3. A Structure of Hybrid Trans-Dimensional Evolutionary Algorithm of Multicriteria
Control Optimization

The developed hybrid evolutionary algorithm of multicriteria optimization includes
the following stages.

Stage 1. Global finite-dimensional multicriteria search. The initial the problem state-
ment (1)–(3) is formalized as a finite-dimensional multicriteria optimization problem in
which the dimension of the vector of variable parameters is equal to p. To solve this prob-
lem, an evolutionary algorithm of multicriteria optimization with respect to the polyhedral
cone of [12] is used.

Stage 2. Local infinite-dimensional multicriteria search. The initial the problem
statement (1)–(3) is presented as an infinite-dimensional multicriteria optimization problem
with functional constraints differentiable by Frechet. To solve this problem, an evolutionary
multicriteria algorithm of feasible directions has been developed [13]. In this case, the
optimal solutions obtained at the stage of global finite-dimensional multicriteria search are
transformed into initial approximations for the stage of local infinite-dimensional search.

Thus, the proposed algorithm implements the control optimization process with
a changing dimension of the search space. We will call such an optimization model a
transdimensional (p/∞)-search model.

4. Multicriteria Optimization of a Bioreactor Program Control Law

Consider a biotechnological process (BTP) occurring in a bioreactor. A bioreactor is a
container with reproducing microorganisms, a solution of salts and simple organic com-
pounds, into which a sterile nutrient medium continuously enters, and part of the contents,
including living organisms, is constantly removed. It is assumed that the mathematical
model of BTP is given in the form of a system of nonlinear ordinary differential equations
characterizing the dynamics of the development of a two-age population of bacteria in a
dimensionless form

ẋ1 =
−αx3μmx1

Km + x1
+ u1 − u3(x1 + u1), (4)

ẋ2 =
−αx4μmx2

Km + x2
+ u2 − u3(x2 + u2), (5)

ẋ3 = q
Km + x2

Tmin
2 x2 + Tmax

2 Km
x2 − Km + x1

Tmin
1 x1 + Tmax

1 Km
x3 − u3x3, (6)

ẋ4 =
Km + x1

Tmin
1 x1 + Tmax

1 Km
x3 − Km + x2

Tmin
2 x2 + Tmax

2 Km
x4 − u3x4, (7)

y1 = x3, y2 = x4, (8)

x0 = x(t0). (9)

In the considered BTP model, Equations (4)–(7) describe the dynamics of the devel-
opment of a two-age population of bacteria in a dimensionless form; (8) the equations
of the measured output; and (9) initial conditions. The following designations are used:
x = [x1, x2, x3, x4]

T—the state vector of the system; x1, x2—the relative concentrations of
the substrate that ensures the growth of “young” and division of “old” cells, respectively;
x3, x4—relative concentrations of “young” and "old" cells, respectively; y = [y1, y2]

T—the
vector of the measured output of the system; u = [u1, u2, u3]

T ∈ U—the control vector; u1,
u2—the relative rates of entry of the nutrient substrate into the cultivator, ensuring the
growth of “young” and division of “old” cells, respectively; u3—the relative velocity of the
toque in the cultivator; and U—a limited closed set of the form

U = {u(·)|0 ≤ ui(t) ≤ 1, i = 1, 3, t ∈ [t0; T]; (10)
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α—quantitative requirements of the microorganism in food; Tmax
1 , Tmin

1 —the maximum and
minimum time interval (without feeding with substrates and with maximum feeding with
substrate), respectively, necessary for a young cell to change its properties and transition to
the phase of development of an old cell; Tmax

2 , Tmin
2 —the maximum and minimum time

interval (without feeding with substrates and with maximum feeding with substrate),
respectively, required for the old cell to start the division process; q—the number of
descendants after division of one cell (it is genetically inherited and does not depend on
the conditions of cultivation); μm—the maximum rate of absorption of the substrate by
microorganisms; Km—the value of the saturation function is equivalent to the Michaelis–
Menten constant, numerically equal to the concentration of the substrate, at which the
growth rate of the culture is equal to half the maximum rate.

The efficiency of system control (4)–(9) will be evaluated by a vector criteria J(u(·)) =
[J1(·), J2(·)]T , the components of which are functionals differentiable by Frechet:

J1(u(·)) =
∫ T

t0

(y1(u(t))− ye
1(t))

2dt, (11)

J2(u(·)) =
∫ T

t0

(y2(u(t))− ye
2(t))

2dt. (12)

In (11), (12) ye
1(t) = xe

3(t), ye
2(t) = xe

4(t) characterize an etalon BTP mode.
It is required to determine the program control u∗(·) ∈ U of the system (4)–(9) with

restrictions on the control vector (10), minimizing the values of the components of the
vector functional (11), (12).

Model parameters. The computational experiment was carried out at the following
values of the model (4)–(12) parameters: Tmax

1 = 2, Tmin
1 = 1, Tmax

2 = 3, Tmin
2 = 1, q = 2,

Km = 0.0495, μm = 0.5, xe3(t) = 0.9, xe4(t) = 0.7, x0 = [0.5; 0.5; 1; 0]; modeling interval,
t0 = 0; T = 9.

To solve the problem (4)–(12), a hybrid evolutionary algorithm of multicriteria opti-
mization based on a transdimensional (n/∞) search model was used, where n = rq.

4.1. Global Evolutionary Multicriteria Search

Perform parameterization of the vector law of program control u(t) in the form of
u(q, t), when ru = 3, r = 3, rq = (r + 1)ru = 12. To accomplish this this, on the interval
[t0, T] a grid {tj, j = 0, r} = {t0 = 0, t1 = 3, t2 = 6, t3 = T = 9} is built. The parameterized
program control law is represented as natural cubic splines ui(qi, t) = Si(qi, t), i = 1, 3, for
which the conditions

Si(qi, tj) = qij, j = 0, 3 (13)

are met at the nodal points.
Thus, the vector of control parameters is represented as q = [qT

1 , qT
2 , qT

3 ]
T , where qi =

[qi0, qi1, qi2, qi3]
T , i = 1, 3. Next, the problem of finite-dimensional multicriteria optimization

is solved. The polyhedral cone of dominance is given as a function of uncertainty intervals
of the vector criteria components weighting coefficients.

Figure 1 shows the results of the application of the evolutionary algorithm of mul-
ticriteria optimization with respect to the polyhedral dominance cone: the points set
ĴΩ(Q) = {JP} ∪ J0 is a discrete approximation of Ω-optimal solutions set in the problem
(4)–(12). The polyhedral dominance cone Ω is given as a function of uncertainty intervals
of the vector criteria components weighting coefficients. The uncertainty intervals of the
vector criteria components weighting coefficients is given as a set:

M = {¯ ∈ E2|0.2 ≤ μ1 ≤ 0.8; 0.2 ≤ μ2 ≤ 0.8}.

The matrix of the dominance cone
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B =

[
0.8 0.2
0.2 0.8

]
.

The points coordinates of the set ĴΩ(Q) in the criterion space are presented in the
Table 1. Based on the Hermeyer criterion, point No 3 is chosen as the initial approximation
J0 for the implementation of the local multicriteria search stage. As can be seen from Table 1,
the solution J0 = [0.0300; 0.0272]T is characterized by the most balanced component values
of the vector criteria.

Figure 1. Results of a computational experiment: • = points JP ∈ ĴΩ(Q); × = point J0 ∈ ĴΩ(Q);
∗ = point J∗.

Table 1. The set ĴΩ(Q).

№ J1 J2

1 0.0089 0.0440

2 0.0130 0.0320

3 0.0300 0.0272

4 0.0540 0.0190

5 0.0590 0.0072

The point J0 = [0.0300; 0.0272] corresponds to the program control u0(t) = u(q0, t),
where q0 is the vector of control parameters:

q0 = [q0T
1 , q0T

2 , q0T
3 ]T = [0.5668 0.6380 0.9467 0.7176;

0.3114 0.4255 0.6911 0.3112; 0.0000 0.3094 0.3846 0.3700]T .

The components of the subvector q0
i are the nodal points of the natural cubic spline

Si(q
0
i , t), i = 1, 3. The graphs of the components of the program control law u0(t) =

{ui(q
0
i , t) = Si(q

0
i , t), i = 1, 3} are shown in Figure 2. The corresponding trajectory

y0(t) = y(u0(t)) is shown in the figure 3.
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Figure 2. The program control law of BTP u0(t).

Figure 3. BTP trajectory y(u0(t)).

4.2. Local Evolutionary Multicriteria Search

The clarifying search for the optimal law of program control is performed using an
evolutionary multicriteria algorithm of feasible directions, in which the degree of the
approximating functional of constraints [13] p=3. As a result, the optimal control law of
the system u∗(·) is obtained, the form of which is shown in Figure 4. The corresponding
optimal trajectory y∗(u∗(·)) is shown in Figure 5. The optimal value of the vector criteria
J(u∗(·)) = [0.0013; 0.0021]T is also shown in Figure 1.
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Figure 4. Optimal program control law u∗(·).

Figure 5. Optimal trajectory y∗(u∗(·)).

4.3. Comparative Analysis of Transdimensional Search Models

Computational experiments were carried out with various transdimensional search
(p/s)-models. The results of computational experiments are presented in Table 2.
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Table 2. Results of computational experiments with transdimensional search models.

№ p s J∗1 J∗2
1 12 12 0.0274 0.0205

2 12 21 0.0251 0.0187

3 12 39 0.0164 0.0104

4 12 75 0.0107 0.0072

5 12 147 0.0098 0.0080

In each experiment, the initial approximation q̂0 for the local multicriteria search stage
is formed from the vector q0 obtained at the global multicriteria search stage based on the
transdimensional (p/s)-transition. The transdimensional (p/s)-transition is implemented
using the following algorithm.

Transdimensional (p/s)-transition algorithm.

Step 1. Convert the time grid {tj, j = 0, r} into a time grid {tk, k = 0, r̂, r̂ = 2r, which
is obtained from the original one by dividing each interval [tj, tj+1] into two equal parts.
The values of the transfer transition parameters have the following values: p = ru(r + 1),
s = ru(r̂ + 1).

Step 2. Form a vector of parameters q̂0T = [q̂0T
1 , ..., q̂0T

ru
] ∈ ES, the components of

which are determined on the basis of splines (39) with a nodal points vector q0 ∈ Ep

q̂0T
i = [q̂0

ik = Si(q
0
i , tk), k = 0, r̂], i = 1, ru. (14)

Step 3. Construct natural cubic splines Ŝi = (q̂0
i , t), i = 1, ru, with the nodal points

vector (14).
Step 4. Form a parameterized program control law

u(q̂0, t) = {ui(q̂
0
i , t) = Ŝi(q̂

0
i , t), i = 1, ru}. (15)

The analysis of the computational experiment results leads to the following main
conclusion. If the initial the multicriteria control optimization problem statement is infinite-
dimensional, then the use of a transdimensional (p/∞)-search model that implements the
search for the optimal control law u∗(·) in space L

(ru)
2 [t0, T] provides a higher efficiency of

the optimal program control law u∗(·) compared to finite-dimensional transdimensional
search (p/s)-models.

5. Conclusions

A hybrid transdimensional evolutionary algorithm for dynamical system control
multicriteria optimization has been developed. The proposed transdimensional search
(p/∞)-model is based on the joint use of a finite-dimensional model for the control law
parameters u(q, (·)) ∈ Erq global multicriteria optimization and an infinite-dimensional
model for the control law u(·) ∈ L

(ru)
2 [t0, T] local multicriteria optimization.

An evolutionary algorithm of global finite-dimensional multicriteria optimization
with respect to the polyhedral dominance cone has been developed. It is shown that the
representation of the polyhedral dominance cone as a function of the uncertainty intervals
of the vector criterion components weighting coefficients makes it possible to reduce the
uncertainty of choice on the set of Pareto optimal solutions. The resulting subset contains
solutions that have a higher degree of balance for various components of the vector criterion.
This property is achieved by cutting off solutions located on the "edges" of the Pareto set,
which often has properties close to the optimal solutions by Slater and a priori do not meet
technical requirements.
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An algorithm for calculating the polyhedral dominance cone as a function of uncertainty
intervals of the vector criterion components weighting coefficients has been developed.

A multicriteria evolutionary algorithm for feasible directions has been developed to
solve the problem of the local multicriteria optimization of dynamic systems program
control laws. A comparative analysis of transdimensional evolutionary search (p/s)- and
(p/∞)-models’ effectiveness is carried out on the example of solving the problem of the
optimal law of bioreactor program control multicriteria synthesis. It is shown that the use of
a transdimensional search (p/∞)-model that implements the search for the optimal control
law u∗(·) in space L

(ru)
2 [t0, T] provides higher efficiency of the optimal law of program

control u∗(·) compared with finite-dimensional transdimensional search (p/s)-models.
The general conclusion is that the transdimensional (p/∞)-hybridization of evolu-

tionary algorithms for multicriteria control optimization gives a synergistic effect. This
effect is expressed in fundamental increase of the solving accuracy the multicriteria con-
trol optimization problem compared to the known hybrid control optimization NIAs by
resolving the contradiction between the finite-dimensional global search model and the
infinite-dimensional initial problem statement.
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Abstract: The systems of poloidal field coils in D-shaped Tokamaks such as ITER, EAST, JET, ASDEX
Upgrade, TCV, GLOBUS-M2, DIII-D, SPARC, IGNITOR, JT-60SA, DEMO-9.1, DEMO-1.6, T-15MD,
and TRT are analyzed for their efficiency in the application of plasma position, current, and shape
control systems in these Tokamaks. The problem of magnetic plasma control in Tokamaks is presented.
A methodology for designing hierarchical cascade systems of magnetic plasma control in D-shaped
Tokamaks has been developed on the basis of generalizations of existing plasma magnetic control
systems. The hierarchical levels are as follows: multivariable robust cascade control level, adaptation
level, artificial intelligence level, and decision-making level. To implement these systems in the
practice of physical experimentation, it is proposed to use digital twins, the basis of which is a real-
time digital testbed created by Lomonosov Moscow State University and the Trapeznikov Institute of
Control Sciences of the Russian Academy of Sciences.

Keywords: Tokamaks; poloidal field coils; plasma magnetic control; hierarchical control systems;
cascade control; digital twins; digital testbed

1. Introduction

1.1. State-of-the-Art

Toroidal vessels with magnetic coils, namely Tokamaks, are currently the leaders in the
fusion race [1,2]. In [3–7], a review of the control systems for the plasma position, current,
and shape was made both for Tokamaks with a circular cross-section and for Tokamaks
with a vertically elongated cross-section (D-shaped Tokamaks). As a result, it turned out
that the generalized scheme of such systems has the form shown in Figure 1. In general, the
magnetic plasma control system consists of an internal circuit for controlling currents in the
poloidal field (PF) coils, which also includes a current control circuit in the central solenoid
(CS) to control plasma current by the transformer principle, and an external current and
plasma shape control circuit (see Figure 1). Plasma shape control requires an algorithm
for plasma equilibrium reconstruction in the feedback loop. Two different approaches are
used: isoflux control (alignment of magnetic signals at the plasma separatrix) and control
of gaps between the plasma boundary and the first wall. The first method is used on
DIII-D, TCV, MAST-U, NSTX-U, KSTAR, and EAST Tokamaks with various modifications.
The second method is used on JET, ASDEX Upgrade, and ITER Tokamaks. This stabilizes
the vertical position of the plasma, or its vertical velocity relative to the zero value, as
well as the horizontal position of the plasma by means of the two-dimensional controller
C1. In the development of any Tokamak, it is necessary to solve many different problems
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simultaneously, which leads to the need to simultaneously meet many different criteria, i.e.,
it is a multi-criteria problem.

 

Figure 1. Schematic diagram of the magnetic plasma control system of vertically extended Tokamaks:
A1 and A2 are actuators, and C1, C2, and C3 are controllers of plasma position, currents in the PF-coils,
and plasma shape, respectively. Diagnostics are included in the Tokamak unit.

When designing Tokamaks, it is necessary to consider the following basic provisions
related to high-temperature plasma control systems:

• D-shaped Tokamaks without plasma position, current, and shape control systems are
inoperable (Figure 1);

• The design of poloidal systems for D-shaped Tokamaks must be carried out together
with the control systems of plasma position, current, and shape (a Poloidal system
is a system of poloidal field coils located around the vacuum vessel of the Tokamak
(PF coils));

• Efficient plasma control systems lead to improved Tokamak operating modes and a
reduced risk of major discharge disruptions;

• Further development of integrated systems of magnetic (position, current, and shape)
and kinetic (safety factor q, density, pressure, and temperature profiles) plasma control
in Tokamaks should lead primarily to the prevention of major plasma disruptions,
which is essential for the operation of fusion power plants based on Tokamaks and the
optimal modes of their operation.

On the basis of these provisions in this paper, the following tasks are set:

� To analyze the poloidal systems of modern Tokamaks and some of their projects;
� To pose the problem of magnetic plasma control in Tokamaks;
� To develop a methodology for the design of hierarchical cascade magnetic plasma

control systems in D-shaped Tokamaks for the purpose of further developing this
class of control systems.

1.2. Motivation

The field of plasma magnetic control in modern Tokamaks is very important and com-
plex for their operation because the plasma is gas in a restricted volume with distributed
time-varying parameters. In spite of that, during the long history of Tokamaks, 226 Toka-
maks were created, and about 50 of them are operating now (http://www.tokamak.info
(accessed on 14 December 2022)). Plasma magnetic control systems are of the utmost
priority to start and exploit modern Tokamaks, and so far, they require new methods and
new ideas to improve their performance and stability, especially for future fusion stations.
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1.3. Novelty

In this paper, the new methodology of robust cascade hierarchical plasma control
systems is suggested on the basis of some generalizations of plasma magnetic control
systems in Tokamaks.

1.4. Paper Structure

After Introduction Section 2 presents a set of poloidal systems for operating D-shaped
Tokamaks and some of their projects. In Section 3, a comparative analysis of the presented
poloidal systems is carried out. Section 4 describes the plasma magnetic control problems in
Tokamaks, namely the plant under control, plasma models, and control itself: performance
and stability margin estimation. Section 5 shows a new methodology for designing hierar-
chical cascade systems of magnetic plasma control in D-shaped Tokamaks. In Section 6,
the real-time test bed for plasma magnetic control in Tokamaks is demonstrated, and the
results of real-time simulations on the testbed of the plasma position, current, and shape
control system with the plasma reconstruction algorithm in the feedback are shown.

2. Poloidal Systems of D-Shaped Tokamaks

First of all, the poloidal system, the system of poloidal field coils around the vacuum
vessel, should provide the desired plasma configurations in the discharges at the selected
set of coils. This provision is the first priority in the design of Tokamaks. With this, one
should start the design of the poloidal system of a D-shaped Tokamak, but this is not
enough to provide the necessary quality of control of the plasma position, current, and
shape in a closed control system, as well as the necessary sufficiently large margins of
robust stability. It is also necessary to take into account ensuring the feedback system’s
proper conditionality and internal stability, as well as the minimization of the control power,
which is a very difficult task for which one must correctly design the poloidal system. These
problems have not been completely solved, and further professional work in these areas is
needed for future fusion reactors and fusion power plants. We present the characteristics
of the poloidal systems of a number of D-shaped Tokamaks, which allow us to assess the
picture of different placements of the coils of the central solenoid and the poloidal field
in order to identify patterns that may be useful for the design of new Tokamaks. In the
Tokamak labels in Figures 2–8, the first number is the value of the major radius of the
Tokamak in meters, and the second number is the value of the aspect ratio (ratio of the
major radius to the minor radius of the Tokamak).

ITER (Figure 2a). In the original ITER poloidal system, a special design feature was
made: with a major Tokamak radius of 6.2 m, the vertical controllability region for vertical
plasma instability was very small, only 3–4 cm. Going beyond this area leads to the loss
of stability of the plasma control system, which leads to the accident of the installation.
To correct that feature, a new engineering solution was found: horizontal magnetic field
coils were introduced inside the ITER vacuum vessel [8], which allowed the vertical control
region to be expanded by an order of magnitude with a limited voltage on these coils. This
is a well-known position in control theory: when the input effect is limited when controlling
an unstable plant, the controllability region of the output signal is also limited [9], which
was not taken into account in the design of the ITER poloidal system. In the previous version
of ITER with a self-sustaining fusion reaction [7,10], this problem did not arise because
the plasma in the Tokamak was slower and the present PF-coils were sufficient to stabilize
the shape and position of the plasma simultaneously. Anyway, all modern Tokamaks are
working in support of ITER to achieve its main goals: starting ITER, providing its basic
scenarios, achieving the plasma with a thermonuclear reaction of Q > 10, basic technologies
including plasma magnetic and kinetic control, and so on.
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(a) (b) 

Figure 2. Tokamaks (a) ITER–6.2-3.1 and (b) EAST–1.8–4.01. Colors: (a) vacuum vessel is red, PF-coils
and CS are yellow, (b) vacuum vessel is green, PF-coils and CS are red.

 
(a) (b) 

Figure 3. Tokamaks (a) JET-2.96–3.08, the magnet is orange, PF-coils are red, toroidal coil is green,
vacuum vessel is gray; (b) ASDEX Upgrade-1.65–3.1 Dot line is the axis of the tokamak.

498



Eng. Proc. 2023, 33, 61

 
(a) (b) 

Figure 4. Tokamaks (a) TCV–0.88–3.5. Level lines are blue, A, B, C, D, E, F are PF-coils, G are
horizontal field coils. (b) GLOBUS-M2–0.36–1.5. The TF-coil is yellow, separatrix is red, the magnetic
loops are red dots, CS is gray, PF is poloidal field, CC is correction coil, HFC is horizon field coil, VFC
is vertical field coil, g1–g6 are gaps, the black arrows are directions of measuring of the gaps, Z is
vertical axis, R is horizontal axis.

 
(a) (b) 

Figure 5. Tokamaks (a) DIII-D–1.66–2.48; (b) SPARC-1.85–3.24. The toroidal field coil is light grey.
The central solenoid and poloidal field coils are blue. Error-field correction coils are orange-red. The
vacuum vessel is dark grey. The ICRH antenna is pink. The divertor and first limiting surfaces are
black. Vertical stability plates are green. The plasma separatrix is red.
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(a) (b) 

Figure 6. Tokamaks (a) IGNITOR–1.32–2.8. PF-coils are blue, the plasma us yellow, HFCU, HFCL are
red, VFCU, VFCL are green; (b) JT-60SA–2.96–2.5.

 
 

(a) (b) 

Figure 7. Tokamaks (a) DEMO-9.1–3.1 and (b) DEMO-1.6–1.7 module on the spherical Tokamak.
The module with aspect ratio A = 1.6, elongation K = 3, triangularity = 0.5, major radius R = 1.6 m,
magnetic field B(R) = 3.17 T and plasma current Ipl = 6.7 MA. Blanket is green, TF conductor is light
blue, PF coils are dark blue, vacuum vessel is blue, the shield is yellow.

EAST (Figure 2b). Tokamak EAST was designed as a reduced, about 3.4 times smaller
in major radius (see Figure 2), copy of ITER with the repetition of the introduction of
horizontal field coils in the vacuum vessel [11]. The motivation for such a decision is to
simulate in a reduced scale all modes of operation of ITER, although without the fusion
reaction, because it is the reduced size of EAST and in this case does not allow to overcome
the Lawson criterion to achieve ignition.
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(a) (b) 

Figure 8. Tokamaks (a) T-15MD-1.48–2.2 и (b) TRT-2.15–3.77.

JET (Figure 3a). JET has a major radius of 3 m, and the D-shaped vacuum vessel is
2.5 m wide and 4.2 m high [1]. The total plasma volume within it is 100 cubic meters.
In 1991, the first experiments including tritium were made, allowing JET to run on the
production fuel of a 50–50 mix of tritium and deuterium. In 1997, JET set the record for the
closest approach to scientific breakeven. It attained Q = 0.67, producing 16 MW of fusion
energy while injecting 24 MW of thermal power to heat the fuel, a record that endured
until 2021.

ASDEX Upgrade (Figure 3b). This Tokamak has 9 PF-coils, CS in one section, and
fast plasma position control coils located between toroidal field (TF) coils and the vacuum
vessel [12].

TCV (Figure 4a). Tokamak à Configuration Variable has a set of coils A, B, C, and D that
are dedicated to inducing the electric field for driving the plasma current and are commonly
referred to as ohmic coils. The G coil located within the vacuum vessel is designed to
generate an axisymmetric radial field faster than the unstable growth rate of most elongated
plasmas (Figure 4a) [13]. This allows the fast output stage of the G-coil power supply, which
is an H-bridge IGBT inverter operating in PWM at a switching frequency of 10 kHz.

GLOBUS-M2 (Figure 4b). The poloidal system of that spherical Tokamak is combined:
two PF-coils are located outside the TF-coils, and other PF-coils are inside the TF-coils [14].
There are two control systems with current inverters as actuators for plasma position
control and a set of control systems for the control of currents in the PF-coils [15].

DIII-D (Figure 5a). In that Tokamak for plasma shape, the isoflux control is applied
to level the magnetic flux on the separatrix. As this takes place, the speed of the plasma’s
vertical position is stabilized around zero [16].

SPARC (Figure 5b). The Tokamak project has 8 PF coils, 6 CS coils, 6 correction coils,
and 2 coils inside the vessel, for a total of 22 coils. SPARC is the most important next
step on the way to the commercial use of fusion energy. SPARC is designed with a strong
field (B0 = 12.2 T), as a compact (R0 = 1.85 m, a = 0.57 m), superconducting, D-T Tokamak,
in order to obtain for the first time the burning gain Q > 2 from plasma with magnetic
confinement [17].

IGNITOR (Figure 6a). The Tokamak project has 16 PF coils, 14 6 CS coils, 2 HFC
coils, and 1 VFC coil, for a total of 33 coils. Two new coils, namely HFC and VFC, were
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introduced into the poloidal system [18]. IGNITOR is the Tokamak project, which is the
closest to ignition.

JT-60SA (Figure 6b). Tokamak has 6 PF coils, 4 CS coils, 4 inner vessel coils, and
in whole 14 coils. The JT-60 was planned to be disassembled and then upgraded to the
JT-60SA by adding niobium-titanium superconducting coils. It was assumed that the JT-
60SA would be able to handle the same plasma shape as ITER. The central solenoid was
designed to use niobium-tin because of the higher (9 Tesla) field [19]. The JT-60SA Tokamak
will be capable of confining break-even equivalent class high-temperature deuterium
plasmas at a plasma current Ip of 5.5 MA and a major radius of ∼3 m lasting for a duration
longer than the timescales characteristic of plasma processes, pursuing full non-inductive
steady-state operation with high plasma beta close to and exceeding no-wall ideal stability
limits, and establishing ITER-relevant high density plasma regimes well above the H-mode
power threshold.

DEMO-9.1 (Figure 7a). Now there are two roadmaps for creating the first fusion power
plant DEMO: on a Tokamak with a large aspect ratio of about 3, and on a modular type on
a series of relatively small modules in the form of spherical Tokamaks with a small aspect
ratio of about 1.5 [20]. The first roadmap leads to the creation of cyclopean-sized DEMOs
with a large radius of the order of 9–10 m and unreasonably expensive power. The leader
in the development of such a DEMO is Europe [21], and the terms of commissioning are
billed as 2060–2075. A poloidal system copied one-to-one from ITER with horizontal field
coils inside the vacuum vessel is proposed for the giant DEMO.

DEMO-1.6 (Figure 7b). The second roadmap says that the DEMO modular type can be
created in about 10 years on spherical Tokamaks. In this case, it is proposed to create first
one module, on which all the technologies of DEMO will be worked out, and then from a
number of modules, assemble a complete fusion power plant. In [20], an estimate of the
cost of electricity from such a power plant is made: about 6 US cents per kilowatt-hour
of energy.

T-15MD (Figure 8a). The T-15MD poloidal system [22] is copied from ITER and has
three CS sections and six PF coils. By placing the PF-coils between the TF coil and the
vacuum vessel to stabilize the vertical position of the plasma, it was possible to correct the
error of the poloidal system copied from ITER [23–25] and get rid of the internal instability
of the plasma vertical position control system.

TRT (Figure 8b). This Tokamak project with reactor technologies also has an ITER-
like poloidal system: four CS sections and six PF coils [26]. In TRT, fusion neutrons are
flown out of the Tokamak and into uranium or thorium in the blanket, causing nuclear
reactions in the blanket. It is the symbiosis of a fusion reactor with a nuclear reactor. Then
everything happens as in a conventional nuclear power plant: neutrons are produced, and
these neutrons can heat water, obtain steam, and rotate the generator to produce electricity.
In principle, the hybrid reactor can not only produce electricity but also nuclear fuel for
nuclear power as well as the transmutation of minor actinides, which will not need to
be buried.

3. Analysis of Poloidal Systems of D-Shaped Tokamaks

From the given data on the Tokamaks poloidal field coils, the tendency to increase
the number of these coils is clearly visible. This is explained by the fact that the plasma
in Tokamaks is a dynamic plant with distributed parameters, so for greater efficiency in
terms of input-output controllability, control quality, and margins of robust stability of
magnetic plasma control systems, the poloidal systems should approach the distributed
control systems, which leads to an increase in the number of PF-coils surrounding the
vacuum vessel.

Comparing and analyzing the poloidal systems of the D-shaped Tokamaks, namely
ITER, EAST, JET, ASDEX Upgrade, TCV, GLOBUS-M2, DIII-D, SPARC, IGNITOR, JT-
60SA, DEMO-9.1, DeMO-1.6, T-15MD, and TRT, shown in Figures 2–8, one can note some
regularities:
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(1) The initial design of the ITER poloidal system (6 CS sections, 6 PF coils) led to a
miserable vertical control area of unstable plasma with a limited control coil voltage,
which forced the horizontal field coils to be placed inside the vacuum chamber [8];

(2) Such a poloidal system is repeated in a number of Tokamaks, e.g., EAST [11], DEMO-
9.1 [21], JT-60SA [19], etc.;

(3) This poloidal system was not repeated in such current Tokamaks as ASDEX Up-
grade, [19] and Globus-M2 [22]. In the ASDEX Upgrade the stabilization of the verti-
cal position of the plasma is achieved by placing the PF coils of the horizontal field
between the vessel and the TF-coil, and in the Globus-M2 Tokamak, through 4 HFC
coils inside the TF-coil. The same design of plasma poloidal system regarding plasma
vertical stabilization as in ASDEX Upgrade has been conducted in T-15MD [24,25];

(4) The most advanced poloidal systems are used in SPARC (Figure 5b), IGNITOR
(Figure 6a), and TCV (Figure 4a) because they contain poloidal field coils in suf-
ficiently large numbers and are located fairly evenly around the D-shaped vacuum
vessel [18]. The fact is that plasma in a Tokamak (gas in a closed volume) is a plant
under control with distributed parameters, so it is best to use a controller with dis-
tributed parameters to control it most effectively. An example of such a controller are
passive structures located around the plasma, in particular the copper shell for round
Tokamaks of the past. In passive structures, Foucault currents are induced and inhibit
(dampen) the plasma motion. This is the so-called direct-action controller [27]. This
controller is energized not from outside but entirely at the expense of the energy of
the controlled plant itself, in this case, plasma. To actively influence the plasma in con-
trolling its position and shape, PF coils are used, which are placed around the plasma
either completely inside the vessel (Tokamak MAST), outside the vessel completely, or
both inside and outside the vessel. The more PF coils used to control the plasma shape,
the closer the control system will be to a control system with distributed parameters;

(5) Tokamaks with a large aspect ratio on the order of 3–5 lead to giant-size fusion power
plants with a large radius of 8–10 m and an unreasonably high cost of electricity [20,21];

(6) Spherical Tokamaks with aspect ratios on the order of 1.5–1.7 make it possible to
create modular fusion power plants with a competitive cost of electricity on the order
of 6 US cents per 1 kWh [20];

(7) Many DEMO projects with a large aspect ratio copy the ITER poloidal system, with
few exceptions [6].

4. Statement of Plasma Magnetic Control in Tokamaks

The statement of the problem has four basic directions:

• Time-varying parameters plasma models’ production on the basis of the first principal
equations and experimental data from operating Tokamaks;

• Development of plasma control systems in stabilization, tracking, and disturbance
rejection regimes in finite time intervals;

• As in ITER, in RF Tokamaks, namely Globus-M2, T-15MD, and TRT, there are four
gaps between the separatrix and the first wall and displacements of two strike points
of the separatrix. These output signals are reconstructed on-line by the plasma re-
construction code, namely Improved Moving Filaments [28] or FCDI (Flux-Current
Distribution Identification) [29]. These signals are the plasma outputs, which are under
the control of plasma magnetic control systems. Simulation of control systems when a
plasma equilibrium reconstruction code is included in the feedback for online plasma
boundary estimation;

• Implementation of plasma control systems on Tokamaks to conduct physical experiments.

4.1. Controlled Plant

The Globus-M2 Tokamak (Figure 4b) is used in this work as an experimental example
for the problem of magnetic control of plasma in Tokamaks (Figure 9). The vertical cross-
section of the Globus-M2 Tokamak with the locations of PF coils is presented in Figure 4b.
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The main parameters of this spherical Tokamak are as follows: the major radius R0 = 0.36 m,
the minor radius a = 0.24 m, the maximum plasma current IP max = 0.35 MA, the maximum
toroidal magnetic field Bt max = 0.6 T, aspect ratio A = 1.5, and an elongation of about 2.2 [14].
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Figure 9. Block diagram of the plasma control system operating in the Globus-M/M2 Tokamak: CZ,
CR, CCS, CPF1, CPF2_top, CPF2_bottom, CPF3, and CCC are analog controllers; AHFC, AVFC, ACS, APF1,
APF2_top, APF2_bottom, APF3, and ACC are actuators.

The magnetic diagnostics system for the Globus-M2 Tokamak is as follows: Rogowski
coils measuring the currents in the PF-coils (IHFC, IVFC, and IPF-CS), VV (IVV), and plasma
current (IP), where HFC is the horizontal field coil and VFC is the vertical field coil (Figure 9);
21 flux loops measuring the magnetic flux ΨM outside the VV.

The poloidal system of Globus-M2 (Figure 4b) permits modeling ITER’s (http://www.
iter.org/, accessed on 14 December 2022) magnetic configurations. In ITER, the plasma
configurations have only one lower X-point, but in the Globus-M2 Tokamak experimental
data, there are a set of magnetic configurations with an upper X-point, a lower X-point, and
two X-points. The plasma boundary is the separatrix, i.e., the magnetic surface containing
the most plasma inside the VV. In Figure 4b, the plasma equilibrium configuration is shown
with the lower X-point corresponding to the points P3–P6 on the first wall for controlling
the gaps between the separatrix and the first wall g3–g6 and displacements of the strike
points g1–g2.

To create the gaps’ displacements, one tracks the coordinates of six points on the
separatrix: strike points g1–g2, the rightmost g3, lowermost g5, and leftmost g6 points of the
separatrix, and the point g4 in the middle between the points g3 and g5. The displacement
vectors are given as the difference between the coordinates of these points and their scenario
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values. The gaps’ displacements δg are calculated as projections of the displacement vectors
on the corresponding gaps’ vectors presented in Figure 4b.

4.2. Models of Plasma

The Tokamak plasma is the plant under control with distributed parameters having
nonlinear time-varying dynamics. Linear controllers in the magnetic feedback stabilize
the plasma position, current, and shape in a set of operating Tokamaks with a vertically
elongated cross-section and an unstable plasma vertical position [4]. This is possible in
reality because the feedback control systems provide relatively small deviations (errors) of
dynamical plant outputs from their reference values corresponding to plasma equilibrium
in compliance with the Grad-Shafranov equation [1,30]. For this reason, the magnetic
plasma linear control systems may be synthesized and tuned on the basis of linear plasma
models. Such linear models are usually obtained in the following ways:

• Linearization of plasma nonlinear equations;
• Some numerical linearization procedures of nonlinear plasma-physics codes [7,31,32];
• Using the first principal equations,
• In [33], another technique for obtaining linear plasma models from experimental

observations was proposed. In this case, the plasma equilibrium is reconstructed from
the recorded experimental signals using reconstruction codes, for example, FCDI [29],
and then linear plasma models are obtained from the equilibria reconstructed at given
time moments during the discharge. This approach makes it possible to construct
linear, time-varying models for the development and investigation of feedback plasma
control systems for time-dependent plasmas as controllable dynamical plants.

As a first approximation, mathematical models of plasma dynamics may be repre-
sented in the form of a set of ordinary differential equations with time-varying parameters,
namely LPV (Linear Parameter-Varying) models, and having additive disturbances [34] for
each plasma discharge in Tokamaks:

.
xi(t) = A(i)(t)xi(t) + B(i)(t)ui(t) + fi(t),

yi(t) = C(i)(t)xi(t) + wi(t)

where xi(t) is the state vector, ui(t) is the control action vector, yi(t) is the output vector,
A(i)(t), B(i)(t), and C(i)(t) are time-varying matrices of the model, fi(t) and wi(t) are ad-
ditive disturbance vectors at state and output equations, respectively, index i denotes a
characteristic plasma discharge, t ∈

[
t0i, T(i)

]
, T(i) is the duration of the discharge, and t0i

is the initial time of discharges when the plasma control system begins to operate.
The evolution of plasma position and currents in the Tokamak is described by Fara-

day’s law [35]:
d
dt

Ψ(Jϕ, ψp) + RI = U

and motion equations

m
d2

dt2
→
r p =

→
F (Jϕ, ψp)

The plasma shape is described by the gaps between the plasma surface and the
VV g(Jϕ, ψp). Here I ≡ [IT

c , IT
v , Ip]

T is the vector of currents in Tokamak coils and the
elements of VV and plasma; Ψ, U, and R are the vectors of the magnetic flux through these
circuits, the voltage applied to them, and the diagonal matrix of circuits electrical resistance,
respectively;

→
r p ≡ [rp, zp] is coordinates of the plasma center of a mass; m is the plasma
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mass. These equations are to be linearized around the reconstructed plasma equilibrium,
characterized by distributions of the toroidal current density Jϕ and the poloidal flux ψp:

M
(

Jϕ, ψp
) d

dt δI + RδI + ∂

∂
→
r p

Ψ
(

Jϕ, ψp
) d

dt δ
→
r p = δU,

m d2

dt2 δ
→
r p = ∂

∂I

→
F
(

Jϕ, ψp
)
δI + ∂

∂
→
r p

→
F
(

Jϕ, ψp
)
δ
→
r p,

δg = ∂
∂I g
(

Jϕ, ψp
)
δI + ∂

∂
→
r p

g
(

Jϕ, ψp
)
δ
→
r p.

In modern Tokamaks, plasma configurations are usually unstable in regards to vertical
displacements and stable in regards to radial displacements. Therefore, small plasma
masses may be neglected in the radial motion equation, and radial displacement δrp can
be expressed through vertical displacement δzp and current disturbances δI. Introducing

the state vector x ≡ [δIT , δzp, δ
.
zp]

T , the input vector u ≡ δU, and the output vector,

y = [δrp, δzp, δIp, δIT
c , δgT ]

T , the model equations take a well-known state space form [34]:

.
x = A(t)x + B(t)u,
y = C(t)x.

The plasma equilibrium may significantly change during Tokamak discharges, and
therefore matrices A, B, and C are dependent on time t. One way to obtain them is to
reconstruct a sequence of the plasma equilibria, calculate corresponding time-invariant
matrices, and then interpolate them, resulting in LPV models.

4.3. Plasma Control

At present, in the Globus-M2 Tokamak, the controllers CZ, CR, CCS, CPF1, CPF2_top,
CPF2_bottom, CPF3, and CCC are the analog controllers realizing PD and P control laws. In
the future, it is planned to replace all analog controllers of the Globus-M2 Tokamak with
digital controllers, which, if necessary, can implement different control laws to optimize
the magnetic plasma control system as a whole. Two thyristor current inverters, AHFC
and AVFC [15], are used as actuators for plasma vertical and horizon position control, and
thyristor multiphase rectifiers, ACS, APF1, APF3, and ACC [36], are used as actuators for
control of the currents in the CS and PF-coils. At present, the proper values of the plasma
current IP and gaps g = [g1, . . . , g6]

T between the separatrix and the first wall are obtained
by pre-programmed currents in the CS and PF-coils without shape feedback.

Therefore, when designing the plasma control system in this paper, the outputs R, Z,
Ip, and g1, . . ., g6 should be controlled by feedback. Let us introduce the errors in these
controlled values:

eR = rR − R,
eZ = rZ − Z,
eIP = rIP − IP,
egj = rgj − gj, j = 1, . . . , 6.

The setpoints of the controlled signals rR, rZ, rIP , rgj , j = 1, . . . , 6 are, for example,
calculated in advance by designing plasma scenarios to solve a direct equilibrium problem
or set on the basis of experimental experience. The control problem can be formulated as
the need to achieve proper control accuracy at finite time intervals:∣∣∣e(i)R (t)

∣∣∣ < εR, t ∈
[

t1, T
(i)
]
, i = 1, . . . , N,∣∣∣e(i)Z (t)

∣∣∣ < εZ, t ∈
[

t2, T
(i)
]
,∣∣∣e(i)Ip

(t)
∣∣∣ < ε Ip , t ∈

[
t3, T

(i)
]
,∣∣∣e(i)gj

(t)
∣∣∣ < εgj , t ∈

[
t4, T

(i)
]
, j = 1, . . . , 6,
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where t1, . . . , t4 are the moments of time at which the output values fall into the given tubes,
defined by positive constants εR, εR, ε Ip , and εg, after transients caused by the tracking
procedure or minor disruptions. The time moments t1, . . . , t4 are different due to different
plant dynamics on different controlled channels. Index i = 1, . . . , N is the number of the
corresponding plasma discharge.

In order to control the outputs of the plant in accordance with the objectives, it is
necessary to make sure that the instability in the vertical direction of the plasma is stabilized
and have a sufficiently large controllability region under the input constraints. Also, the
separatrix for controlling the shape of the plasma must have a reachability region large
enough to position it near the first wall at the desired location. A study of the design of the
poloidal system of the Globus-M Tokamak was performed in [37]. The poloidal system in
this case has a sufficiently large region of vertical controllability and allows for internally
stable regimes of plasma position control systems [28]. The multidimensional reachability
region of the separatrix of this poloidal system has lower and upper bounds, which give
the possibility to change the location of the separatrix near the first wall accordingly.

For reliable plasma control, it is not only necessary to achieve the desired control
accuracy, but it is also important to provide the necessary stability margins in the design of
the control system. For multichannel control systems, these margins can be specified and
obtained in three ways:

• By means of disconnection of each channel and estimation of phase and amplitude
stability margins with the help of the Nyquist hodograph [36,38];

• However, this method may be too optimistic, so in [38], new disk-based stability
margins are introduced for SISO and MIMO control systems, which may be closer to
reality;

• When the number of channels is large, it is more convenient to use another approach,
which makes it possible to characterize stability by only one quantity, namely the
robust stability margin. By means of the usage of the small gain theorem [39,40], when
the result of the multiplication of H∞-norms of transfer functions of the uncertainty Δ
and the known part of the system Q is less than 1: ‖Δ‖∞‖Q‖∞ < 1. In that case, the
robust stability analysis gives useful results [41,42], and one can estimate the robust
stability margin in the following form:

‖Δ‖∞ <
1

‖Q‖∞
.

5. Methodology for Designing Hierarchical Cascade Systems of Magnetic Plasma
Control in D-Shaped Tokamaks

This section is devoted to the general notions of further development of the magnetic
plasma control systems for D-shaped Tokamaks, which arose from the works on the plasma
control systems in the Globus-M/M2 Tokamak and reviews on the magnetic plasma control
systems in D-shaped Tokamaks [3–7] with feedback. A general scheme of the magnetic
plasma control systems in them was obtained, which is shown in Figure 1. Most of the
magnetic plasma control systems in operating Tokamaks are organized according to this
scheme. Figure 10 shows, for the purpose of generalization, a simplified basic scheme of
the magnetic plasma control system in D-shaped Tokamaks when the actuators are brought
into the controlled plant (P).

The resulting basic structural scheme for generality can be represented in operator
form by showing the model of the plant P and the controllers C1, C2, and C3 as operators
that map the space of input signals into the space of output signals. If the model of the
plant P and the controllers is considered linear, then the scheme of Figure 10 connects the
input and output signals as follows:⎡⎣y1

y2
y3

⎤⎦ = P
[

u1
u2

]
, P =

⎡⎣P11 P12
P21 P22
P31 P32

⎤⎦. (1)
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From (1) and the scheme of Figure 10, we can obtain a system of equations that
describes this cascading hierarchical scheme:

y1 = P11u1 + P12u2,
y2 = P21u1 + P22u2,
y3 = P31u1 + P32u2,
u1 = C1(r1 − y1),
u2 = C2(r2 − y2),
r2 = C3(r3 − y3).

(2)

Excluding from (2) the quantities u1, u2, we obtain y1 in the form

y1 = −(I + P11C1)
−1P12C2y2 − (I + P11C1)

−1O12C2C3y3 + (I + P11C1)
−1(P11C1r1 + P12C2C3r3) (3)

and arrive at a system of equations of the form:

a11y2 + a12y3 = R21r1 + R23r3,
a21y2 + a22y3 = R31r1 + R33r3.

(4)

Here

a11 = −P21C1(I + O11C1)
−1P12C2 + (I + P22C2),

a12 = −P21C1(I + P11C1)
−1P12C2C3 + P22C2C3,

a21 = −P31C1(I + P11P1)
−1P12c2 + P32C2,

a22 = −P31C1(I + P11C1)
−1P12C2C3 + (I + P32C2C3),

R21 = P21C1(I − (I + P11C1)
−1P11C1),

R23 = P22C2C3 − P21C1(I + P11C1)
−1P12C2C3,

R31 = P31C1(I − (I + P11C1)
−1P11C1),

R33 = P32C2C3 − P31C1(I + P11C1)
−1P12C2C3.

Solving the system (4) and substituting the solutions in (3), we obtain the required
solutions in the form:

y1 = (I + P11C1)
−1[P11C1 − P12C2H21 − P12C2C3H31]r1+

+(I + P11C1)
−1[P12C2C3 − P12C2H23 − P12C2C3H33]r3 = H11r1 + H13r3,

y2 = (a−1
11 R21 − a−1

11 a12H31)r1 + (a−1
11 R23 − a−1

11 a12H33)r3 = H21r1 + H23r3,
y3 = A3

−1(R31 − a21a11
−1R21)r1 + A3

−1(R33 − a21a11
−1R23)r3 = H31r1 + H33r3,

A3 =
(

a22 − a21a−1
11 a12

)
.

(5)

Or, by substituting the expressions for R21, R23, R31, R33 in (5), we arrive at the equa-
tions of connection between the input actions r1, r2 of the closed-loop system and the
outputs y1, y2, y3: ⎡⎣y1

y2
y3

⎤⎦ = H0

[
r1
r3

]
, H0 =

⎡⎣H11 H13
H21 H23
H31 H33

⎤⎦, (6)

where
H11 = (I + P11C1)

−1[P11C1 − P12C2H21 − P12C2C3H31],
H13 = (I + P11C1)

−1[P12C2C3 − P12C2H23 − P12C2C3H33],
H21 = a−1

11 R21 − a−1
11 a12H31,

H23 = a−1
11 R23 − a−1

11 a12H33,
H31 = A3

−1(R31 − a21a11
−1R21),

H33 = A3
−1(R33 − a21a11

−1R23).
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The obtained solution (6) for (2) is a general solution of the initial system and gives
the dependence of the output values of the basic scheme in Figure 10 on the references. To
obtain numerical solutions for various structural schemes of hierarchical cascade plasma
control systems, the MATLAB/Simulink computer environment is used as the most devel-
oped computer tool for solving the problems of automatic control.
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&3

&1

r2r3

y2

y1

y3

u1

u2

 ࡳࡳ 

Figure 10. Basic scheme of magnetic plasma control systems in D-shaped Tokamaks to obtain
generalized schemes.

In Figure 11, a diagnostics unit for the controlled plant is integrated at the lower
control level, which actually solves the identification problem, i.e., it reconstructs the signals
necessary for control in a closed-loop system based on the measurement signals [29,42,43].
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Figure 11. Integration of the diagnostic unit D into the control system.

Figure 12 introduces an adaptation level, by means of which the controller C3 adapts
the control system to a preformed control scenario. Adaptation can be carried out by differ-
ent methods: by switching regulators from a pre-synthesized set or by their interpolation,
which leads to a controller with variable parameters [28,44].

When the cascades with controllers C1 and C2–C3 work, a contradiction (conflict) may
occur between them since these cascades are connected to each other through the controlled
plant P. To eliminate this conflict, the matching cascade with the controller C4 is introduced,
which takes into account signals from the controller C3 and additional signals from the
plant P by producing matching reference actions on the cascade with the controller C1
(Figure 13) [42].

All three upgrades in Figures 11–13 of the basic scheme of Figure 10 lead to a general-
ized hierarchical cascade system (Figure 14), which combines all introductions: integration
of diagnostics (Figure 11), adaptation to the scenario (Figure 12), and matching cascade
(Figure 13).
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Figure 12. Introduction of the level of adaptation to the scenario in the C3 controller.
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Figure 13. Introduction of the matching cascade with the C4 controller into the system.

The structural diagram of Figure 14 makes it possible to proceed to further gener-
alization in the form of building a hierarchical system with generalized levels of control
(Figure 15). At the lower level, there is a non-stationary, controlled plant with actuators and
diagnostics (sensors), exposed to uncontrolled perturbations. The controlled plant is influ-
enced by the level of multivariable cascade robust control, which solves the basic problem
of controlling the plant and ensures, due to coordinated control cascades and robustness,
its operability in basic control scenarios under the action of uncontrolled perturbations.

To enable the system to operate under changing plant parameters, an adaptation level
is introduced, which improves control accuracy and extends stability margins. A higher
level of artificial intelligence makes it possible to introduce, in particular, artificial neural
networks, which allow, for example, to solve the problem of identification at the rate of
observations. The highest level of decision-making is left to humans, who design the
hierarchical control system and introduce technical solutions at all its levels, ensuring their
interaction. The possibility of using hierarchical systems for plasma control in Tokamaks
was indicated earlier in [45].

The carried-out system generalizations arising from the interaction of theory and
practice of control made it possible to develop a methodology for designing hierarchical
cascade control systems with information feedback, the logic of which is presented in
Figure 16. The interaction of theory and practice through processed feedback information
flows allows us to eliminate or significantly reduce the gaps between theory and practice,
which were revealed in [46]. System analysis of the structures of hierarchical cascade
control systems derived from the practice of magnetic plasma control in Tokamaks leads
to structures useful for practice, the integration of which provides an overall structure
and a generalized structure with a number of hierarchical levels, the interaction of which
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leads to the achievement of objectives at each level. Control science generates, using
synthesis and analysis methods, control algorithms for each level of the hierarchy. And the
hierarchical cascade control system has almost unlimited possibilities to combine different
control methods at different levels to achieve its objectives at each level, which leads to the
achievement of the main objective of the lower-level system. The combination of robust and
adaptive methods using identification methods and artificial intelligence is most effective
for solving the problems of controlling dynamic plants with variable parameters over a
limited time interval.
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Figure 14. Generalized hierarchical cascade diagram of magnetic plasma control with feedback.
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Figure 15. Multilevel hierarchical cascade control system.

There are only three known monographs on the theory and practice of hierarchi-
cal automatic control systems [47–49], as well as journal articles, for example [50], and
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conference papers, in particular [45,51]. It is impossible to construct a unified structure
for a hierarchical control system because of the possibility of an almost infinite combina-
tion of different control algorithms at different levels of the hierarchy. For this reason, in
works on hierarchical control systems, various structural schemes of hierarchical systems
are constructed based on applied control tasks and desired control objectives at different
levels [45–51]. The same approach is applied in this work to generalize the structural
systems of hierarchical magnetic plasma control in Tokamaks. Through this generalization,
a general structural diagram of a hierarchical cascade control system (Figure 15) and a
methodology for designing systems of this class (Figure 16) were obtained.
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Figure 16. Logical scheme of the design methodology of hierarchical cascade control systems with
information feedback.

The above generalization of the structural schemes of hierarchical cascade control
systems and the methodology developed for their design is a methodological approach
“from above” for the development of magnetic plasma control systems in Tokamaks. At the
same time, the methodological approach “from below” was developed in [33], which gives
recommendations and an action plan for direct synthesis, analysis, and implementation of
magnetic plasma control systems in physical experiments of D-shaped Tokamaks, which
consists of the following (Figure 17):

• Reconstruction of plasma equilibrium, namely, plasma current distribution and poloidal
flux, using measured experimental signals of magnetic diagnostics outside the plasma
based on new modifications of known methods;

• Obtaining linear plasma models based on experimental data of Tokamak plasma
discharges with respect to the reconstructed plasma equilibrium;

• Application of the model of a thyristor current inverter or voltage inverter in PWM
mode as a plasma position control actuator for the design and modeling of plasma
control systems;
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• Application of an original analysis of the structure of a multivariable plasma control
system using a relative gain array (RGA) and μ-analysis procedures to select the
optimal system structure in terms of input-output controllability;

• Application of a plasma shape control system with simultaneous adaptive adjustment
of the vertical and horizontal plasma positions. This is conducted in order to remove
the pole near zero while stabilizing the velocity of the vertical plasma position relative
to zero to increase the degree of stability of the system in controlling the plasma shape;

• Application of a new approach to modeling the plasma shape control system with
a feedback plasma reconstruction algorithm using experimental scenario data and a
linear plasma model with time-varying parameters;

• Implementation of the plasma control system on the testbed to adjust the system in
real time;

• Application of the developed control system to a real Tokamak by switching the
controller from the plant model to the Tokamak using the real-time testbed.

Figure 17. Illustrative diagram of the design methodology of the hierarchical cascade magnetic
plasma control system in the Tokamak [33].

6. Real-Time Test Bed for Plasma Magnetic Control in Tokamaks

The real-time test bed is in operation at the Trapeznikov Institute of Control Sciences of
the Russian Academy of Sciences (ICS RAS) [52,53]. The real-time test bed was created by a
consortium of Lomonosov Moscow State University (MSU) and ICS RAS. It consists of two
Speedgoat Performance Real-Time Target Machines (RTTM) (Figure 18): the “Plant Model”
(MSU) and the “Controller” (ICS RAS). Both RTTMs run under the SimulinkRT real-time
operating system. The real-time algorithms are developed in the MATLAB/Simulink
programming environment, and then, using Embedded Coder, the C-code is generated,
which is then compiled into the real-time application. The RTTMs are powered by an Intel
i7-7700 K CPU running at 4.2 GHz. The RTTM “Controller” contains MIMO switches from
an externally controlled plant model to an internally controlled plant model, which is used
to synthesize and test the control system under development.

The digital twin [54] is a dynamic/self-developing digital/virtual model or simulation
of a real plant that provides the exact state of its physical twin at any given time through
real-time data exchange (Figure 19) and data storage. Not only does the digital twin imitate
its physical twin, but any changes in the digital twin are reflected by the physical twin.

513



Eng. Proc. 2023, 33, 61

Figure 18. Real-time digital testbed at the V.A. Trapeznikov Institute of Control Sciences of the
Russian Academy of Sciences.

 

Figure 19. The concept of the digital twin of the control system.

The use of the digital twin provides an increase in the efficiency of the development
and implementation of plasma control systems in Tokamaks. Work on the creation of a
digital twin of the Globus-M2 Tokamak is being carried out. The virtual part of the digital
twin is implemented at the real-time test bed in the ICS RAS, and the physical part will
be implemented through the implementation of the third RTTM in the information and
control system of the Globus-M2 Tokamak, with both parts remotely exchanging data in
real time.

The block diagram of the real-time control system of plasma position, current, and
shape for the Globus-M2 Tokamak is shown in Figure 20. The control system is split
into two RTTMs. The RTTM “Controller” contains the plasma equilibrium reconstruction
algorithm in the feedback [42,43,55] and the external control cascade of the plasma current
and shape. The RTTM “Plant Model” contains the internal control cascade of the plasma
position and currents in the poloidal field coils, models of the coil power supplies, and
the model of the Tokamak plasma and diagnostic system. The control system operates
in deviations from the scenario values, so the model outputs are deviations of currents
and fluxes from the plasma discharge scenario values. All controllers in that hierarchical
control system are synthesized by the method of linear matrix inequalities (LMI) using
the approach from [56]. Figure 21 shows real-time simulation results where the control
system shapes plasma to provide specified strike point positions and gap values g1–g6
(Figure 4b), with the sample time equal to the discretization step of the model Ts = 100 μs.
The measured average TET (task execution time) value is 67 μs, which satisfies the real-time
requirement of TET < Ts.
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Figure 20. The block diagram of the real-time control system of plasma position, current, and shape for
the Globus-M2 Tokamak (meaning of colors: yellow—actuators and controllers for plasma vertical and
horizontal positions as well as for currents in PF-coils; blue—DAC/ADC; violet—algorithm of plasma
equilibrium reconstruction in the feedback; green—multivariable controller of plasma shape and current).

Figure 21. Real-time simulation results of the plasma position, current, and shape control system for
the Globus-M2 Tokamak.
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7. Conclusions

The paper shows the state-of-the-art in plasma poloidal systems in D-shaped Toka-
maks. Because plasma magnetic control systems are of the utmost priority for modern
Tokamaks, the mathematical statement of the problem on this subject was conducted to see
the basic directions to be developed. On the basis of that, a new generalization of plasma
magnetic control systems in the area of designing hierarchical cascade control systems was
presented. This direction concludes a lot of new possibilities for developing plasma control
systems in Tokamaks including developing plasma control systems on a real-time testbed
and unifying the testbed with the real plasma control system on the Tokamak creating a
new area of digital twin.
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Abstract: This article concerns liver transplantation and its associated difficulties and risks, and also
describes a more progressive method of saving people in need of a liver transplant—an artificial liver.
An analysis of the BioUML software platform for modeling bioartificial liver systems is also presented.
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1. Main Text

The liver is one of the most complex and metabolically active organs in the body, and it
performs many functions such as detoxification and protein synthesis, which are necessary
for life. Extracorporeal bioartificial liver systems (BAL), consisting of functioning viable
hepatocytes, can provide temporary support to patients with acute liver failure and save
the lives of patients awaiting orthotopic liver transplantation (OLT).

To date, one of the most dangerous diseases in the world that leads to a fatal outcome
is Fulminant hepatic failure (FHF). Few experiments and studies have been conducted
in this area, which have brought significant results in therapy, but have had no effect
on mortality; rates are close to 80%. Some patients can be saved when provided with
short-term liver support, which, in turn, helps theirs regenerate. However, this procedure
can only help those with reversible liver failure. It is also worth noting the fact that patients
who have gone through the procedure described above, after it was carried out, had liver
function completely restored and returned to their usual life. But this was not always the
case; for many years, there was only one method of treating FHF—liver transplantation.
There are many disadvantages to this method; for example, there are patients with liver
failure who absolutely cannot have this operation for medical reasons such as: concomitant
infection, cancer with metastases, chronic alcoholism, etc. Another disadvantage of liver
transplantation surgery is the lack of donors; as a consequence, the liver, that is, the patient,
may die whilst waiting for their turn for transplantation, simply because there was no
donor. In this regard, a new method has been invented that will help both patients who
cannot undergo liver transplantation for medical reasons and those who are on the waiting
list for this operation. For example, patients with acute hepatitis, potentially reversible,
may benefit from temporary artificial liver support. For this purpose, special bio-artificial
devices have been developed that can replace a number of liver functions: synthetic,
metabolic, and detoxification processes. Some of these devices have been evaluated in
clinical trials [1–3].

To study both BAL and OLT systems, several articles were analyzed. The primary
sources of these articles were also found.

Both adults and children are susceptible to liver diseases. Doctors have noted in recent
years that the number of patients suffering from liver diseases has increased sixfold. In
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addition, mortality in liver diseases remains high. It is also known that it is very difficult to
recognize these diseases [4].

Today, transplantation operations are the only method of radical treatment for patients
in the late stages of liver disease. More than 25 thousand orthotopic liver transplants are
performed annually in the world. Despite this, the need for this operation, according
to UNOS, is four times greater and ranges from 20 to 30 per 1 million people. In order
to reduce orthotopic liver transplantation, in our work, we will consider replacing an
ordinary liver with an artificial one using a robust method. To achieve this, an analysis of
BAL systems was carried out. Over the past few years, several clinical studies have been
conducted in which the effectiveness of BAL devices has been tested. These preliminary
studies have yielded some promising results, although the current generation of liver aid
devices has not yet demonstrated sufficient effectiveness for normal use. Some of the
problems that the BAL development area continues to struggle with are the following:

1. How to maintain a large cell mass without restrictions on the substrate so that the
cells function with maximum efficiency;

2. How to maintain high levels of stable, long-term, liver-specific function in an artificial
(and potentially inhospitable) environment;

3. How to minimize the amount of filling (or dead space) that needs to be filled with the
patient’s blood or plasma.

It is becoming clearer every day that a more fundamental understanding of the influ-
ence of environmental parameters on the function of hepatocellular diseases, as well as
the interaction of the host and BAL, is needed before the concept of BAL becomes a reality
available at a reasonable price [5–7].

Also, a software platform is needed to model bioartificial liver systems. BioUML was
taken used as a basis. Figure 1 shows an example of working in the BioUML software
environment.

BioUML is an open source software platform for the data analysis of omics scientific
research and other advanced computer biology analyses developed by scientists from the
Institute of Systems Biology in Novosibirsk, Russia [8].

The Biological Unified modeling language is an integrated extensible environment
for the visual modeling of biological systems. The vision of BioUML is to provide a
computing platform for creating a virtual cell, virtual human physiology, and a virtual
patient. BioUML allows the user to conduct the visual modeling of complex systems, adjust
model parameters based on several experiments, analyze data, and conduct joint research,
and it also contains tools such as: visual modeling, simulation, parameter selection and
analysis, genome browser, scripts (R, JavaScript), and a workflow mechanism. Thanks to
its integration with the Galaxy and R/Bioconductor platforms, BioUML provides extensive
opportunities for omic data analysis. The plug-in architecture allows the user to add new
functions using plug-ins. To help the user focus on a specific task or database, several
predefined perspectives have been developed that display only those elements of the web
interface that are necessary for a specific task [9–11].
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Figure 1. Example of visual modeling.

As mentioned above, one of the advantages of this platform is visual modeling, which
greatly simplifies working with complex systems.

2. Considering One of the Languages of Systems Biology

Systems Biology Graphics Notation (SBGN) is a standard graphical representation
designed to facilitate the efficient storage, exchange, and reuse of information about signal-
ing pathways, metabolic networks, and gene regulation networks among communities of
biochemists, biologists, and theorists (Figure 2). The system was created several years ago
by a community of biochemists, model developers, and computer scientists. It is believed
that SBGN will contribute to the efficient and accurate representation, visualization, storage,
exchange, and reuse of information about all types of biological knowledge, from gene
regulation to metabolism and cell signaling.
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Figure 2. Example TNF-α module (SBGN).

This example demonstrates the convenience of this platform. All elements are reflected
and, if necessary, the user can combine some objects together, which is also shown in the
diagram [12].

Consider the architecture of a universal platform for analyzing a wide range of biomed-
ical data (Figure 3). It consists of:

1. Computer programs whose main function is data analysis and visualization. For
example, Docker is an open source project to automate the deployment of applications
in the form of portable standalone containers running in the cloud or on premises.
Common Workflow Language (CWL) is a specification for describing the analysis of
workflows and tools in such a way as to make them portable and scalable in a variety
of software and hardware environments, from workstations to clusters, the cloud, and
high-performance computing environments (HPC).

2. The BioUML platform acts as the core [1], which acts as a link with integrated tools
(Galaxy, Jupyterhub, R, Docker, noVNC, etc.).

3. IT infrastructure. This means the one on which the platform is installed.
4. External resources are connected via a special API. They are necessary for storing

user data.
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Figure 3. Architecture of a universal platform for the analysis of a wide range of biomedical data.

3. Conclusions

Thus, the shortage of donor organs, in particular, the liver, remains a problem today.
This problem is global in nature, and one of the ways to solve it is using a bioartificial
liver. In the article, we examined the BAL system, which supports the liver of a person
suffering from acute liver failure. The analysis of this system was carried out for the further
construction of an artificial liver model using a robust method. The BioUML platform
is used to model such complex systems. In the future, this system will be able to save
many lives.
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Abstract: A method for analyzing natural data and detecting anomalies is proposed. The method is
based on combining wavelet filtering operations with the NARX neural network. The analysis of
natural data and the detection of anomalies are of particular relevance in the problems of geophysical
monitoring. An important requirement of these methods is their adaptability, accuracy and efficiency.
Efficiency makes it possible to detect anomalies timely in order to prevent catastrophic natural
phenomena. Wavelet filtering operations include the application of a multi-scale analysis construc-
tion and threshold functions. The article proposes a wavelet filtering algorithm and a method for
estimating thresholds based on a stochastic approach. The operations of the method implementation
are described. It is shown that the use of wavelet filtering allows one to suppress noise, simplifies the
data structure and, as a result, allows one to obtain a more accurate NARX neural network model.
The effectiveness of the method for detecting ionospheric anomalies during periods of magnetic
storms is shown using the data of the critical frequency of the ionosphere as an example.

Keywords: data analysis; wavelets; neural networks; ionosphere

1. Introduction

Investigation of natural data is a meticulous, nontrivial task and is of great concern in
the research of different processes and phenomena. Natural data processing and analysis
are widely applied in different fields such as technical processes, geophysics, biology,
economy, chemistry and so on. In the context of this problem, methods of object statistical
analysis and anomaly detection are of special interest. Examples might include the prob-
lems of detection of outer space disturbances [1], floods, earthquakes [2], mud flows and
landslides, tsunamis [3], changes in the geological environment [4] and other natural emer-
gency situations. The problem of anomaly recognition is also very important in medicine.
Timely and highly accurate diagnostics make it possible to detect and identify patient
physical state disorders that in some cases may cost someone their life. Such methods
should be fast and flexible in order to detect rapidly changing states of systems and objects.
These changes characterize anomaly occurrences.

Different methods are used for natural data analysis. A wide spectrum of approaches
to this problem is determined by the complexity of the data under investigation and in-
cludes deterministic [5] and stochastic [6] tools. At the present time, different combinations
of such approaches are being actively developed [7]. As methods for natural data analysis
developed, it became evident that classical approaches to modeling and analysis (AR,
ARMA models [8], exponential smoothing [9], stochastic approximation [6], etc.) do not
allow us to describe properly the complicated nonstationary structure of natural time series.

At the present time, hybrid approaches and the methods [7] allowing one to improve
data analysis quality are developing rapidly to solve such problems. Wavelet transform is
a flexible instrument and is widely used in the problems of data processing and analysis.
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A large library of wavelet filters and a wide choice of constructions for signal expansion
provide the possibility to adapt this instrument for the data of different structures. For
example, we developed the empirical wavelet filters [10], which are effective in image
processing applications.

Now, neural network methods [11] are of great importance. They are known to be
able to approximate complex non-linear dependencies in data and automate processes.
However, to achieve high efficiency of the neural network apparatus, it is necessary to have
high-quality training data and their representativeness. The article proposes a method
based on combining the operations of wavelet filtering and NARX neural networks. NARX
networks are an evolution of the ARIMA class of models. They approximate non-linear time
series and may have different architectures. This allows you to flexibly adapt to the tasks of
data analysis and forecasting. Wavelet filtering is used to reduce noise and simplify the data
structure. This improves the efficiency of the neural network. Similar hybrid approaches
to the analysis of complex data have already been used in other works [7,12]. One such
work is the combination of ARIMA and discrete wavelet decomposition together with the
LSTM neural network [7]. Another example is the work [12], which proposes a discrete
wavelet decomposition with ARIMA and a neural network. Based on this method [12],
the authors carry out a forecast of hydrological hazards (high water levels (floods), floods,
rain floods, etc.). In this paper, the approach of combined application of wavelet filtering
and NARX networks is used to improve the efficiency of autoregressive time series models.
With the use of wavelet filtering, it is possible to reduce noise and simplify the structure
of the initial data. The article shows that this leads to an increase in the performance of
the neural network. The wavelet filtering process includes a combination of multiscale
analysis [10] and threshold functions.

The article presents the wavelet filtering algorithm and the threshold estimation
method. Thresholds were estimated based on statistical operations. The study of the time
series of the critical frequency of the ionospheric layer F2 (foF2) was carried out. The
structure of the recorded ionospheric data depends on many temporal, weather, positional,
and other factors [13]. Time series of the ionosphere demonstrate a regular course and
various anomalies in the form and duration. Anomalies can be observed under conditions
of increased solar and geomagnetic activity, as well as during seismic activity [13].

It is known that there are cases of ionospheric anomaly negative impacts on high-
frequency radio communication and navigation signals from GPS satellite. One example is
an event in January 2005. Due to space weather anomalies, 26 flights of United Airlines
were redirected to non-optimal routes in order to avoid catastrophic risks of communi-
cation losses. An event in October 2003 is also known when the American Wide Area
Augmentation System remained inoperative for more than one day and did not navigate
vertically because of ionospehric inhomogeneities [14]. As it was mentioned above, tradi-
tional approaches to the analyzed ionospheric parameters do not satisfy the requirements
of anomaly detection accuracy. In this paper, we suggest a method that confirmed its
efficiency in the task of detection of anomalies (ionospehric inhomogeneities) generated by
magnetic storms. It was empirically proved that signal pre-processing based on wavelet
filtering improves the accuracy of NARX neural network model for ionospheric parameter
time series. The paper presents a comparison of the efficiency of the proposed method with
direct application of NARX neural network.

2. Applied Data

In this paper, we applied the ionospheric critical foF2 data [13], which have a one-hour
sampling rage. The data have been recorded at the Paratunka site (Kamchatskiy kray,
Russia, site coordinates: 53.0 N, 158.7 E) since 1969. Due to instrumentation failures and
natural and man-made factors, there are gaps in foF2 data. We used a time series with data
gaps no longer than one day. When there were gaps in the data of less than 25 h, they were
filled in based on the median method.
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3. Method Description

3.1. Application of Wavelet Transform and Threshold Function

Natural time series contain noise formed under a large variety of natural and man-
made factors [15]. To improve the quality of natural data analysis based on neural networks,
according to the papers [16], we applied noise suppression operations. They included the
application of a multiscale analysis construction [17] and threshold function. The algorithm
for noise suppression is the following:

1. Signal f0(t) wavelet decomposition into the components:

f0(t) =
−m

∑
j=−1

gj(t) + f−m(t),

where f−m(t) =∑k c−m,kφ−m,k(t) is the smoothed component, c−m,k = 〈 f0, φ−m,k〉,
φ−m,k(t) = 2−m/2φ(2−mt − k) is the scaling function, gj(t) = ∑k dj,kΨj,k(t) are de-
tailing components, dj,k = 〈 f0, Ψj,k〉, Ψj,k(t) = 2j/2Ψ(2jt − k) is the wavelet, j is the
decomposition level, the decomposition level j = 0 is assumed for the initial signal.

2. Application of the threshold fucntion to the component coefficients gj(t):

T(dj,k) =

{
0, i f |dj,k| ≤ Tj

dj,k, i f |dj,k| > Tj
, (1)

where Tj = t1− α
2 ,N−1σ̂j, tα,N are α-quantiles of Student’s distribution, σ̂j is the sample

standard deviation, the decomposition levels j = −1,−m.
3. Signal wavelet recovery:

f̃0(t) = ∑
j,k

T(dj,k)Ψj,k(t) + f−m(t).

Determination of thresholds Tj in operation (1) was based on the paper results [17] and
it was assumed that absolute values of the coefficients |dj,k| of the components gj(t)
were close to zero out of the neighborhood containing signal structural characteristics.
In this case, the probability (α ≈ 0.99) that the coefficients |dj,k| with respect to
the argument k are within the interval (μ − 3σ; μ + 3σ) is high. Here, μ ≈ 0 is the
mathematical expectation of the value |dj,k|, σ is the standard deviation (three-sigma
rule [18]). Then, for normally distributed |dj,k|, we can estimate the thresholds Tj with
defined confidence level α as Tj = t1− α

2 ,N−1σ̂j, where tα,N are the α-quantiles of the
Student’s distribution [18].

3.2. Application of NARX Neural Networks

After noise suppression operations, data are analyzed based on NARX neural net-
works [11]. We applied feedback NARX networks [11], the architectures of which are
illustrated in Figure 1.

The value vector applied to the hidden layer neurons consists of the following compo-
nents:

- Current f̃0(t) and previous f̃0(t − 1), ..., f̃0(t − lx) values of the input vector;
- Output values during the previous time intervals f̂0(t), f̂0(t − 1), ..., f̂0(t − ly).
The neural network input value f̂0(t + 1) has the form:

f̂0(t + 1) = F[ f̃0(t), f̃0(t − 1), ..., f̃0(t − lx), f̂0(t), f̂0(t − 1), ..., f̂0(t − ly)], (2)

where F(·) is the neural network display function.
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Figure 1. Architecture of a generalized recurrent network. (a) NARX PA architecture; (b) NARX
SPA architecture.

Figure 1 shows the NARX network with Series-Parallel Architecture (NARX SPA)
(Figure 1b) and NARX network with Parallel Architecture (NARX PA) (Figure 1a) [11].
Analytical form for the NARX PA architecture is represented in expression (2). In NARX
SPA, previous values f̃0(i) are applied to the input instead of the outputs f̂0(i), i = t, t − ly.
In this case, the network output value f̂0(t + 1) has the form

f̂0(t + 1) = F[ f̃0(t), f̃0(t − 1), ..., f̃0(t − lx), f̃0(t), f̃0(t − 1), ..., f̃0(t − ly)].

It is known from [11], that NARX SPA are applied when data of a previous value
vector are available. NARX PA networks are applied when only modeling results can be
used, for example, when making a forecast with a large step ahead.

The network memory parameters were used in the experiments: lx = ly = 2, lx = ly = 5.
The Bayesian Regularization algorithm with Levenberg–Marquardt optimization was

used to train the networks [11]. That allows us to minimize the linear combination of error
squares and weights. After that, their appropriate combination is formed in such a way
that the network has the highest degree of generalization.

3.3. Scheme of Method Realization

The scheme of method realization is illustrated in Figure 2. Anomalies are detected
based on estimation of neural network errors

εi =
i+s

∑
i=i−s

| f̂0(i)− f̃0(i)|. (3)

There is an anomaly in the data if εi > 2σ + εmean, where σ is standard deviation
of errors εi during periods without anomalies, and εmean is mean of errors εi in periods
without anomalies.
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Figure 2. Scheme of method realization.

4. Results of Method Application for Ionospheric Data

Regular foF2 data depend on the time of year and the level of solar activity. Therefore,
separate training samples were formed (to build a neural network) for different seasons and
levels of solar activity. Two periods of solar activity were studied in the work: high and low.
The level of solar activity was estimated based on the average monthly values of the solar
index f10.7. We used the ionospheric data recorded during a calm geomagnetic state for the
period 1969–2015. When constructing each neural network, training sampling contained
about 2000 counts. According to the suggested method, neural networks were trained
using the data obtained after wavelet filtering. When making wavelet filtering operations,
orthonormal Daubeches third-order wavelets were applied [10]. They were determined by
minimizing the data approximation errors. To estimate the method, neural networks were
also trained via applying the foF2 initial data. We constructed 16 neural networks using the
NARX PA and NARX SPA architectures, which had the memory lx = ly = 2, lx = ly = 5.

Tables 1 and 2 show the results of the obtained neural network operation. Root-mean-
square (RMS) deviations of network errors were determined as

S =

√√√√ 1
N − 1

N

∑
i=1

(ei − ē)2,

where ē = 1
N ∑N

i=1 ei, ei = f̂0(i)− f̃0(i).

Table 1. Standard deviations of NARX neural network errors with delays (2) and (5). Tj is the
wavelet filtering.

Season SPA (2) PA (2)
SPA (2)
(Tj)

PA (2)
(Tj)

SPA (5) PA (5)
SPA (5)
(Tj)

PA (5)
(Tj)

Winter (low solar activity) 0.47 0.57 0.25 0.41 0.42 0.43 0.18 0.30
Summer (low solar activity) 0.42 0.46 0.19 0.29 0.36 0.39 0.16 0.26
Winter (high solar activity) 0.50 0.78 0.32 0.51 0.43 0.61 0.28 0.47

Summer (high solar activity) 0.42 0.45 0.26 0.29 0.36 0.37 0.21 0.22
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Table 2. Results of operation of neural networks (Summer, low solar activity). Tj is the wavelet filtering.

Network Memory lx = ly Network Architecture εmean (Tj) σ (Tj) εmean σ

2 NARX SPA 0.43 0.37 0.98 0.48
2 NARX PA 0.85 0.48 1.3 0.6
5 NARX SPA 0.33 0.28 0.83 0.37
5 NARX PA 0.80 0.42 1.27 0.56

An analysis of the results from Table 1 shows that NARX SPA architecture describes
more adequately the foF2 data time series. When using a large number of delay lines,
the results become more comparable in favor of NARX SP (Table 1). A comparison of
the results in Table 2 shows that application of wavelet filtering operation allows us to
significantly increase the neural network operation quality that confirms the suggested
method efficiency.

To test the adequacy of neural network models, the autocorrelation of network errors

was evaluated based on the Ljung-Box test Q = M(M + 2)∑L
s=1

p2
s

T−s , where M is the
observation number, ps is the autocorrelation of the s-th order, and L is the checked
lag number. If Q > χ2

1−α,L, where χ2
1−α,L are the distribution quantiles chi-square with

L freedom degree, the presence of autocorrelation of the L-th order in the time series
is recognized.

An analysis of the results in Table 3 shows that Ljung–Box test values for the net-
works constructed without wavelet filtering significantly exceed the critical values χ2

1−α,L.
The results indicate a significant correlation of errors of these neural networks and, as a
consequence, insufficient quality of foF2 data approximation. When the network mem-
ory is increased, data approximation quality improves. The networks, trained applying
data wavelet filtering operations, show the best results. For a small memory of networks
lx = ly = 2, in accordance with the Ljung–Box test, network errors are uncorrelated. This
confirms the adequacy of the obtained neural network model.

Table 3. Estimate of error autocorrelation of neural networks (Summer, low solar activity). Tj is the
wavelet filtering.

Network Memory lx = ly Lag Number L Q (Tj) Q χ2
1−α,L

2 1 4.19 3.82 3.84
2 6 13.53 48.18 12.59
2 12 41.41 98.97 21.02
5 1 1.17 0.51 3.84
5 6 11.17 15.53 12.59
5 12 26.38 44.6 21.02

Figure 3 shows the results of neural network operation during a magnetic storm,
which occurred on 16 July 2017. The red dashed line in Figure 3 marks the magnetic storm
beginning. According to Space Weather site data (http://ipg.geospace.ru, accessed on
1 March 2023), the magnetic storm had a mixed nature, arrival of an accelerated flux from a
coronal hole and coronal mass ejection. During strong geomagnetic disturbances, the DST
index (DST index of geomagnetic activity) reached the minimum of -72 nTl (Figure 3f,l).
Analysis of foF2 initial data (Figure 3a,g) and comparison with the moving median (in
Figure 3a,g, the median is a green dashed line) show the distortion of data regular time vari-
ation on July 16. That is determined by ionospehric disturbance occurrences. Anomalous
changes in foF2 data on July 16 confirm the results of the neural networks, as a significant
error increase is observed (Figure 3b–e,h–k). However, as the analysis shows, the appli-
cation of wavelet filtering improves the network performance quality. The errors of the
network with small memory lx = ly = 2 are close to zero except for the anomalous period.
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During the anomalous period, network errors significantly increase and the anomaly is
clearly detected.

Figure 3. Result of data processing foF2. (a,g) foF2 data (black) and foF2 median (green); (b,c) NARX
SPA errors with memory 2 and 5, respectively; (d,e) NARX PA errors with memory 2 and 5, respec-
tively; (h,i) NARX SPA errors with wavelet filtering and memory 2 and 5, respectively; (j,k) NARX
PA errors with wavelet filtering and memory 2 and 5, respectively; (f,l) DST. Red dashed line is the
magnetic storm beginning.

When comparing the results of NARX PA and NARX SPA architectures, we find that
for the delay lines lx = ly = 2, lx = ly = 5, NARX SPA architecture detects anomalous
changes more clearly both when applying initial data to the network input and when
applying the data after wavelet filtering to the input. A comparison of the results of NARX
SPA neural networks with moving median confirms the effectiveness of the method. The
moving median has errors in the period after the storm on July 18, 2017, which are absent
in the neural network model.

5. Conclusions

The application of wavelet filtering together with a NARX neural network is effective
for the task of detection of ionospehric anomalies. Direct application of NARX neural
networks does not allow one to approximate ionospheric time variation due to the pres-
ence of long-term dependencies. Wavelet filtering operation and application of stochastic
thresholds significantly decrease the error level even for small memory networks. Wavelet
filtering suppresses noise, simplifies the data structure and, as a consequence, makes it
possible to obtain a more accurate NARX neural network model. The application of the
Ljung–Box test showed no correlation of network errors and confirmed the adequacy of the
obtained neural network model.

Comparison of NARX SPA and NARX PA showed the advantage of the NARX SPA
architecture, which makes it possible to obtain a more adequate model for describing the
ionospheric time series. Using the example of a strong magnetic storm, the possibility of
the method for detecting ionospheric anomalies is shown. Comparison of the NARX SPA
network with the moving median, widely used to analyze ionospheric data, showed the
efficiency of the proposed approach.

With an extension of the statistics and a more detailed study of ionospheric data
during anomalous periods, the authors plan to continue research in this direction.
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Abstract: There are many degradation models that are used in reliability analyses. The Wiener
degradation model is the most popular across different applications. In this paper, we propose an
approach for searching for an optimal design on the basis of the Wiener degradation model. The
distinguishing feature of the approach is that the condition that the degradation index cannot exceed
a critical level has been taken into account. The elements of the conditional Fisher information
matrix have been obtained. This enables us to calculate the optimal stress levels by maximizing
the functional of the conditional Fisher information matrix. Moreover, a degradation analysis of
light-emitting diodes (LEDs) has been considered.

Keywords: Wiener degradation model; covariates; conditional Fisher information matrix; optimal
design; degradation index

1. Introduction

A high reliability and long useful lifetime are the most important features of modern
equipment. Such requirements make reliability analyses of devices more complicated.
Classical methods based on failure data are not suitable for equipment reliability analyses
because not all devices fail during experiments. In this case, other characteristics of the
equipment can be used, for example, the degradation index or the so-called health index,
which demonstrate the condition of the product under study. The Wiener degradation
model is the most popular model that can be applied in the case of a non-monotonic
degradation path [1–8]. The gamma and inverse Gaussian degradation models are of-
ten mentioned in scientific articles [9,10], but can be used for solving tasks where the
degradation index only has positive increments.

Despite the fact that observed degradation data allow us to carry out reliability anal-
yses without failure time data, the duration of the experiment can be quite long. Thus,
the observation of degradation data during accelerated life testing is widely used in many
papers. To conduct an accelerated life test, it is necessary to increase the stress level on a
part of the devices, such as voltage, pressure, temperature, etc. [11].

Since in practice it may often be necessary to repeat such an analysis, many scientists
have thought about how to optimize the cost and duration of experiment, that is, how to
obtain the optimal design for further analysis. The first step for optimal planning was made
by R. A. Fisher [12]. Since the 1950s, a lot of scientists have persistently solved the problem
of optimal experimental design to obtain both the optimal stress levels and the number of
studied units under restrictions on the allowable stress levels, the cost and duration of the
experiment [13]. In [14–16], we emphasized that the choice of time points for measuring the
degradation index significantly affects the accuracy of the maximum likelihood estimates

Eng. Proc. 2023, 33, 64. https://doi.org/10.3390/engproc2023033064 https://www.mdpi.com/journal/engproc
533



Eng. Proc. 2023, 33, 64

for the Wiener degradation model parameters. The optimal distribution of measurement
time points depends on the model describing the degradation process as well as the experi-
mental conditions, such as the experiment duration, stress levels and the minimum time
interval between measurements of the degradation index [14–16]. In [16], we suggested
an algorithm for constructing A- and D-optimal designs based on the Wiener degradation
model, which includes determining the optimal stress levels, the number of tested devices
and the time moments for measuring the degradation index. However, in that paper, we
did not consider the fact that in real life the observation of the object is terminated when
the degradation path reaches the critical value.

Thus, in this paper, we develop an algorithm for constructing optimal designs based
on the Wiener degradation model, which includes determining the optimal stress levels
considering the limitation of the degradation index.

2. The Wiener Degradation Model in Reliability Analysis

Let us assume that the observed stochastic process Z(t) is a stochastic process with
independent increments and Z(0) = 0. For the Wiener degradation model, increments
have a normal distribution with the probability density function:

f (u, θ1, θ2) =
1

θ2
√

2π
exp

(
− (u − θ1)

2

2θ2
2

)
, (1)

where θ1 = μ(ρ(t + Δ(t))− ρ(t)) is the shift parameter, θ2 = σ
√
(ρ(t + Δ(t))− ρ(t)) is the

scale parameter, σ > 0 and ρ(t) is a positive increasing function.
Let us denote the vector of stresses (which are also often referred to as covariates) as

x = (x1, x2, . . . , xm)T . The range of values for each covariate xj, j = 1, m is determined by
the conditions of the experiment. In this paper, the degradation process Z(t) is supposed to
be observed under a constant time stress. Here, we assume that the covariate x influences
the degradation paths as in the accelerated failure time model:

Zx(t) = Z
(

t
r(x, β)

)
,

where r(x, β) is a the positive covariate function and β = (β1, β2, . . . , βm)T is the vector of
regression parameters. The mathematical expectation of the degradation process Zx(t) is
denoted by

E(Zx(t)) = μρ

(
t

r(x, β)
, γ

)
.

The time to failure, which depends on covariate x, is defined as:

τ = sup(t : Zx(t) < z0),

where z0 is the critical value of the degradation index. Then, the reliability function can be
represented as:

S(t) = P{τ < t} = P(Zx(t) < z0) = Φ
(

z0 − μρ(t/r(x; β); γ)

σρ(t/r(x; β)

)
.

Suppose the experiment is running over time T. The degradation index values are
measured at time points 0 = t0, t1, . . . , tk = T.

Let us denote the sample of independent degradation index increments with covariates
as the following:

Xn = {(ΔZ1j, x1), . . . , (ΔZnj, xn), j = 1, k},

where k is the number of measurements of the degradation index for each object, xi is the
value of the covariate vector for the i-th object and ΔZij = Zi(tj)− Zi(tj−1) is the increment
of the degradation index during the time from tj−1 to tj.
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the unknown parameters of the model can be estimated using the maximum likeli-
hood method:

ln L(Xn) = −nk(ln
√

2π + ln σ)− n
2

k

∑
j=1

ln
(
ρ(tj+1)− ρ(tj))

)−
1

2σ2

n

∑
i=1

k

∑
j=1

[
ΔZij − μ

(
ρ(tj+1)− ρ(tj))

)]2(
ρ(tj+1)− ρ(tj))

) .

3. Optimal Design of Experiments

We denote the experiment design as a set of values ξ = {x(1), x(2), . . . x(q)}, where x(i)
are the reference points of the design. All objects of the sample are divided into q groups
corresponding to different values of the covariate vector (reference points of the design).
Thus, the problem of direct searching for an optimal design can be written as follows:{

M(I(ξ)) → max,
xmin � x(i) � xmax,

where M(.) is some functional of the Fisher information matrix and xmin, xmax are the
minimum and maximum values of stress levels determined by the conditions of experiment.
The construction of the D-optimal design is based on maximizing the determinant of the
Fisher information matrix:

M(I(ξ)) = det(I(ξ)).

In [16], we did not take into account the fact that in real life the observation of the
object is terminated when the degradation path reaches a critical value. To solve this
problem, the conditional density function should be considered: fΔZij(u|Zk � z0), where
Zk = Zx(tk).

However, the calculation of the conditional density function requires the calculation
of k-fold integrals, which is a composite computational problem. Thus, we propose to use
only the last observation Zk of each degradation path for constructing an optimal design,
which enables us to determine the optimal stress levels.

We have obtained the mathematical expectation of the second derivatives with respect
to the parameters of the likelihood function to obtain elements of the Fisher information
matrix under condition Ztk � z0:

I(ξ) = −E
(

∂2 ln f (zk|zk � z0)

∂θ∂θT

)
,

where
ln fZk (u|Zk � z0) = ln fZk (zk)− ln FZk (z0).

We calculated elements of the Fisher information matrix:

I11 =
2n
σ2 −

[
3
(z0 − μρ(tk))

2

2σ4ρ(tk)
− (z0 − μρ(tk))

4

4σ6ρ2(tk)
c2

]
c1 − c1

FZk

(z0 − μρ(tk))
4

4σ6ρ2(tk)
;

I12 = −
[

2
(z0 − μρ(tk))

σ2 − (z0 − μρ(tk))
3

2σ5ρ(tk)
c2

]
c1 − c1

FZk

(z0 − μρ(tk))
3

2σ5ρ(tk)
;

I13 =
1
σ

q

∑
i=1

1
ρ(tik)

∂ρ(tik)

∂γ
−
[
(z2

0 − μ2ρ2(tk))

σ3ρ2(tk)

∂ρ(tk)

∂γ

(z0 − μρ(tk))
2(z2

0 − μ2ρ2(tk))

4σ5ρ3(tk)

∂ρ

∂γ
c2

]
c1−

c1

FZk

(z0 − μρ(tk))
2(z2

0 − μ2ρ2(tk))

4σ5ρ3(tk)

∂ρ

∂γ
;
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I14 =
1
σ

q

∑
i=1

1
ρ(tik)

∂ρ(tik)

∂β
−
[
(z2

0 − μ2ρ2(tk))

σ3ρ2(tk)

∂ρ(tk)

∂β
− (z0 − μρ(tk))

2(z2
0 − μ2ρ2(tk))

4σ5ρ3(tk)

∂ρ

∂β
c2

]
c1−

c1

FZk

(z0 − μρ(tk))
2(z2

0 − μ2ρ2(tk))

4σ5ρ3(tk)

∂ρ

∂β
;

I22 =
1
σ2

q

∑
i=1

ρ(tik)−
[

ρ(tk)

σ2 − (z0 − μρ(tk))
2

σ4 c2

]
c1 − c1

FZk

(z0 − μρ(tk))
2

σ4 ;

I23 =
μ2

σ2

q

∑
i=1

∂ρtik
∂γ

−
[

μ

σ2
∂ρ(tk)

∂γ
− (z0 − μρ(tk))(z2

0 − μ2ρ2(tk))

2σ4ρ2(tk)

∂ρ

∂γ
c2

]
c1−

c1

FZk

(z0 − μρ(tk))(z2
0 − μ2ρ2(tk))

2σ4ρ2(tk)

∂ρ

∂γ
;

I24 =
μ2

σ2

q

∑
i=1

∂ρtik
∂β

−
[

μ

σ2
∂ρ(tk)

∂β
− (z0 − μρ(tk))(z2

0 − μ2ρ2(tk))

2σ4ρ2(tk)

∂ρ

∂β
c2

]
c1−

c1

FZk

(z0 − μρ(tk))(z2
0 − μ2ρ2(tk))

2σ4ρ2(tk)

∂ρ

∂β
;

I33 =
q

∑
i=1

(
∂ρ(tik)

∂γ

)2( 1
2ρ2(tik)

+
μ2

σ2ρ(tik)

)
−
[

1
σ2ρ3(tk)

(
z2

0

(
∂ρ(tk)

∂γ

)2

−

∂2ρ(tk)

∂γ2

(
z2

0ρ − μ2ρ3)
2

)
− (z2

0 − μ2ρ2(tk))
2

4σ4ρ4(tk)

∂ρ

∂γ
c2

]
c1 − c1

FZk

(z2
0 − μ2ρ2(tk))

2

4σ4ρ4(tk)

∂ρ

∂γ
;

I34 =
q

∑
i=1

(
∂ρ(tik)

∂γ

∂ρ(tik)

∂β

)(
1

2ρ2(tik)
+

μ2

σ2ρ(tik)

)
−
[

1
σ2ρ3(tk)

(
z2

0
∂ρ(tk)

∂β

∂ρ(tk)

∂γ
−

∂2ρ

∂γ∂β

(
z2

0ρ − μ2ρ3(tk)
)

2

)
−− (z2

0 − μ2ρ2(tk))
2

4σ4ρ4(tk)

∂ρ

∂γ

∂ρ

∂β
c2

]
c1−

− c1

FZk

(z2
0 − μ2ρ2(tk))

2

4σ4ρ4(tk)

∂ρ

∂γ

∂ρ

∂β
;

I44 =
q

∑
i=1

(
∂ρ(tik)

∂β

)2( 1
2ρ2(tik)

+
μ2

σ2ρ(tik)

)
−
[

1
σ2ρ3(tk)

(
z2

0

(
∂ρ(tk)

∂β

)2

−

∂2ρ(tk)

∂β2

(
z2

0ρ − μ2ρ3)
2

)
− (z2

0 − μ2ρ2(tk))
2

4σ4ρ4(tk)

∂ρ

∂β
c2

]
c1−

− c1

FZk

(z2
0 − μ2ρ2(tk))

2

4σ4ρ4(tk)

∂ρ

∂β
;

where

c1 =
1

2
√

π

σ
√

2ρ(tik)

(z0 − μρ(tik))
exp

(
− (z0 − μρ(tik))

2

2σ2ρ(tik)

)
, c2 =

σ2ρ(tik)

(z0 − μρ(tik))2 + 1.

The function of normal distribution equals:

FZk =
∫ z0

−∞

1
σ
√

2πρ
exp

(
− (z − μρ(tik))

2

2σ2ρ(tik)

)
dz = 0.5 + 0.5Γ

(
0.5,

(z0 − μρ(tik))
2

2σ2ρ(tik)

)
.
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4. Optimal Design for a Light-Emitting Diode Reliability Test

In [16], we considered the problem of a reliability analysis for LEDs. Following the
proposed algorithm, the D-optimal design for testing the reliability of LEDs has been
obtained. It was shown that the determinant of the Fisher information matrix significantly
increased for the optimal design in comparison with the initial design. However, the
previous algorithm did not take into account the fact that in real life the observation of the
object is terminated when the degradation path reaches the critical value. In this paper, we
have improved the algorithm on the basis of the conditional Fisher information matrix and
have analyzed how the optimal design has been changed.

Let us describe the initial conditions of the experiment. LED lighting offers many
benefits for industrial and commercial businesses that are interested in reducing their
energy usage and costs. The experiment involves the observation of 24 LEDs for 250 h. The
normal stress level of an LED is 25mA. However, the LEDs were tested at two levels of
electric current (40 mA and 35 mA) to conduct an accelerated reliability experiment. When
the light intensity decreases by 50 percent, the failure of the unit is recorded.

As it was shown in [16], the date can be described by the Wiener degradation model
with a log-linear trend function and a power covariate function:

fΔZij(u) =
1

σ
√

2πΔρ(tij)
exp

(
− (u − μΔρ(tij))

2

2σ2Δρ(tij)

)
,

where Δρ(tij) =
( tij

exβ

)γ −
( ti(j−1)

exβ

)γ
with parameters σ = 0.49, μ = 0.11; γ = 0.48; and

β = −0.17. Let us find the optimal experiment design basing on the Fisher information
matrix presented in Section 3: {

M(I(ξ)) → max,
25 � x(i) � 50.

(2)

In Figure 1, the trend functions corresponding to the initial design, the optimal design
obtained in [16] and the optimal design obtained on the basis of the conditional Fisher
information matrix are presented.

Figure 1. (a) The trend functions corresponding to the initial design; (b) the trend functions corresponding
to the optimal design obtained in [16]; (c) the trend functions corresponding to the optimal design.

As can be seen from Figure 1b, the optimal design obtained in [16] includes stress
levels equal to the minimum and maximum levels determined by the conditions of the
experiment (2). However, in practice, a large amount of information on the degradation
path will be lost since the object observation should be terminated when the degradation
path reaches the threshold.

Figure 1c clearly illustrates that in the case of using the conditional Fisher information
matrix, the reference points of the optimal design correspond to the minimum stress level
and the maximum possible stress level under limitations of the degradation index.

Let us check how the determinant of the estimated conditional Fisher information
matrix has changed with the new reference points of the design: M(I(ξ0)) = det(I(ξ0)) =
2e + 12, M(I(ξ∗)) = det(I(ξ∗)) = 9e + 13. On the basis of the obtained result, it is possible
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to conclude that the accuracy of parameter estimates has increased, as the functional of the
conditional Fisher information matrix has significantly increased.

5. Conclusions

In this paper, we have obtained the elements of a conditional Fisher information matrix
for the Wiener degradation model under the condition that the degradation path is limited:
Zx(t) � z0. It is proposed that the optimal stress levels could be obtained by maximizing
the functional of the conditional Fisher information matrix. Reliability analyses for LEDs
have been considered as an example. Following the proposed approach, the D-optimal
design for testing the reliability of LEDs has been obtained. On the basis of the obtained
result, it is possible to conclude that the accuracy of parameter estimates has increased, as
the functional of the conditional Fisher information matrix has significantly increased.
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Abstract: The stability of cloud accumulations of gas and dust particles in the field of binary star
systems is studied. As a dynamic model, we consider a restricted three-body problem in which both
main bodies are radiating. We study the stability of collinear libration points (CLL) in a nonlinear
formulation. The problem of CLP stability is considered in three-dimensional parametric space. It
is shown that at the resonance of the fourth order in the plane problem, the points under study are
stable in the sense of Lyapunov. In this case, the invariant normal form and Markeev’s theorem are
used. The stability of the CLP in the spatial problem is considered. The Birkhoff normal form is used
and the Arnold–Moser theorem is used. Results are obtained on stability for most initial conditions
(in the Lebesgue measure) and formal stability.

Keywords: collinear libration points; gravity; resonance; stability; field; radiating

1. Introduction

In photogravitational celestial mechanics, along with the forces of Newtonian attrac-
tion Fg, the light pressure is taken into account Fp, coming from the radiating body (star) [1].
In some cases, the luminous flux is so intensive that the force Fp competes with gravity Fg,
and can be even greater than that.

For a particular particle, the magnitude of the light pressure force depends not only on
the power of the radiation source (star), but also on the cross-sectional area, the mass and the
reflectivity of the particle. To determine the connection between the parameters of the star
and the particle, a coefficient Q is introduced, called the particle mass reduction coefficient.
For a particular particle, Q has a constant value that characterizes its susceptibility to
radiation. The relationship between the parameters of the star [2] and the particle gives the
reduction coefficient Q

Q = 1 − (1 − ε)A
E

f M
(1)

( f is the gravitational parameter of the star, E and M is the mass and power of the
star, A is a windage of the particle, determined by the ratio of the cross–sectional area to its
mass, ε is the coefficient of light reflection). Sufficiently large and dense particles with small
values of the parameters A and ε are most affected by the gravitational force of the star,
therefore, Q > 0. For the smallest particles with high windage and reflection coefficient,
the action of light is greater than gravity (Q < 0).

Eng. Proc. 2023, 33, 65. https://doi.org/10.3390/engproc2023033065 https://www.mdpi.com/journal/engproc
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The photogravitational three-body problem introduced by V.V. Radzievskiy [3] has
become a good dynamic model for studying the motion of microparticles in binary star
systems.

In the elliptical version of the problem (when the orbits of a stellar pair are elliptical),
we write the equations of motion of a particle in a rectangular system rotating together
with the stars in the form

ẍ − 2ẏ =
∂W
∂x

, ÿ + 2ẋ =
∂W
∂y

, z̈ =
∂W
∂z

(2)

where x, y, z are dimensionless coordinates related to the distance r = p/(1 + e cos v)− 1
between the stars (p and e are the focal parameter and the eccentricity of the relative orbital
motion of the stellar pair) that are the rectangular coordinates of the particle and W is the
force function of the system, equal to

W = (1 + e cos v)−1[(x2 + y2 − z2e cos v)/2 + Q1(1 − μ)/R1 + Q2μ/R2]

R1 = [(x + μ)2 + y2 + z2]1/2, R2 = [(x − 1 + μ)2 + y2 + z2]1/2 (3)

Here, μ and 1 − μ are the dimensionless masses of the stars, and Q1 and Q2 are the
reduction coefficients of their mass, which represent the ratio of the difference between the
gravitational and repulsive forces to the gravitational force. In terms of physical meaning,
numerical values Q1 and Q2 do not exceed 1. For the classical problem Q1 = 1, Q2 = 1 (no
radiation of bodies) [4].

Libration points—constant solutions of the adopted system of dynamic equations—
represent relative equilibria in a circular problem and periodic motions in an elliptic
problem. They are found from the system of equations

∂W
∂x

= 0,
∂W
∂y

= 0,
∂W
∂z

= 0, (4)

CLP are located on a straight line connecting the main bodies, and for them y = 0, z = 0.
Their positions on the abscissa axis are determined from the first equation of the system (4).
The triangular libration points were carefully studied in [5]. The stability of triangular
points in strictly nonlinear formulation were considered in [6,7]. In [8,9], the nonlinear
analysis of stable coplanar libration points that are not on the plane of orbital motion of
main bodies was completed.

2. Collinear Libration Points and Their Stability in a Plane Problem

The CLP coordinate is determined from the following equation

f (x) = x − Q1
(1 − μ)(x + μ)

|x + μ|3 − Q2
μ(x + μ − 1)
|x + μ − 1|3 = 0 (5)

Equation (5) contains three mutually independent parameters μ, Q1, Q2. Therefore,
the problem can consider a three-parameter family of CLPs. Let us consider the case when
both components of the binary star radiate and move in circular orbits. From Equation (5),
we obtain

f ′(x) = 1 + 2a(x), a = Q1
1 − μ

|x + μ|3 + Q2
μ

|x + μ − 1|3
Thus, there is a parameter a [10], which is included in the characteristic equation

λ4 + (2 − a)λ2 − (1 − a)(1 + 2a) = 0, (6)
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its solutions are equal to

λ2
α =

1
2
(a − 2 ±

√
(9a − 8)a, α = 1, 2

When changing the parameter values a in the intervals 8/9 < a ≤ 1 and −0.5 < a ≤ 0,
roots λα are purely imaginary, and at the boundaries there are multiples. Therefore, the
parameter values indicated above by the inequalities correspond to the stability region
of libration points in the first approximation. In [11], they constructed diagrams of CLP
stability.

In the problem, resonances of the third and fourth orders are found; for third-order res-
onances, the resonant values of the parameter a have the form a∗± = 41/108 ± 5

√
145/108;

for fourth-order resonances, a± = (68 + 60
√

5)/209. As expected, the resonance of the
third order leads to the instability of the CLP [12].

In [13], it is shown that at the resonance of the fourth order, the CLPs are stable by
Lyapunov.

Below, we consider the stability of the CLP in the spatial problem. The Birkhoff normal
form is used, and the Arnold–Moser theorem [14] is applied.

3. Equations of Motion and Expansion of the Hamilton Function

Particle motion P(x, y, z) is given by the canonical equations

dqi
dt

=
∂H
∂pi

,
dpi
dt

= −∂H
∂qi

, (i = 1, 2, 3) (7)

where qi are the Cartesian coordinates of the particle P(x, y, z), pi are the corresponding
canonical momenta and H(x, y, z, p1, p2, p3) is the Hamilton analytic function with respect
to coordinates and momenta, which, in our case, has the form

H =
1
2
(p2

1 + p2
2 + p2

3) + (p1y − p2x)− Q1(1 − μ)/R1 − Q2μ/R2

Rα =
√
(x − xα

2
+ y2 + z2, (α = 1, 2)

(8)

Here, Q1 and Q2 are coefficients of reduction of the masses of the main bodies, which,
in the case of CLP, can take both positive and negative values [10].

We study the stability of the CTL under the assumption that the orbit of the main
bodies is circular and the particle P of infinitely small mass at the initial moment of time
experiences initial perturbations that take it out of the plane of rotation of the main bodies
S1 and S2.

We introduce perturbations into Equation (1) according to the formulas

x = x∗ + q1, y = q2, z = q3, p1 = p∗1 + p1, p2 = p2, p3 = p3

p∗1 = x∗, p∗2 = y∗ = p∗3 = z∗0 = 0,
(9)

where

x∗ = 0.5(Q
2
3
1 − Q

2
3
2 − 1)− μ, p∗1 = ∓0.5

√
2(Q

2
3
1 + Q

2
3
2 )− (Q

2
3
1 − Q

2
3
2 )− 1. (10)

Expanding the Hamilton function in a row according to the degrees of perturbations
and in the neighborhood of the considered collinear point, taken as the origin, we obtain

H = H2 + H3 + H4 + . . . (11)
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Here, Hm are homogeneous polynomials of degree m(m = 2, 3, 4, ...) with respect to
generalized coordinates and impulses pi, so

Hm = ∑
v+l=m

hv1v2v3l1l2l3 · qv1
1 qv2

2 qv3
3 pl1

1 pl2
2 pl3

3 (12)

Then, in Equation (11), the forms H2, H3 and H4 taking into account (9) will take the
following form:

H2 =
1
2
(p2

1 + p2
2 + p2

3) + p1q2 − p2q1 + h200q2
1 + h020q22 + h002q2

3 + h110q1q2

+h101q1q3 + h001q2q3,
(13)

H3 = h300q3
1 + h030q3

2 + h300q3
3 + h210q2

1q2 + h201q2
1q3 + h120q1q2

2 + h021q2
2q3

+h102q1q2
3 + h012q2q2

3 + h111q1q2q3,
(14)

H4 = h400q4
1 + h040q4

2 + h004q4
3 + h310q3

1q2 + h130q1q3
2

+h103q1q3
3 + h301q3

1q3 + h031q3
2q3 + h013q3

3q2 + h211q2
1q2q3

+h121q1q2
2q3 + h112q1q2q2

3 + h220q2
1q2

2 + h202q2
1q2

3 + h022q2
2q2

3,

(15)

where
h200 = −8a, h020 = 4a, h002 = 4a, h110 = 0, h101 = 0, h011 = 0

h300 = 16b, h120 = −16b, h102 = −16b, h030 = 0, h003 = 0, h210 = 0,

h201 = 0, h021 = 0, h012 = 0, h111 = 0,

h400 = −32c, h040 = −12c, h004 = −12c, h220 = 32c, h202 = 32c,

h022 = −8c, h310 = 0, h130 = 0, h103 = 0, h301 = 0, h031 = 0,

h013=0, h211 = 0, h121 = 0, h112 = 0.

(16)

a =
Q1(1 − μ)

|Q2/3
1 − Q2/3

2 + 1|3 +
Q2μ

|Q2/3
1 − Q2/3

2 − 1|3 ,

b =
Q1(1 − μ)(Q2/3

1 − Q2/3
2 + 1)

|Q2/3
1 − Q2/3

2 + 1|5 +
Q2μ(Q2/3

1 − Q2/3
2 − 1)

|Q2/3
1 − Q2/3

2 − 1|5

c =
Q1(1 − μ)

|Q2/3
1 − Q2/3

2 + 1|5 +
Q2μ

|Q2/3
1 − Q2/3

2 − 1|5

(17)

4. Stability of CLP in a Spatial Problem

The question of the stability of the investigated spatial CLPs can be considered as
a stability problem of equilibrium positions qi = pi = 0(i = 1, 2, 3) of an autonomous
Hamiltonian system with three degrees of freedom. As can be seen from (13), here we
have the case when H2 is not a sign-definite function, and the characteristic equation of the
system has no roots with a nonzero real part. Hence, the stability of the complete system
does not follow from the stability of a linear system.

Expanding the Hamilton function into a power series qi, pi in the vicinity of the
considered equilibrium position, first the Hamiltonian H2 is transformed to the normal
form in the form

K2 = ω1r1 − ω2r2 + ω3r3. (18)

The structure of the normal form depends on the type of resonance relation

ω1r1 − ω2r2 + ω3r3 = 0(|k1|+ k2 + |k3| ≤ 4), (19)
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where the frequencies of the principal oscillations for the libration points are equal to

ω1 =

√
(2 − a +

√
(9a − 8)a)/2, ω2 =

√
(2 − a −

√
(9a − 8)a)/2, ω3 =

√
a. (20)

As can be seen from the last expression, for the frequency of spatial oscillations, the
parameter a can take only positive values. Therefore, resonances containing the frequency
of spatial oscillations can be realized only in a limited part of the region (8/9 < a ≤ 1
and −1/2 < a ≤ 0) for necessary stability conditions of the system. Let us investigate
the stability of CLP at two-frequency resonances. For CLP, the following two-frequency
resonances turned out to be possible:

ω1 = 2ω2, ω1 = 3ω2, 2ω1 = ω3, 3ω1 = ω3, 2ω2 = ω3, 3ω2 = ω3

Resonances ω1 = 2ω2 and ω1 = 3ω2, discovered in the plane problem, were studied
in [12,13]. In the spatial photogravitational problem, resonances of the third and fourth
orders turned out to be possible

2ω1 = ω3, 3ω1 = ω3, 2ω2 = ω3, 3ω2 = ω3

which respectively correspond to the values of the parameter a defined as

a = 4(1 + 2
√

7)/27, a = 4(−1 +
√

10)/9, a = (63 +
√

53217)/304, a = (63 +
√

53217)/304

Note that the last two resonances, 3ω1 = ω3 and 3ω2 = ω3, match. To construct resonance
curves (in the stability region in the linear approximation of the system) for the correspond-
ing specific resonance value of the coefficient a, a curve is constructed, which is determined
by the expression

Q1(1 − μ)

|Q2/3
1 − Q2/3

2 + 1|3 +
Q2μ

|Q2/3
1 − Q2/3

2 − 1|3 = a

At resonance 2ω1 = ω3 (which does not involve the frequency of plane oscillations), which
corresponds to the value of the parameter a = 4(1+ 2

√
7)/27, the normalized Hamiltonian

takes the form [14]

H = 2ω1r1 − ω1r3 + A(ω1, ω3)r3
√

r1 sin(ϕ1 + 2ϕ3) + O(r1 + r3)
2, (21)

where A(ω1, ω3) = −
√

ω1(x2
1002 + y2

1002) and the coefficients x1002 and y1002 look like

x1002 = −ω1h0111

2ω1
− h1002

2
+

h1200

2ω2
1

, y1002 = −ω1h0012

2
− ω1h0210

2ω2
1

+
h1101

2ω1
,

which, for collinear points, are equal to

x1002 = − h1200

2ω2
1

, y1002 = 0 (22)

hence, the expression

A(ω1, ω3) = −
√

ω1(x2
1002 + y2

1002) = −√
ω1x1002

is not equal to zero anywhere; therefore, according to the Arnold–Moser theorem, at a
third-order resonance from the stability region, in the first approximation, we can say that
the CTLs are unstable. If there is a fourth-order resonance in the system, corresponding to
the value of the parameter a = (63 +

√
53217)/304, using the Birkhoff transformation in
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the original Hamiltonian, we annihilate the terms of the third degree. The Hamiltonian
normalized in this case in polar coordinates will take the following form [13]:

H = 3ω1r1 − ω1r3 + c20r2
1 + c11r1r3 + c02r2

3+

B(ω1, ω3)r3
√

r1r3cos(ϕ1 + 3ϕ3) + O(r1 + r3)
5/2,

(23)

where
B(ω1, ω3) =

1
3

ω3

√
3(x2

1003 + y2
1003)

It is important to notice that in the classical problem for a fixed value μ, the coefficients
B(ω1, ω3), c200, c100 and c020 take constant values (which simplifies the investigation of the
problem). In this problem, the same coefficients do not remain constant and are functions
of arbitrary coefficients of the coefficients Q1 and Q2, which makes the task much more
difficult. These are denoted by the coefficients of the Hamiltonian (23)

N1 = c200 + 3c110 + 9c020, N2 = 3
√

3B(ω1, ω3),

where
B(ω1, ω3) =

1
3

ω3

√
3(x2

1003 + y2
1003)

is defined by expressions

x1003 =
1
2

ω1h0013 +
1

2ω3
3

h1300 − 1
2ω3

h1102 − ω1

2ω2
3

h0211

−9
5
(x0120 ∗ x0012 + y0120 ∗ y0012)− 1

ω3
(x1002y1011 + x1011y1002)

+
4

ω2
3
(x1002x0201 + y1002y0201) +

3
2
(x0003x0111 + y0003y0111),

y1003 = − ω1

2ω3
h0112 +

1
2

h1003 +
1

2ω2
3

h1201 +
ω1

2ω3
3

h0310

−9
5
(x0120 ∗ y0012 + x0012 ∗ y0120)− 1

ω3
(y1011y1002 − x1011x1002)

+
4

ω2
3
(x0201y1002 + x1002y0201) +

3
2
(x0111x0003 + x0003y0111),

where coefficients

h0013, h1300, h1102, h0211, h0112, h1003, h1201, h0310, x0120, y0120,

x1011, y1002, y1011, x0012, y0111, x0201, y0201, x0003, x0003

given for CLP above (16) take values equal to zero, therefore, they are identically equal to
zero x1003 and y1003 . Then, the equality takes place

N2 = 3
√

3B(ω1, ω3) = 0.

Let us now define the value N1 = c200 + 3c110 + 9c020. Here, the coefficients c200, c110c020,
which are invariants of the Hamilton function (11) with respect to canonical transforma-
tions, depend on the coefficients hv1v2l1l2 that are homogeneous polynomials (12) of degree
m(m = 3, 4), which are equal to
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c200 =
3

2ω2
1

h4000 − 27
8

ω2
2y2

0030 −
3
2

x2
1020,

c110 =
1

ω1ω2
h2200 − 2

3
x2

1002 +
3

10
ω2

2y2
0012 + 2x0111x1020,

c020 =
3

2ω2
2

h0400 − 1
6

x2
0111 −

3
40

ω2
2y2

0012,

(24)

where
y0030 = − 1

ω2
1

h3000, x1020 = − 3
2ω2

1
h3000, x1002 =

1
2ω2

2
h1200,

y0012 =
1

ω1ω2
2

h1200, x0111 =
1

ω1ω2
h1200

(25)

Substituting from (16) the values h3000 = 16b, h1200 = −16b in (24), we have

c200 = − 48
ω2

1
c − 864ω2

2
ω2

1
(1 +

1
ω2

1
)2b2 − 96(1 − 3

ω2
1
)2b2,

c110 =
32

ω1ω2
c − 96

ω4
2

b2 +
384

5ω2
1ω2

2
b2 − 256

ω1ω2
(1 − 3

ω2
1
)b2,

c020 = − 18
ω2

2
c − 32

3ω4
2

b2 − 96
5ω2

1ω2
2b2

(26)

where a, b and c are parameters that depend on reduction factors Q1 and Q2 and dimen-
sionless mass parameter μ. As the calculations showed, the modulus of the expression
N1 = c200 + 3c110 + 9c020 is always different from zero. Consequently, the inequality holds
everywhere |N1| > N2 = 0, which, according to [13], guarantees the existence of Lyapunov
stability. In a similar way, it is proved that at a resonance of the third order 2ω2 = ω3, CLPs
are unstable, and at a fourth-order resonance 3ω2 = ω3 they are stable by Lyapunov. Below
are the regions of the stability of the linear system (colored), in which the resonance curves
of the fourth order are indicated 2ω2 = ω3 for two values of the mass parameter μ.

At μ = 0.001, the resonance curve is located closer to the middle of the stability region
(Figure 1a). When the mass μ increases up to 0.01 (Figure 1b), the region becomes slightly
smaller and the resonance curve becomes closer to the boundary of the stability region and
becomes less noticeable than when μ = 0.001. Apparently, this fact confirms the above
conclusion that resonances containing the frequency of spatial oscillations can be realized
only in a limited part (8/9 < a), being the area of necessary conditions for the stability of
CLP.

Figure 1. (a) Resonance curve of the fourth at μ = 0.001; (b) Resonance curve of the fourth at μ = 0.01.

Note that in the classical problem for a fixed value μ, the coefficients c200, c110, c020
are constants (which much simplifies the investigation of the problem). However, in this
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problem, the same coefficients are not constants but functions of the coefficients Q1 and Q2,
which makes the task much more difficult.

If a ωi does not satisfy condition (19), then after applying the Birkhoff transformation,
the Hamiltonian of the perturbed motion in polar coordinates normalized to the fourth
order inclusive has the form

H∗ = K2(r1, r2, r3) + K4(r1, r2, r3) (27)

Here, K4 is defined by the expression

K4 = c200r2
1 + c110r1r3 + c011r2r3 + c002r2

3 (28)

Now, we use Arnold’s results on the stability of Hamiltonian systems for most of the
initial conditions [13]. It is known that the instability found in the plane problem remains
such in the spatial problem.

Assuming that there are no resonances in the system 2ω1 = ω3, ω1 = 2ω2,
ω1 = 3ω2, 3ω1 = ω3, 2ω2 = ω3, 3ω2 = ω3, consider a fourth-order determinant

D4 = det

∣∣∣∣∣∣
∂2K4
∂ri∂rj

∂K2
∂ri

∂K2
∂rj

0

∣∣∣∣∣∣ (29)

Expanding the determinant (29), we have

D4 = ω2
1(c

2
011 − 4c020c002 + ω2

2(c1012 − 4c200c002)+

+ω2
3(c

2
110 − 4c200c020) + 2ω1ω2(c101c011 − 2c002c110)−

−2ω1ω3(c001c110 − 2c020c101) + 2ω2ω3(c110c101 − 2c200c011)

(30)

The balance position qi = pi = 0 is stable for most initial conditions (by the Lebesgue
measure) when the determinant D4 	= 0. After using numerical analysis, we check the
validity of the inequality D4 	= 0. We see that in the spatial photogravitational three-body
problem, the collinear libration points are stable for most initial conditions (by the Lebesgue
measure) for all a (except for the values corresponding to internal resonances of the third
2ω1 = ω3 and 2ω2 = ω3 and fourth ω1 = 3ω2, 21 = 3ω3, 3ω2 = ω3 orders) from the
stability region in the linear approximation.

The presence of stability in the system for most of the initial conditions means, with a
probability close to unity, that the KTLs are stable in the spatial problem.

As shown by numerical calculations, CLPs are formally stable for almost all values of
the parameters from the stability region in the linear approximation. The exceptions are, in
addition to the values of the parameters corresponding to the studied resonance, perhaps
those values μ, Q1, Q2 from the stability region, at which resonances above the fourth order
are realized.

The presence of formal stability means that Lyapunov instability is not detected over a
practically very long time interval. This suggests that the particles will stay near the stable
libration points for quite a long time.
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Abstract: In this paper the problem of atmospheric disturbances during the UAV carrier landing
operation is considered. A UAV dynamics model, and a wind gust and airwake disturbance model
are introduced. A LADRC-based cascade control scheme is developed for fixed-wing UAVs. In
the control scheme, three ADRC controllers are designed for attitude control, and another two
ADRC controllers are designed for course and altitude tracking. Finally, a series of simulations
are implemented in Simulink and the results are presented to demonstrate the performance of the
proposed control scheme.

Keywords: automatic carrier landing; UAV control; ADRC; atmospheric disturbances; carrier airwake

1. Introduction

Automatic carrier landing for UAVs is one of most critical challenging operations; the
marine environment can introduce various disturbances to UAV control when landing on
a carrier. Carrier motion, disturbance due to carrier airwake and atmospheric turbulence
make it very hard to ensure a safe landing operation. A lot of studies have been conducted
on this problem and some control schemes have been proposed accordingly [1–4]. In [5], an
MPC controller was designed for a linearized UAV system to handle the landing task with
carrier heave motion. In [6], an autoregressive model was used to predict the carrier motion
and a preview control scheme was used to reject the disturbances. In [7], an ADRC-based
controller was designed for UAV control but only the pitch dynamics were considered. In
this paper a detailed UAV model and disturbances model are introduced, and a control
scheme with outer loop (navigation control) and inner loop (attitude control) is proposed
based on the LADRC method to reject disturbances during the landing operation.

This paper is organized as follows: A typical fixed-wing UAV model and empirical
models of atmospheric disturbances are introduced in Section 2. In Section 3, an ADRC
double-loop control scheme is proposed and corresponding controllers are designed. Re-
sults of simulation experiments are illustrated in Section 4. And some concluding remarks
are given in Section 5.

2. Mathematical Model

In this section we briefly describe UAV dynamics, then the considered fixed-wing
UAV model is given, followed by a model of atmospheric disturbances.

2.1. Fixed-Wing UAV Model

In the literature, various models are used to describe UAV dynamics, including the
linear uncoupled model and the nonlinear cross-coupled model. This section presents a
nonlinear 6-DOF UAV model with cross-couplings between yaw, roll and pitch motion.

Eng. Proc. 2023, 33, 66. https://doi.org/10.3390/engproc2023033066 https://www.mdpi.com/journal/engproc
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The body diagram of a fixed-wing UAV is shown in Figure 1. The 6-DOF UAV dynamics
can be fully described using 12 states, i.e., X = [p_n, p_e, h, u, v, w, φ, θ, ψ, p, q, r]. In this
paper some states are ignored since guidance law design is beyond the scope of this paper
(a Dubins path is used as a reference trajectory, see Section 3). Furthermore, we assume
that the UAV is not equipped with a rudder and the yaw angle ψ is controlled by the
roll maneuver. The equations for describing the necessary controlled variables are given
by (1)–(8).

ḣ = u sin θ − v sin φ cos θ − w cos φ cos θ; (1)

u̇ = rv − qw − g sin θ +
ρVa

2S
2m

Cu +
ρSpropCprop

2m
[(Kmotorδt)2 − Va

2]; (2)

v̇ = pw − ru + g cos θ sin φ +
ρVa

2S
2m

Cv; (3)

ẇ = qu − pv + g cos θ cos φ +
ρVa

2S
2m

Cw; (4)

φ̇ = p + q sin φ tan θ + r cos φ tan θ; (5)

θ̇ = q cos φ − r sin φ; (6)

ṗ = Γ1 pq − Γ2qr +
1
2

ρVa
2Sb[Cp + Cpδa

δa]; (7)

q̇ = Γ5 pr − Γ6(p2 − r2) +
ρVa

2Sc
2Jy

[Cm + Cmδe
δe], (8)

where u, v, w are roll axis, pitch axis and yaw axis components of airspeed Va in the UAV
body frame, respectively; φ, θ, p, q are roll and pitch angles, and their angular velocities;
δt, δa, δe are control variables of throttle, aileron and elevator, respectively; Cu, Cv, Cw, Cp, Cm
are terms related to UAV aerodynamics; their definitions can be found in [8].

Figure 1. UAV body diagram: (a) vertical view; (b) end view; (c) front view.

Airspeed is calculated using Equations (2)–(4):

Va =
√

u2 + v2 + w2; V̇a =
uu̇ + vv̇ + wẇ

Va
= u̇ cos α + dV1,

where α is the angle of attack and dV1 is a disturbance related to sideslip angle β.
Then, Equations (2)–(4) can be replaced by (9) after some substitutions:

V̇a = −g sin(θ − α)− ρVa
2S

2m
[CD + CDδe

δe] +
ρSpropCprop

2m
[(kδt)

2 − Va
2] + dV2, (9)

where CD, CDδe
are some coefficients and dV2 is a disturbance similar to dV1. Their defini-

tions are given in [8].
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2.2. Disturbance Model

In this paper two primary disturbance sources are considered: atmospheric turbulence
(wind gust) and carrier airwake. Throughout the whole flight, the UAV is under the
influence of wind gust, while disturbance due to airwake only affects the landing process,
i.e., when the UAV is close to the carrier. Experiments show that a reliable wind turbulence
model should include a steady component and a random component (gust), which can be
generated by filtering Gauss white noise with zero mean and unit variance:

Hu(s) = σu

√
2Va

Lu

1
s + Va

Lu

; Hv(s) = σv

√
3Va

Lv

s + Va√
3Lv

(s + Va
Lv
)2

; Hw(s) = σw

√
3Va

Lw

s + Vw√
3Lw

(s + Va
Lw

)2
,

where Hu, Hv, Hw are the transfer functions; σu, σv, σw are the gust intensities on correspond-
ing axes; and Lu, Lv, Lw are the gust wavelengths [8]. Airwake starts to affect the UAV at
about 800 m from the carrier; the resulting disturbance can be divided into four parts: free
air turbulence component, steady component, periodic component and random compo-
nent. The main factor is the steady component, which is usually described by empirical
expressions [6]{

us(t) = 0.0072t5 − 0.1739t4 + 1.5532t3 − 5.9699t2 + 6.7692t + 10.4033
ws(t) = 0.0001t5 − 0.0088t4 + 0.1769t3 − 0.8082t2 − 1.4727t + 7.0433

,

where us denotes the axial airwake disturbance; ws denotes the normal airwake disturbance;
and t denotes time before touchdown.

3. ADRC Control Scheme Design

In this section, a cascade LADRC scheme is designed for UAV control during landing
operation. As shown in Figure 2, in the inner loop three single ADRC controllers are designed
for attitude control and airspeed control. In the outer loop, navigation control is achieved
through two ADRC controllers, which determine the desired attitude. The course, altitude
and airspeed command are generated by path planning and a guidance algorithm; in this
paper a simple guidance strategy and Dubins path are used; details can be found in [8].

Figure 2. Cascade ADRC control scheme for fixed-wing UAV.

Similar to PID, the ADRC technique can be used only in SISO systems. In Figure 3a
the structure of a LADRC controller for roll control is shown. A typical LADRC controller
consists of three parts: linear tracking differentiator (LTD), linear state error feedback
control law (LSEF) and linear extended state observer (LESO). The LTD is used to generate
a smooth transient profile; for simplicity it will not be discussed here; its definition can be
found in [8]. In practice, the LSEF is usually a PD controller; its parameter tuning will be
discussed later in the end of this section. The LESO is the most important part of the ADRC
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controller; it estimates the “total disturbance” based on the input and output of the system.
Consider an example of a second-order SISO system:⎧⎨⎩

ẋ1 = x2
ẋ2 = f (x1, x2, d(t), t) + bu

y = x1

, (10)

where d(t) is an unknown external disturbance and f is the total disturbance. The LESO
for this system can then be constructed as a Luenberger observer. Treating total disturbance
f as an additional state x3 for system (10), the corresponding LESO is then given by⎧⎨⎩

ż1 = z2 + l1(y − ŷ)
ż2 = z3 + bu + l2(y − ŷ)

ż3 = h + l3(y − ŷ)
, (11)

where y is the output measurement, which is state z1; z3 is estimation of the total distur-
bance; h is a derivative of f ; and l1, l2, l3 are the observer gains. In [9], a tuning method for
these coefficients in a second-order system was proposed: l1 = 3ωo; l2 = 3ω2

o ; l3 = ω3
o , ωo

is the LESO bandwidth.

Figure 3. (a) ADRC controller structure; (b) roll angle control diagram.

The ADRC controllers for different state variables have to be designed individually, as
shown in Figure 3a. According to Equations (5)–(9), both of the dynamics of roll and pitch
can be simplified as SISO systems:⎧⎨⎩

φ̇ = p
ṗ = fφ + bφδa

y = φ
;

⎧⎨⎩
θ̇ = q

q̇ = fθ + bθδe
y = θ

,

where fφ, fθ are the total disturbances to be estimated and bφ = 1
2 ρVa

2SbCpδa
, bθ = ρVa

2Sc
2Jy

Cmδe

are control gains.
Since Equation (9) is nonlinear in control input δt, we must first linearize it to design

the LESO for the airspeed dynamics. Let V̄a = Va −V∗
a be the deviation of Va from trim, and

θ̄ and δ̄t be the corresponding deviations. The new airspeed dynamics linearized around
the trim condition are described as

˙̄Va = −g cos(θ∗ − α∗)− ρV∗
a S

m
[C∗

D − ρSpropCprop

m
V∗

a ]V̄a +
ρSpropCprop

m
k2δ∗t δ̄t + dV3,

where dV3 is the disturbance; all the parameter definitions can be found in [8].
Analogously, we can determine a SISO system for airspeed dynamics:{ ˙̄Va = fv + bvδt

y = V̄a
; bv =

ρSpropCprop

m
k2δ∗t .

Then, according to (11) the LESOs for airspeed, pitch and roll systems are designed
as follows:⎧⎨⎩

˙zφ1 = zφ2 + lφ1(φ − zφ1)
˙zφ2 = zφ3 + bφδa + lφ2(φ − zφ1)

˙zφ3 = hφ + lφ3(φ − zφ1)
;

⎧⎨⎩
˙zθ1 = zθ2 + lθ1(θ − zθ1)

˙zθ2 = zθ3 + bθδe + lθ2(θ − zθ1)
˙zθ3 = hθ + lθ3(θ − zθ1)

;
{

˙zv1 = zv2 + bvδt + lv1(V̄a − zv1)
˙zv2 = hv + lv2(V̄a − zv1)
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Altitude dynamics (1) can be simplified as follows and course dynamics in conditions
of coordinated turn with zero wind are described in [8].

ḣ = Vaθ + dh, dh = u sin θ − Vaθ − v sin φ cos θ − w cos φ cos θ; χ̇ =
g

Va
φ + dχ, dχ =

g
Va

(tan φ − φ).

Then, the LESOs for altitude and course dynamics are given by{
˙zh1 = dh + Vaθc + lh1(h − zh1)

˙zh2 = hh + lh2(h − zh1)
;
{

˙zχ1 = dχ + g
Va

φc + lχ1(χ − zχ1)

˙zχ2 = hχ + lχ2(χ − zχ1)
.

To ensure adequate performance of LESOs, their bandwidths ωov , ωoφ , ωoθ
, ωoh , ωoχ

must be chosen properly. A large bandwidth allows fast tracking without overshooting but,
at the same time, high bandwidth could make the system very sensitive to noise. In this
paper, bandwidth choice is made based on the natural frequency of the observer system.

Figure 3b shows a PD control diagram of the roll angle; the natural frequency of this
second-order system can be calculated as follows:

ω2
φ = kpφ aφ2; kpφ =

δmax
a

emax
φ

sign(aφ2); ωφ =

√
|aφ2| δ

max
a

emax
φ

,

where δmax
a is the maximum elevator deflection and emax

φ is the maximum roll angle. All the
coefficients in Figure 3b can be found in [8].

Analogously, natural frequency for pitch, airspeed, altitude and course dynamics
can be determined. Then, LESO bandwidths can be chosen empirically as ωoφ = 2ωφ;

ωoθ
= 2ωθ ; ωov = 2ωv; ωoh =

ωoθ
2 ; ωoχ =

ωoφ

2 . Since the total disturbance is estimated by
LESO, the estimation then can be used to compensate control input to make the control
system robust and adaptive. Thus, the LADRC control law is formed as (u0 − f )/b.
u0 = kp(r − z1) + kd(ṙ − z2) is the control law given by LSEF, r is the reference signal, z1, z2
are the LESO outputs, kp = 2ωc, kd = ω2

c are the LSEF control gains and ωc is the LSEF
controller bandwidth, in practice it is usually chosen between 4 and 20 [9].

4. Simulation Results

The ADRC control scheme proposed in Section 2 is implemented in the Simulink
environment; to verify its advantages over PID controllers in terms of robustness and
insensitivity to disturbances, several experiments are conducted to simulate the UAV
carrier landing operation with ADRC and PID, respectively. The longitudinal and lateral
dynamics of UAVs are usually discussed separately; to validate the effectiveness of the
proposed algorithm on both of the dynamics, two stages of landing are considered: the
orbit following and the final approach. The orbit is a spiral route over the carrier; it allows
the landing officers to prepare the flight deck and ensure a safe landing. In the experiment
the orbit is a Dubins path connected by four waypoints, which are shown in Table 1. The
Dubins path algorithm can be found in [8]. And, for simplicity, a 3.5-degree glide slope is
used as the final approach route.

Table 1. Initial conditions of final approach simulation.

Object North Coordinate (m) East Coordinate (m) Altitude (m) Course Angle (deg) Velocity (m/s)

UAV 0 0 500 0 35
Carrier 1000 0 5 0 0

Figure 4 shows wind gust turbulence and airwake disturbance. To better demonstrate
the disturbance rejection performance of ADRC, in the experiment the gust intensity is
multiplied by 20.
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Figure 4. (a) Gust velocity in UAV body frame; (b) airwake disturbance velocity.

In the experiment a benchmark circle following maneuver that excites all the lateral
states is used to illustrate lateral control performance. As shown in Figure 5, even in the
existence of intense wind gust ADRC can still follow the circle with high accuracy and from
the tracking error result it can be seen that ADRC does suppress high-frequency noise.

Figure 5. (a) Circle following with ADRC; (b) circle following with PID; (c) PID roll tracking error;
(d) ADRC roll tracking error.

Figure 6 shows that in terms of path following performance ADRC is far more effective
and accurate than PID. The east position error of the ADRC algorithm at the end point is
11.5 m, which is almost two times less than the PID error, 19.4 m.

Figure 6. (a) ADRC orbit following result; (b) PID orbit following result.

Figure 7 shows the results of final approach simulations. It can be seen that ADRC
provides a smoother approach route than PID and the ADRC position error at touchdown
point is 2.44 m, which is about half the PID error, 4.95 m. The initial conditions of UAV and
carrier are shown in Table 1.
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Figure 7. (a) Vertical view of final approach results (left: ADRC, right: PID); (b) end view of final
approach results; (c) ADRC pitch tracking result; (d) PID pitch tracking result.

5. Conclusions and Future Work

This paper described our work on the topic of automatic UVA carrier landing. In this
work a cascade ADRC control scheme was proposed for fixed-wing UAVs. The influence
of wind gust and atmospheric disturbance due to carrier airwake was studied. In addition,
a UAV dynamics simulation system was developed in the Simulink environment and the
proposed control scheme was tested by a series of simulations. The results verified the
effectiveness of the ADRC control scheme compared to the PID control:

• The controller design and parameter tuning processes for ADRC are much easier than
for PID;

• The ADRC control system has excellent robustness and accuracy even in the presence
of intense disturbances.

As further work on this project, we will try to exploit the total disturbance information
more comprehensively; an adaptive navigation method based on the LESO will be studied
as an extension of the UAV control system proposed in this paper.
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Abbreviations

The following abbreviations are used in this manuscript:

ADRC Active disturbance rejection control
LADRC Linear active disturbance rejection control
LTD Linear tracking differentiator
LSEF Linear state error feedback control law
LESO Linear extended state observer
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Abstract: The amazing deep neural network (DNN) advances over the past 10 years have made
it possible, if there is enough data and computing power, to achieve solutions to unexpectedly
complex problems. But DNN does not explicitly use decomposition, the main advancement method
in complicated task solving. The automatic complex scenes decomposition can be carried out based
on mapping by a neural network. The problem is the impossibility to map complex objects and
phenomena state spaces. The hierarchical complex scene’s division into simple components can be a
key for solving the problem. The hierarchically organized structure of simple objects and phenomena
maps of different abstraction levels can make it possible to solve problems in a complex environment,
in which all properties cannot directly be revealed by statistical methods. Operation modes of such a
hierarchical structure can be correlated with terms used in philosophy and psychology.

Keywords: artificial general intelligence (AGI); decomposition; AGI agent

1. Introduction

The neural network revolution in machine learning, based on the use of deep neural
networks, has led to tremendous progress in the AI field. Success is usually associated
with parallel computing methods development, collecting big data, the neural network
structures, and the algorithms embedded in them improving.

The central training algorithm for modern neural networks that solve applied problems
is the backpropagation error (BPE) method, which implements the idea of gradient descent.
The first ideas of training multilayer networks were expressed by Rosenblatt [1], improved by
Rumelhart [2], and were formulated close to modern concepts as early as 1986 in [3]. There
were other publications containing similar learning algorithms for neural networks [4].

But it took almost 25 years for BPE methods to demonstrate their effectiveness in
solving practical problems [5]. The BPE use without batch-norm [6], dropout, and a
number of other algorithms that complement BPE does not allow solving complex applied
problems. But even if you use the entire arsenal of modern algorithms and apply it to
a neural network with a random structure, then there will be no result either. This begs
the question:

1.1. Is BPE Optimization the Best Way to Learn?

Gradient descent implemented by BPE is an optimization algorithm. Although BPE is
used to train deep neural networks, the idea of optimizing their parameters by anti-gradient
lies on the surface. Optimization means improvement, but it can be small or significant, fast
or slow, and has a number of parameters that allow us to compare different optimization
methods for solving various problems. Twenty-five years of BPE improvements have made
it possible to use this method for solving application problems, and in the past 10 years
with commercial financial support, progress has become even more noticeable.

Eng. Proc. 2023, 33, 67. https://doi.org/10.3390/engproc2023033067 https://www.mdpi.com/journal/engproc
559



Eng. Proc. 2023, 33, 67

1.2. Are There Other Ideas besides Gradient Descent?

The fact that BPE ideas development has continued for over 35 years shows that
optimization is not limited by gradient descent.

Another thing is that BPE does not guarantee the formation of the optimal transformation,
such as localization, decomposition, linearization, etc., methods.

Neural networks with tens and hundreds of layers work and successfully solve many
applied problems, but require large hardware and computational costs. The article [7]
shows that just by analyzing the efficiency of using individual parameters, you can turn off
98% of parameters without losing the transformation accuracy.

The transition from the random formation of advanced optimization methods to their
purposeful use allows increasing the efficiency of using (reducing the number of required)
parameters of neural networks by thousands of times.

2. Mapping

Neural networks are universal converters that display the input signal vector �X into
the output vector �Y. It is easy to understand that for such a display it is necessary that
different �Y correspond to diverse �A stated of the internal neural network activity. For this,
it is sufficient (but not necessary) that for different �X, diverse �A are formed.

BPE does not address this condition explicitly. In textbooks [8], it is customary to
write that dropout simply improves the performance of BPE. There is reason to believe
that the improvement is due to the fact that if different neural network parameter subsets
are trained on different �X, then diverse �A will be formed for different �X. But still, using
dropout just makes it more likely for this condition to be met.

Mapping [9] is an algorithm that deterministically ensures the fulfillment of the
formation conditions for different �X diverse �A.

2.1. Low-Dimensional Maps

Neural network mapping algorithms go back to the k-means method [10]:

Δ �Mi = η
(
�X − �Mi

)
, η � 1 (1)

where �Mi is i-th element input connection weights vector and �X—input vector.
The i-th element is chosen using the WTA (winner takes all) method, that is, in

k-means, the �Mi connections of the most active elements are changed. Improving the
k-means method in neural network mapping algorithms comes down to ensuring that all
elements of the neural layer participate in the input vectors �X mapping.

Low-dimensional (the diapason of dimensions 2–3) neural network mapping is widely
used for data visualization. But the limited use of neural network maps in solving complex
problems is associated not so much with the difficulty of their visualization, but with the
impossibility of mapping high-dimensional X spaces of the input signal X by a dimension
of 15–20.

Note that the dimension of X spaces is determined not by the number of sensors, but
by the properties of the observed object or phenomenon, because X is a subspace in the
space of theoretically possible sensor activities.

2.2. Uneven Mapping

As a result of training, k-means and neural network maps divide the input signal state
spaces into subdomains, and each is characterized by approximately the same probability
(frequency) of the vector �X hitting it. Such mapping will be called uniform.

But to solve the transformation problems �X � �Y, more accurate mapping (representation
of smaller areas) X is needed not so much where �X appears more often, but where the error
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Δ�Y is greater than the average. This can be ensured by the dependence of the learning rate
on Δ�Y, for example:

Δ �Mi = η
(

Δ�Y
)2(

�X − �Mi

)
, η � 1 (2)

3. Mapping as Transformation

Neuromapping allows us to transform the input vector �X into the mapping layer
activity �A. The standard WTA rule use causes one element in the mapping layer to have
activity equal to 1, and the rest elements activity to zero. If we simply connect each element
of the mapping layer with the output layer and assign the weights of the output connections
�Li, equal to the average �Y value in the area X where Ai = 1, then we obtain a zero-order
transformation approximation of �X � �Y.

If only transformations �X � �Y of dimensions 1 or 2 were considered, everything
is simple. But for X dimensionality like 5, 10, and especially 15, increasing the accuracy
will require exponentially increasing costs. The transition to at least a piecewise linear
approximation will give great savings in the mapping layer elements number.

3.1. Piecewise Linear Transformation

For piecewise linear transformations, it is necessary to go from WTA to kWTA, in
which not one, but k of the most active elements of the mapping layer is selected. This is
not difficult if you can determine the value of k, the dimensionality of Xi.

In addition, the activities Ai for the (multidimensional) piecewise linear approximation
implementation of the transformation �X � �Y must differ from 1 and depend on the �Mi
and �X ratio. Moreover, it will be necessary to estimate Gi = max(Ai) over all �X. Then both
k and all Ai can be found from the equality:

Sk =
k

∑
j=1

Ai
Gi

= 1 (3)

in which Ai = �Mi�X + Bi − T, where Bi and �Mi are the parameter learning result of the
layer elements by the threshold mapping algorithm, and k and T are chosen as follows:
T = �Mk�X + Bk is preliminarily taken so that Sk ≥ 1 and Sk−1 < 1. This determines the k
value, and the exact value of T, which provides equality (3), is obtained from the linear
equation solution.

3.2. Nonlinear Transformations

The piecewise linear transformations disadvantage is kinks, which significantly reduces
the smooth transformations approximation accuracy. This shortcoming can be overcome
by non-linear obtained from k neuromaps approximations averaging, moreover, each
neuromap can have more than k times fewer elements.

3.3. Mapping Limitations

The transition from the zero-order approximation to the piecewise-linear approximation
allows one to move from mapping input signal spaces states X with the diapason of
dimensions 2–3 to diapason 5–10, and nonlinear approximation to 12–15. Perhaps more
subtle approximation methods will allow to move a little further into the region of high
dimensions. Anyway, increasing the X dimension, leads to an exponential rise in costs. Just
that advanced methods allow reducing the base and coefficient of the exponential function.

If there is a decomposition possibility and there are no significant time restrictions on
using several maps (it is longer than the approximation based on one map), then it is always
more efficient to create several low-dimensional maps instead of one high-dimensional.
This will require significantly fewer hardware costs and training time.
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Conclusion: the main way to use neuromapping is to decompose complex scenes and
tasks into simpler (low-dimensional) components, as well as these components’ localization
and linearization.

4. Localization, Decomposition, Linearization

Decomposition is the most important condition for using neural mapping in applied
problems. Localization speeds up the learning process and reduces computational costs.
Transformations linearization allows moving further into high dimensions.

4.1. Localization

Modern neural networks operate on a “distributed” memory model. BPE does not
provide a special algorithm for the changes localizing. But all changes occur locally on the
weights of connections. For efficient operation, a “sparse” representation is needed so that
the changes made for different input signals do not spoil each other.

Mapping provides competitive WTA or kWTA activation and input signals recording
in the connections weights of various hidden layer elements. Decomposition ensures the
complex scenes’ various component properties are distributed through different neural
network maps, enhancing the data localization.

4.2. Decomposition

The impossibility of complex scenes mapping leads to their decomposition into simple
components for which mapping is possible. But for the complex signals perception, it is
necessary to compare them with the sum of the simple components memorized earlier.
That is, the maps remember not only the transformation �Xi → �Yi, but also �Xi → �̃Xi, where
�Yi and �̃Xi are the output and input vectors stored on the i-th map, corresponding to the i-th
component of the input signal �X. Then, we can extract �Xi from the complex signal �X:

�Xi(t) = �X(t)−
N

∑
j 	=i

�̃Xj(t) (4)

Similar splitting input signal ideas were expressed in other works [11,12], but, without
the use of mapping, they were not developed. The successful decomposition of complex
signals is possible when there are maps of complex signal components. Otherwise, a
complex situation cannot be represented as a simple components sum.

4.3. Linearization

Our world in general is described by nonlinear laws. But, for example, most of the
laws of physics are reduced to a linear form by taking a logarithm. Similarly, the significant
transformations part carried out by neural networks can also be linearized.

The linearization makes it possible to perform transformations of a higher dimension,
not only to describe them more compactly. But the linearized transformations’ main
property is the component’s contribution to the independence of the �Xi to the change �Yi.
This allows selecting the essential variables in �Xi.

5. Hierarchical Structure

The complex signals division into simple components involves the reverse process—the
restoration from the components. Partially, such restoration is used at each level when
calculating (4), but in a more complete way, it can be implemented in a hierarchical structure.
It is even more important that new variables can be distinguished in the maps of the lower
levels—the map coordinates, abstractly representing the properties of the lower level
signals. And for the upper levels compose complex signals from these more abstract
descriptions and also reveal dependencies in them by decomposition and mapping means.
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5.1. High-Level Abstraction

Multiple mapping procedure repetitions and signal component map coordinates
emerge over the hierarchy levels, opening the way to the high-level abstractions formation
directly based on the sensors activity without any human participation.

For the maps’ hierarchy successful formation, effectors are also needed to influence
the outside world and a block for the action results evaluation, but effectors and evaluation
description is beyond the short article scope.

But the central idea for describing the local part of a complex world remains its
decomposition into components, indirectly describing by maps, the sensors’ activity and
more abstract variables changes—the coordinates of maps of different levels.

5.2. Abstract Processes Modeling

Mapping allows identifying relatively simple dependencies between the different
hierarchy level signals and building complex signal component models, regardless of the
abstraction level.

Maps can describe not only static but also dynamic objects properties. This makes it
possible not only to observe the scene’s current state, but also to predict the development
of this or another scene, not necessarily related to the current observation.

The need to model various (depending on the selected actions) options for the complex
scene components development is associated with the inability to collect complex scene
statistics and model them directly, without decomposition. But it is not necessary to model
complex scenes in all details—first it is enough to use high-level variables for comparing
different options and only after choosing the best ones to consider chosen variants in detail,
closer to the real-world variables.

6. Screens

Simple components of possible vector states representing complex signals can be
stored in the map’s structure (this is why simple components differ from complex ones).
The complex signals are almost never repeated, and it makes no sense to memorize them.
But precisely complex signals are needed to be analyzed and transformed, but mapping
cannot cope with them. To work with complex signals inaccessible for mapping, it is
necessary to use special structures for displaying complex signals—screens. Screens are
not intended for visualizing complex signals (which is impossible for high hierarchy
level abstract representations), but for processing complex signals, their formation, and
transmission between levels of the map’s hierarchical structure.

6.1. What the Seen for the First Time Scenes Could Be Compared to?

The never-repeating complex signal vectors �X can be compared with the sum of �̃Xi,
stored in simple objects and phenomena maps. The comparison, according to (4), is aimed
at identifying individual simple components in the complex signal structure.

At higher levels of the hierarchy, complex signals are formed from the coordinates of
the lower levels maps. These coordinates are abstract descriptions of the essential objects’
properties. Complex high-level signals are not only constructed from directly observed
objects and phenomena. Objects whose state is estimated on the basis of modeling using
dynamic properties reflected in their maps can be used too.

The screen also selects which maps to use to form a complex signal. That is similar to
the attention not only to observable but also to unobservable objects, affecting the actions’
choice. An equally important screen function is to track the set for the lower level goals’
achieving process. If the process is going successfully, the upper levels can be switched to
modeling actions not related to the lower scene’s current state. Otherwise, it is necessary to
try to change the current goal.
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6.2. How Can Abstract Goals Be Turned into Real Actions?

The AGI agent effectors and muscle actions formation are reduced to control signal
creation. Effectors must also have internal sensors and, from the control point of view,
represent a part of the world. Simple objects state maps can be formed on the data from
both an external and internal sensor basis. For the lowest hierarchy levels associated with
effectors, the transformation �Xi → �Yi consists in generating a direct control signal �Yi based
on the current state of effectors �Xi. But this is not the only way to determine actions. We
need an action goal �̃Xi, which determines the desirable changes in the effectors’ state. This
goal comes from higher levels.

If the goal �̃Xi achievement from a similar state �Xi was carried out repeatedly, then
(after learning) you can set a goal that is very different from the current state, and the map
will cope with achieving such a goal. If the target is being set for the first time, then upper
levels should plan small changes to the current effectors’ state so that the target can be
reached based on the map’s available properties.

As we move to higher hierarchy levels, goals become more abstract. First, instead
of controlling effectors, changes in the objects in the external world are planned, then the
processes organization, and so on. The different goals formations are carried out on the
varying abstractness degrees modeling basis, depending on how close the chosen goal is to
achieving it and how specific actions are necessary for this.

7. Intuition and Thinking

Considering an objective neural network model (neuromaps multi-level hierarchical
structure) from a third-person perspective allows obtaining a new look (not subjectively) at
a number of philosophical and psychological concepts. This gives hope for removing the
gap between neuronal activity and higher-level concepts such as consciousness, thinking,
intuition, etc. The easiest to explain are intuition and thinking.

7.1. Intuition

Intuition corresponds to actions and decisions taken without thinking on the basis
of transformations �Xi → �Yi available in the maps. But this is not just pulling the hand
away from the hot (what can be attributed to reflexes), but taking into account the current
situation complexity. If there is no time for thinking, then the maps’ hierarchical component
structure can be based on transformations �Xi → �Yi that use all levels for changing goals
and perform actions to achieve them—an analogue of intuition.

7.2. Thinking

Complex scenes do not repeat themselves, their development prediction (without
simulation) is extremely inaccurate. Still, you can act on the basis of previous experience
and not think about it. If the situation has not been encountered before, then it is better to
simulate the options for its development when performing various actions (based on the
available component maps). This will allow us to choose much better action options based
on the modeling of consequences—an analogue of thinking.

8. Consciousness, Understanding and Emotions

More difficult to explain are concepts that are not directly aimed at choosing actions.
It is not clear why consciousness, understanding, and emotions are needed at all, because
there is BPE, RL (reinforcement learning) and it seems that this is enough to solve any
problems [13]. For simple tasks—yes, it is fairly.

For complex problems that cannot be solved directly using statistical methods, it is
extremely useful to use preliminary action results modeling before they are performed. This
requires solving and controlling the neural networks modes operation problem, not directly
related to the formation of actions but has analogies with consciousness, understanding,
and emotions.
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8.1. Consciousness

In a hierarchical component model, all levels (except the bottom one) can be used in
two modes: action or simulation (which corresponds to intuition and thinking) [14].

If the lower levels of the hierarchy successfully cope with the achievement of the
set goal, then it is known what situation will arise. And there is time for modeling
several options and comparing them. This corresponds to proactive behavior when we
purposefully achieve goals and prepare new goals and actions in advance for the situation
we are striving to reach.

If the set goal is not achieved, then we are forced to return to reactive behavior, which
is usually less rational than proactive. Then the upper levels must be used in an intuitive
way to set new goals. Within the hierarchical component model framework, as an analog of
consciousness, one can consider the mechanism for coordinating and distributing resources
between the execution of thinking and intuitive activity. This function can be attributed to
screens or to a special part of the system.

8.2. Understanding

Successful actions construction (both on the basis of intuition and thinking) is associated
with the correspondence degree of models (maps) to the actually observed situation. And
there is an alternative: to use the existing models immediately or try to improve them
first in various ways. To solve the mode selection problem, it is necessary to compare the
complex input signal (which never repeats) with its available components models. And the
considered hierarchical model allows us to carry it out.

Improvement of component models at lower levels is carried out by observing real
objects. And at the upper levels—by implementing the simulation of different options
based on the existing lower-level models. Separation by the level functions is carried out
by consciousness, which also uses the degree of mismatch (understanding) assessment
between the observed situation and its component model.

An understanding analog is the ability to assess the correspondence degree of a
component’s model to the observed state of real objects and phenomena. The assessment
of the correspondence (understanding) degree is used by the function of consciousness to
select the system operating modes.

8.3. Emotions

In the process of modeling, it is necessary to reduce all estimates to a single indicator
and choose the best (forecast) option. But the choice is not only between action options but
also between modes of operation, of which there are quite a lot (intuitive and meaningful
behavior, achieving goals, avoiding danger, search behavior, and others).

In the hierarchical component model, consciousness controls only the switching
between intuition and thinking. Activation degree regulation of other modes can be
correlated with emotions. In animals, similar control is carried out due to the hormonal
background, which also allows switching the neural system modes.

9. Conclusions

The proposed ways of creating a hierarchical component system are aimed at the
model’s automatic creation of the world, sufficient for the formation of AGI-level actions.
The main idea is to record the surrounding world’s simple properties through neural
network mapping. The hierarchical component system is essentially aimed at representing
complex signals in a form that allows mapping (in the form of low-dimensional components).

The hierarchical structure of maps and screens make it possible to implement the
localization, decomposition, and linearization ideas of the performed transformations.
Maps work with components of complex signals. Information about the components can
be accumulated by statistical methods. Screens process and form complex, non-repetitive
signals, which are compared with the components obtained from the created maps.
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The complex structure and several operation modes of a hierarchical component
system allow correlating some of the properties with philosophical and psychological ideas
about intuition, consciousness, etc., by objectively analyzing the properties available for
a scientific research formalized structure. The proposed hierarchical component system
was created not to argue with philosophers, but to achieve progress in the creation of AGI
agents. The development of a hierarchical component system began several decades before
the call of the “godfathers” of deep learning [15] to search for new ideas and approaches,
but it can serve as a response to this call.

The main ideas and some algorithms of the hierarchical component system are still
under development. to create AGI agents based on it, a large additional amount of research
is needed. But BPE’s path to commercial success was not easy either: about 25 years
passed from development to the start of solving practical problems. The modern industry
of AI and neural networks allows going this way for a hierarchical component system
much faster. The prize for the proposed approaches development can be an increase in the
efficiency of using (reducing the number of required) parameters of neural networks by
thousands times.
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