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Abstract: Large-scale atmospheric pollutant spreading via volcano eruptions and industrial accidents
may have serious effects on our life. However, many students and non-experts are generally not
aware of the fact that pollutant clouds do not disperse in the atmosphere like dye blobs on clothes.
Rather, an initially compact pollutant cloud soon becomes strongly stretched with filamentary and
folded structure. This is the result of the chaotic behaviour of advection of pollutants in 3-D flows,
i.e., the advection dynamics of pollutants shows the typical characteristics such as sensitivity to
the initial conditions, irregular motion, and complicated but well-organized (fractal) structures.
This study presents possible applications of a software called RePLaT-Chaos by means of which the
characteristics of the long-range atmospheric spreading of volcanic ash clouds and other pollutants
can be investigated in an easy and interactive way. This application is also a suitable tool for studying
the chaotic features of the advection and determines two quantities which describe the chaoticity
of the advection processes: the stretching rate quantifies the strength of the exponential stretching
of pollutant clouds; and the escape rate characterizes the rate of the rapidity by which the settling
particles of a pollutant cloud leave the atmosphere.

Keywords: RePLaT-Chaos; large-scale atmospheric advection; chaotic advection; stretching rate;
escape rate; education

1. Introduction

Air pollution is an important environmental issue, especially, in cases when pollutants travel
thousands of kilometers, affecting air quality far away from their initial source. In the last decade
several events drew even non-specialists’ attention to the potential continental and global impacts
of pollutant emissions from natural sources or anthropogenic industrial accidents. For example,
in April and May 2010 the eruptions of the Icelandic Eyjafjallajökull volcano resulted in airspace
closures across Europe. As a consequence, e.g., between 15–21 April 15 to 90% of the flight routes
were cancelled implying also significant economic impacts (see, e.g., [1,2]). According to radar and
satellite measurements the plumes from Eyjafjallajökull often reached the height of 5–10 km between
14–18 April and 3–20 May [3,4]. The ash particles and gases injected high into the atmosphere were
transported mostly by westerly and northwesterly winds towards Europe, and small particles often
travelled thousands of kilometers before being removed from the atmosphere. Ash plumes could be
detected from several parts of Europe, including Great Britain, Germany, Poland, the Netherlands and
Norway, at 1 to 7 km altitude in plumes of 100 m to 3 km depth and 100 to 300 km width [5]. At the
beginning of May, due to the northerly flows in the Atlantic region, the ash plumes reached even the
Iberian Peninsula within three to five days at an altitude as high as 11–12 km [6,7], and volcanic plumes
from the Eyjafjallajökull eruptions were detected as far as Western Siberia, Russia, about 5000 km away
from Iceland, on 20–26 April [8,9]. One year later, in May 2011, the volcanic ash clouds of the Grímsvötn
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volcano (Iceland) quickly rose to 20–25 km in altitude [10] and reached some part of Greenland and
Scandinavia within a few days [11,12], impacting the air traffic in Northern Europe. Furthermore,
traces of the volcanic clouds could also be detected in the stratosphere over Western Siberia [9].
In March–April 2011, due to the Fukushima Daiichi nuclear disaster (Japan), radioactive materials
were transported in the atmosphere over the Pacific Ocean [13–15] causing measurable concentration
even in Europe [16–18] within a few weeks in several countries like Greece [19], Germany [20], and
Serbia [21]. In April 2015 the plumes from the Calbuco volcano in Chile rising to 15–23 km height [22,23]
reached Argentina and Uruguay [24] and influenced even the development of the Antarctic ozone hole
in 2015 [25]. In the same year, in Europe, the intense eruption of Mount Etna [26,27] attracted people’s
attention in December, and its SO2 plumes circumnavigated the whole Northern Hemisphere in an
increasingly stretched filament shape [28].

Massive eruptions with plumes injected into the stratosphere can even have an impact on the
global climate. It is the consequence of the ability of small aerosol particles or gases to travel in
the atmosphere for a long time—even months or years—before they are removed (see, e.g., [29,30]).
Additionally, within this time-frame they become substantially mixed over the hemispheres [31].
For example, the global surface temperature dropped by 0.5–0.7 ◦C for about two years due to a
significant reduction of irradiation as a result of the Mount Pinatubo volcano’s eruption in 1991 [32–34].

The rapid spread of pollutants in the atmosphere is due to the fact that in 3-D flows, as is the
case for the atmosphere, individual particles carry out a so-called chaotic motion [35,36]. Its typical
characteristics are (i) the sensitivity to the initial conditions, which implies that initially nearby particle
trajectories diverge rapidly, namely, exponentially within a short time, (ii) the particle’s motion is
irregular, and (iii) the development of complicated but well-organized fractal structures. The chaotic
nature implies that initially small and compact pollutant clouds stretch rapidly in time and evolve
into a more and more complicated filamentary and tortuous structure (as can also be seen, e.g., on
satellite observations and in model simulations in [12,28]). The intensity of the chaoticity of the
pollutant spreading can be studied by means of different quantities. One of them is topological
entropy [35,37,38], which, in the atmospheric context, characterizes the rate of the stretching of the
length of pollutant clouds distorted into filament-like shapes. Topological entropy is also closely
related to the unpredictability of the spreading and the complexity of the structure of a pollutant
cloud [30,31,39].

Due to the impact of gravity, aerosol particles move downwards on average, hence they can travel
in the atmosphere exhibiting the above-mentioned chaotic behavior only for a finite time interval before
they are deposited on the ground. This kind of chaos is called transient chaos [37,38]. It can be shown
that the time dependence of the number of non-deposited particles starts to decay approximately
exponentially after a while. The rate of this exponential decrease is called the escape rate [29,37,38].

Even though, as the above examples demonstrate, volcano eruptions and industrial accidents
may have an impact on a continental and global scale far away from their initial location, many of the
students and non-experts are not familiar with the above-mentioned main properties of large-scale
atmospheric pollutant spreading and deposition. For example, a common misconception is that
pollutant clouds disperse in the atmosphere like dye blobs on clothes. There are some freely available
atmospheric dispersion models with which simulations can be carried out, such as the Hybrid
Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model [40,41] which has also a web based
user interface, or the Lagrangian analysis tool LAGRANTO [42,43]. Nevertheless, the available models
are principally designed for researchers, providing several options for dispersion calculations, and they
often do not have user-friendly graphical user interface, as it is the case, e.g., for the FLEXible PARTicle
(FLEXPART) dispersion model [44] and for the FALL3D [45–47]. To our knowledge, none of these
models are designed to investigate the chaotic features of atmospheric spreading. Therefore, in this
study we introduce a Lagrangian model called the Real Particle Lagrangian Trajectory model– Chaos
version (RePLaT-Chaos), which specifically aims to demonstrate the chaotic behavior of pollutants.
It is freely downloadable from [48]. Due to its easy-to-understand graphical user interface, it is also
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a suitable tool for students and for other non-experts who are interested in atmospheric spreading
phenomena and would like to study this in an interactive way by monitoring the spreading process on
maps. Similar educational tools on environmental topics which affect our everyday life have become
popular nowadays. For desktop applications which allows students to explore the subject of climate
change, see, e.g., Educational Global Climate Model (EdGCM) [49] or Planet Simulator (PlaSim) [50]).

The paper is organized as follows. In Section 2 the two chaotic quantities, the topological
entropy and the escape rate, which can be determined by means of the RePLaT-Chaos application,
are introduced. Section 3 presents the equations of motions for trajectory calculations, the computation
of the topological entropy and escape rate, and a brief overview of the RePLaT-Chaos application.
Section 4 demonstrates the applicability and possibilities of RePLaT-Chaos on different examples.
It includes a simulation of the spreading of a volcanic ash cloud emanated from the Eyjafjalljökull
volcano’s eruption. Furthermore, case studies regarding the topological entropy and escape rate are
also presented in order to get an impression about their meaning and their magnitudes in different
cases. Section 5 summarizes the chaotic characteristics of atmospheric pollutant spreading observable
using RePLaT-Chaos and the main features of the application. Appendix A provides a detailed manual
for the RePLaT-Chaos application, an overview of the user interface, including the description of
its pages, and presents the options for starting new or loading saved simulations. It also contains
instructions on how to obtain the topological entropy and the escape rate by means of RePLaT-Chaos.

2. Chaotic Quantities

2.1. Topological Entropy

In dynamical systems theory, topological entropy is a measure of the complexity of the
motion [35,36]. Besides its abstract interpretations, its property which is the easiest to capture in
measurements is that it also represents the growth rate of the length of line segments. The existence of
the topological entropy is a basic property of chaos. A possible definition of chaos is that “a system is
chaotic if its topological entropy is positive” [35,36].

As is mentioned in the Introduction, due to the chaotic nature of spreading, pollutant clouds
stretch rapidly in time. The growth of the length L of a pollutant cloud in time t is approximately
exponential after some days, i.e.,

L(t) ∼ exp(ht). (1)

Here h is called the topological entropy [35,36,51–53], or the stretching rate in the atmospheric
context [30,39]. Topological entropy is the rate of the exponential increase of the filament length. It is a
measure of chaoticity, i.e., it quantifies the complexity and irregularity of the advection of a pollutant
cloud: the larger the topological entropy, the more quickly the pollutant cloud stretches, the more
complicated the shape in which it develops, the more foldings and meanders it contains, and the larger
the geographical area the pollutant cloud covers.

2.2. Escape Rate

Transient chaos means that chaotic behavior takes place only for a finite duration. This is the
case for the spreading of aerosol particles in the atmosphere [35,37,38]. In this kind of systems, there
exists a time-dependent set, the so-called chaotic saddle, which is responsible for the chaotic motion.
The trajectories initialized on this saddle would never leave the saddle and carry out chaotic motion
for an infinite amount of time. The chaotic saddle is a zero-measure set with fractal structure. As a
consequence, in computational simulations using random initial conditions the probability for an
initial condition to be located exactly on the chaotic saddle is zero and the trajectories sooner or later
leave (i.e., “escape”) any arbitrary pre-selected region of the saddle. In the context of the atmospheric
pollutant spreading problem, this region can be chosen as the entire atmosphere, therefore, escaping
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means the deposition of particles. After a sufficiently long time t0, the decay in the ratio n(t)/n(0) of
survivor particles is approximately exponential in transiently chaotic systems:

n(t)/n(0) ∼ exp(−κt) for t > t0. (2)

The coefficient κ is called the escape rate [35,37,38] and in the case of pollutant spreading it
characterizes the speed of the deposition. Larger escape rate implies faster deposition process, i.e., more
particles leaving the atmosphere up to a given time instant. In general, the average lifetime of the
particles after t0 can be estimated by κ−1.

3. Methods

RePLaT-Chaos is a simpler version of the previously developed Real Particle Lagrangian Trajectory
(RePLaT) model [29,54,55]. It computes the trajectories of individual spherical particles of realistic
size and density, taking into account advection and the role of gravity through the terminal velocity
of individual particles. In this sense, RePLaT-Chaos (and RePLaT) differ from the dispersion models
which track so-called computational particles, like FLEXPART [44] and HYSPLIT [40,41], i.e., when
each particle carries a certain amount of mass assigned to them upon the release, and this mass can
be changed, e.g., due to deposition processes. In contrast to this, in RePLaT-Chaos, each particle
has its own radius and density (and thus, its own realistic mass), and the effect of gravitational
settling is calculated individually for each particle based on its own properties. Consequently, if a
particle deposits on the surface, the entire particle remains there, not only a certain ratio of its mass.
This individual particle approach is essential in order for the chaotic features of spreading to be studied
appropriately. A pollutant cloud in the simulations consists of such kind of particles.

The computational background and the validity of RePLaT-Chaos, the RePLaT model, was tested
in a number of cases. By simulating the spreading of volcanic ash injected in the atmosphere during
the eruption of the Eyjafjallajökull and Mount Merapi [29,56] a reasonable agreement was found
between the distribution of volcanic ash in the simulations and in the satellite observations at different
time instances over days. Furthermore, the simulation of the spreading and deposition of radioactive
materials continuously released during the Fukushima Daiichi nuclear power plant disaster showed
that the arrival times of the pollution at different remote locations (e.g., Chapel Hill, Richland (USA),
Stockhom (Sweden)) coincided with the measurements, and the RePLaT simulations were able to
reproduce even the measured concentrations with acceptable accuracy [57].

3.1. Calculation of Particle Trajectories

For small and heavy aerosol particles it can be shown that a particle is advected by the wind
components in the horizontal direction and their vertical motion is influenced by its terminal velocity
and the vertical velocity component of air (see, e.g., [29]). RePLaT-Chaos utilizes meteorological data
given on a regular longitudinal–latitudinal grid horizontally and at different pressure levels vertically.
Therefore, the equations of motion of the particles are written in spherical coordinates in the horizontal
direction and in pressure coordinates in the vertical direction in agreement with the structure of the
meteorological data:

dλp

dt
=

u(λp(t), ϕp(t), pp(t), t)
RE cos ϕp

= urad(λp(t), ϕp(t), pp(t), t), (3)

dϕp

dt
=

v(λp(t), ϕp(t), pp(t), t)
RE

= vrad(λp(t), ϕp(t), pp(t), t), (4)

dpp

dt
= ω(λp(t), ϕp(t), pp(t), t) + ωterm(λp(t), ϕp(t), pp(t)) (5)

where λp and ϕp are the longitude and latitude coordinates, pp(t) ≡ p(λp(t), ϕp(t), pp(t), t) is the
pressure coordinate of a particle, RE = 6370 km is the Earth’s radius, u and v are the zonal and
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meridional velocity component of the air in the units of m s−1, urad and vrad are the same but in units of
s−1 fitted to the longitude–latitude coordinates, ω is the vertical air velocity component in the pressure
system, and ωterm is the corresponding terminal velocity of the particle in motionless air of the form of

ωterm =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2
9

r2 ρp

ν
g2, if Re � 1√

8
3

ρpρr
CD

g3, if Re � 1.
(6)

Here r and ρp are the radius and the density of the particle, respectively, ν and ρ = p/Rd/T are
the kinematic viscosity and density of air, respectively, Rd = 287 J kg−1 K−1 is the specific gas constant
of dry air, g denotes the gravitational acceleration, CD is the drag coefficient (for particles assumed to
be spheres CD = 0.4), and Re = 2rV/ν is the Reynolds number (where V is the instantaneous particle
velocity). The limit of r = 0 μm can be considered as gas “particles”, the terminal velocity of which is
ωterm = 0.

The dependence of kinematic viscosity ν on temperature T and pressure p is calculated according
to Sutherland’s law [58]

ν = β0
T3/2

T + TS

RdT
p

. (7)

Here β0 = 1.458 × 10−6 kg m−1 s−1 K−1/2 is Sutherland’s constant and TS = 110.4 K is a
reference temperature.

RePLaT-Chaos solves the differential Equations (3)–(5) by an explicit second-order Runge–Kutta
method, i.e., by the second-order Petterssen scheme (applied often also in other Lagrangian dispersion
models [40,41,44]). Hence the position r(t + Δt) = [λ(t + Δt), ϕ(t + Δt), p(t + Δt)] of a particle at
time instant t + Δt, using the velocity v(r(t), t) = [urad(r(t), t), vrad(r(t), t), ω(r(t), t) + ωterm(r(t), t)]
at time t, reads as:

r0(t + Δt) = r(t) + v(r(t), t)Δt, (8)

r(t + Δt) = r(t) +
1
2
(v(r(t), t) + v( r0(t + Δt), t + Δt))Δt. (9)

The utilized meteorological data should be available on a regular latitude–longitude grid on
different pressure levels with a given (e.g., 3 or 6 h) time resolution. Therefore, in order to solve
the equations of motion of the particles and to calculate the particle trajectories, the quantities u, v,
ω, T are interpolated to the location of the particles in each time step. RePLaT-Chaos applies linear
interpolation in each of the three directions and in time.

Users have the option to choose between variable time step and constant time step for the
trajectory calculation. In the former option, the maximum time step ΔtC for each particle is determined
based on the grid size and the current atmospheric velocity components as

ΔtC = C min
{

Δλg

|urad(r(t), t)| ;
Δϕg

|vrad(r(t), t)| ;
Δpg

|ω(r(t), t) + ωterm(r(t), t)|
}

(10)

with C = 0.2 where Δλg [rad], Δϕg [rad] and Δpg [Pa] denote the grid size in longitudinal, meridional
and vertical direction, respectively. By means of such a choice the smallest features resolved by the
meteorological fields are taken into account as pointed out in [59]. The minimal time step Δtmin is
determined by the user, therefore, Δt = max{ΔtC; Δtmin}. If the obtained time step Δt would be larger
than the time interval (tnext − t) up to the next writing of particle data to file or up to the next reading
of new meteorological fields, then the time step is modified as

Δt = min{tnext − t, max(ΔtC; Δtmin)}. (11)
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3.2. Calculation of the Topological Entropy

Topological entropy is calculated by RePLaT-Chaos as in [30,39]. In order for the length of a
pollutant cloud to be appropriately determined, the user should initiate 1-D “pollutant clouds”, i.e.,
line segments or filaments. The length of a filament is the sum of the distances of its neighboring
particle pairs:

L(t) =
n(t)−1

∑
i=1

|ri(t)− ri+1(t)| , (12)

where ri is the position of the ith particle and n(t) is the number of particles. The distance
|ri(t)− ri+1(t)| in units of km are calculated along great circles neglecting the vertical stretching
which proved to be 10−2 to 10−3 times smaller than the horizontal one [31]:

|ri(t)− ri+1(t)| = arccos [sin ϕi sin ϕi+1 + cos ϕi cos ϕi+1 cos(λi − λi+1)]× 180
π

× 111.1, (13)

where λi and ϕi are the zonal and meridional coordinate of the ith particle, respectively. The factor
180
π × 111.1 converts the unit from radian to kilometer using the fact that the spherical distance of 1◦

along a great circle corresponds to a length of 111.1 km along the surface. Note that a filament remains
a single filament forever, and cannot split up into two or more branches, because it would require a
wind vector that points in more than one direction at some location. Hence the determination of the
full (folded) length is unambiguous.

Since subsequent particles may travel far away from each other in time, the length of a pollutant
cloud that consists of a finite number of particles may be underestimated compared to a pollutant cloud
with the same initial condition consisting of an infinite number of particles (i.e., “continuous” pollutant
cloud). This implies that after a certain amount of time, when there are several “cut-off” segments
among the particles, the computed length differs from the expected approximately exponential function
as its values are lower than the expected ones. Therefore, in order to reduce the underestimation of
the length, there is an option for users that if the distance of two neighboring particles becomes larger
than a threshold distance defined by the user, a sufficient number of new particles is inserted between
them uniformly.

Based on Equation (1) the topological entropy is determined as the slope h of a linear least squares
fit applied to the natural logarithm of the length L(t) of the filament for the time interval chosen by
the user.

3.3. Calculation of the Escape Rate

In order to determine the escape rate it is worth tracking the trajectories of a large number of
particles until they leave the atmosphere one by one. At each time instant t RePLaT-Chaos determines
the number n(t) of the particles still moving in the atmosphere, i.e., the number of the non-escaped
particles. Based on Equation (2) the value of the escape rate κ is calculated as (−1)× the slope of a linear
least squares fit applied to the natural logarithm of the ratio n(t)/n(0) of non-escaped particles [29,55]
for the time interval chosen by the user. It is worth noting that the time t0 in Equation (2), after which
the exponential decay starts, depends on the initial conditions, the initialization time instant and the
properties of the particles as well.

3.4. RePLaT-Chaos in a Nutshell

RePLaT-Chaos is a desktop application with user-friendly graphical user interface and simulates
the atmospheric spreading of pollutant clouds in the time interval and with simulation setups given
by the user. Pollutant clouds consist of individual particles, the number of which is determined by the
user. The initial position, size, and other properties of the pollutant cloud (and its particles) can be
set up on the user interface, and pre-generated pollutant clouds can also be read for the simulations.
For the spreading calculations, meteorological files containing the appropriate meteorological data
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that overlap the defined time interval are required. RePLaT-Chaos determines the new position of each
particle of the pollutant cloud from Equations (3)–(5) in each time step based on the meteorological
data and writes the particle data to file. Furthermore, there are options for computing the length of
the pollutant cloud or the ratio of the particles not deposited from the atmosphere. These data are
needed for the calculation of the two quantities characterizing the chaoticity of the spreading: the
topological entropy and the escape rate. RePLaT-Chaos provides an opportunity to replay simulations
saved in files and to determine the above-mentioned two chaotic measures. The detailed manual for
the application can be found in Appendix A. In the next section, the applicability of RePLaT-Chaos
are presented, drawing attention to the main features of the large-scale atmospheric spreading of
pollutants and its chaotic characteristics.

4. Results from RePLaT-Chaos Simulations

4.1. Spreading of a Volcanic Ash Cloud Emitted during the Eyjafjalljökull Volcano’s Eruption

The Eyjafjalljökull volcano in Iceland showed an increased seismic activity in the spring of 2010.
After the first eruption on 20 March, one of the most intense eruptions happened on 14 April 2010 [60].
For about four days, the vertical extent of the emitted ash columns often exceeded the height of 4 to
5 km, with the top of the column occasionally reaching even the altitude of 10 km according to weather
radar, LIDAR, and satellite measurements (see, e.g., [3,4]). The mean size and density of the particles
which travelled across Europe were found to be between r ≈ 0.1 to 10 μm and 
p ≈ 2000 kg m−3,
respectively (see, e.g., [5,61–63]).

Based on these data, to get a first impression about the main characteristics of atmospheric
pollutant spreading by means of RePLaT-Chaos, Figure 1 shows the simulation of the spreading of a
single, initially compact ash cloud of height of 4 km injected into the atmosphere due to the eruption
of the Eyjafjallajökull on 14 April 2010 at 06:00 UTC. The ash cloud in the simulation consisted of
2.7 × 104 particles with r = 5 μm and 
p = 2000 kg m−3.

Figure 1 illustrates that within a few days the ash cloud travels over Scandinavia and reaches
Eastern Europe due to being transported by the northwesterly winds of a high pressure system located
south of Iceland at the beginning and then moving towards Scandinavia. Figure 1 demonstrates well
that the spreading of volcanic ash clouds (and any atmospheric pollutants) differs from the dispersion
of dye droplets on clothes. The latter is of a slowly growing circular shape, while Figure 1 shows that
an important feature of atmospheric pollutant spreading is the rapid distortion of an initially small
and compact cloud into an increasingly stretched, filament-like shape, extending to a region of some
thousands of kilometers within a few days. As mentioned in the Introduction, the observed rapid
stretching of pollutant clouds is a consequence of the chaotic nature of the spreading. Therefore, the
rate of the stretching is a possible measure of the strength of chaos which will be illustrated through
some examples in Section 4.2.

At the beginning (see Figure 1a), the top of the ash cloud reaches the altitude of 9 km (cyan
color). However, due to the impact of gravity, the particles descend in the atmosphere more or less
continuously (but not uniformly), and after two days they reach the altitude of about 4–6 km (green
color, Figure 1c). Within three days, the altitude of the ash cloud in an extended region decreases even
below 2–3 km (yellow color, Figure 1d). After 10 days a large number of particles are found to be
deposited on the ground (black color, Figure 1f) across Siberia. The deposition distribution shows
another important characteristic, typical of chaotic phenomena, namely that it is inhomogeneous with
filamentary structure, with denser and sparser regions. Additionally, it can be also seen that particles
do not fall out from the atmosphere at almost the same time as a coherent patch but rather some parts
of the ash cloud are deposited by the 7th day after the eruption already (Figure 1e), while several
particles are still in the middle of the troposphere, at an altitude of about 5 km (green) even after
10 days (Figure 1f). As it is introduced in Section 1, this kind of deposition dynamics is characteristic to
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transiently chaotic phenomena. The measure of the rapidity of deposition processes will be discussed
in Section 4.3 in detail.

(a) 2010.04.14.06:00 (b) 2010.04.15.06:00

(c) 2010.04.16.06:00 (d) 2010.04.17.06:00

(e) 2010.04.21.06:00 (f) 2010.04.24.06:00

11000 m

110 m

Figure 1. Simulation of the spreading of volcanic ash particles from the Eyjafjallajökull volcano’s
eruption at different time instants in the form of “year.month.day.hour:minute” indicated in the panels’
label (a–f). 30 × 30 × 30 particles of r = 5 μm and 
p = 2000 kg m−3 are initiated in a rectangular
cuboid of size of 100 km × 100 km × 4 km at 63.63◦ N, 19.6◦ W, at the altitude of 7 km on 14 April 2010
at 06 UTC. Simulation is initialized with the parameters on the left of Figure A1. Colorbar indicates the
altitude of the particles, black color marks deposited particles.

4.2. Stretching of the Pollutant Clouds—The Topological Entropy

Section 4.1 has shown that even an initially cuboid-shaped pollutant cloud soon becomes distorted
into a tortuous, filamentary shape due to the chaotic nature of atmospheric spreading, and the extension
of the cloud grows rapidly. To quantify this growth, by means of RePLaT-Chaos application, the
time-dependence of the length increase of 1-D pollutant clouds (i.e., lines or filaments) can be measured.
The stretching rate of the length, the topological entropy h in Equation (1), quantifies the intensity of
the underlying chaotic dynamics which the pollutant cloud is subjected to during spreading.

To get an impression of the meaning and consequences of the value of the topological entropy h,
Figure 2 illustrates the distribution of two meridional line segments (having the same length at the
emission) after 10 days and the corresponding curves of their length increase. Both cases show that the
length of the filaments indeed grows in an approximately exponential manner in time (Figure 2b,d)
after a few days (as a line in the semi-logarithmic plot). In Figure 2b the slope of the linear fit is
h = 0.808 day−1, while in Figure 2d the slope is found to be about 56% smaller, h = 0.357 day−1. These
values mean that in every h−1 = 1.238 and 2.801 days the length of the pollutant cloud stretches by
a factor of e ≈ 2.718, respectively. With h being in the exponent in Equation (1), this approximately
double factor between the topological entropies results in the fact that the length of the filaments
after 10 days is about 1.242 × 106 km for the filament initiated in Europe and 9.660 × 103 km for
the one emitted in Africa (calculated as exp(14.032) and exp(9.176), respectively, reading the length
data on April 24 at 6 UTC from the graphs.). The nearly 100-fold difference in their length (and
the corresponding deviation of their topological entropies) obviously implies remarkably different
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distribution patterns at the end of the simulation. While h = 0.357 day−1 in Figure 2c is associated
with a slightly crumpled filament which has not travelled far away from its initial location as it is
drifting slowly with the trade winds near the Equatorial region, the filament in Figure 2a has a much
more complicated shape with several foldings and meanders that cover a considerable part of the
Northern Hemisphere. We note that, in general, larger topological entropy values and more intense
spreading characterize the pollutant clouds initiated at the mid- and high latitudes than the ones start
in the tropical region [30,31]. This is a consequence of the enhanced cyclonic activity in the extratropics
associated with intensified shearing and mixing effects on the pollutant clouds. It is also worth noting
that certain atmospheric features can be identified based on the pattern formed by the particles of
the pollutant clouds: e.g., in Figure 2a south of Greenland and east of Scandinavia the trace of two
cyclones can be noticed drawn by the spiral formations of the pollutant cloud.

11000 m

110 m

(a)

(c)

(b)

(d)

Figure 2. (a,c) The advection pattern of a pollutant cloud after 10 days, and (b,d) the time dependence
of the logarithm of the length of the pollutant clouds, respectively. The simulations are initialized with
the simulation parameters on the left of Figure A1 but with top and bottom reflection coefficients of 1
and inserting new particles if the distance of two particles became greater than 100 km. The pollutant
clouds are initialized as meridional line segments of 400 km at the altitude of 5500 m at (a,b) 47◦ N,
19◦ E and (c,d) 10◦ S, 19◦ E. They consist of 1000 particles at the beginning. Their initial position is
indicated by the thick black lines to which arrows are pointing. The particle radius is 0 μm. Colorbar
indicates the altitude of the particles. In panel (b,d) the black line indicates a linear fit to the logarithm of
the length for the time interval from 16 April, 6 UTC to 24 April, 6 UTC. Its slope is (b) h = 0.808 day−1

and (d) h = 0.357 day−1.

4.3. Deposition of the Particles—The Escape Rate

Section 4.1 draws attention to the fact that the lifetime of particles even in an initially small
pollutant cloud may be quite different. The reason behind the observed differences is that the particles
do not fall directly purely vertically from their initial position onto the ground, but travel along
complicated trajectories due to the chaotic nature of spreading. In this way their vertical movement
is affected by both their terminal velocity and the local instantaneous vertical component of the air.
Both the terminal velocity ωterm (Equation (6)) through kinematic viscosity ν and/or air density 
 and
the vertical air velocity v ( Equation (5)) depend on the position of the particle and the time instant.
For light aerosol particles the value of the upward directional vertical air velocity often exceeds the
downward effect of their terminal velocity, thus, besides falling downwards on average, these particles
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have more chance to move also upwards in the atmosphere with the flows. The chaotic nature of
spreading implies that nearby particles may reach remote locations within short times where they are
also subjected to different vertical velocities, therefore, they may be deposited at considerably different
time instants and locations.

In order to study the process of deposition, Figure 3a,b shows how the ratio of non-deposited
particles initially distributed uniformly over the globe at the altitude of 5.5 km changes in time.
At the beginning of the simulation, a short plateau can be seen for both particles of radius r = 7 μm
(Figure 3a) and r = 9 μm (Figure 3b), which indicates that a certain time is needed even for the
“fastest falling” particles to reach the surface. After a short transient, the plateau is followed by an
approximately exponential decrease in the ratio of non-escaped particles, the rapidity of which is
characterized by the escape rate κ in Equation (2). The escape rate is smaller (κ = 0.278 day−1) for
smaller particles (Figure 3a) and larger (κ = 0.489 day−1) for larger particles (Figure 3b), as expected
naively, but it depends on the atmospheric conditions, too. In fact, the dependence of κ on r for
r ≤ 10 μm particles proved to be quadratic in a recent research studying aerosol particles with a
realistic density of 2000 kg m−3 [55]. This is in harmony with the fact that the updrafts and downdrafts
in the atmosphere approximately balance each other’s effect on the particles, thus particles in rough
average fall with their terminal velocity ωterm, which depended quadratically on r for these small
particles with Re � 1 (Equation (6)). The obtained κs imply that after the exponential decay takes
place, after κ−1 = 3.597 and 2.045 days, only a proportion of e−1 ≈ 0.368 of the particles can still be
found in the air, respectively. It is worth noting that the reciprocal of κ is often considered to be a rough
estimate of the average lifetime of typical particles in the exponentially decreasing stage [37,38].

Figure 3a,b also confirms an interesting observation made in Section 4.1 that even identical
particles may often have significantly different lifetimes. For example, the first particles in Figure 3a
leave the atmosphere on 15 April, only one day after the emission, while after more than two weeks,
on 30 April, there are still 1.4% of the particles (exp(−4.256) from the data of the graph) drifting in the
atmosphere. Simulating the atmospheric spreading of a larger number of particles with r = 7 μm for a
longer time period, it turns out that a ratio of 10−5–10−6 of the particles is able to survive more than
two months in the atmosphere, as well as that the initial location of the long- and short-living particles
folds into each other in thin filaments in a fractal structure in extended regions [55].

Figure 3c demonstrates that the inhomogeneity and irregularity in the pattern of the deposited
particles in Figure 1f is not the consequence of the initially small extension of the volcanic ash cloud
studied in Section 4.1. The filamentary deposition pattern with denser and sparser regions, typical for
transient chaos, can also be seen even for particles initially distributed completely uniformly over the
whole globe.
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Figure 3. (a,b) The time-dependence of the logarithm of the ratio of non-escaped particles.
The simulations are initialized with the simulation parameters on the left of Figure A1 but with an end
date of “2010.04.30.12:00:00” and with calculating the ratio of non-escaped particles. The pollutant
clouds are initialized as 300 × 300 × 1 particles at 0◦ N, 0◦ E and at the altitude of 5500 m with an
extension of 4 × 104 km × 2 × 104 km × 0 m (i.e., covering the entire globe uniformly at a single
altitude). The particle density is 2000 kg m−3 and the particle radius is (a) 7 μm and (b) 9 μm,
respectively. The black lines indicate linear fits to the logarithm of ratio of non-escaped particles for the
time interval from 19 April, 12 UTC to 30 April, 12 UTC. The (−1)×slopes are (a) κ = 0.278 day−1 and
(b) κ = 0.489 day−1. (c) The deposition pattern of the particles in panel (b) at 30 April 2010 at 12 UTC.
Colorbar indicates the altitude of the particles, black color marks deposited particles.

5. Conclusions

In this paper, the Lagrangian particle-tracking trajectory model RePLaT-Chaos is introduced
and is shown to be applicable for the study of the main features of atmospheric pollutant spreading,
which are also discussed in detail. Due to its user-friendly graphical user interface, RePLaT-Chaos is a
suitable tool for anyone who is interested in studying the characteristics of the atmospheric spreading
of pollutants. Users can design their own “volcano eruptions” changing the location, altitude, extent
of the pollutant clouds, as well as the number of the tracked particles and their density and diameter.
It can be easily observed how these parameters alter the spreading, and other interesting questions can
also be studied, e.g.:

• How much faster do particles with larger size/higher density leave the atmosphere compared to
smaller/lighter ones?

• Do the particles deposit on the surface in the shape of patches or in a filamentary structure?
• Is it possible for the particles of an initially small and compact pollutant cloud to cover more or

less homogeneously the hemisphere where they are initialized, or the whole globe, and how long
does it take?
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• How does the initial geographical location of the pollutant clouds affect the rate of their stretching?
• Does the rapidity of the deposition or the stretching of a pollutant cloud depend on initialization

time, e.g., the season in a year?
• Can cyclones, jet streams, etc. be revealed by tracking pollutant particles?

By means of RePLaT-Chaos, it can be easily shown that the spreading of volcanic ash and other
atmospheric pollutants is peculiar, because it is an example of what is called a chaotic process. One can
reveal that the basic difference between the dispersion of a dye droplet on clothes and the spreading of
volcanic ash in the atmosphere is that the former grows slowly in a compact shape, while the latter
becomes rapidly distorted into a filament, the length of which increases quickly in time. Furthermore,
users can become acquainted with the basic concepts of chaos on their own. They experience the
rapid divergence of nearby trajectories, the particles’ irregular motion in the atmosphere, and the
above-mentioned quick development of pollutant clouds into a filamentary, tortuous and complicated
but yet organized shape with many foldings and meanders.

Users can easily assign two quantities to their spreading events to characterize the chaotic behavior.
One of them is the stretching rate of the pollutant clouds, the topological entropy: the greater its value
the more quickly the length of the pollutant cloud grows, and the more foldings and complicated
shape it has. Therefore, it can be considered as the measure of the strength of chaos and of the
unpredictability of the spreading. The other eligible quantity, the escape rate, describes the rapidity
of the approximately exponentially decaying process of particle deposition. Based on the graphs of
the non-deposited particles, the users can observe on their own the quite different lifetimes of even
identical aerosol particles injected into the atmosphere at very nearby geographic locations at the
same time instant. In this way, RePLaT-Chaos can be considered as an educational reconstruction of
results obtained from contemporary research regarding atmospheric spreading of pollutant clouds
and chaotic advection.

As an outlook, we mention that RePLaT-Chaos has another version called RePLaT-Chaos-edu [64]
with the same computational background and fewer simulation parameter options but with a more
colorful user interface, designed especially for secondary school students. It is intended to serve as a
tutorial about the main features of atmospheric pollutant spreading phenomenon. Therefore, besides
allowing students to design their own pollution events, it includes a lot of eye-catching animations
and easy-to-understand explanations in order to draw the students’ attention to the phenomena.
The software was tested with a few group of students and received positive feedback [65].
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Abbreviations

The following abbreviations are used in this manuscript:

RePLaT Real Particle Lagrangian Trajectory model

Appendix A. RePLaT-Chaos Manual

Appendix A.1. First Steps and Data Format Requirements

Appendix A.1.1. Launching RePLaT-Chaos

RePLaT-Chaos can be downloaded from the website of the Institute for Theoretical Physics,
Eötvös Loránd University [48]. Both a Windows executable installer file and a compressed file
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including a Java Archive application (usable also on Linux platforms) are accessible. In the former
case, the installer installs the application in the folder RePLaT-Chaos in a user selected location.
RePLaT-Chaos can be launched by clicking RePLaT-Chaos.exe in the folder. In the latter case the
downloaded zip file should be unpacked, and the application can be launched, e.g., from the command
prompt by typing the java -jar RePLaT-Chaos.jar command from folder RePLaT-Chaos. In both cases
the folder RePLaT-Chaos has a sub-folder named default which contains the default values for the
text fields of the user interface (default/default_*.txt files) and the continents.txt file for displaying the
map for the simulations. Therefore, this folder and its contents should not be renamed or removed,
however, the content of the default_*.txt files may be changed preserving their formats. Sample
meteorological data in the required format are also available on the website for a 16-day time period
overlapping with the Eyjafjallajökull volcano’s eruptions in 2010.

On the user interface the menu items and buttons with underlined letter/number can be reached
not only by mouse clicks but also by keyboard shortcut Alt + <letter>/<number>.

Appendix A.1.2. Input Meteorological Data

For the simulation of the spreading of pollutant clouds meteorological data in Network Common
Data Form (NetCDF) format files are needed. Data should be downloaded for the entire globe and at
least six hours of time resolution. Such data are accessible in different temporal and spatial resolutions,
e.g., from the European Center for Medium-Range Weather Forecasts (ECMWF) datasets [66] (ERA-40,
ERA-Interim, etc.). The properties of the files required by RePLaT-Chaos are:

• Meteorological data on a regular longitude–latitude grid ([0◦ E : Δλg : 360◦ E − Δλg]× [90◦ S :
Δϕg : 90◦ N]) at different pressure levels, where Δλg and Δϕg are the horizontal grid resolutions.
The software considers the lowest level as Earth’s surface and the highest one as the “top” of the
simulation region.

• Required meteorological variables: zonal [m/s] and meridional [m/s] wind components, vertical
velocity component [Pa/s] and temperature [K].

• A meteorological file contains the values of one of the meteorological variables on the
above-mentioned grid for a single time instant.

• File name convention: <variable name><yyyyMMddhhmmss>.nc, where the format
<yyyyMMddhhmmss> denotes the following: year (yyyy), month (MM), day (dd), hour (hh),
minute (mm), second (ss) given in 4, 2, 2, 2, 2, and 2 digits, respectively.

Appendix A.1.3. Output Data

RePLaT-Chaos writes the data of the particles of the pollutant clouds to comma-separated values
text files with CSV file extension, therefore, these files can be easily read or analyzed with other tools,
too. An output file represents again a single time instant and contains one line for each particle. The file
name convention is <file name pattern><yyyyMMddhhmmss>.csv. The comma separated data in a
line are: λ, ϕ, z, r, ρp, ι, where

• λ is the longitude coordinate of the particle [rad] ∈ [0, 2π),
• ϕ is the latitude coordinate of the particle [rad] ∈ [−π, π],
• z is the vertical coordinate of the particle [m] calculated from its pressure coordinate p based on

the equations of the standard atmosphere [67],
• r is the particle radius [μm] ∈ [0, ∞),
• ρp is the particle density [kg m−1] ∈ [0, ∞),
• ι represents whether the particle is in the atmosphere yet [1] or not [0].

The application computes the length of the pollutant cloud [km] and/or the ratio of the
non-escaped particles if the user chooses this/these option(s). It writes the natural logarithms of
these quantities to file at the time instants given by the user. The file of the length and the ratio of the
non-escaped particles contain lines of format of <yyyyMMddhhmmss><tab>ln(value of the quantity).
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Appendix A.2. Running a Simulation

In RePLaT-Chaos two setup options are available for a new simulation. In the first one parameters
both for the simulation and for the pollutant cloud should be given. This screen is accessible via File
menu clicking menu item New simulation—set parameters. The other options is New simulation—read
parameters. In the latter case, pollutant clouds are not initialized according to user-given parameters
rather its particles are read from a file.

Appendix A.2.1. Setting the Simulation Parameters

The user chooses either the New simulation—set parameters or the New simulation—read
parameters menu item, in both cases the simulation parameters should be given at first (left panel of
the screen in Figures A1 and A2). These parameters are the following:

• Start: start date and time of the simulation (format: <yyyy.MM.dd.hh:mm:ss>).
• End: end date and time of the simulation (format: <yyyy.MM.dd.hh:mm:ss>).
• Time step: if it is constant then the text field represents the value of the constant time step [s]

(format: integer); if it is variable then the text field corresponds to Δtmin defined in Section 3.1.
• Input folder: folder of the meteorological files. Clicking the Choose input folder button it can be

chosen or it can be written directly to the text field.
• File name pattern for the met. fields: the part of the file name before date and time for the

meteorological files of the zonal (u), meridional (v), vertical (w) velocity component of air and
the temperature (T).

• Reflect from the surface?: if the box is checked each particle bounces back from the lowest
meteorological level according to the Reflection coefficient for the surface (format: real).
For topological entropy (length) calculation, the box is worth checking and 1 should be given for
the reflection coefficient.

• Reflect from the top?: if the box is checked each particle bounces back from the highest
meteorological level according to the Reflection coefficient for the top (format: real). Generally,
the box is worth checking unless the user especially wants to study how many particles leave the
meteorological region at the highest level.

• Save particle data?: should the data of the particles of the pollutant cloud (and the length data
and the ratio of the non-escaped particles) be written to file. For example, user should not check
the box if he/she carries out test calculations and would like to see the spreading of pollutant
cloud only once, i.e., when the user does not need the data later.

• Output folder: the folder of the files for particle data, length data and ratio of the non-escaped
particles. Clicking the Choose output folder button it can be chosen or it can be written directly
to the text field.

• File name pattern for the output: the part of the particle data file name before date and time.
• Calculate length? (filename): should the length of the pollutant cloud be calculated, and if yes,

what should be the name of the length file to which the data are written. The length of the
pollutant cloud is computed as the sum of the distances between the subsequent particles as
described in Section 3.2. Therefore, the result of the calculation equals to the real length in the unit
of km only if the particles are initiated as a one-dimensional “pollutant cloud”, i.e, a line segment.

• Calculate ratio of non-escaped particles? (filename): should the ratio of the non-escaped particles
be calculated, and if yes, what should be the name of the escape file to which the data are written.

• Time interval for the output: the time interval [s] for writing the data of the pollutant cloud, of
the length and of the ratio of the non-escaped particles to file (format: integer)

• Insert new particles if the distance [km] of two particles: should new particles be inserted in
the pollutant cloud if the distance of two subsequent particles is greater than the given distance
(format: real). The box is worth checking for length calculation; otherwise subsequent particles
may travel far away from each other which results in the underestimation of the length of the
pollutant cloud as described in Section 3.2.
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• Max. number of particles: The number of the particles in the simulation, including the inserted
ones, does not exceed the given number (format: integer).

By default, the fields are filled with the default setting parameters loaded from default/
default_simulation_setup.txt. After overwriting any field, the user can reload the default values
by clicking the Default button, new data can be loaded in the fields from a chosen file by clicking the
Load button, or the values of the fields can be saved in a new file by clicking the Save button. If there
is a wrong or empty text field, data could not be saved: the problem is indicated by an alert window.

At first, for starting a simulation the generation of the simulation setup is required: the user can
generate it by clicking the Generate simulation setup button. If there is a wrong or empty text field,
similarly to saving, the problem is indicated by an alert window. If there is no wrong or empty text
field, a pop-up window indicates that the Simulation setup is generated. Then the disabled right
panel (the parameter settings of the pollutant cloud (Figure A1) or the data for reading particles of a
pollutant cloud (Figure A2)) becomes enabled.

Figure A1. New simulation—set parameters. Starting a new simulation by setting the parameters of
the simulation and the pollutant cloud.
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Figure A2. New simulation - read particles. Starting a new simulation by setting the parameters of the
simulation and reading the particles of the pollutant clouds from file.

Appendix A.2.2. Setting the Parameters of the Pollutant Cloud

In case of choosing the New simulation—set parameters option (Figure A1) the user should set
the following parameters of the particles which will fill a rectangular cuboid:

• Number of particles in direction x/y/z: the number of the particles in zonal, meridional and
vertical direction (format: integers, greater or equal than 1).

• Center of the particle cloud x/y/z: zonal [◦], meridional [◦] and vertical [m] coordinate of the
center of the pollutant cloud (format: real numbers in the given intervals)

• Extension of the particle cloud x/y/z: length of the sides of the rectangular cuboid representing
the pollutant cloud in zonal [km], meridional [km] and vertical [m] direction (format:
non-negative real)

• Diameter (mean–std.dev.): the diameter of the particles is log-normally distributed with the user
given mean and standard deviation [μm] (format: non-negative real). As mentioned in Section 3.1,
the diameter 0 μm corresponds to gas particles which are advected by the instantaneous velocity
of the atmospheric flow at each time instant (their terminal velocity in Equation (6) is 0).

• Density (mean–std.dev.): the density of the particles is log-normally distributed with the user
given mean and standard deviation [kg m−1] (format: non-negative real).

By default, the fields are filled with the default setting parameters loaded from default/
default_particle_parameter_setup.txt. The usage of the Default, Save and Load buttons are analogous
to the ones in the simulation setup panel.

For starting a simulation the generation of the pollutant cloud is required: the user can generate it
by clicking the Generate particles button. If there is a wrong or empty text field, the problem is indicated
by an alert window. Otherwise a pop-up window indicates that the pollutant cloud is generated
(Number of particles: <particle number>.). Then the disabled bottom right panel (for setting the display
properties of the simulation and starting the simulation calculation (Figure A1)) becomes enabled.

Appendix A.2.3. Reading the Particles of the Pollutant Cloud From File

In the case of reading the particles of the pollutant cloud (Figure A2), the user chooses the file
containing the initial conditions of its particles by clicking the Choose input file button. The default
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file path is in the file default/default_particle_file_setup.txt. The formats and the values of data in the
file should meet the requirements which are listed in Appendix A.1.3. The particle data are read from
the file by clicking the Read particles button. In the case of wrong values an alert window indicates the
problem: There were invalid data while reading from file <file> <wrong lines>. If every line is correct,
a pop-up window indicates that the pollutant cloud is generated (Number of particles: <particle
number>.). Then the disabled bottom right panel (for setting the display properties of the simulation
and starting the simulation calculation (Figure A2)) becomes enabled.

This way of generating a pollutant cloud is worth applying when the user does not want to
initialize the particles filling a rectangular cuboid (mentioned in the previous section) rather than the
user needs particles with arbitrary positions. For example, in this way several different particle groups
(i.e., different pollutant clouds) initialized at different locations can be tracked simultaneously.

Appendix A.2.4. Starting a New Simulation

In the bottom right panel (Figure A1 and Figure A2) the user should check whether if she/he
wants to watch the spreading of the pollutant cloud during the simulation calculation (Display during
calculation?) and if yes, how many particles of the pollutant cloud should be drawn (Number of
particles to display, format: integer). By clicking the Start simulation button the simulation calculation
starts and the progress (and the particle cloud if chosen) can be tracked in a new window (Figure A3).

Figure A3. Example for tracking the calculation of the simulation with displaying the particle positions.
The simulation and the pollutant cloud are initialized with the parameters in Figure A1. The colorbar
indicates the altitude of the particles.

Appendix A.2.5. Setting the Display Properties of the Simulation

If the user has chosen the display option, the position of the particles of the pollutant cloud
is displayed continuously colored according to the vertical coordinate of the particles on a map
(Figure A3) during the simulation calculation. Otherwise only a progressbar is visible to show
the percentage of the progress of the calculation and the corresponding date and time in the
simulation. The user can stop and continue the calculation by clicking the Stop or Continue buttons,
respectively, and she/he can load the particle data saved in files for replay by clicking the Load button.
The longitudinal and latitudinal boundaries of the map, the vertical boundaries of the coloring and
the marker size of the particles can be changed on the left side (formats: real numbers in the given
intervals). The settings are applied by clicking the Apply button. If there is a wrong or empty text field,
the problem is indicated by an alert window.

Appendix A.3. Replaying a Saved Simulation

A saved simulation can be loaded by clicking the Load simulation menu item in File menu
on the new simulation screen or by clicking the Load button in the case of an ongoing simulation.
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Then the parameters defining the saved simulation appear in a new window (Figure A4). For ongoing
simulation text fields are filled with the parameters of the simulation, otherwise they are filled with
the values loaded from the default/default_load_setup.txt. The following parameters should be given:

• Folder: folder of the files to be loaded. Clicking the Choose folder button it can be chosen or it
can be written directly to the text field.

• File name pattern: the part of the name of the particle files before date and time.
• Length file: should length data be loaded, and if yes from which file. Clicking the Choose file

button it can be chosen or it can be written directly to the text field.
• Escape file: should the data of the ratio of non-escaped particles be loaded, and if yes from which

file. Clicking the Choose file button it can be chosen or it can be written directly to the text
field. The format of the lines of the length and escape file should coincide with the requirements
mentioned in Appendix A.1.3.

• Start: start of the display (format: <yyyy.MM.dd.hh:mm:ss>)
• End: end of the display (format: <yyyy.MM.dd.hh:mm:ss>)
• Time interval of the input files: time interval [s] between subsequent files to be displayed

(format: integer)
• File for continents: the file which contains the coordinates ([−π, π]× [−π/2, π/2] [rad]) of the

coastlines of the continents. Clicking the Choose file button it can be chosen, or it can be written
directly to the text field.

Figure A4. Setting simulation data for loading saved simulation.

The selected simulation is loaded by clicking the Load button. If the Length file/Escape file is
checked, the time dependence of the natural logarithm of the length of the pollutant cloud/the time
dependence of the natural logarithm of the ratio of the non-escaped particles also appears on the
display panel (Figures A5 and A6). By default, the forward loop of the spreading of pollutant cloud is
displayed according to the given Frame rate. The user can stop (Stop) and continue (Continue) the
replay, and can move frame by frame the replay forward/backward by clicking the Previous/Next
buttons. The instantaneous position of the pollutant cloud can be saved as an image by the Save
image button. The properties of the display can be changed similarly as described in Appendix A.2.5
by clicking the Apply button. Beyond those options the speed of the animation (Frame rate) can be
modified, too.

If the user has loaded length data/data for the ratio of the non-escaped particles from file, she/he
can select a start and end date and time from two lists in the bottom of the panel in Figure A5 or
Figure A6. By clicking the Calculate topological entropy/Calculate escape rate button a line is fitted
to the graph between the given time instants using the least squares approach (Sections 3.2 and
3.3) and its slope (i.e., the topological entropy h (Figure A5))/(−1)× slope (i.e., the escape rate κ

(Figure A6)) appears. The value of the obtained topological entropy h in Figure A5 means that in every
h−1 = 1.242 days the length of the pollutant cloud stretches by a factor of e ≈ 2.718. Analogously, the
value of the escape rate κ in Figure A6 implies that within κ−1 = 3.745 days after the start time of the
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fit only e−1 ≈ 0.368 of the particles (which are non-escaped at the start time of the fit) are still in the air.
The graphs can be saved by clicking the Save image button.

Figure A5. Displaying saved simulation and the time dependence of the length of a pollutant cloud.
The simulation is initialized with the simulation parameters on the left of Figure A1 but with top and
bottom reflection coefficients of 1 and inserting new particles if the distance of two particles is greater
than 100 km. The pollutant cloud is initialized as a meridional line segment of 400 km at 47◦ N, 19◦ E
and at the altitude of 5500 m. It consists of 1000 particles at the beginning. The particle radius is 0 μm.
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Figure A6. Displaying saved simulation and the time dependence of the ratio of non-escaped particles.
The simulation is initialized with the simulation parameters on the left of Figure A1 but with an end
date of “2010.04.30.06:00:00” and with calculating the ratio of non-escaped particles. The pollutant
cloud is initialized as 250× 250× 1 particles at 0◦ N, 0◦ E and at the altitude of 5500 m with an extension
of 4 × 104 km × 2 × 104 km × 0 m (i.e., covering the entire globe uniformly). The particle radius and
density is 7 μm and 2000 kg m−3, respectively.
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Abstract: Current understanding of the buoyant rise and subsequent dispersion of smoke due to
wildfires has been limited by the complexity of interactions between fire behavior and atmospheric
conditions, as well as the uncertainty in model evaluation data. To assess the feasibility of using
numerical models to address this knowledge gap, we designed a large-eddy simulation of a real-life
prescribed burn using a coupled semi-emperical fire–atmosphere model. We used observational data
to evaluate the simulated smoke plume, as well as to identify sources of model biases. The results
suggest that the rise and dispersion of fire emissions are reasonably captured by the model, subject to
accurate surface thermal forcing and relatively steady atmospheric conditions. Overall, encouraging
model performance and the high level of detail offered by simulated data may help inform future
smoke plume modeling work, plume-rise parameterizations and field experiment designs.

Keywords: wildfire plume rise; smoke modeling; large eddy simulation; emissions dispersion;
WRF-SFIRE; RxCADRE

1. Introduction

Wildland fires cover a broad range of spatiotemporal scales and are shaped by the complex
interaction of fuel, terrain, and meteorological conditions. While scientific understanding of wildland
fires and associated smoke plumes are central to the successful mitigation of negative air-quality
impacts, the complex and highly dynamic nature of fires presents a challenge for modeling. Existing
smoke plume prediction models span a vast range of complexity from simple empirical relations to
the more recent coupled fire–atmosphere numerical approaches. Often the choice of model is dictated
by the context of its application, subject to the trade-off between fidelity and timely execution.

Large eddy simulation (LES) is a method that uses computational fluid dynamics at a very fine
spatial and temporal resolution to simulate a wide range of scales of atmospheric motions down to
the size of large turbulent eddies. The Weather Research and Forecasting Model, combined with a
semi-empirical fire-spread algorithm (WRF-SFIRE), allows two-way coupling between an LES and
a fire behavior model [1–3]. Several studies have examined the ability of WRF-SFIRE to capture
the ground-spread behavior of a fire line, near-surface temperatures and winds [1,4,5]. Large-scale
simulations of two real fires were carried out by Kochanski et al. [6], comparing modeled plume tops
with satellite data. To the authors’ best knowledge, very limited consideration has been given to
assessing the ability of WRF-SFIRE to simulate wildfire smoke plume dynamics, and vertical rise and
distribution of emissions on a local scale. This is the central motivation for this study.

As noted by Mallia et al. [7], there is a general lack of research focusing on modeling the vertical
distribution of smoke emissions as a result of wildfires. This knowledge gap can, in part, be explained
by the difficulty of constraining potential sources of error in both inputs and models themselves.
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Until recently, evaluation of coupled fire–atmosphere models required a combination of studies,
as no dataset was complete enough to rigorously constrain the problem [1]. Comprehensive field
observations were needed to better our understanding of the interactions between fuels, fire behavior
and meteorology.

In response, the Prescribed Fire Combustion and Atmospheric Dynamics Research Experiment
(RxCADRE) was designed to address this critical research need [8]. The project brought together
researchers from a wide range of disciplines to collect data on fuel, meteorology, fire behavior, energy,
smoke emissions and fire effects. Simultaneous measurement of multiple fire aspects on the same
prescribed burns provided a detailed model evaluation dataset, while also capturing the effects of
fire–atmosphere coupling [9]. Data from this comprehensive experiment offers a unique opportunity
to assess the accuracy WRF-SFIRE simulated plume rise and dynamics.

In addition, the modeling work we present may help inform future observational studies by
identifying key aspects of experimental design. Note that the focus of this work is the evaluation
of the LES ability to capture the atmospheric response to a simulated fire of known bulk properties,
rather than the fire behavior itself. Effectively, the work aims to validate the relationship between the
simulated surface forcing due to a fire and the resultant turbulent convection.

The findings are likely to be of interest for atmospheric and air-quality modelers, as detailed
measurements of wildfire smoke plumes are scarce. “Synthetic” plume data from an LES would
provide researchers with an alternative resource for validating their models. Therefore, the broad
goal of this work is to assess the utility of WRF-SFIRE for improving plume rise and dispersion
parameterizations.

2. Methods

2.1. Observational Data

The RxCADRE campaign consisted of 10 operational and 6 small replicate prescribed fires.
Collected data are accessible via a US Forest Service online repository, as referenced below. Smoke
dispersion and emissions measurements are available for three large fires: L1G and L2G grass fires
and L2F sub-forest canopy surface fire. For the purpose of model evaluation, we selected L2G
(10 November 2012) for our case study, based on its reported uniformity and consistency of flame
propagation [10]. Figure 1 shows a sample snapshot of the burn plot during the ignition. The overall
meteorological conditions and instrumental design of the L2G experimental burn are described in
detail in [9]. The individual datasets obtained from the US Forest Service online archive used for this
study are summarized below.

Georeferencing data, including plot location and burn perimeters, are available from Hudak and
Bright [11]. Analysis of fire rate of spread (ROS) and intensity as well as a detailed description of
three Highly Instrumented Plots (HIPs) used to produce the estimates can be found in [10]. Locations
of HIPs are available from Hudak et al. [12]. HIP1, used for this evaluation, is shown in Figure 1.
Near-surface wind and temperature sonic anemometer time series for in-situ and background locations
are available from Seto and Clements [13,14]. Ignitions timing and locations were obtained from
field-grade GPS units, mounted on-board firing vehicles [15]. Fuel data used for this evaluation study
included photographs of pre-burn samples, as well as measurements of size, loading and moisture
content of species groups. Data collection methodology is detailed in [16]. Dispersion and emissions
measurements included volume-mixing ratio of CO2, CO, CH4, and water vapor at a rate of 2 s,
obtained from aircraft-mounted sensors [17]. The georeferenced data consisted of horizontal transects
at multiple elevations, as well as “corkscrew” and “parking garage” flight profiles.
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Figure 1. Long wave infra-red (LWIR) image of L2G lot during ignition (12:32:02 CST) with dashed
black lines denoting burn perimeters. Red scatter points correspond to Highly Instrumented Plot (HIP)
#1 fire behavior packages (FBP), each containing a system of airflow, temperature and energy sensors.

2.2. Numerical Setup

WRF-SFIRE [3] was configured in idealized LES mode. One of the primary advantages of
using this model is that it allows for two-way coupling between the fire and the atmosphere. While
WRF-SFIRE does not model combustion directly, the spread and intensity of the fire are parameterized
using a semi-empirical approach. The latent heat flux is computed based on the fuel consumption and
stoichiometric combustion of cellulose. Heat and moisture fluxes from the simulated burn provide
forcing to the atmosphere, which in turn influences fire behavior.

A 10.4 km × 14 km domain with 40 m horizontal grid spacing, 3000 m model top and 51
hyperbolically stretched vertical levels was initialized using the 10:00 CST (16:00 UTC) sounding [9].
While this may appear to be a shallow domain compared to mesoscale (“Real”) WRF simulations,
the choice is substantially higher than that found in existing published WRF-SFIRE evaluations [1,4,18].
Five lowest model grid centers were located at approximately 8 m, 24 m , 42 m, 60 m and 80 m above
ground level (AGL). The simulation was allowed to spin up for 2 h 23 min prior to ignition at ∼12:23
CST (time varied slightly for different fire lines). To aid the formation of buoyancy-driven ambient
background turbulence typical for a daytime boundary layer (BL), a lower-boundary surface thermal
flux (tke_heat_flux) was imposed. The value was estimated from the sonic anemometer time series
of vertical wind velocity and temperature over the time period leading up to ignition. As shown
in Figure 2, based on the measurements, the ambient background surface heat flux remained fairly
constant over the entire spin-up period. Hence, the lower-boundary surface forcing was idealized for
the LES simulation as being uniform in space and constant in time. We used full surface initialization
(sfc_full_init =.true.), with the lower boundary moisture flux and surface roughness characteristics set
to standard USGS values for “Grassland” land use category.

89



Atmosphere 2019, 10, 579

Figure 2. Five-minute averaged kinematic surface heat flux T′w′ derived from 1 Hz wind and
temperature sonic anemometer time series of the background ambient environment.

To help trigger convection in a horizontally uniform initial domain a small temperature
perturbation “bubble” was added (see namelist.input_spinup in the Supplementary Materials). With
periodic boundary conditions, near-stationary turbulence spectrum was achieved within ∼40 min
of run start. The well-mixed modeled BL continued to turn over and warm for a total of 2 h 23 min
(10:00:00 CST–12:23:00 CST). Restart file generated at 12:23:00 CST was used as initial conditions
for the main burn simulation (12:23:00 CST–13:12:00 CST), ensuring the fire was ignited into a well
developed BL. Other key configuration details can be found in Table 1, as well as in the complete
namelist initialization files provided as Supplementary Materials.

Table 1. Key parameters of numerical domain setup.

Simulation Parameter Value/Description

Model version 24 May 2019
(git https://github.com/openwfm/wrf-fire/tree/ced5955b23cfa9bc0f937783c1c63ff7aa1bc2fa)

Horizontal grid spacing 40 m
Domain size 260 grids (east-west) × 350 grids (north-south)
Time step 0.1 s
Model top 3000 m AGL
Spinup timing 10:00:00–12:23:00 CST (CST = UTC − 6 h)
Fire (restart) simulation timing 12:23:00–13:12:00 CST
Sub-grid scale closure 1.5 TKE (TKE = Turbulence kinetic energy)
Lateral boundary conditions periodic
Surface physics Monin–Obukhov similarity (sf_sfclay_physics = 1)
Land surface model thermal diffusion (sf_surface_physics = 1)
Surface heat flux 160 W m−2 (tke_heat_flux = 0.13)

Following the LES spin up, the northwestern half of the simulated L2G lot was ignited with four
roughly parallel fire lines mimicking strip head fire method used during the real-life burn (Figure 1).
During the campaign, the prescribed burn was ignited with drip torches attached to moving all-terrain
vehicles (ATVs). Using GPS data from these vehicles (available from [15]), we extracted the locations
of start and end points of the four fire lines, as well as their individual start and end ignition times.
While the real-life ignition process was not perfectly uniform in time, the modeled fire lines were
approximated as being ignited at a constant speed, such that the time and location of the start and
end points matched those of the real burn (see Animation S1 in the Supplementary Materials). Timing
varied slightly for each of the four modeled fire lines (see namelist.input_main in the Supplementary
Materials). We approximated the ignitions as straight lines between observed start and end points,
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as the ATVs’ deflections from a straight path during the real burn remained within a single atmospheric
grid in our modeled domain.

Ignited cells in WRF-SFIRE proceeded to spread, while each fire line continued to advance until
reaching the opposite end of the L2G lot. Subsequent upwind ignitions of the remaining lot area were
excluded to reduce the computational load of the simulation. Taking into account the downwind
location and timing of smoke plume observations, this simplification should have no effect on the
proposed evaluation. The simulation was allowed to proceed for 49 min, until the emissions reached
the downwind end of the domain.

Summary of fire and fuel parameters can be found in Table 2. Based on photographs and average
measurements of fuel size, composition and type, we determined Anderson’s fuel Category 1 (short
grass) [19] to be the best fit for L2G ground cover. Actual burn perimeters were used to mask the
remaining domain as containing no fuel to prevent spread of the simulated burn outside of the burn
lot. We replaced the standard fuel loading and depth associated with Type 1 fuels with average
measured values of 0.267 kg m−2 and 0.18 m, respectively. Surface dead fuel moisture content was set
to 8.46% based on observations. Heat of combustion of dry fuel was adjusted to 1.64 × 107 J kg−1 as
per estimates for grasslands provided by Overholt et al. [20].

Table 2. Details of fire and ignition parameters in LES setup.

Simulation Parameter Value

Fire mesh refinement 10
Ignition duration 12:23–12:36 CST (varied for each fire line)
Rate of spread during ignition 0.2 m s−1

Fuel category 1 (short grass)
Surface dead fuel moisture 8.46%
Heat of combustion of dry fuel 1.64 × 107 J kg−1

As the central goal of this work is to evaluate the model’s ability to capture wildfire smoke
plume dynamics, we did not incorporate chemistry coupling into the simulation. Modeled “smoke
plume” was represented by two passive tracers released proportionally to the mass and type of fuel
burned. The rate of release for each tracer representing CO and CO2 was controlled by assigned
emission factors, based on values for grasslands provided by [21] (see namelist.fire_emissions in the
Supplementary Materials).

3. Results

The overall evolution of the simulated L2G burn and the associated smoke plume is best visualized
with a 3D animation (see Animation S1 in the Supplementary Materials). The Supplementary Materials
also includes an animated view of the cross-wind modeled CO2 mixing ratio (Animation S2). The latter
demonstrates the ability of the LES to capture common plume behavior. As seen in the animation,
the initial rise of moist buoyant air results in a temporary overshoot of the equilibrium plume height,
followed by the gradual settling of the plume to its final injection height near the top of the boundary
layer for this case. While the ability of WRF-SFIRE to qualitatively capture typical plume dynamics is
reassuring, the following sections take a more quantitative approach to model evaluation.

3.1. Fire Behavior

Prior to evaluating the ability of WRF-SFIRE to capture plume rise and dispersion, it is important
to ensure that the model is able to reasonably simulate fire behavior. Initial surface and fuel conditions
have the potential to strongly impact fire growth and intensity, and, hence, affect the location and
buoyancy of the smoke plume. As noted in Section 1, our approach does not constitute a comprehensive
fire behavior evaluation study, but rather aims to ensure that WRF-SFIRE captures the bulk properties
of combustion and supplies a reasonable surface forcing to the simulated atmosphere.
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Our evaluation is based on the analysis of fire energy transport of RxCADRE observational data
for L2G burn carried out by Butler et al. [10]. The study provides measurement-based values as well
as error margins for ROS, and peak and average heat fluxes of the fire, which we use to assess the
performance of the semi-empirical fire algorithm driving our LES simulation. Figure 3a,b compares
LES-derived average and peak total heat fluxes for HIP1 and entire burn area over the flaming period
with observations. For HIP1 point-to-point comparison, we use output from the nearest modeled grid
points. L2G average observed values include measurements from all three HIP lots. The corresponding
simulated estimates are calculated using the entire burn area (roughly half of the L2G lot).

Figure 3. Comparison of observed (blue) and modeled (red) fire behavior. The box and whiskers span
interquartile range (IQR) and 1.5 × IQR, respectively, with the notch denoting the 95% confidence
interval of the median (median ±1.57 × IQR/n1/2). Red line and green triangle correspond to median
and mean, respectively. (a) Average heat flux during flaming period. (b) Peak fire heat flux during
flaming period. (c) Rate of spread.

The start and end times of the flaming period are defined as simulation frames at which total heat
flux at the location exceeded 5 kW m−2 [10]. For both burn-wide and point comparisons, the flaming
period is determined separately for each individual grid point. Only ignited grids are included in the
analysis. This approach allows us to mimic the analysis performed by Butler et al. [10] in the absence
of true combustion modeling in WRF-SFIRE.

For the entire burn area the observed mean and peak heat fluxes associated with the fire (not
the background environment) are 11 kW m−2 and 20 kW m−2, compared to LES-derived values of
8.9 kW m−2 and 19 kW m−2, respectively. For HIP1 lot the corresponding values were 11.4 kW m−2

and 19.4 kW m−2 (observed) versus 8.2 kW m−2 and 13 kW m−2 (modeled). Note that, due to
close proximity of the HIP1 sensors to each other, four out of seven of them fall into the same
atmospheric grid within the modeled domain. Modeled HIP1 averages should therefore be treated
with caution, as they consist of only four unique values. Moreover, the large spread of observed
HIP1 heat fluxes renders the differences between model and measurements not statistically significant.
Overall, the results shown in Figure 3 suggest that on average the surface thermal forcing to the
modeled atmosphere due to the fire is reasonably captured by the model, subject to a slight negative
bias (significant and non-significant for average and peak heat fluxes, respectively).

Observed rates of spread during the L2G burn were estimated using two methods in the study
by Butler et al. [10]: flame arrival time from ignition and video images. The former approach takes into
account the ignition time of the nearest fire line (perpendicular to fire advance vector) and the distance
to the individual HIP1 sensors. The resultant values appear to have lower associated uncertainty than
the latter image-derived method. To ensure consistency, we mimicked the above methodology in our
simulated domain. Using the high-resolution fire domain, we calculated the upwind distance between
each HIP1 point and the ignition line and the time it took the flame to reach each sensor location.
To estimate ROS for the entire burn area, we created a mid-fire cross-section of 50 point-pairs between
second and third ignition lines. Similar to the approach above, we derived the distance and flame
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travel time for each pair to calculate ROS. As shown in Figure 3c, mean LES-based HIP1 and L2G ROS
values of 0.049 m s−1 and 0.087 m s−1 are significantly lower then the corresponding observed rates of
spread (0.23 m s−1 and 0.30 m s−1, respectively). Possible implications and sensitivity of our results to
this deficiency are addressed in Section 4.

3.2. Plume Dynamics

Airborne emissions data collected during RxCADRE campaign is central to our evaluation of
WRF-SFIRE’s ability to capture plume rise and dispersion. The emissions dataset [17] contains smoke
plume entry and exit points along the flight path, which were calculated using background CO baseline
concentrations. The measurements were taken along horizontal transects passing through the plume at
various vertical levels (“parking garage” profile), beginning close to the ground and moving towards
the top of the plume, for a total of 9 crossings.

The identified in-plume segments were then compared with modeled CO mixing ratios along
the same flight path extracted from the geo- and time-referenced LES domain. Figure 4 shows the
time series of the flight path simulated emissions, overlaid with observations-derived plume segments.
The results suggest good overall agreement in both location and timing between the modeled and
observed emissions dispersion throughout majority of the BL depth. The coinciding model CO
peaks and observed smoke segments indicate that the horizontal width of the smoke plume is well
represented in the model. Potential shortcomings include excess smoke near the ground, as suggested
by the early peaks (12:36 and 12:40 CST) not identified as a plume crossing, as well as a slight skew
of the overall smoke distribution towards higher levels. A small phase shift appears in the modeled
peaks toward the later parts of the simulation (12:50 CST and beyond).

Figure 4. Simulated CO mixing ratio along RxCADRE flight path. Red dashed and solid black lines
correspond to LES-derived and observed values, respectively. Gray shading indicates observed smoke
time periods (not magnitudes) as identified from CO measurements along the flight path.

To evaluate the vertical distribution of WRF-SFIRE emissions, we compared the model-generated
CO2 concentrations with airborne measurements obtained during the “parking garage” and
“corkscrew” (spiral ascent or descent) maneuvers. As shown in Figure 5a, there is a good overall
agreement in injection heights for fire-generated emissions during the earlier “parking garage” profile.
Plume top is accurately captured. Modeled concentrations tend to have a negative bias of ∼5 ppmv
throughout the bulk of the plume thickness (500–1300 m), and be slightly over-predicted for the very
top and bottom of the smoke column (at 400 m and 1500 m).
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Figure 5. Observed (black) and modeled (red) vertical CO2 emissions distribution during: (a) “parking
garage” maneuver; and (b) corkscrew maneuver.

The “corkscrew” profile corresponds to a time near the very end of our simulation. As shown in
Figure 5b, the band of modeled emissions appears to be very narrow and severely under-predicts the
smoke concentrations. We discuss possible reasons for this behavior in Section 4.

4. Discussion

The aim of our WRF-SFIRE evaluation was to assess its ability to capture fire-generated emissions
in the context of air quality. Hence, we examined the implications of the above results based on their
potential applications for wildfire smoke plume rise and dispersion modeling. The following sections
discuss model performance and accuracy from the perspective of atmospheric dynamics, as well as
address potential implications of uncertainty in fire behavior and the associated input parameters.

4.1. Vertical Plume Rise in the Boundary Layer

As demonstrated in our results summary in Section 3.2, initially WRF-SFIRE produced a
fairly accurate near-source emissions distribution and plume top with a slight under-prediction
of concentrations (Figure 5a).

Over time model performance appears to deteriorate. Given that the fire thermal forcing compares
relatively well with observations (Section 3.1), a more likely cause for the increasing difference between
model and observations is background boundary layer dynamics. The atmosphere was initiated with
10:00 CST sounding, and continually forced with an observations-based constant surface heat flux.
However, the cyclic lateral boundary conditions maintained the same vertical wind profile as initially
supplied by the sounding at 10:00 CST, irrespective of potentially changing mesoscale conditions in the
real atmosphere. Over the course of more than three hours between spin up start and the final minutes
of the fire simulation, from which the corkscrew emissions distribution was obtained (Figure 5b),
the real atmospheric wind profile likely evolved.

With time and further downwind the effects of any small changes in mesoscale conditions become
more pronounced, which is why initially encouraging model performance deteriorated towards
the end of the simulation. The markedly narrow band of emissions in Figure 5b suggests that the
“corkscrew” location in the LES domain corresponded to the very edge of the plume rather than the
center, indicating a shift in mesoscale wind conditions.

Indeed, analysis of observed background 30 m wind direction leading up to and during the burn
shows a significant shift to the west, resulting in the LES “corkscrew” profile being extracted from
the edge of the plume, rather then the intended center (Figure 6). Accounting for this observed wind
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rotation, it is possible to extract a wind-corrected profile, such as shown with a red dotted line in
Figure 5b. Assuming an average 20 degree rotation over the course of available wind observations
(based on the slope of linear regression shown Figure 6a), the corrected location of the corkscrew
maneuver indeed corresponds to the center of the plume (Figure 6b). The wind-corrected profile
shown in Figure 5b is a notable improvement from the original non-rotated estimate. Note that this
adjustment is extremely crude, as it is based on an estimated wind rotation at one point on a single
vertical level and does not take into account potential changes in vertical wind shear.

(a) (b)

Figure 6. The effects of changing mesoscale wind conditions on plume observations (a) Observed
change in 30 m wind direction prior to and during the burn. Significant linear trend is shown with
a red dashed line. (b) Top view of modeled smoke plume during the “corkscrew” maneuver by the
instrumented aircraft. Black dot and red star indicate the average location of the “corkscrew” profile
from flight with and without wind-correction, respectively.

Unfortunately, unlike the Real-mode WRF simulations, there is no easy way to account for
changing lateral boundary conditions in WRF-SFIRE large-eddy mode. Hence, we can expect the ability
of the model to accurately capture dispersion to depend strongly on the variability of real background
conditions as well as the simulation length and spatial extent of the modeled domain. Namely, an LES
will provide better simulations for situations where that actual atmosphere is horizontally uniform
and temporally steady. While this presents a limitation for smoke plume rise and dispersion modelers,
it is important to consider it in the context of existing alternative sources of field data. Given a typical
uncertainty of ∼500 m associated with the most accurate widely available plume height dataset from
Multi-angle Image SpectroRadiometer (MISR) [22], WRF-SFIRE provides a valuable alternative source
for generating comparatively accurate “synthetic plume height data”.

Moreover, unlike instantaneous observational point measurements or overpass-limited derived
satellite data, the LES allows us to examine the domain-wide temporal evolution of the plume and
identify key features, which are likely to be of interest to dispersion modelers. As shown in Figure 7 and
Animation S2, the vertical distribution of emissions in the domain changes throughout the simulation.
Following an initial overshoot and a period of active smoke production near the ground, most of the
emissions rise and end up near the top of the BL, accumulating just under the inversion level in a wide
span of heights. While this vertical distribution may contain modeling and initial condition biases, it is
likely to offer dispersion modelers an advantage over the common current approach of using a single
empirically derived injection height.
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Figure 7. Evolution of total column CO2 anomaly.

4.2. Importance of Fire Input Parameters

As noted in the Introduction, our evaluation work focused on assessing the relationship between
coupled surface forcing and the atmosphere in WRF-SFIRE rather than on fire behavior. However,
as we attempt to move forward from simple uncoupled burner-type experiments with prescribed
constant surface heat flux to more realistic dynamic simulations, we must address the challenges in
selecting proper fire input parameters.

Similar to Kochanski et al. [5], we found that the fire behavior model is particularly sensitive
to the choice of fuel moisture. This parameter in WRF-SFIRE does not depend on the selected fuel
category and was based entirely on measurements in our simulation. We also modified the standard
fuel depth and loading parameters associated with Category 1 fuels to match observations, which
resulted in very accurate surface heat flux forcing but substantially lower ROS values than observed or
those obtained with standard settings.

Notably, similar thermal forcing to the atmosphere can be produced using a range of combinations
of fuel categories and parameters in the model. We have not carried out a formal sensitivity analysis as
it was beyond our scope and computational abilities, however, future modelers may find the following
information helpful. As preliminary tests for our study, we have used Category 1 and Category 3
fuels (short and tall grass) with various combinations of both standard and measurement-based fuel
depth and loading parameters to achieve similar surface forcing. The relationships between these
parameters are highly non-linear, which makes determining the “correct” choice (in the absence of
detailed observational data) difficult. What we found to be encouraging is that while the absolute value
of modeled concentrations and ROS changes dramatically depending on the chosen fuel category for a
given fire intensity, the relative distribution of emissions does not. The simulated atmosphere is forced
solely by the parameterized heat and moisture fluxes, so WRF-SFIRE does not discriminate which
combination of fuel characteristics produced a given heat flux that drives the buoyant plume rise.

Given any thermal forcing, the atmospheric response appears to be fairly robust, irrespective of
the particular combination of fuel parameters or ROS with which it was achieved. While this study
does not aim to establish whether the model sensitivity to fuel conditions is physical, it does suggest
that the LES produces realistic plume rise for the given fire intensity.
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4.3. ROS and Biases in Modeled Emissions

The model’s poor performance for ROS in our case study likely resulted in reduced simulated
emissions concentrations due to lower parameterized fuel consumption rate. This is consistent with
the notable negative bias in our modeled CO2 profiles.

As mentioned above, the low ROS values on our simulation are largely a result of our use of
non-standard fuel depth and loading parameters. To eliminate alternative causes for slow fire line
advance, we compared horizontal winds at the first and second model levels (at ∼8 m and ∼25 m
AGL) with data obtained from 2D sonic anemometers mounted at multiple heights of the CSU-MAPS
meteorological tower. As shown in Figure 8, the near-surface winds are generally accurately captured
by the model. At the lowest vertical level, there tends to be a slight positive bias, which one would
expect to contribute to higher rather than lower ROS values.

Figure 8. Modeled (red) and observed (black) near-surface horizontal wind.

Apart from their dependency on ROS and fuel consumption, the absolute values of WRF-SFIRE
emissions are also controlled by user-prescribed emission factors. In our case study, these factors were
not derived from measurements, but were rather based on standard values typical for the Grassland
fuel category (see Section 2.2). Hence, the negative bias in our modeled smoke distribution could
potentially be reduced, should observations-based emissions factors become available.

4.4. Experimental Design Considerations

One of the shortcomings of the RxCADRE dataset and this experiment is the substantial (nearly
2.5 h) difference in timing between the sounding balloon launch and the fire ignition. Availability of an
additional vertical profile for model evaluation just prior to ignition would have been extremely helpful
in mitigating some of the sources of error mentioned in the above sections. A similar recommendation
was offered by Kochanski et al. [4], who suggested that an on-site sounding just prior to the burn
rather than a few hours earlier would be most useful.

While we recognize the challenges of coordinating balloon launches in the presence of aircraft
over the fire, a potential alternative would be to include on-board temperature and wind sensor data
from flight with the smoke dispersion measurements.

4.5. Limitations

Recent studies suggest that the heat extinction depth parameter in WRF-SFIRE (or e-folding
distance) has a strong influence on the modeled fire and near surface plume behavior [4,23]. Currently,
there is no clear theory on how the vertical distribution of fire-released heat above the ground affects
near-ground temperatures as well as ROS in the literature. As the relationship appears to be highly
non-linear, we have not examined its implications in our simulations.
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Overall, our findings suggest that the ability of WRF-SFIRE to capture plume dynamics of
a specific real fire largely depends on the availability of timely atmospheric initial conditions and
accurate simulation of fire intensity. Owing to the detail and comprehensive nature of the data provided
by the RxCADRE experiment, these critical inputs could generally be derived from measurements for
the current case study. This sensitivity, however, could present a challenge for future real-time fire
simulations, where few or no such measurements would be available.

5. Conclusions

This work aimed to assess the ability of a coupled fire–atmosphere WRF-SFIRE LES model to
simulate a case study of fire smoke plume growth and dispersion. We examined the L2G burn from
the RxCADRE 2012 campaign—a comprehensive experiment combining simultaneous monitoring of
fuel, fire behavior, meteorology and emissions.

Our model evaluation demonstrates good overall agreement between the LES and the
observations, subject to accuracy and timeliness of model initialization data. Using the emissions and
dispersion data collected from an airborne platform during the RxCADRE experiment, we show that
LES reasonably captures the timing, rise and dispersion of the fire plume. We examined the possible
relationships among model biases, fire behavior and changes in ambient atmospheric conditions.

The work demonstrates the utility of WRF-SFIRE LES in studying some aspects of fire plume
dynamics. The scarcity of detailed plume observations presents one of the central challenges for
smoke-model development. WRF-SFIRE’s ability to capture the rise and spread of fire emissions for
cases such as studied here has the potential to address this critical research need and provide alternative
“synthetic” data for future development of parameterizations for wildfire smoke plume rise.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/10/10/5
79/s1, Animation S1: WRF-SFIRE simulated fire and smoke over real terrain. Visualization produced using
VAPOR software. Animation S2: Cross section of WRF-SFIRE simulated emissions along mean wind direction.
WRF-SFIRE_init_files.zip: All files required to initialize and run the model simulation.
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Abstract: During the Japanese intercomparison study, Japan’s Study for Reference Air Quality
Modeling (J-STREAM), it was found that wintertime SO4

2– concentrations were underestimated over
Japan with the Community Multiscale Air Quality (CMAQ) modeling system. Previously, following
two development phases, model performance was improved by refining the Fe- and Mn-catalyzed
oxidation pathways and by including an additional aqueous-phase pathway via NO2 oxidation.
In a third phase, we examined a winter haze period in December 2016, involving a gas-phase
oxidation pathway whereby three stabilized Criegee intermediates (SCI) were incorporated into the
model. We also included options for a kinetic mass transfer aqueous-phase calculation. According
to statistical analysis, simulations compared well with hourly SO4

2– observations in Tokyo. Source
sensitivities for four domestic emission sources (transportation, stationary combustion, fugitive VOC,
and agricultural NH3) were investigated. During the haze period, contributions from other sources
(overseas and volcanic emissions) dominated, while domestic sources, including transportation and
fuel combustion, played a role in enhancing SO4

2– concentrations around Tokyo Bay. Updating the
aqueous phase metal catalyzed and NO2 oxidation pathways lead to increase contribution from other
sources, and the additional gas phase SCI chemistry provided a link between fugitive VOC emission
and SO4

2– concentration via changes in O3 concentration.

Keywords: Community Multiscale Air Quality (CMAQ); East Asia; Tokyo; SO4
2–; stabilized Criegee

intermediates (SCI)

1. Introduction

To improve our understanding of the behavior of air pollutants, advances in three-dimensional
air quality modeling are necessary. Modeling systems can represent key environmental processes
(emission, transport, chemical reactions, deposition) which determine the behavior of air pollutants;
however, there are uncertainties in these processes. To better understand these uncertainties and
improve modeling performance, intercomparison studies can be of great value. Based on the results
and experience of projects in Japan, an intercomparison project called Japan’s Study for Reference Air
Quality Modeling (J-STREAM) was initiated [1], and this has provided insights into how to improve
modeling [2–5]. J-STREAM aims to establish reference air quality models for source apportionment
and to formulate a strategy for mitigating air pollutants in Japan, including particulate matter with
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diameters less than 2.5 μm (PM2.5) and photochemical ozone (O3). The first phase of J-STREAM
focused on understanding the ranges and limitations of PM2.5 and O3 concentrations simulated
by participants using common input datasets. Simulations for the first phase were conducted over
two weeks in each season from January 2013 to March 2014 in accordance with official monitoring
programs for PM2.5 [1]. In Japan, sulfate (SO4

2–) aerosol is a major component of PM2.5 and it was
found that models generally capture the observations but underestimate the concentrations in winter.
Therefore, the model processes that were related to SO4

2– production were carefully reviewed, revealing
inadequate oxidation of SO2 via aqueous-phase reactions of O2 catalyzed by Fe and Mn because of
a lack of trace metal data over Asia in the current emission inventory [3]. For the second phase of
J-STREAM, a winter haze episode for the period 13–25 December 2016 was targeted. In addition to
the incorporation of refinements for the Fe- and Mn-catalyzed aqueous oxidation in the first phase,
the aqueous-phase reaction via NO2 was introduced, and this increased the SO4

2– production levels to
catch the SO4

2– observations. Intercomparison studies involving two state-of-the-art regional models,
the Community Multiscale Air Quality Model (CMAQ) and the Comprehensive Air Quality Model
with eXtensions (CAMx) were also conducted. As a result, it was suggested that differences in model
performances were possibly [4] caused by wet deposition processes. Thus, a third phase of J-STREAM,
which is the focus of the present study, was conducted, which again involved the winter haze episode
examined in second phase. The main purpose of third phase was to obtain and compare the source
sensitivities with respect to major emission sources by model intercomparison.

The remainder of this paper is organized as follows. The model setups for CMAQ are described
in the next section. To improve the estimations for the ambient concentrations of SO4

2–, an additional
gas-phase oxidation pathway involving stabilized Criegee intermediates (SCI) was included in the
model and full details of the reaction chemistry are given. In the results and discussion section, model
performances were evaluated for observations in Tokyo together with an analysis of source sensitivities.
The conclusions are presented in the final section.

2. Modeling Design

The third phase of J-STREAM focuses again on the winter haze episode of 15–25 December 2016 [4].
The domain and the common input dataset for the emissions and the meteorology basically followed
that for the J-STREAM framework [1]. Domain 1 covered the whole of Asia, domain 2 covered the whole
of Japan and domains 3 and 4 covered the Kansai region (including Osaka and Nagoya) and the Kanto
region (including Tokyo), respectively. The horizontal grid resolution was 45 km for domain 1, 15 km
for domain 2, and 5 km for domains 3 and 4. In the second phase, the vegetation database for Japan was
introduced and this revision helped to improve the meteorological fields and the emissions of biogenic
volatile organic compounds [2]. For the emissions inventory, the compositions of metal elements in
PM2.5 over Asia were considered in accordance with chemical composition reports [6] based on our
recommendations in first phase [4]. In the third phase, anthropogenic emissions from China were
revised by adjusting data for 2016 that included updated emission information. For example, the SO2

emissions from China in 2016 was almost half of emissions in 2010 [7]. For meteorology the revision
was performed in this third phase on the configuration of Weather Research and Forecasting (WRF)
version 3.7.1 [8]. The revised points are summarized as follows and others are based on the established
J-STREAM framework in the first phase. The top pressure level was set on 50 hPa. The reanalysis data
was taken from the National Centers for Environmental Prediction (NCEP) final analysis (ds083.3)
with 6-h intervals and with a 0.25◦ horizontal grid resolution [9], and the sea surface temperature
(SST) data was obtained from the Group for High Resolution Sea Surface Temperature (GHRSST) of
level 4 with 24-h intervals and with 1-km horizontal grid resolution [10] for the initial and boundary
conditions. The grid nudging on wind was conducted on all layers, and those on temperature and
water vapor were not conducted in the planetary boundary layer (PBL). The nudging coefficient for
wind was 1.0 × 10−4 for all domains and those for temperature and water vapor were 5.0 × 10−5 for
domain 1, 3.0 × 10−5 for domain 2, and 1.0 × 10−5 for domains 3 and 4. The shortwave and longwave
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radiation scheme used RRTMG [11], and the microphysics and cumulus options respectively adopted
the Morrison double-moment scheme [12] and the Grell–Devenyi ensemble scheme [13] based on the
performance improvement on pre-simulation.

CMAQ version 5.2 [14] model simulations were performed in this study. The gas and aerosol
chemistry were handled by SAPRC07 [15] and AERO6, respectively. In connection with SO4

2–

production, CMAQ version 5.2 features one gas-phase chemical reaction and five aqueous-phase
chemical reactions [16]. The original configuration released as CMAQ (hereafter referred to as the
base-case simulation) was simulated first. Then, the simulation of chemistry updates A was performed
based on our findings in the first phase [3]. The aqueous-phase oxidation pathways for O2 via Fe and
Mn catalysis were refined by increasing the anthropogenic Fe and Mn solubilities from 10% to 25% and
from 50% to 100%, respectively. In this aqueous-phase oxidation pathway for O2:

− d[S(IV)]/dt = k1[Fe(III)][S(IV)] + k2[Mn(II)][S(IV)] + k3[Fe(III)][Mn(II)][S(IV)] (1)

considered the pH dependency of the rate constants as follows when the synergistic existence of Fe
and Mn,

k3
′ [H+

]0.67
[Fe(III)][Mn(II)][S(IV)] (pH ≥ 4.2),

k3
′′ [H+

]−0.74
[Fe(III)][Mn(II)][S(IV)] (pH < 4.2),

(2)

where k3
′ = 2.51 × 1013 M−1 s−1 and k3” = 3.72 × 107 M−1 s−1 [3]. Moreover, the aqueous-phase reaction

pathway via NO2 was introduced in CMAQ:

− d[S(IV)]/dt = k [NO 2(aq)][S(IV)], (3)

based on consideration of the neutralized or acidic features of aerosols in Asia and having a rate
constant expression as follows:

k = 1.24 × 107 M−1 s−1 (pH < 5.3), k = 1.67×107 M−1 s−1 ( pH > 8.7), (4)

where for the pH range 5.3–8.7, the rate constant was linearly interpolated based on our findings in
the second phase [4]. These revisions, which focused on aqueous-phase oxidation pathways, were
included in chemistry updates A.

Previous studies [3,4] have focused on the need to refine the aqueous-phase sulfur oxidation
pathways, but not the gas-phase reactions. Although refinements of the aqueous-phase oxidation
pathways resulted in an improvement in model performance, underestimations of SO4

2– concentrations
were not corrected. In addition, the increase in SO4

2– production via aqueous-phase oxidation also led
to an increase in SO4

2– wet deposition. Regarding the relation between ambient concentrations of SO4
2–

and deposition of SO4
2–, a comparison between CMAQ and CAMx with observation demonstrated

the potential for overestimation of SO4
2– wet deposition by CMAQ [4]. Originally, the CMAQ model

considered one gas-phase reaction of SO2 to be oxidized by an OH radical. Possible pathways of
gas-phase oxidation involve SCI, which are produced from the reaction of alkenes and O3 [17,18].
A review of the SCI rate constants pointed out the wide range of values, covering three orders of
magnitude [19]. This was due to the lack of direct measurement techniques available at the time to
detect SCI. The impact of the simplest SCI of formaldehyde oxide (CH2OO) has been examined based
on a recently measured rate constant [20]. Also, direct measurement of CH2OO has been reported
by another research group who found a similarly elevated rate constant for SO4

2– production, but
a different rate constant for H2O [21]. The reactions of CH2OO with methanol (CH3OH), ethanol
(CH3CH2OH), and 2–propanol ((CH3)2CHOH) have also been reported [22]. In addition, the higher
SCI of acetaldehyde oxide (CH3CHOO) and propionaldehyde oxide ((CH3)2COO) have also been
reported recently [23,24]. A study on the application of CMAQ in the U.S.A., including the use
of the representative SCI gas-phase oxidation into an updated 2005 Carbon Bond (CB05), reported
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the potential impacts on SO4
2– production [25]. Another study investigated the role of SCI based

on the Master Chemical Mechanism (MCM) [26]. In this study, as a result of advances made in
direct measurement of SCI, the gas-phase chemistry of three SCI (CH2OO, SCI1; CH3CHOO, SCI2;
(CH3)2COO, SCI3) has been explicitly incorporated in SAPRC07. The yields of these three SCI species
are derived directly from the yields of corresponded formic, acetic, and propanoic acids used in the
gas-phase chemical reactions of SAPRC07 in CMAQ. The revised and added reactions are summarized
in Table 1. The rate expression for SCI1 to H2O posed a potential issue for SO4

2– production given
that previous studies concluded that a higher rate constant for the reaction of SCI and H2O led to the
consumption of SCI by H2O [25,26]. In the case of SCI2, this specie has geometric isomers (the syn-
and anti- forms) which exhibit different rate coefficients [23]; however, we simply averaged these
values, treating SCI2 as a single entity. Thus, in addition to the revision of the aqueous-phase reactions
in chemistry updates A, these gas-phase oxidation pathways involving the three SCI species were
considered in the chemistry updates B.

Table 1. Reactions involving the three stabilized Criegee intermediates (SCI) species on SAPRC07
adapted in this study.

Reaction Rate Constant Reference

O3 + ETHE→ . . . + 0.370 × SCI1 [15]
O3 + PRPE→ . . . + 0.185 × SCI1 + 0.075 × SCI2 [15]
O3 + BD13→ . . . + 0.185 × SCI1 [15]
O3 + OLE1→ . . . + 0.185 × SCI1 + 0.159 × SCI3 [15]
O3 + OLE2→ . . . + 0.024 × SCI1 + 0.065 × SCI2 + 0.235 × SCI3 [15]
O3 + ISOP→ . . . + 0.204 × SCI1 [15]
O3 + IPRD→ . . . + 0.100 × SCI1 + 0.372 × SCI3 [15]
O3 + TERP→ . . . + 0.172 × SCI1 + 0.068 × SCI3 [15]
O3 + SESQ→ . . . + 0.172 × SCI1 + 0.058 × SCI3 [15]
SCI1 + SO2 → HCHO + SULF 3.9 × 10−11 [20]
SCI1 + NO2 → HCHO + NO3 1.5 × 10−12 [21]
SCI1 + NO→ HCHO + NO2 2.0 × 10−13 [21]

SCI1 + H2O→ 2.4 × 10−15

9.0 × 10−17
[20]
[21]

SCI1 +MEOH→ 1.4 × 10−13 [22]
SCI1 + ETOH→ 2.3 × 10−13 [22]
SCI1 + ALK4→ 1.9 × 10−13 [22]
SCI2 + SO2 → CCHO + SULF 4.55 × 10−11 [23]
SCI2 + H2O→ 7.0 × 10−14 [23]
SCI3 + SO2 → RCHO + SULF 1.3 × 10−10 [24]
SCI3 + H2O→ 1.5 × 10−16 [24]

Note: Unit of rate constant is cm3 s–1. The names are based on the nomenclature used in the expressions in
SAPRC07; O3, ozone; ETHE, ethene; PRPE, propene; BD13, 1,3-butadiene; OLE1 refers to alkenes with reaction
rates with OH < 7.0 × 10−4 ppm–1 min–1 (excluding ethene); OLE2 refers to alkenes with reaction rates with
OH > 7.0 × 10−4 ppm–1 min–1; ISOP, isoprene; IPRD, lumped isoprene products; TERP, terpene; SESQ, sesquiterpenes;
SO2, sulfur dioxide; SULF, sulfate (SO3 or H2SO4); NO2, nitrogen dioxide; NO3, nitrate radical; NO, nitric oxide;
H2O, water; MEOH, methanol; ETOH, ethanol; ALK4 refers to alkanes and other non-aromatic compounds that
react only with OH with a rate constant range between 5.0 × 10−3 and 1.0 × 10−4 ppm–1 min–1; CCHO, acetaldehyde;
RCHO, lumped aldehydes; SCI species: SCI1 refers to CH2OO, SCI2 refers to CH3CHOO and SCI3 refers to
(CH3)2COO.

The other approach for modeling the aqueous-phase reaction chemistry is the recently developed
kinetic mass transfer (KMT) simulation for gas- and aqueous-phase species that simultaneously
integrates phase transfer, scavenging, deposition, dissociation, and chemical kinetic processes
(AQCHEM-KMT) [27,28] using the Kinetic PreProcessor [29]. It was reported that there was no
significant impact on the monthly averaged data, but possible differences at the hourly timescale
were noted [27]. To test this newly developed approach, a KMT simulation was also conducted.
The simulations performed in this study are summarized in Table 2.

104



Atmosphere 2019, 10, 544

Table 2. Summary of Community Multiscale Air Quality (CMAQ) simulations conducted in this study.

Name Description

Chemistry Updates A

Fe and Mn solubilities are increased and the rate constant
expression for the Fe- and Mn-catalyzed oxidation by O2
includes a pH dependency. Addition of an NO2 aqueous-phase
reaction (a total of six aqueous-phase reactions were treated).

Chemistry Updates B Same as sensitivity Simulation A, but with addition of gas-phase
oxidation pathways related to SCI (see Table 1).

Kinetic Mass Transfer (KMT) Selection of the AQCHEM-KMT option

3. Results and Discussion

3.1. Model Performance

To gain an appreciation of the four simulations performed by CMAQ, the spatial distributions of
SO4

2– concentrations simulated in domain 1 of J-STREAM are shown in Figure 1, based on averaging
of the entire monitoring period. The high concentrations of SO4

2– over the Asian continent that
included the downwind region of Japan were related to transboundary SO4

2– in Japan as discussed
previously [30–34]. The differences in distributions of SO4

2– between the base-case simulations and
those for the chemistry updates A and KMT are clearly evident. An increase in SO4

2– concentrations
of greater than 5% for chemistry updates A compared with the base-case simulation was found for
the Korean Peninsula and Japan which is the downwind region of the Asian continent. This finding
was the same as demonstrated in our previous study [4]. However, when comparing KMT and the
base-case simulation a negative effect was noted, the largest change in SO4

2– concentrations of more
than −5% being detected over the Sea of Okhotsk. This region corresponded to a SO4

2– concentration
of less than 1.0 μg/m3 with the absolute change in concentration being less than −0.1 μg/m3. This result
suggests nonsignificant impacts by KMT on averaged SO4

2 and was consistent with the report on the
KMT test case over the U.S.A. [27].

Figure 1. Spatial distribution of (left) SO4
2– concentrations simulated by the CMAQ base-case

simulation for domain 1 and (right) changes in SO4
2– concentrations for chemistry updates A and KMT

averaged over the period 15–25 December 2016.

To investigate the effects of including the three SCI in the simulations, each SCI treated in this
study was tested in an incremental manner. The results are shown in Figure 2 as the difference from the
chemistry updates A. A total of six cases were tested: SCI1 with either a higher or lower rate constant
for the reaction of SCI1 with H2O, SCI1 plus the addition of SCI2, and SCI1 plus SCI2 with the further
inclusion of SCI3. The increase in SO4

2– production that occurred with the inclusion of SCI1 was not
found in the simulation with the higher rate constant for SCI1 + H2O but was clearly observed in the
simulation with the lower rate constant over mainland China and toward the downwind region of
northern Japan, over India and extending to the Bay of Bengal, Bangladesh, and Myanmar, and over
some parts of Indonesia. The importance of the rate constant for H2O which can consume SCI1,
as demonstrated over Asia in this study, was suggested in research conducted over the U.S.A. [25].
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The addition of SCI2 did not cause an increase in SO4
2– concentrations and this may well reflect the

fact that only two chemical reactions were involved in producing SCI2 whose stochastic coefficients
were smaller than those for SCI1 (Table 1). The further inclusion of SCI3 led to an increase in SO4

2–

concentrations in spite of the use of a higher or a lower rate constant for the reaction of SCI1 with
H2O. Chemistry updates B showed a 1–2% increase in SO4

2– concentrations over mainland China
and a 1–3% increase over Northern India, even when using a higher rate constant for SCI1 + H2O,
and showed a greater than 5% increase in SO4

2– concentrations over mainland China and a 1–2%
increase over the northern part of Japan and the Kansai and Kanto regions when a lower rate constant
for SCI1+H2O was used. Through incremental testing of the three SCI, the importance of the value of
the rate constants for SCI1 + H2O over Asia was demonstrated as was also revealed in the study over
the U.S.A., and clearly indicates the need for distinct treatments of the individual SCI given that SCI3
has a potential impact on SO4

2– production independent of that for the rate constant of SCI1 with H2O.

Figure 2. Spatial distribution of SO4
2– concentrations simulated by the CMAQ chemistry updates B

as changes from chemistry updates A averaged over the period 15–25 December 2016 in domain 1.
The inclusion of SCI was tested incrementally as (top-left) only SCI1 with a higher rate constant for
H2O (SCI1(H)), (top-center) the addition of SCI2 to SCI1(H), and (top-right) the addition of SCI3 to
SCI1(H) and SCI2, (bottom-left) SCI1 with a lower rate constant of H2O (SCI1(L)), (bottom-center) the
addition of SCI2 to SCI1(L), and (bottom-right) the addition of SCI3 to SCI(L) and SCI2.

From the incremental testing of SCI, we selected the case for SCI1 with the low rate constant
with H2O, SCI2, and SCI3, hereafter referred to as chemistry updates B. The modeling domain for
J-STREAM covered the whole of Japan as domain 2 and the Kanto region (including Tokyo) as domain 4.
The simulated ambient SO4

2– concentrations and the wet deposition over domain 4 are shown in
Figure 3. High ambient concentrations of SO4

2– were limited to the region over the Tokyo Bay area,
and a large amount of wet deposition was found over the southwest areas of the Kanto region.
With respect to chemistry updates A and B, the reason for the increase in ambient concentrations
of SO4

2– was clarified, whereas changes in the rates of wet deposition for SO4
2– between chemistry

updates A and B were not apparent when compared with that for ambient SO4
2– concentrations.

As expected, the revision of the gas-phase oxidation pathways, which included the SCI, successfully
led to only an increase in ambient SO4

2– concentrations. Using the KMT simulation, slight decreases in
both the ambient SO4

2– concentrations and wet deposition were revealed over the Kanto region.
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Figure 3. Spatial distribution of (top) ambient concentrations of SO4
2– and (bottom) wet deposition

simulated by (left) CMAQ base-case simulation and (right) changes by chemistry updates A, B,
and KMT relative to the base-case averaged over the period 15–25 December 2016 over domain 4.
The observation site at Tokyo is indicated by the gray circle.

A detailed comparison with experimental observations was conducted using an aerosol chemical
speciation analyzer (ACSA) automated monitoring system (Kimoto Electric, Co., Ltd., Osaka, Japan)
at Mukoujima (139.81◦ E, 35.71◦ N) for hourly measurements of ambient concentrations of SO4

2–

and the network observations from the Acid Deposition Monitoring Network in East Asia (EANET)
at the Tokyo site (139.76◦ E, 35.69◦ N) for daily SO4

2– wet deposition (gray circle, Figure 3). This
automated system for monitoring ambient concentrations of SO4

2– by ACSA has been evaluated in a
previous study conducted in western Japan where the importance of high-resolution monitoring was
demonstrated [35]. The wet deposition of aerosols was measured via the use of automated wet-only
samplers and the concentration of SO4

2– in precipitation was determined by ion chromatography [36].
The time series of hourly observations and the CMAQ for ambient concentrations of SO4

2– are shown
in Figure 4. The temporal variation of the observed ambient concentrations of SO4

2– gave the following
variations during the analysis period: around 1 μg/m3 during 15–18 December; a subsequent increase
from 0.6 μg/m3 to 3.9 μg/m3 within 1 day on 18 December; a consistently higher concentration of
around 4 μg/m3 from 19 to 22 December; and a subsequent decrease from 3.8 μg/m3 to 0.6 μg/m3 within
1 day on 22 December. All of the four CMAQ simulations generally mimicked the observed temporal
variations. A detailed discussion of model performance based on statistical analysis is presented later.
The hourly precipitation data for the four models and the daily accumulated SO4

2– wet deposition by
experimental observation at the Tokyo site over the campaign period is presented in Figure 4. From
this data, it is possible to define an increasing SO4

2– concentration period (P1), a relatively stable
period (P2), and a decreasing period (P3). From the modeled hourly precipitation results, P3 clearly
corresponded to a rainy day. Over Tokyo, there was no observed rain except in the P3 period and this
was also shown by the model. The EANET observation at the Tokyo site was conducted on a daily
basis (from 9 a.m. to 9 a.m. the next day); the accumulated precipitation during 22–23 December was
15.5 mm, and the modeled result was 15.2 mm. Wet deposition was only observed and modeled during
P3; the accumulated observed and modeled SO4

2– wet deposition data were 6.6 mg/m2 and 5.0 mg/m2,
respectively. The four simulations by CMAQ did not show much difference in wet deposition.
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Figure 4. Temporal variation of (top) hourly observed and modelled ambient concentrations of SO4
2,

and (bottom) hourly modelled precipitation at the Tokyo site for domain 4. The inset in bottom figure
is the daily accumulated SO4

2– wet deposition for the observed and modelled results.

For a comparison of the ambient concentrations of SO4
2–, the model performance was judged

according to the statistical analysis data, namely, the correlation coefficient (R) with the significance level
determined by the Students’ t-test, the normalized mean bias (NMB), the normalized mean error (NME),
the mean fractional bias (MFB) and the mean fractional error (MFE). In line with the recommended
benchmarks based on the modeling study over the U.S.A., the proposed model performance goals
were NMB < ±10%, NME < +35%, and R > 0.70 for the best model performance, and the proposed
model performance criteria were NMB < ±30%, NME < +50%, and R > 0.40 for acceptable model
performance for the daily SO4

2– concentration levels [37]. The model performance goals were also
proposed as MFB ≤ ±30% with MFE ≤ +50% for the best model performance, and model performance
criteria were proposed as MFB ≤ ±60% with MFE ≤ +75% for acceptable model performance [38].
In addition, the corresponding percentages of the performance terms (within a factor of 2 and 3) were
also calculated. The results for statistical analysis are listed in Table 3.

Table 3. Statistical analysis of model performance for SO4
2– concentrations at the Tokyo site in domain

4 of J-STREAM.

Base-Case
Chemistry
Updates A

Chemistry
Updates B

KMT

N 247
Mean (observation) [μg/m3] 1.70

Mean (model) [μg/m3] 1.68 1.70 1.74 1.66

R 0.68 *
(p < 0.001)

0.68 *
(p < 0.001)

0.69 *
(p < 0.001)

0.68 *
(p < 0.001)

NMB [%] −1.4 ** 0.0 ** +2.6 ** −2.1 **
NME [%] 45.0 * 45.1 * 44.1 * 44.9 *
MFB [%] +10.7 ** +12.0 ** +14.4 ** +9.8 **
MFE [%] 52.1 * 52.1 * 51.4 * 51.9 *

% within a factor of 2 69.6 69.2 70.5 70.4
% within a factor of 3 87.9 87.9 87.9 88.3

Note: ** indicates model performance goal, and * indicates model performance criteria, see text for these judgements.
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Compared with the hourly SO4
2– observations observed at Tokyo, all of CMAQ models showed

R values of around 0.7 with a statistical significance level of p < 0.001. As shown in Figures 1 and 2,
chemistry updates A and B led to an increase in SO4

2– concentrations whereas KMT led to a slight
decrease in SO4

2– concentrations. As seen in Figure 4, the differences by KMT were not clarified in
hourly time scale in this case applied for the winter pollution episode at Tokyo. Judging from the
proposed criteria [37,38], all four CMAQ model simulations were considered to have met the model
performance criteria.

The spatial distributions of SO4
2– concentrations during the periods P1, P2, and P3 are displayed in

Figure 5. The diagram indicates that the region with high SO4
2– concentrations greater than 2.0 μg/m3

in P1 was limited to near the coastline of Tokyo Bay, whereas other areas were below 2.0 μg/m3 on
average. It can be considered that the increased SO4

2– concentrations indicated in Figure 3 were not
associated with the broad feature spread over the Kanto region but with the limited haze episode over
Tokyo. For P2, the high SO4

2– concentration regions expanded over the Tokyo Bay area, and nearly
the whole of Eastern Kanto (the eastern part of this domain) was covered with high concentrations of
SO4

2– of around 2.0–2.5 μg/m3 (dark green color). For P3, the high SO4
2– concentrations found over the

Tokyo Bay area extended into the northern part of this domain, while the western boundary had lower
concentrations of less than 0.5 μg/m3. The decreased concentrations of SO4

2– indicated in Figure 3
would have been be influenced by the intrusion of this low concentration zone. To clarify the reasons
for this, a sensitivity analysis against the major domestic sources was conducted.

Figure 5. Spatial distribution of SO4
2– concentrations simulated by the CMAQ base-case simulation

averaged over (a) P1, (b) P2, and (c) P3 for domain 4.

3.2. Model Sensitivities

Here, the sensitivities for major domestic sources were investigated. Four major domestic sources,
transportation (automobile, ship, aviation, and machinery), stationary combustion (power plant,
industry, waste incinerator), fugitive VOC (fuel evaporation, and solvent use), and agricultural NH3

(livestock, and fertilizer application). These source groups were numbered g01, g02, g03, and g04,
respectively. The SO2 emissions over domain 4 used in the simulation are shown in Figure 6 as the
daily average distributed in two dimensions. High emission levels greater than 500 kg/day were found
over the Tokyo Bay area and values greater than 100 kg/day were broadly observed over the central
Kanto region and over the ocean. In the sensitivity analysis, SO2 emissions were contained in g01 and
g02 but not in g03 and g04. The emissions from g01 and g02 are also illustrated in Figure 5. It can be
clearly seen that SO2 emissions over the sea were dominated by g01 reflecting ship emissions as being
the main source and that emissions over the land were dominated by g02. In this respect, the SO2

emissions from power plants and industries are mostly centered along the coastline; as a result, SO2

emissions in the Kanto region were densely concentrated over the Tokyo Bay area.
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Figure 6. Spatial distribution of (left) all SO2 emission sources used in this study and SO2 emissions
from sources g01 (center) and g02 (right) over domain 4. Note that emissions are shown in two
dimensions and most of g01 is distributed on the surface layer of the model, whereas g02 is distributed
over the upper layer of the model, considering the stack heights.

To obtain the sensitivity values, the traditional so-called “brute force” method was applied.
The emission from each source group was reduced by 20% and the simulation was conducted as
a sensitivity simulation; next, the difference between the base-case simulation and the sensitivity
simulation was calculated. In this study, this difference was multiplied by 5 to correspond to a 100%
reduction; accordingly, the source contribution can be regarded as follows:

Source contribution of gi = (Base-case simulation − Sensitivity simulation for gi) × 5, (5)

where i = 01, 02, 03, and 04 are the four source groups as defined above. The source contribution of
other sources (except the four domestic anthropogenic emissions), such as anthropogenic emissions
from outside of Japan, biogenic emissions, biomass burning emissions, and volcanic emissions, are
calculated as follows:

Source contribution of others = Base-case simulation−
∑04

i=01
Source contribution of gi. (6)

A perturbation magnitude of 20% was applied to achieve a compromise between producing a
clear signal and applying a sufficiently small perturbation to allow the results to be scaled linearly to a
different perturbation level according to the Task Force on Hemispheric Transport of Air Pollution
(TF HTAP) modeling [39]. In this study, we focused on four domestic sources and conducted a total of
four cases of CMAQ sensitivity simulations on the base-case simulation. In addition to this base-case
simulation and the four sensitivity simulations, three other simulations for the chemistry updates
A, B, and KMT were also performed against the four emission source groups; as a result, a total of
16 additional simulations (4 source groups × 4 simulation cases) were conducted over domain 4.

The temporal variations of source contributions during P1, P2, and P3 are shown in Figure 7,
which gives an overview of source characteristics at the Tokyo site; this figure is based on the CMAQ
base-case simulation. The first part of P1 was dominated by contributions from other sources but the
latter part, when an increased SO4

2– concentration was revealed, was dominated by domestic sources
of g01. Subsequently, P2 was dominated mainly by the contributions from other sources, and the
contribution from g02 was the second largest factor. The contribution from g01 was small. During
the latter part of P2, where there was an increase in SO4

2– concentration, the contribution from g01
was again observed. The period P3 was illustrated by declining contributions of other sources and
g01, and the source contribution from g02 was negligible during P3. Throughout the entire period,
source contributions from g03 and g04 were small because the g03 and g04 sources did not include
SO2 emissions.
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Figure 7. Temporal variation of source contributions of g01, g02, g03, g04, and others calculated for the
CMAQ base-case simulation.

The spatial distributions of g01, g02, and other sources calculated in the CMAQ base-case
simulation, shown in Figure 8, are based on the averages of data over P1, P2, and P3. During
P1, the source contributions of g01 and g02 were limited over the Tokyo Bay area, and the source
contributions of other sources, which were spread over the whole domain, were less than 2.0 μg/m3 on
average. These spatial distribution patterns for the source contributions were well understandable
in terms of the simulated SO4

2– concentrations shown in Figure 5. This clearly indicated that the
high concentrations of SO4

2–, which were greater than 2.0 μg/m3 and limited to the coastline of Tokyo
Bay, were due to the domestic contributions of g01 and g02. The impacts by domestic sources of
g01 and g02 were spread over the Tokyo Bay area during P2, and the source contribution of g01
extended to the north during P3, whereas that of g02 was transported further into the northwestern
area. The transportation of the source contribution of g02 in a northwestern direction may reflect a
vertical emission distribution. Throughout P2 and P3, the source contributions of other sources were
found over the whole domain. Therefore, it can be concluded that the simulated SO4

2– concentrations
over the Kanto region were generally dominated by the source contribution of others and the higher
concentrations of SO4

2– seen at the Tokyo observation site were attributed to the domestic sources of
g01 and g02, which had limited impact around the Tokyo Bay area.

The similarities and differences of the source contributions conducted through the CMAQ base-case
simulation and chemistry updates A, B, and KMT are summarized in Figure 9. The similarity of
source contributions calculated by the CMAQ base-case simulation and the CMAQ KMT simulation
are indicated for P1, P2, and P3. As revealed by the statistical analysis data listed in Table 3, this
similarity was due to the similarity in model performances between the base-case simulation and
KMT. Differences were found for chemistry updates A and B, and the magnitude of the differences
was distinguishable during P1 compared with P2 and P3. Chemistry updates A, which was revised to
enhance aqueous-phase oxidations, led to an increase in the source contribution of other sources. This
result was also found in our previous study on the second phase of J-STREAM [4]. The aqueous-phase
reactions considered were a refinement of the Fe- and Mn-catalyzed reactions and an additional NO2

oxidation pathway; in this context, the concentrations of Fe, Mn, and NO2 in Japan were much lower
than those over Asia, thus the domestic source contributions were not enhanced. The approach taken
in x was important for capturing the impact of transboundary air pollution.
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Figure 8. Spatial distributions of source contributions g01, g02, and other sources calculated by CMAQ
base-case simulation, averaged during the analyzed periods defined as (a) P1, (b) P2, and (c) P3. Note
that the color scale for g02 is different from that of g01 and other sources.

 

Figure 9. Summary of the source contributions calculated by the four CMAQ simulations averaged
during (a) P1, (b) P2, and (c) P3.

Chemistry updates B, which included three SCI species, led to an increase in the source
contributions of g03. For other simulations, there was negligible impact by g03; however, the source
contribution of g03 was found in chemistry updates B, especially during P1. The source group g03 is a
domestic fugitive VOC source and did not contain SO2 emissions directly related to SO4

2– production.
This is because a change in the O3 concentration. The source contributions of g01, g02, g03, and g04 on
chemistry updates B during P1 are shown in Figure 10. The source contributions of g01 and g02 to the
O3 concentration were negative. The sources g01 and g02 contain abundant NOx emissions and urban
areas generally correspond to VOC-sensitive regimes during the winter [40], hence reflecting the NOx
disbenefit effect. The source contribution of g03 was related to an increase in the O3 concentration,
and this increment of the O3 concentration was further connected to the increase in the three SCI
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species as incorporated in this modeling study, and which yielded an increase in SO4
2– production.

It was demonstrated that revision of the gas-phase SO4
2– oxidation via SCI can be connected to the

source sensitivity of VOC sources via a change in the O3 concentration.

 

Figure 10. Source contributions of O3 from four domestic sources of g01, g02, g03, and g04, calculated
by chemistry updates B, averaged during P1.

4. Conclusions

The Japanese air quality model intercomparison study, J-STREAM, has shown that although
SO4

2– is generally well-captured by the models, concentrations of SO4
2– were underestimated during

winter. In previous studies, the modeled SO4
2– concentrations were revised by focusing on the Fe-

and Mn-catalyzed oxidation pathways and highlighting the importance of developing an emission
inventory for trace metals over Asia in the first phase [3]. We further increased production of SO4

2– by
the addition of an aqueous-phase NO2 oxidation pathway in the second phase [4]. To further improve
the modeling performance of gas-phase oxidation, three SCI were incorporated in the third phase
of J-STREAM and the KMT option available in the latest CMAQ model was examined. A difference
between the KMT and the base-case simulation was found over the Sea of Okhotsk, and the absolute
differences in SO4

2– concentrations were less than −0.1 μg/m3, giving essentially similar results with a
test case for KMT over the U.S.A. Most previous studies have treated SCI in bulk; however, in this study,
three SCI were treated separately with each SCI and incrementally tested and where the dependency
of the rate constant of SCI1 with H2O was also examined by performing sensitivity simulations with a
high and low rate constant. It was found that only when the lower rate constant for the SCI1 +H2O
reaction was used that the production of SO4

2– was increased by SCI1, and the importance of the value
of the rate constant of SCI1 with H2O for the Asian region was highlighted. This finding was consistent
with a previous study conducted for the U.S.A. It was further demonstrated in the present study that
the key role of SCI3 is to increase SO4

2– production because this reaction is independent of the rate
constant of SCI1 with H2O. It was established that the explicit treatment of each SCI is required to
enable clarification of the role of SCI on SO4

2– production.
In addition to the investigation of model performance, the third phase of J-STREAM included

an intercomparison study on source sensitivities. Four major domestic sources (transportation,
stationary combustion, fugitive VOC, and agricultural NH3) were investigated as source groups.
The source sensitivities were estimated based on the traditional sensitivity simulation approach
whereby a 20% emission reduction was calculated, the result of which was subtracted from the
base-case simulation. It was clarified that the winter haze episode at the Tokyo site was generally
dominated by emission sources from outside Japan, and the haze was enhanced by the domestic
emission sources of transportation and fuel combustion. The estimations of source contributions were
nearly the same between the base-case CMAQ simulation and KMT. With the chemistry updates
involving the aqueous-phase Fe- and Mn-catalyzed oxidation reactions and NO2 oxidation, it was
found that these revisions led to an increase in transboundary impacts. In the case of the chemistry
updates with the inclusion of SCI, it was shown that the change to fugitive VOC emissions could
impact SO4

2– concentrations by influencing O3 which in turn influences SCI.
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As a result of conducting the first, second and third phases of J-STREAM, we have successfully
demonstrated a means to enhance simulated SO4

2– production during the winter when underestimations
of SO4

2– concentrations have been problematic. Given recent drastic reductions in SO2 emissions
from China, further declines in SO4

2– can be expected, and reactive nitrogen will continue to play an
important role in this process due to the abundance of freely available NH3. Because of the difficulty
of producing reliable simulation models for reactive nitrogen species because of their semi-volatile
nature, it is first necessary to establish accurate simulations for SO4

2–. The means to enhance SO4
2–

production has been demonstrated for a single winter haze episode, and further tests on other haze
episodes should be performed. Furthermore, the incorporation of SCI in this study suggests sensitivity
to fugitive VOC sources that do not include direct SO2 emissions but can change O3 concentrations,
and this effect should be tested in other seasons.
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Abstract: Studies in actual urban settings that integrate chemical reaction modeling, radiation, and
particular emissions are mandatory to evaluate the effects of traffic-related air pollution on street
canyons. In this paper, airflow patterns and reactive pollutant behavior for over 24 h, in a realistic
urban canyon in Osaka City, Japan, was conducted using a computational fluid dynamics (CFD)
model coupled with a chemical reaction model (CBM-IV). The boundary conditions for the CFD
model were obtained from mesoscale meteorological and air quality models. Inherent street canyon
processes, such as ground and wall radiation, were evaluated using a surface energy budget model of
the ground and a building envelope model, respectively. The CFD-coupled chemical reaction model
surpassed the mesoscale models in describing the NO, NO2, and O3 transport process, representing
pollutants concentrations more accurately within the street canyon since the latter cannot capture
the local phenomena because of coarse grid resolution. This work showed that the concentration of
pollutants in the urban canyon is heavily reliant on roadside emissions and airflow patterns, which, in
turn, is strongly affected by the heterogeneity of the urban layout. The CFD-coupled chemical reaction
model characterized better the complex three-dimensional site and hour-dependent dispersion of
contaminants within an urban canyon.

Keywords: CFD; chemical reaction model; urban canyon; radiation; mesoscale models;
reactive pollutants

1. Introduction

Elevated levels of air pollution generated by the road traffic have been associated with severe
illness such as the development of asthma in adults, impaired lung growth in children, and an increased
risk of chronic obstructive pulmonary disease [1]. Consequently, air quality in urban canyons needs
to be improved to protect pedestrians, cyclists, and drivers from exposure to contaminants such as
particulate matter (PM), volatile organic compounds (VOCs), carbon monoxide (CO), nitrogen oxides
(NOx), and sulfur dioxide (SO2) that are primarily emitted from motor vehicles [2]. Among these
contaminants, NOx and VOCs represent the most significant concern for air pollution in street canyons
because they are released at very short distances from the receptors. Moreover, under the presence
of sunlight, fast reactions occur between them leading to the formation of particulate matter and
tropospheric ozone (O3) which are very dangerous secondary pollutants [3].

Various tools have been employed to measure the levels of contaminants inside the street
canyons [4], such as, field observations [5–7], wind tunnels measurements [8,9], and several
semi-empirical models including the ADMS-Urban dispersion model [10], CALINE4 [11], and the
Urban Street Model [12].
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The technique utilized for this study was computational fluid dynamics (CFD) modeling because
it helps to reduce the time required to optimize a physical model and is less expensive in comparison
with wind tunnels. Moreover, the simulation of dispersion and boundary conditions with CFD are
better studied [13]. Additionally, recent advances in computer technology make CFD a powerful tool
for air pollution modeling [14,15]; using CFD, the description of air flow patterns at the city-block scale
with high spatial-resolution can be achieved [16], and important simulations such as the influence of
building geometry on wind flow and heat convection can be carried out [17,18].

In microscale environments, many factors such as vehicle emissions, street canyon configuration,
surface heating, and chemical reactions are dynamically involved in the dispersion of pollutants. A
number of studies have tried to model these factors using CFD. To evaluate surface heating, Kim and
Baik [19] systematically characterized two-dimensional flow regimes with the presence of street bottom
heating, although failed to take heating of buildings into account. Xie et al. [20] considered the impact
of heating of three idealized sunlit wall configurations on pollutant dispersion in a two-dimensional
computational domain perpendicular to the street canyon wind direction; later, Kim and Baik [21]
extended this work by examining the effects of street-bottom and building-roof heating on flow fields
in a three-dimensional ideal urban canyon setting. This work highlighted the importance of including
street-bottom and building roof heating in three-dimensional flow models. Bottillo et al. [22] remarked
on the effect of solar radiation in an urban street canyon with three-dimensional flow field under
different ambient wind conditions, confirming the impact of the velocity on the heat transfer process.

Meanwhile, studies about the dispersion of reactive pollutants inside street canyon were conducted
by Baker et al. [23] using a simple NO–NO2–O3 photochemistry model to evaluate the isothermal
dispersal and chemistry in and above the street canyons with an aspect ratio of 1. Baik et al. [24]
extended this work by showing, with a simple street canyon model and an aspect ratio of 1, the
importance of the building surface radiation effects on the wind flow pattern in the urban areas when
modeling reactive pollutant dispersion. In the following years, Kwak and Baik [25] calculated the
photochemical reaction of pollutants in and above an idealized street canyon using a two-dimensional
CFD model coupled for the first time with a Carbon Bond Mechanism IV (CBM-IV) [26]. Similarly,
Kwak and Baik [27] used an idealistic two-dimensional model with urban surface, radiation and
chemical processes to focus on the diurnal variation of NOx and O3 exchange. This study also employs
a CFD model coupled with a CBM-IV chemical model to represent reactive pollutants inside the
street canyons.

Despite significant effort, there is still a lack of research in non-idealized three-dimensional
environments which restricts the ability to simulate pollutant concentrations at the street level in
complex urban areas. One of the main reasons for this is the specification of boundary conditions
for realistic urban areas. Some authors have overcome this drawback by coupling mesoscale models
with CFD simulations, for example, Baik et al. [28] used a CFD model coupled to a mesoscale
meteorological model to examine urban flow and pollutant dispersion in a densely built-up area
of Seoul. Tewari et al. [29] reported the benefits of coupling a microscale transport and dispersion
model with a mesoscale numerical weather prediction model; significant improvements were observed
when wind fields were produced by downscaling a meteorological model output as the initial and
boundary CFD conditions. Recently, Kwak et al. [30] developed an integrated three-dimensional model
that coupled CFD with mesoscale meteorological and chemistry-transport models to simulate the air
pollution from 09:00 to 18:00 local time in Seoul. In this work, the Weather Research and Forecasting
model (WRF) [31] and the Community Multiscale Air Quality model (CMAQ) [32] are employed as
mesoscale meteorological and air quality models to obtain boundary conditions for CFD.

This study is an ambitious attempt to evaluate the concentration of reactive pollutants in a realistic
urban street canyon domain over 24 h by integrating a CFD model coupled with a chemical reaction
model (CBM-IV), a radiation model, and boundary conditions from WRF-CMAQ. The first objective
is to couple CFD with the chemical reaction model (CBM-IV) to describe urban dynamics with high
resolution. The second is to validate the CFD-coupled chemical reaction model by comparing the
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numerical simulation results of a realistic urban street canyon against the observed data collected from
monitoring stations situated near the roadside. The final objective is to assess the roadside pollutant
dispersion in realistic city blocks with the CFD-coupled chemical reaction model.

This paper is structured as follows: in Section 2, the numerical CFD model coupled with the
CBM-IV model, the surface energy budget model of the ground, and the building envelope model
are presented. All the simulation settings required for the modeling of a realistic urban canyon are
given in Section 3. In Section 4, the results of the CFD-coupled chemical reaction model simulations
are validated against the observed data and CMAQ-simulated data. Also in the same section, the wind
flow patterns and distribution of NO, NO2, and O3 at 08:00, 12:00, 16:00, and 20:00 JST are discussed in
detail. In the last section, the conclusions are presented.

2. CFD-Coupled Chemical Reaction Model

In this study, the dispersion of reactive pollutants in urban canyons is described by the equations
of continuity (Equation (1)), momentum (Equations (2) and (3)), and scalar transport coupled with the
CBM-IV chemical model (Equation (4)). Air is modeled as an incompressible viscous flow, and the
buoyancy forces are treated with the Boussinesq approximation.

Continuity equation:
∂Uj

∂xj
= 0, (1)

Momentum equation:
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where xi represents the ith cartesian coordinates, Ui is the ith mean velocity component (m/s), t is the
time (s), ρ is the air density (kg/m3), P∗ is the pressure (Pa) derivation from its reference value, δij is the
Kronecker delta, ℊ is the gravitational acceleration (m/s2), T∗ is the temperature derivation from its
reference value (=T − T0) (K), T0 is the reference temperature (K), v is the kinematic viscosity of air
(m2/s), Km is the eddy diffusivity of momentum (m2/s), and k is the turbulent kinetic energy (m2/s2).

Scalar transport equation coupled with CBM-IV model:
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where Ci represents the mean concentration of ith species in the air (ppm), D is the molecular diffusivity
of the species (m2/s), and Kc is the eddy diffusivity of the species (m2/s). The last term of the
scalar transport equation represents the net chemical production rate of the species calculated by the
CBM-IV model.

The turbulence model standard k-ε is employed in this study (Equations (5) and (6)).
Turbulent kinetic energy equation:

∂k
∂t

+ Uj
∂k
∂xj

= −uiuj
∂Ui
∂xj

+
δ3 j ℊ 

T0
T′uj +

∂
∂xj

(
Km

σk

∂k
∂xj

)
− ε, (5)

where σk is an empirical constant, ε is the dissipation rate (m2/s3).
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Turbulent dissipation rate of energy equation:

∂ε
∂t

+ Uj
∂ε
∂xj

= −Cε1
ε
k

uiuj
∂Ui
∂xj

+ −Cε1
ε
k
δ3 j ℊ 

T0
T′uj +

∂
∂xj

(
Km

σε

∂ε
∂xj

)
−Cε2

ε2

k
, (6)

where Cε1 and Cε2 represent empirical constants.
Moreover, the energy equation (Equation (7)) is used to evaluate the influence of the radiation on

the flow pattern and dispersion of pollutants.
Energy equation:

∂T
∂t

+ Uj
∂T
∂xj

= α
∂2T
∂xj∂xj

+
∂
∂xj

(
αh
∂T
∂xj

)
+

Q
Cpρ

, (7)

where T represents the mean temperature (K), α is the dispersion by molecular motion (m2/s), αh is
the dispersion by eddies (turbulence) (m2/s) and Q represents the source term of heat (W/m2), Cp is
the specific heat at a constant pressure (J/kg/K), and ρ is the density of the air (kg/m3). As part of this
work, considerations about the influence of shortwave radiation (direct solar radiation) and longwave
radiation (diffuse solar radiation) are taken into account by a surface energy budget model of the
ground [33] shown as follows:

(
1− αg

)
S ↓ −σT4

i + fi,skyR ↓ +σ
∑

fi, jT4
j −H = QG, (8)

where αg is the ground albedo, S ↓ is shortwave radiation (W/m2), σ is Stefan–Boltzmann constant
(W/m2/K4), Ti is the temperature of an element in the ground surface (K), fi,sky is the sky view factor for
element i, R ↓ is downward longwave radiation (W/m2), fi, j is the view factor of each surface element j
from element i, Tj is the temperature of surface j (K), H is the sensible heat flux (W/m2), and QG is the
heat flux into the ground (W/m2). In Equation (8), the emissivity for longwave radiation is omitted
because it is assumed to be 1 for all surfaces.

Similarly, a slightly modified building envelope model [34] accounted for the radiation received
in the air from the walls and roof surfaces of buildings (Equation (9)).

(1− αbs)S ↓ −σT4
bso + fi,skyR ↓ +σ

∑
fbso, jT4

j + ρ0CpCHu(Tbso − Tao) = Qw, (9)

where αbs is the building surface albedo, Tbso is the temperature of the outer building wall (K), cp is the
specific heat at a constant pressure (J/kg/K), CH is the bulk heat transfer coefficient (W/m2K), Tao (K) is
the temperature of air above Tbso, and Qw is heat flux from the building into the air (W/m2).

The finite volume method is used to discretize all the equations. The first-order Euler method
is utilized as the time discretization scheme and the power law scheme as the discretization scheme
of the convection and diffusion terms in the governing equations. Moreover, the semi-implicit
method for pressure-linked equations (SIMPLE) algorithm was employed as the pressure–velocity
coupling algorithm [35]. The solar radiation and view factor are calculated following the method of
Ikejima et al. [33].

3. Simulation Setup

The three-dimensional CFD domain was set up in Umeda-Shinmichi (34.70◦ N, 135.50◦ E), Osaka
City, Japan (Figure 1a), where there is a typical urban street canyon layout with five roads flanked
by twenty-two buildings (Figure 1b). The information about the length, width, and height of every
building was obtained by the results of the survey on land use conducted by Osaka City in 2005. The
height of the array of buildings was from 12 to 48 m.
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(a) (b) 

Figure 1. Calculated domain (a) Umeda-Shinmichi, Google Maps 2018 (34.70◦ N, 135.50◦ E);
(b) computational fluid dynamics (CFD) representation of the three-dimensional city block.

The size of the calculation domain was 600 m × 600 m × 150 m, and the analysis area was defined
as 200 m × 200 m × 150 m, red square in Figure 2a. The hexahedral mesh was 93 × 93 × 51 in the x-, y-
and z-directions, respectively (Figure 2), and a grid interval of 3.33 m in x- and y-direction was set.

(a) (b) 

Figure 2. Mesh view of the CFD calculation domain and analysis area. (a) the x–y view shows the
reference points P1 located at y = 230 m, point P2 and cross-section A-A’ located at y = 350 m, and point
P3 located at y = 390 m; (b) x–z view shows the cross-section B-B’ located at z = 1.5 m.

The boundary conditions of the CFD domain for temperature, wind speed and wind direction, and
those for air pollutant concentrations were obtained from results of meteorological simulations by WRF
v3.7 (Supplementary Material Figure S1) and air quality simulations by CMAQ v5.1 (Supplementary
Material Figure S2), respectively. Supplementary Material Figure S3 and Table S1 correspondingly
show modeling domains and configurations for the WRF-CMAQ simulation. The simulation was
conducted over seven modeling domains from domain 1 (D1), covering East Asia with 64-km grids, to
domain 7 (D7), covering Osaka Prefecture with 1-km grids, for a period from 24 June to 31 August 2010.
The vertical domain consisted of 30 layers with the middle heights of the first, second, and third layers
being 28 m, 92 m, and 190 m, respectively. The physics parameterizations and input data for WRF and
the chemical mechanisms, including the Carbon Bond mechanism developed in 2005 (CB05) [36], the
next generation model of CBM-IV, for CMAQ were the same as those used by Shimadera et al. [37].
Emission data for CMAQ were produced from the same datasets as those used by Uranishi et al. [38],
including the Japan Auto-Oil Program Emission Inventory-Data Base for vehicles (JEI-DB) in the year
2010 developed by the Japan Petroleum Energy Center [39]. As shown in Supplementary Material
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Figure S3, there are substantial NOx emissions from vehicles, industrial areas, and large point sources
in Osaka City.

23 August 2010 was chosen as the calculation date for the 24-h unsteady state CFD analysis
because of the very clear and calm conditions so that photochemical reactions might play an essential
role in air quality on the day. The WRF and CMAQ simulations in D7 on the day were compared with
observed data by the Japan Meteorological Agency (JMA) at the Osaka Meteorological Observatory
(34.68◦ N, 135.52◦ E) (Supplementary Material Figure S3) and by the Ministry of the Environment of
Japan (MOE) at Kokusetsu-Osaka station (34.68◦ N, 135.54◦ E) (Supplementary Material Figure S3).
Figure 3 shows diurnal variations of the observed and WRF-simulated ground-level air temperature,
wind speed and direction at the Osaka Meteorological Observatory, which is located 2 km southeast
of Umeda-Shinmichi, on 23 August. The WRF-simulated air temperature agreed reasonably well
with the observed data, showing a Root Mean Square Error (RMSE) value of 0.48 ◦C. The model also
approximately captured the temporal variation of wind speed with a slight overestimation, indicated
with a RMSE of 0.71 m/s. Both in the observation and WRF simulation, the wind direction mainly
ranged from southwest to west, except at 08:00 and 09:00 JST (UTC+9) in the observation under calm
conditions. For the case of the wind direction, the RMSE was 43 degrees.

(a) (b) (c) 

Figure 3. Diurnal variations of Weather Research and Forecasting model (WRF)-simulated and observed
(a) air temperature; (b) wind speed; (c) wind direction at the Osaka Meteorological Observatory on 23
August 2010.

Figure 4 shows the diurnal variation of observed and CMAQ-simulated ambient concentrations
of NO, NO2, and O3 at the Kokusetsu-Osaka station, which is located 4 km east-southeast of
Umeda-Shinmichi. CMAQ approximately captured the variations and magnitudes of ambient
concentrations of these air pollutants, except for NO2 which was underestimated during the daytime.
The RMSE of the NO, NO2, and O3 were 1.39 ppb, 7.03 ppb, and 11.43 ppb, respectively. These results
indicate that WRF-CMAQ successfully produced meteorological and concentration fields around the
study area for the CFD boundary conditions.

Because of the coarser vertical resolution of the WRF-CMAQ model compared with CFD,
Monin–Obukhov Similarity Theory (MOST) was employed to determine the boundary vertical
distribution of air temperature and wind components. Under MOST, the WRF-CMAQ data at heights
28 m and 92 m of Umeda-Shinmichi in D7 were used with a roughness length of 0.1 m. Moreover,
the concentration under 28 m was the same value as the data at 28 m, and over 28 m the values
were interpolated linearly. Because CB05 used in CMAQ has more species of VOCs than CBM-IV
used in CFD, VOC species in CMAQ output were lumped into those in CBM-IV. Once this data was
obtained, the vertical distribution from WRF-CMAQ at every hour and the values interpolated linearly
in between each hour, the boundary conditions at transient state were set for the CFD model.
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(a) (b) (c) 

Figure 4. Diurnal variations of Community Multiscale Air Quality model (CMAQ)-simulated and
observed (a) NO, (b) NO2, and (c) O3 concentrations at the Kokusetsu-Osaka station for monitoring
ambient air pollution on 23 August 2010.

The emission rate from vehicles used as CMAQ input data was derived from JEI-DB with a
horizontal resolution of 1 km × 1 km. The total emission rate from automobiles in the CFD domain
was estimated from the JEI-DB data by multiplying the area ratio of the CFD domain to a grid of
JEI-DB (0.36). Then, the total emission was allocated into the five national routes shown in Figure 2
(National Route 1, National Route 2, National Route 176, National Route 423, National Route 25) by
considering the traffic volume of each road provided by the Japan Ministry of Land, Infrastructure,
Transport and Tourism [40]. Figure 5 shows the diurnal variation of the NOx (NO +NO2) emission
rate for 24 h for every national route. The average NO2/NOx emission ratio for the indicated area
(0.36) was 0.1799. The information about the NOx emission rate for every national route was used as
the boundary condition for the emission rate and updated every hour in the CFD-coupled chemical
reaction model. As discussed above, models of 24 h are mandatory since rush hours represent the peak
emission rates.

Figure 5. Diurnal variation of NOx (NO + NO2) emissions rates on 23 August 2010.
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4. Results and Discussion

The dispersion of pollutants inside urban street canyons is a phenomenon heavily reliant on the
building geometry and roadside emissions. Therefore, it is quite challenging to capture the local aspects
in mesoscale simulations softwares, such as WRF or CMAQ, because low model resolution cannot be
well characterized [41]. In Figure 6, the validation of the CFD model coupled chemical reaction model
(CBM-IV) against CMAQ-simulated and the roadside monitoring station data by the Atmospheric
Environmental Regional Observation System (AEROS) at Umeda-Shinmichi station (34.69◦ N, 135.50◦
E) about the diurnal variations of NO and NO2 on 23 August 2010, is shown. For the case of O3 in
Figure 6c, the comparison is only made between CMAQ and CFD simulations since the roadside
monitoring station did not record the data for Ozone.

(a) (b) (c) 

Figure 6. Diurnal variations in CMAQ-simulated, observed, and CFD-simulated (a) NO; (b) NO2;
(c) O3 concentrations at the Umeda-Shinmichi station for monitoring roadside air pollution on 23
August 2010.

The RMSE in the case of the CFD-simulated results for NO and NO2 were 6.35 ppb and 11.44
ppb, however, for the CMAQ-simulated results the values of the RMSE were 9.08 ppb and 20.35 ppb,
respectively. Compared with CMAQ-simulated results, CFD-coupled chemical reaction model is
more accurate describing the NO and NO2 concentrations. The NO levels from the CFD calculation
behaved almost identical to the observed data. As it is shown, there are some underestimations in
NO2 concentration from 09:00 JST to 18:00 JST, most likely because of the underestimation of the
daytime background concentration indicated in Figure 4. The O3 concentrations output from CMAQ
and CFD simulations show similar behavior, however the CFD simulations show consistently lower
concentration. The results of this validation indicate how important it is to study particular emissions,
the reactions in the modeling of air pollution, and the actual configuration of the urban street canyon
using coupled CFD and chemical reaction modeling.

The behavior of NO, NO2, and O3 inside the analysis area, where the main road, National Route
25, runs perpendicular to the wind inflow with a width of 20 m, and sidewalks of 10 m at both sides
was investigated (Figure 2). The emission line source was placed in the middle of National Route 25
with a width of 20 m and a height of 1 meter from the ground. Figure 7 shows the airflow pattern in
the analysis area at 08:00, 12:00, 16:00, and 20:00 JST in cross-section B-B’ (Figure 2b). The height of z =
1.5 m is the same height as the monitoring station at which the data was compared. The flow field in
Figure 7 indicates a wind circulation restriction behind buildings typically present in street canyons.
Throughout the day the inlet wind direction was sustained from west to east, and from afternoon (16:00
JST) until nighttime (20:00 JST) when the velocity reached maximum levels. Inside the street canyon
(National Route 25), the wind flow moved mainly from south to north through the entire street canyon
because of open space in the southwest part of the analysis area. Moreover, counterclockwise vortices
developed on the road at 08:00, 12:00, 16:00, and 20:00 JST behind the buildings on the left side of the
road, as result of the wind that speeded up and went through the channels between constructions. At
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noon, a shift in the wind flow in the superior side of the analysis area from west to east was observed,
creating more vortices between buildings located downstream. Additionally, Figure 7 demonstrates
the importance of three-dimensional analyses since some eddies are seen at buildings corners where
shear stresses are common and responsible for some turbulence in the flow.

Figure 7. Airflow patterns at 08:00, 12:00, 16:00, and 20:00 JST, cross-section B-B’ view (Figure 2b).

Figure 8 shows the spatial distribution of NO, NO2, and O3 concentrations at 08:00, 12:00, 16:00,
and 20:00 JST in cross-section B-B’ (Figure 2b). High levels of NO and NO2 remained in the middle of
the street canyon because building configurations do not allow their removal. During the day, the
behavior of the contaminants changes depending on the emission rates and wind velocity. During the
morning rush hours (07:00–09:00 JST), the NOx concentration in the street canyon increases (Figure 5)
and stays on the street from 08:00 JST until 12:00 JST, especially behind the buildings where vortices
are observed (Figure 7). At 16:00 JST, the vehicle emission rate decreases, and the wind speed is higher,
so the NO2 concentrations reduced. However, at 20:00 JST, some slight concentration of NO2 is still
observed because of the titration reaction between NO and O3 [42]. Throughout the day, it is observed
in Figure 6, a different distribution between O3 and NO2 due to the proximity of the traffic-related
emission (NO) that leads to NOx titration. Besides, it is shown in Figure 8 that high levels of NO
and NO2 are located in the right superior quadrant at noon because of the shift of the wind direction
observed in Figure 7.
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Figure 8. Spatial distribution of (a) NO, (b) NO2, and (c) O3 concentration at 08:00, 12:00, 16:00, and
20:00 JST, cross-section B-B’ view (Figure 2b).

Figure 9 shows the airflow patterns at 08:00, 12:00, 16:00, and 20:00 JST in cross-section A-A’
(Figure 2a). Weaker wind flow is seen on the leeward side of the buildings and stagnation of the
flow is evident upwind which is characteristic of wind flow around the buildings [43]. When the
wind flow encounters the buildings the flow is separated and the wind speed decreases, depending
on the magnitude of the wind speed the scale of the vortices changes when moving in the positive
z-direction. For this lateral view (cross-section A-A’, Figure 2a), isolated roughness flow is observed,
however, some perturbation is induced because of the proximity of the buildings in the background of
the cross-section A-A’.

As mentioned before, adequate characterization of the dispersion and reaction of pollutants inside
a real street urban environment requires the modeling of the effects of buildings and ground heating.
The results of the analysis of the influence of the temperature on the analysis area, in specific Point 1,
Point 2, and Point 3 (Figure 2a) are presented in the Supplementary Material Figure S6. The analysis
of the temperature profiles showed no considerable difference under and above the heights of the
buildings (~30 m). Thus, the influence of air temperature on the transport of contaminants for this
urban street layout was considered minimal and almost negligible in comparison with the wind flow.

Figure 10 shows the spatial distribution of (a) NO, (b) NO2, and (c) O3 concentrations at 08:00,
12:00, 16:00, and 20:00 JST at cross-section A-A’ (Figure 2a). Because of the vehicle exhaust located at a
height of 1 meter in the middle of the analysis area, high NO and NO2 concentrations remained near
the surface level, mainly from 08:00 JST to 12:00 JST. The dispersion plume of NO, NO2, and O3 exhibits
large vertical gradient from the ground to roof level of the building. As mentioned by Melkonyan
and Kuttler [44], NO and NO2 enhance ozone’s dissociation and production, respectively. Thus, if the
NO/NO2 ratio decreases, ozone concentrations increase. In this study, all the National Routes studied
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showed high emission rates with a NO/NO2 ratio of 4:1, suggesting that the NOx titration was the
main reason for the dissociation of O3. At 20:00 JST, even when emissions from vehicles had decreased,
the NO2 concentration in the street was still present in contrast with the concentration above roof level.
The vertical exchange of air pollutants is, therefore, shown to be mainly influenced by the vehicle
emissions and building features.

Figure 9. Airflow patterns at 08:00, 12:00, 16:00, and 20:00 JST, cross-section A-A’ view (Figure 2a).

Figure 10. Spatial distribution of (a) NO, (b) NO2, and (c) O3 concentration at 08:00, 12:00, 16:00, and
20:00 JST, cross-section A-A’ view (Figure 2a).

5. Conclusions

This paper investigated the behavior of reactive pollutants inside a realistic urban street canyon
by coupling a CFD model with a chemical reaction model (CBM-IV). The complexity of the urban
street canyon geometry was represented by the CFD model and the dynamical mechanism involved
in the dispersion of the pollutants were incorporated using mesoscale and radiation models. The
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spatial distribution of the reactive pollutants, in particular, NO, NO2, and O3 were researched over
a 24-h period on 23 August 2010. The dispersion of the contaminants was highly dependent on the
reaction processes, boundary conditions, and emission rates all integrated at the same time within the
urban street canyon. The production of NOx or fading of O3 were especially found in regions with
low wind speed and high turbulence, and NOx titration was noted to be of great importance. The O3

behavior was directly affected by the chemical reactions near the roadside, where fresh NO was being
emitted, and was consequently controlled by the NOx distribution. The grid resolution of WRF-CMAQ
appears to have a strong influence when representing the boundary conditions, and still, because of
their limitations (1 km × 1 km minimum grid size) the particularities that accompany urban areas such
as street, highways, unequal height of buildings, sidewalks cannot be well represented.

Finally, we can conclude that the prevailing wind flow mainly carried the air pollutants in the
windward direction with small vortices recirculating pollutants inside the street canyon. This work is
an intent to find better representations of boundary conditions and to step forward in the incorporation
of radiation models and reactive models with the purpose of simulating urban-like environments,
satisfactorily. Further efforts in this kind of research are necessary to reproduce the realities of the urban
areas and the implications that it may have on the people who are exposed to these concentrations
during the day.
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distributions of mean NOx emission intensity in CMAQ modeling domains from D1 covering East Asia to
D7 covering Osaka Prefecture, and locations of observation sites in Osaka City used for model validations.
Figure S4: Diurnal variations of the CMAQ-simulated and observed NO2/NOx concentration ratio at the
Kokusetsu-Osaka station for monitoring ambient air pollution on 23 August 2010. Figure S5: Diurnal variations
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Abstract: Agricultural burning is still a common practice around the world. It is associated with
the high emission of air pollutants, including short-term climate change forcing pollutants such as
black carbon and PM2.5. The legal requirements to start any regulatory actions to control them is the
identification of its area of influence. However, this task is challenging from the experimental and
modeling point of view, since it is a short-term event with a moving area source of pollutants. In this
work, we assessed this agricultural burning influence-area using the US Environmental authorities
recommended air dispersion model (AERMOD). We considered different sizes and geometries of
burning areas located on flat terrains, and several crops burning under the worst-case scenario of
meteorological conditions. The influence area was determined as the largest area where the short-term
concentrations of pollutants (1 h or one day) exceed the local air quality standards. We found that
this area is a band around the burning area whose size increases with the burning rate but not with
its size. Finally, we suggested alternatives of public policy to regulate this activity, which is based
on limiting the burning-rate in the way that no existing households remain inside the resulting
influence-area. However, this policy should be understood as a transition towards a policy that
forbids agricultural burning.

Keywords: open burning; biomass burning; sugarcane crops; environmental assessment; air
quality modeling

1. Introduction

Agricultural burning is the controlled incineration of biomass before and after harvesting. It is
a common practice worldwide to harvest and to control and eliminate fungi and pests, reduce the
erosion and maintain the soil quality for future crops at the lowest cost [1]. Despite the technological
progress, currently, ~60% of the harvesting processes worldwide take place manually, which leads to
the biomass burning over large areas of cultivated land (>1 ha per burning event) [2]. This practice has
been widely studied for the case of wildfires, which has several implications on climate, atmospheric
composition and air quality [3]. Presently, around 8600 Tg/year of biomass are burned globally, from
which ~2000 Tg/year are related to agricultural crops [4]. Table 1 lists the main crops of interest for the
environmental authorities. They correspond to those crops carried out extensively where open burning
is a common practice. Now, the agricultural burning is mainly associated with industrial sugarcane
crops, in countries such as Brazil, Colombia, Guatemala, India, Mexico and Costa Rica. During the
harvesting period, biomass burning produces fine and ultrafine particles (particles with aerodynamic
diameter d < 30 μm, and d < 100 nm, respectively) [2,5]. It also contributes to the emissions of carbon
dioxide (CO2), carbon monoxide (CO), methane (CH4), hydrocarbons (HC), nitrogen oxides (NOx),
and other toxic compounds, such as Polycyclic aromatic hydrocarbons (PAHS) and Volatile organic
compounds (VOCs), which are ozone precursors [6]. Agricultural burning could lead to short-term

Atmosphere 2019, 10, 312; doi:10.3390/atmos10060312 www.mdpi.com/journal/atmosphere131



Atmosphere 2019, 10, 312

(~1-day) episodes of air pollution, due to the capability of the emitted pollutants of being transported
over a large spatial scale [7] and to their contribution to the formation of secondary pollutants such
as ozone [8,9]. As a result, agricultural burning can cause adverse health effects on the people living
nearby the burning areas [10,11].

Table 1. Emission factors and loading factors for different crops [12].

Crops

Emission Factors (E*i,j)
Loading

Factors (Lj)PM PM2.5 CO NO Methane
Non-Methane

Organic Compounds

g/Mg kg/Mg kg/Mg kg/Mg kg/Mg kg/Mg Mg/hectare

Unspecified 11 12.5 58 1.3 2.7 9 4.5
Asparagus 20 - 75 - 10 33 3.4

Barley 11 - 78 - 2.2 7.5 3.8

Corn 7 - 54 - 2 6 9.4

Cotton 4 - 88 - 0.7 2.5 3.8

Grasses 8 - 50 - 2.2 7.5 -

Pineapple 4 - 56 - 1 3 -

Rice 4 12.95 41 - 1.2 4 6.7

Safflower 9 - 72 - 3 10 2.9

Sorghum 9 - 38 - 1 3.5 6.5

Sugarcane 2.3–3.5 - 30–41 - 0.6–2 2–6 8–46

Alfalfa 23 - 53 - 4.2 14 1.8

Bean (red) 22 - 93 - 5.5 18 5.6

Hay (wild) 16 - 70 - 2.5 8.5 2.2

Oats 22 - 68 - 4 13 3.6

Pea 16 - 74 - 4.5 15 5.6

Wheat 11 4.71 64 - 2 6.5 4.3

* PM, particulate matter with aerodynamic diameter d < 30 μm; PM2.5, particulate matter with aerodynamic diameter
d < 2.5 μm.

Prado et al. [13] reported that, during the harvesting period in Mendonça, Brazil, the concentration
of particulate matter registered in the atmosphere of urban areas, near to sugarcane fields, was almost
2.5-times higher than the World Health Organization air quality recommendation for short-term human
exposure (24 h) [14]. Wagner et al. [15] measured ambient particle concentrations and particle type
downwind, upwind and at several distances from agricultural burns in Imperial Valley, California.
They reported significantly high PM10 and PM2.5 concentrations at locations less than 3.2 km from the
nearest burning. Mugica et al. [16] estimated sugarcane-burning emissions in Mexican municipalities,
and reported exceedances on the PM2.5 Mexican emission standards by at least 5.4 times, with
an average of 86 ± 22 μg m−3. Their measurements were used to adjust the parameters of their
Gaussian dispersion model, with which they studied 25 additional burning episodes. They observed
concentrations up to 1000 μg/m3 in urban areas when the wind blew towards those urban areas during
the burning episodes.

Biomass burning is poorly regulated worldwide. Environmental authorities require the
identification of the agricultural burning influence area as a legal requirement to start any regulatory
actions to control this activity [17]. The influence area is defined as the largest area where the
concentration of any pollutant exceeds the local National Atmospheric Air Quality Standards (NAAQS).
The extent of the influence area depends on multiple factors including the size and geometry of the
burning area, the local meteorological conditions and the pollutant considered. The influence area can
be determined experimentally or by using any well-accepted dispersion model.

The experimental determination of the agricultural burning influence area possesses technical
challenges due to the need for a large number of simultaneous measurements required for each variable
affecting the dispersion phenomenon. Carney et al. [18] proposed a methodology to estimate the
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influence area as a cone whose orientation is aligned to the predominant wind direction. Aiming
to advance this work, Hiscox et al. [17] measured the size and dispersion of smoke plumes during
four sugarcane burning events during pre- and post-harvesting periods in Louisiana, USA, using a
scanning, elastic-backscatter LiDAR (Laser Imaging Detection and Ranging). Their results show that
particle concentration exceeded the NAAQS at distances of up to 300 m from the source, and that the
vertical extension of the plume was about 2 km. They also found that wind speed and atmospheric
stability conditions could make the plumes to travel distances greater than 45 km. Based on these
studies, the USEPA developed guidelines that limit the meteorological conditions under which land
cultivators of this region can burn [18]. The conclusions obtained with these experimental works are
valid for the characteristics of the particular region, type of crops and meteorological conditions under
which researchers conducted their experiments. The lack of generality of these conclusions limits the
possibility of using them for an eventual policy to control agricultural burning in other regions.

Alternatively, air dispersion models can be used for estimating the size of the influence area
under varying scenarios of meteorological conditions, crops types and area sizes. We propose the
use of AERMOD for this purpose. It is a steady-state Gaussian dispersion model developed by the
American Meteorological Society and the USEPA (The United States Environmental Protection Agency)
for regulatory purposes. Gaussian dispersion models assume that pollutant concentration, downwind
the source, follows a normal distribution in the horizontal and vertical direction. The main challenges
of using this model for the study of the environmental impact of agricultural burning are:

• AERMOD requires that the burning area be considered as a fixed source of pollutant when, it
actually is a moving area source.

• AERMOD requires input data for the mass emission of pollutants. They are estimated via emission
factors. However, the determination of emission factors for open burning is challenging due to
its diffusive nature. Usually, they are obtained from laboratory and field studies [16,19] and, as
expected, there are large differences in the emission factors reported by researchers [12–20].

The use of AERMOD for the determination of the agricultural burning influence areas has not
been extensively employed. In this work, we systematically used AERMOD to study the dispersion
of the pollutants emitted from short-term agricultural burning events, under varying conditions of
emission rates, meteorological conditions, sizes and geometries of the burning areas. Then, based on
the obtained results of pollutant concentration downwind: (i) we identified the size of the generated
influence area; and (ii) we proposed alternatives of public policy to control this activity.

2. Methodology

The dispersion of the atmospheric pollutants generated by the burning of several agricultural
crops was simulated using AERMOD over a region with general characteristics (flat terrain) and under
multiple meteorological conditions. We observed the size of the influence area generated on each case
for different sizes and geometries of the burning areas. Aiming to facilitate the analysis, we identified
the crop and the pollutant that produced the largest mass emission per unit of cultivated area. Next,
we describe the regions studied, the meteorology considered, the estimation of the emission rates and
the methodology used to determine the influence area.

2.1. Study Region

The most frequent cases of agricultural burning occur in areas located on relatively flat terrains
enclosed by rectangular polygons, in the surroundings of urban centers [21]. As shown below, the
determination of the influence area of agricultural burning occurring in areas delimited by non-regular
polygons can be analyzed as a combination of multiple squared areas. Therefore, as a base case, we
used a burning area of 1 ha. To evaluate the sensitivity of the model to the size of the burning area,
we varied it from 1 m2 to 20 ha and considered different area orientations. The determination of the
influence area generated by agricultural burning in mountainous terrain requires special simulations
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for each region considered. Furthermore, traditional dispersion models present problems to estimate
accurately the concentration of pollutants under those conditions. Therefore, they are out of the scope
of the present work.

A grid of discrete receptors was defined within the computational domain with a resolution of
100 m over an area of 10 km × 10 km, as shown in Figure 1. Although the results do not depend on the
location of the area under consideration, for illustrative purposes, we used the Valle del Cauca region,
located in southwest Colombia, which is one of the most important areas of sugarcane cultivation.
Colombia is the seventh producer of sugarcane worldwide, and where approximately 16,425 ha are
burned per year, and where on average 1.5–2 ha are burned per burning event [19].

  

(a) (b) 

Figure 1. (a) Top; and (b) perspective view of the sugarcane area selected in this work to illustrate the
estimation of the influence area generated by agricultural burning. The red square represents a burning
area of 1 ha.

2.2. Air Dispersion Model

In this work, we used AERMOD to study the dispersion of the pollutants produced inside the
burning area. As stated above, this model is recommended by the USEPA when their results are
planned to be used for regulatory purposes. It is a steady-state model that assumes that pollutants
concentration downwind the area source follows a Gaussian distribution in the vertical and horizontal
direction of the plume, according to Equation (1).

C =
Q
u
· f

σy
√

2π
· g

σz
√

2π
(1)

where C is the pollutant concentration (g/m3); Q is the pollutant emission rate (g/s); u is the horizontal
wind speed along the plume centerline (m/s); H is the height of emission plume centerline above ground
level (m); σz and σy are the vertical and horizontal standard deviation of the emission distribution (m),
respectively; and f and g are the vertical and horizontal dispersion parameters, respectively.

Gaussian models, and specifically AERMOD, do not allow, on the first instance, to model sources
that change their position over time. As an approximation, we assumed that the entire emission source
area burns simultaneously, but at a rate such that the emission rate of pollutants (g/s) remains constant.
In Section 3, we will show that this assumption is acceptable for this study because the size of the
influence area is independent of the size of the burning area being considered.

2.3. Meteorology

High wind speeds contribute to pollutant dispersion but it could also extend the size of the
influence area. Low wind speeds generate high concentration of pollutants near the source. The fact
that dispersion phenomena is highly dependent of the meteorological conditions hampers the process
of generalizing the results obtained. To overcome this difficulty, we studied the dispersion of pollutants
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generated by agricultural burning under very diverse meteorological conditions. Datasets with 1–5
years of 1-h meteorological conditions from the USA and Colombia were used, since they represent
scenarios with extreme weather characteristics during the different seasons of the year. Table 2 presents
the list of meteorological data used in this study and Appendix A. shows their respective wind roses.
Only meteorological datasets with 100% of data availability were used in work.

Table 2. Datasets of 1-h meteorological data used to study the dispersion of the pollutants generated
during agricultural burnings.

ID Meteorology Country Year

1 San Diego USA 2009–2014

2 Minnesota USA 2009–2013

3 Texas USA 1990

4 Michigan USA 1990

5 Alaska USA 1990

6 Zavala USA 2008–2012

7 Pico USA 2008–2012

8 Descanso Colombia 2009

9 Cerro largo Colombia 2009

10 Rubiales Colombia 2013

11 Los Angeles USA 2012–2016

2.4. Estimation of the Pollutants’ Mass Emission Rates

The mass emission rate Ei,j (kg/s) of pollutant i emitted by a given crop burning j, was estimated
through Equation (2), where Lj (kg/m2) is the amount of biomass that is typically produced by crop j
per unit of cultivated area, and Sj (m2/s) is the burning rate [22].

Ei, j = E∗i, j Lj Sj (2)

In this equation, E*i,j (kg/kg) is the emission factor and it describes the amount of pollutant i
typically emitted per unit mass of crop j. Multiple studies have been conducted to determine the
emission factors associated with agricultural burning under controlled conditions [1] and by field
measurements [23]. Table 1 shows E*i,j and Lj for several crops. It shows that sugarcane has the largest
loading factor. For this crop, Table 3 presents the emission factors reported by different authors, among
which, large variations are observed. In this study, we adopted the emission factors reported by the
USEPA [22].

The burning rate (Sj in m2/s) depends on multiple factors, including wind speed and crop moisture
content. Given the difficulty of finding values reported in the literature for this variable, a constant
value was assumed as a first approximation. For the case of sugarcane, we consulted companies in the
sugarcane industry, and they reported an approximate value of 1 ha/day. However, it depends on the
length and the number of lines used as starting flame fronts.

2.5. Determination of the Influence Area

For a given set of meteorological conditions (temperature, humidity, solar radiation, wind speed
and direction), AERMOD estimates the pollutant concentration at every receptor located nearby the
burning area. The process is repeated every hour as meteorological data are reported in this format.
Given the short-term nature of agricultural burnings, we focused only on human short-term (24 h)
exposure. Therefore, we set up AERMOD to calculate at every receptor the 24 h average pollutant
concentration and to record only the maximum value obtained after one year of meteorological data
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(or the number of years of meteorological data availability). Finally, we selected all those receptors
where pollutant concentration exceeded its respective threshold value specified in the NAAQS.
The combination of all those receptors made up the influence area of agricultural burning.

The largest influence area is produced by the crop with the largest emission rate of the pollutant
with the highest hazard to human health. According to Table 1 and Equation (2), for the case of
sugarcane, the pollutant with the highest mass emission rate is PM10. Although the PM10 emission
factor for sugarcane is one of the lowest among the different crops listed in Table 1, sugarcane is the
crop with the highest loading factor.

The hazard of a pollutant can be quantified as the inverse of its threshold value specified in the
NAAQS. According to the American Conference of Governmental Industrial Hygienists (ACGIH), the
threshold limit values (TLVs) are the maximum average airborne concentration of a hazardous material
to which healthy adult workers can be exposed during an 8-h workday and 40-h workweek—over
a working lifetime—without experiencing significant adverse health effects. They represent the
opinion of the scientific community that exposure at or below the level of the TLV does not create
an unreasonable risk of disease or injury [3]. Aiming to provide public health protection, including
protecting the health of “sensitive” populations such as asthmatics, children, and the elderly, the
environmental authority specifies those threshold limit values in the NAAQS for short time periods
of exposure (3, 8, or 24 h depending of the pollutant) and for long time periods of exposure (one
year) [14–24]. In this work, we only consider short-term exposition, as agricultural burnings are
short-term events. Table 4 lists the USEPA maximum recommended values for short-term exposition.

Table 3. Sugarcane emission factors reported by several authors expressed as kg of pollutant emitted
per Mg of sugarcane biomass burned. Highlighted boxes indicate the values used in this work.

Author,
Year

Emission Factor Per Pollutant

BC *
TSP

kg/Mg
PM10

kg/Mg
PM2.5

kg/Mg
CO2 g/kg CO kg/Mg

NO
kg/Mg

[22], 2011 - - 2.3−2.5 - - 30−41 -
[25], 2006 - - - - 92 - -
[26], 1996 - 4.31−4.64 4.51 4.19 - 55.83 3.18
[27], 2012 - - - 2.6 ± 1.6 1303 ± 218 65 ± 14 1.5 ± 0.4
[28], 2012 0.71 ± 0.22 - - 2.49 ± 0.66 1255 ± 287 9.2 ± 3.3 -

[29], 2017 0.158 - - - 1791.94 ±
145.08

68.43 ±
16.23 1.63 ± 0.23

[30], 2018 - 3.27 ± 0.81 1.81 ± 0.14 1.19 ± 0.08 1618 ± 108 25.7 ± 2.04 -

* BC, Black carbon; -, no available data; Reference [22] corresponds to the USEPA recommended emission factors.

Table 4. Colombian NAAQS [31], emission rates for a burning rate of 1 ha/day, and risk indexes
calculated for the case of the agricultural burning of sugarcane crops (j = sugarcane).

Pollutant
Colombian NAAQS Emission

Rate (g/s)
Ii,j (m3/s)

Threshold
Values (μg/m3)

Short Term
Exposure (h)

TSP 300 24 2.47 8.2
PM10 100 24 1.33 13.3
PM2.5 50 24 2.23 44.6

CO 5000 8 21.83 0.4
NO2 200 1 2.02 10.1

Aiming to identify the scenario that produces the largest agricultural burning influence area, we
defined the risk index (Ii,j) for pollutant i generated from crop j, according to Equation (3). In this
equation, AQi is the NAAQS threshold value for pollutant i. The crop and pollutant with maximum
value for Ii,j defines the largest area of influence. Table 4 shows the Ii,j* obtained for the case of
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sugarcane crops (j* = sugarcane). It shows that PM2.5 has the largest Ii,j* and therefore it is the pollutant
that defines the influence area for the burning of sugarcane crops.

Ii, j =
Ei, j

AQi
(3)

3. Results

We studied the effect of the meteorology, emissions rate and size of the burning area. For illustrative
purposes, we report results for the case of sugarcane burning. However, these results are valid for
any crop.

3.1. The Effect of Meteorological Conditions on Pollutant Concentration

As a first step, we studied the effects of meteorology on the dispersion of pollutants. Arbitrarily,
we kept the PM2.5 emission rate constant at 1 g/s over a burning area of 1 ha. As expected, meteorology
significantly affects PM2.5 concentration at ground level. Figure 2 presents the daily maximum
concentration obtained at any receptor over an extension of 10 km × 10 km, after considering the
datasets of 1-h meteorological data listed in Table 2. This figure indicates that the meteorological
data No. 2 (Minnesota) induced the highest level of pollutant concentration. This meteorology has
an average temperature of 4.5 ◦C and wind speed of 2.7 m/s with no preferential wind direction.
Besides low average wind speed, we could not identify a special characteristic of this meteorology that
makes it the worst-case scenario. From now on, we only consider this meteorology as it constitutes the
scenario that produces the highest concentrations.

Figure 2. Maximum average daily PM2.5 concentrations produced at any receptor over an extension
of 10 km × 10 km by the burning of sugarcane biomass on a squared 1 ha area, after considering
the datasets of 1-h meteorological data listed in Table 2. The arrow identifies meteorology No. 2
(Minnesota), which produced the highest PM2.5 concentrations.

3.2. The Effect of Emission Rate on Pollutant Concentration

AERMOD has a linear response to changes in emissions. Aiming to confirm this expected behavior,
a base emission of 1 g/s was used. This emission was multiplied by 0.1 and 10. We set these values as
the new emissions rates and observed PM2.5 concentrations nearby the emission source as predicted by
AERMOD. Figure 3 compares PM2.5 concentration obtained at every receptor in the base case scenario
against the corresponding concentrations obtained with different emission rates. This comparison
was performed in terms of normalized concentration, i.e., concentration divided by the emission
rate. Figure 3 shows that all data points fall within the 45-degree line, regardless of the emission rate,
confirming that, according to AERMOD, PM2.5 concentration, at ground level, nearby the emission
source is proportional to the emission rate.
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E

Figure 3. Comparison of the normalized PM2.5 concentration at ground level obtained by AERMOD
when the emission rate is 0.1 and 10 g/s against the normalized concentration when the emission
rate is 1 g/s. Normalized concentration is obtained when the resulting concentration is divided by
the emission rate in the source. Results were obtained for a burning area of 1 ha and the Minnesota
meteorology dataset.

3.3. Determination of the Influence Area

As explained above, due to the short-term nature of the agricultural burning events, and because
those events could happen at any time of the year, the determination of the influence area requires:

• The AERMOD determination of daily maximum concentrations, obtained at each receptor over
the computational domain along the simulation time (1–5 years of 1 h meteorological data).
The simulation should be carried out for the case of the riskiest pollutant at the emission rate
calculated for that pollutant and crop of interest, in this case, PM2.5 and sugarcane, respectively.

• A comparison of the obtained results against the threshold value specified in the NAAQS for
short-term exposure to the riskiest pollutant, in this case, 50 μg/m3 for 24 h of human exposure
to PM2.5.

Figure 4 shows the maximum daily PM2.5 concentration obtained at each receptor located over a
10 km × 10 km region that surrounds a squared burning area of 1 ha with an hypothetical emission rate
of E = 18.6 g/s. It shows that, due to the random wind direction, the influence area does not exhibit any
regular shape. Therefore, for the case of agricultural burning, we redefined the influence area as the
circle whose radio includes all areas where pollutant concentrations exceed the air quality standards
defined by local environmental authorities.

Afterwards, we ran a set of cases changing the size of the area source from 1 m2 to 20 ha and
observed their resulting influence areas. As farmers partially control the burning rate by controlling
the length and number of lines of starting fire fronts, we considered two alternatives:

• Farmers burn simultaneously the entire area, keeping the number of starting fire fronts per unit
area constant. This alternative implies that, regarding of the burning area size, the burning event
will be completed within the same period of time of the base case scenario (1 ha). It implies that
the burning rate and the emission rate of pollutants per unit area remain constant. However, the
total emission rate increases, with respect to the base case scenario, proportionally to the size of
the area under consideration.

• Farmers burn sequentially one-unit area after another, increasing the duration of the burning event
proportionally to the area size. This alternative implies that the total emission rate remains constant.
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(a) 

 
(b) 

Figure 4. PM2.5 ground concentration over a 10 km × 10 km region as result of the sugarcane burning
on a square area of 1 ha at a burning rate of 18.6 g/s: (a) 3D representation of PM2.5 concentration; and
(b) 2D representation of PM2.5 concentration. The lines in (b) represent circumferences centered in the
emission source that limit the obtained influence area when the threshold value is 50 μg/m3 (yellow),
100 μg/m3 (blue) and 300 μg/m3 (red).

In real practice, farmers burn with a combination of both alternatives and therefore we considered
this third alternative in our simulations. In all cases, we reported the size of the resulting influence
area as the radii of the resulting influence area minus the edge-size of the burning area.

We determined the size of the influence area generated by an area source of 1 ha, varying the
emission rate. The obtained results are plotted in Figure 5a. It shows that the size of the influence area
increases with the emission rate, following a logarithm profile. This profile crosses the area size axis at
an emission rate of about 2 g/s. This means that farmers can burn at a rate smaller than this critical
rate generating a negligible influence area. For the case of sugarcane, this value means a maximum
burning rate of 1.5 ha/day.

When the emission rate remains constant, the size of the influence area remains constant regardless
of the size of the burning area (Figure 5b). The burning of 1 m2 at a given emission rate produces the
same size of influence area as the burning of 1 ha at the same emission rate. The difference is that,
under these circumstances, it takes 104 times longer to complete the burning task of 1 ha than of 1 m2.
This result implies that the size of the influence area is determined by the burnings near the edge
of the area source. Aiming to observe the variation of these results with the orientation of the area
source, we varied it from 0–170 degrees. The results are presented in Figure 5c. For the case of an area
source of 1 ha, with an emission rate of 18.6 g/s, under all orientations that we ran, the influence area
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was ~2000 m considering PM2.5 as the limiting pollutant. The influence area for PM10 and TSP (Total
Suspended Particles) were ~1500 and 500 m, respectively.

 

(a) (b) 

 

(c) 

Figure 5. Size of the influence area generated by agricultural burning as function of: (a) emission rate
considering different burning area sizes; (b) burning area keeping emission rate constant at 18.6 g/s;
and (c) burning area orientation respect to north, keeping constant the emission rate at 18.6 g/s and the
burning area at 1 ha.

Finally, we considered burning areas with shapes different from a square. The area of any irregular
polygon can be constructed as the combination of multiple squares of different sizes. Using the
principle of superposition, the influence area produced by the area source of irregular shape is the
union of the influence areas generated by each independent squared area. Therefore, the influence area
generated by the burning of crops cultivated on areas of any shape is the area band that surrounds the
burning area. These results are independent of the type of crop or biomass being burned.

3.4. Recommendations for Policy Makers

In the light of this work, we suggest that policy makers interested in controlling the activity of
agricultural burning and/or any open atmosphere biomass burning should be aware of:

• Open atmosphere biomass burning produces short- and long-term negative impacts on human
health and the environment. Therefore, this practice should be controlled and eliminated as soon
as possible. However, this activity is associated with important economic and social aspects that
need to be considered. Therefore, environmental authorities, companies and the people that could
be affected, should design in collaboration an action plan with a sustainable approach that ends
with the elimination of this activity.

• Despite the efforts made by the scientific community to develop tools to assess accurately the
impact of open biomass burning, several unresolved aspects and uncertainties remain related to:
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(i) the amount of biomass burned per crop; (ii) the emission factors for the relevant pollutants
per crop; (iii) the understanding and modeling of the pollutant dispersion phenomena; and
(iv) secondary effects such as changes in atmospheric dynamics and alterations in the cloud
formation processes.

• We used AERMOD to model the dispersion of the pollutants produced during agricultural burning
events. This model is recommended by the USEPA for this type of applications. It means that, even
though there could exist more accurate models for modeling agricultural burnings, AERMOD
is the model that should be used for regulatory purposes, as it is well accepted by the scientific
community and environmental authorities.

• Aiming to design public policies to control agricultural burning, the purpose of modeling the
dispersion of the pollutants generated by this activity is to assess the environmental impact caused
by the agricultural burning of any crop under a worst case but real scenario, considering all the
possible pollutants that could be generated. In this regard, it is out of the scope of the present work
to reproduce any measurements of pollutant concentration obtained nearby agricultural burning.

Based on the results obtained in this work, we propose that the environmental authorities:

• Limit any agricultural burning or any open atmosphere biomass burning to emissions rates
smaller than 2.0 g/s calculated using Equation (2) and data in Table 1, for all pollutants regulated
in the NAAQS. According to Figure 5a, this emission rate produces an influence area of negligible
size. For the case of sugarcane, this counter-measure limits the burning rate to ~1,5 ha/day, which
could be inappropriate for the current operation of the sugarcane industry.

• Determine the distance from the cultivated area to the location of the nearest household and use
that distance as the size of an acceptable influence area. Then, use Figure 5a to determine the
maximum allowable emission rate, which is directly related to the number of hectares that can be
burned per day.

• The implementation of a burning management program that involves previous alternatives.
This program divides the cultivated area in subareas, each of them with different distances to
the nearest household. For each subarea, Figure 5a limits the maximum burning rate. Then, the
burning management program establish the sequence that each area could be burned at the given
burning rates. No two areas can be burned simultaneously.

4. Conclusions

Aiming to design public policies to control agricultural burning, we assessed the environmental
impact generated by this activity. We used AERMOD to determine the concentration of the pollutants
generated by this activity on the areas nearby the burning area (cultivated crop). We considered a wide
range of meteorological conditions, burning rates, geometries, and sizes of burning areas.

The area influenced by a given agricultural burning is the largest area where the concentration of
any of the pollutant under consideration exceeds its maximum threshold values established in the
local atmospheric air quality standards (NAAQS). Results show that this area is a band around the
cultivated area whose size increase with the emission rate of the riskiest pollutant (Figure 5a), but it
does not depend on size of the burning area. The risk of a pollutant was quantified as the ratio of their
emission rate to its threshold value established in the NAAQS.

The emission rate is proportional to the burning rate. As farmers control burning rate by controlling
the length and number of starting flame fronts, we proposed the elaboration of a public policy to
limit the burning rate in the way that no households are located within the resulting influence area.
This proposal should be taken as a transitional stage towards a policy of no agricultural burnings in
consideration of their adverse effects on the environment.
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Appendix A Wind Roses Obtained for Each Set of Meteorological Data Used in This Study

Name Year Country
Wind Rose

Diagram
Name Year Country

Wind Rose

Diagram

San Diego 2009 USA Zavala 2008–2012 USA

Minnesota 2008–2012 USA Pico 2008–2012 USA

Texas 1990 Descanso 2009 Colombia

Michigan 2008–2012 USA Cerro largo 2009 Colombia

Alaska 1990 USA Rubiales 2013 Colombia

Los Angeles 2012-2016 USA
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Abstract: This study investigated the sensitivity of nitrate aerosols to vehicular emissions in urban
streets using a coupled computational fluid dynamics (CFD)–chemistry model. Nitrate concentrations
were highest at the street surface level following NH3 emissions from vehicles, indicating
that ammonium nitrate formation occurs under NH3-limited conditions in street canyons.
Sensitivity simulations revealed that the nitrate concentration has no clear relationship with the
NOx emission rate, showing nitrate changes of only 2% across among 16 time differences in NOx

emissions. NOx emissions show a conflicting effect on nitrate production via decreasing O3 and
increasing NO2 concentrations under a volatile organic compound (VOC)-limited regime for O3

production. The sensitivity simulations also show that nitrate aerosol is proportional to vehicular
VOC and NH3 emissions in the street canyon. Changes of VOC emissions affect the nitrate aerosol and
HNO3 concentrations through changes in the O3 concentration under a VOC-limited regime for O3

production. Nitrate aerosol concentration is influenced by vehicular NH3 emissions, which produce
ammonium nitrate effectively under an NH3-limited regime for nitrate production. This research
suggests that, when vehicular emissions are dominant in winter, the control of vehicular VOC and
NH3 emissions might be a more effective way to degrade PM2.5 problems than the control of NOx.

Keywords: Urban pollution; Street canyon; Nitrate aerosol; CFD; Air quality

1. Introduction

Nitrate aerosol is a fine particulate matter (PM2.5) component produced from the reaction of
gas-phase nitrate (nitric acid; HNO3) and ammonia (NH3). During a haze event, nitrate aerosol often
contributes to the total observed particle mass by as much or more than the organic fraction across East
Asia [1–4]. As severe haze events have increased across East Asia [5], nitrate contributions to PM2.5

mass have also increased in polluted urban areas [1,6].
The production of nitrate aerosol in urban areas is affected by vehicular emissions such as nitrogen

oxides (NOx = NO + NO2) and NH3 [7–9]. These vehicular emissions are highly concentrated and
are transported by turbulence from the complex geometry of buildings, causing steep gradients
of pollutant concentrations [10–13]. Nitrate aerosol chemistry is highly nonlinear and follows the
concentrations of precursor gases and humidity, so the formation and distribution of nitrate aerosol
are not spatially uniform [14,15]. Most modeling studies on nitrate aerosols are based on regional or
global air-quality models that have clear limitations due to their coarse resolution [16–18]. Therefore,
to accurately investigate nitrate formation in urban areas, fine-scale simulations that can conserve
highly concentrated emission plumes and turbulence are necessary.

Meanwhile, policies regarding vehicular nitrate control focus on reduction of NOx (e.g.,
through banning diesel vehicles) [19,20], based on studies of regional or global air-quality modeling.
However, studies from observation campaigns have often reported that other vehicle emissions are
much more important than NOx emissions for nitrate production in urban areas [21–23]. Link et al.
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investigated the secondary formation of ammonium nitrate from vehicle exhaust using sampling
and laboratory experiments in the Seoul Metropolitan Region (SMR) [21]. They found that the
secondary production of ammonium nitrate from diesel exhausts is much lower than that from
gasoline. They concluded that the NH3 source from gasoline vehicles could be more important than
NOx emissions, indicating that SMR is an NH3-limited environment. Wen et al. studied nitrate
formation during a severe PM2.5 pollution period and reported that high NH3 concentrations in the
early mornings significantly accelerated the formation of fine particulate nitrate [23]. In addition,
they found that the increased rate of nitrate aerosol had a strong positive correlation with ozone (O3)
concentrations at night, indicating the essential role of oxidants in nitrate formation. Studies also
reported that volatile organic compound (VOC) concentrations control nitrate formation by affecting
the O3 levels [22,24]. These studies indicate that nitrate aerosols are affected by a complex chemical
condition that involves NOx, NH3, and oxidants, whereas policy tends to focus exclusively on NOx

control. Thus, understanding the favorable conditions for nitrate formation in urban areas is crucial
for the design of air-quality policies.

Thus, this study investigates the distribution of nitrate aerosols and the favorable conditions
for nitration formation in urban streets using a microscale coupled computational fluid dynamics
(CFD)–chemistry model that can reproduce the turbulence from complex building geometries.
Sensitivity simulations were conducted to examine the sensitivity of emissions to nitrate production by
changing the emissions of precursor gases for nitrate aerosols and oxidants. The sensitivity simulation
results reveal what significant factors lead to nitrate aerosol problems in urban streets.

2. Model Description and Simulation Set-Up

2.1. Model Description

A coupled CFD–chemistry model was used based on that proposed by Kim et al. [25]. The CFD
model is based on the Reynolds-averaged Navier–Stokes equation (RANS) model and assumes
a three-dimensional (3-D), nonrotating, nonhydrostatic, and incompressible airflow system [26].
This model was previously used to examine the flow and dispersion of both reactive gas pollutants [25,27]
and reactive aerosol pollutants [25,28].

The model’s chemical mechanism includes a full tropospheric NOx–Ox–VOC chemistry scheme
from a global 3-D chemical transport model (GEOS-Chem V11-1) [29]. GEOS-Chem was initially
developed to solve global air chemistry issues; however, application of the GEOS-Chem model has now
been extended to the regional scale. The GEOS-Chem model can successfully explain urban air quality,
including cases of severe haze over East Asia [1,30,31]. The chemical scheme includes 140 species and
393 reactions, among which 61 reactions are photochemical. Among the 140 species simulated in the
chemistry module, the CFD model transports 65 chemical tracers. Radical species with very short
chemical lifetimes are not transported. Photolysis rate coefficients are calculated using the Fast-JX
radiative transfer model [32,33].

The model also calculates aerosols that include sulfate, nitrate, ammonium, black carbon, and
organic carbon [34,35]. Sulfate formation generally occurs via two pathways: the gas-phase oxidation
of SO2 by OH and the aqueous-phase oxidation of SO2 by ozone and hydrogen peroxide. The CFD
model only accounts for the gas-phase oxidation of SO2 by OH because it lacks an atmospheric physics
module that simulates hydrometeors such as clouds and rain.

Nitrate and ammonium aerosol were calculated by partitioning the total NH3 and HNO3 between
the gas and aerosol phases. We used the ISORROPIA-II model as a thermodynamic equilibrium model
for aerosol partitioning [36,37] and employed it to calculate the thermodynamic equilibrium of a
K+–Ca2+–Mg2+–NH4

+–Na+–SO4
2−–NO3

−–Cl−–H2O aerosol system based on the NH3, HNO3, and
SO4

2− concentrations.
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The model also includes the production of HNO3 via heterogeneous chemistry between
aerosols and gases following Jacob (2000) [38]. The reactions that contribute to HNO3 production by
heterogeneous chemistry can be written as:

2 NO2 → HNO3 + HONO (R1)

NO3 → HNO3 (R2)

N2O5 → 2 HNO3. (R3)

The uptake coefficients, γ, of R2 and R3 were 10−4 and 0.1, respectively, following Jacob (2000) [38].
For R4, γwas set to 0.01 as suggested by Zhang et al. (2012) and Walker et al. (2012) [39,40]. N2O5 is
essential for night-time nitrate aerosol chemistry; the production and loss reactions of N2O5 can be
written as:

NO2 + NO3 +M→ N2O5 +M (R4)

N2O5 +M→ NO2 + NO3 +M (R5)

N2O5 + hν→ NO3 + NO2. (R6)

The simulation of carbonaceous aerosols follows the GEOS-Chem model [35]. The primary
carbonaceous aerosol follows the passive tracer without any chemical reactions. However, the model
resolves primary Black Carbon (BC) and Organic carbon (OC) with a hydrophobic and a hydrophilic
fraction for each (i.e., making four aerosol types) for deposition processes. All sources emit hydrophobic
aerosols that then become hydrophilic with an e-folding time of 1.2 days, as per Cooke et al. (1999) [41].
Although secondary organic aerosol (SOA) chemistry is not considered in the model, we treat
boundary inflow and the transport of SOAs. However, the model does not account for either dust or
sea-salt aerosol.

The dry deposition of gases and aerosols was simulated with a standard big-leaf resistance-in-series
model [42]. The model accounts for the dry deposition of 46 species, including aerosols. The CFD
model has no atmospheric physics module that simulates hydrometeors (e.g., clouds and rain); thus,
wet deposition was not calculated, following Kim et al. (2012) [25].

2.2. Simulation Set-Up

We assumed a street canyon selected for a simulation located in SMR, one of the most polluted
cities, to investigate nitrate formation in urban streets. The domain size was 120 × 80 × 100 m in the x,
y, and z directions, respectively. The grid intervals in all directions were 2 m, and the building height
was 20 m with unified aspect ratios for all street canyons. Figure 1 shows the detailed structure of the
simulation domain.

First, we set a control run (CNTL hereafter) with standard emissions. We estimated the pollutant
emissions from average traffic volume in 2017 obtained from the Traffic Monitoring System (http:
//www.road.re.kr), which provides traffic statistics in SMR. On that basis, the daily traffic volume
for each street was assumed to be 15,130 vehicles day−1. The monthly averaged diurnal variation
in traffic volume was also obtained from the Traffic Monitoring System. Vehicular emissions were
computed using the emission factor from the Clean Air Policy Support System (CAPPS) emission
inventory [43] and calculated by multiplying the mean ratios of vehicle sizes in Korea. The emission
factors following vehicle size and the ratios of vehicle size are summarized in Tables 1 and 2, respectively.
The calculated averaged emissions per vehicle were 0.10 g km−1, 0.15 g km−1, 0.015 g km−1, and
0.011 g km−1 for NOx, CO, VOC, and NH3, respectively. NOx emissions were separated into NO and
NO2 emissions at a 10:1 ratio by volume [44]. Total VOC emissions were further speciated using the
method developed by EMEP/EEA (2016) [45]. Table 3 lists the emission rate and ratios of speciated
VOC in the CNTL simulation. All vehicular emissions were emitted at z = 1 m from 4 m wide area
sources located at the center of the streets. Other emissions in the model domain were not considered
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in the simulation. Previous studies have reported that the largest proportion of emissions in SMR is
vehicular emissions [43,46,47].

Figure 1. Schematic diagram of the coupled computational fluid dynamics (CFD)–chemistry simulation
domain for the control run (CNTL) simulation.

Table 1. Emission estimates from vehicles used in the coupled CFD–chemistry model simulations for
the CNTL simulation. The text discusses details about the species emission estimates.

[g km−1] CO NOx VOC NH3

PC (diesel) 0.010 0.041 0.006 0.002

PC (gasoline) 0.085 0.004 0.002 0.023

PC (gas) 0.104 0.002 0.001 0.001

LDV (diesel) 0.087 0.063 0.009 0.002

LDV (gas) 0.163 0.026 0.002 0.002

HDV (diesel) 0.543 0.959 0.104 0.002

HDV (gas) 0.457 0.045 0.009 0.003

Bus (diesel) 1.850 0.613 0.150 0.002

Bus (gas) 1.736 0.346 0.191 0.000

Table 2. Ratios of vehicles following size and fuel type used in the CNTL simulation obtained from the
Traffic Monitoring System.

[%] Passenger Cars Light-Duty Vehicles Heavy-Duty Vehicles Bus

Diesel 20.6 17.6 7.3 2.2

Gasoline 43.3 - - -

Gas 8.3 0.9 0.3 0.4

Total 72.2 18.5 7.6 2.6

For meteorological conditions, we used values for the SMR in winter that provided favorable
conditions for nitrate formation [48]. To simulate diurnal changes in buoyancy and their effects on
transport and chemical reaction rates in the model, we used the hourly temperature and relative
humidity obtained from the Seoul station of the Korea Meteorological Administration (http://web.
kma.go.kr/eng/). Table 4 shows the hourly temperature and relative humidity used in this study.
The wind speed on the rooftop was assumed to be the observed seasonal mean value for SMR, which is
2.4 m s−1. The wind direction is westerly (most frequently observed in winter) and is perpendicular to
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the street canyon [49]. The ambient wind speed and direction were fixed during a one-day simulation.
The following vertical profiles of the wind, turbulent kinetic energy (TKE), and TKE dissipation rate
were imposed:

U(z) =
u∗ cosθ
κ

ln
(

z
z0

)
(1)

V(z) =
u∗ sinθ
κ

ln
(

z
z0

)
(2)

W(z) = 0 (3)

k(z) =
u2∗

C1/2
μ

(
1− z
δ

)2
(4)

ε(z) =
C3/4
μ k3/2

κz
(5)

Here, u∗, z0, and κ represent the friction velocity, roughness length (=0.05 m), and von Karman
constant (=0.4), respectively; Cμ is an empirical constant (=0.0845), and θ is the wind direction.
The surface and top boundary pressures in the model were assumed to be 1013.15 hPa and
993.72 hPa, respectively.

Table 3. Emission rates per vehicle and ratios of speciated volatile organic compound (VOC) following
the method developed by EMEP/EEA (2016).

Tracer Name Formula Emission Rate [mg km−1] Ratio [%]

ALK4 ≥C4 alkanes 3.60 24.0

ISOP CH2 = C(CH3)CH = CH2 - -

ACET CH3C(O)CH3 0.44 2.9

MEK RC(O)R 0.18 1.2

ALD2 CH3CHO 0.98 6.5

RCHO CH3CH2CHO 1.89 12.6

MVK CH2 = CHC(=O)CH3 - -

MACR CH2 = C(CH3)CHO - -

PRPE ≥C3 alkenes 2.58 17.2

C3H8 C3H8 0.02 0.1

CH2O HCHO 1.80 12.0

C2H6 C2H6 0.05 0.3

Unspeciated - - 23.2

Table 4. Diurnal variations of the observed hourly surface temperature and relative humidity used in
this model.

Hour 01 02 03 04 05 06 07 08 09 10 11 12

Temperature [K] −3.1 −3.4 −3.6 −4.0 −4.4 −4.6 −4.8 −5.1 −4.5 −2.7 −0.8 0.6

Relative Humidity [%] 37.7 38.3 37.8 36.8 37.4 36.9 37.5 37.6 32.2 26.4 21.3 17.9

Hour 13 14 15 16 17 18 19 20 21 22 23 24

Temperature [K] 1.4 2.2 2.7 2.6 1.6 0.3 −0.5 −1.2 −1.7 −2.1 −2.4 −2.8

Relative Humidity [%] 16.5 14.4 13.7 14.0 18.0 21.6 26.0 30.2 32.6 34.5 34.7 35.8
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For the rooftop boundary conditions of the species, we used a reanalysis dataset from the
Monitoring Atmospheric Composition and Climate (MACC) project in SMR with 6 h diurnal
variations [50]. In addition, we used the boundary conditions of the species from the GEOS-Chem
simulation with 6 h diurnal variations at SMR in winter for the species that were not provided in the
MACC reanalysis dataset [51]. The initial conditions of the species were assumed as the concentrations
of the boundary conditions in the first step. We conducted 48 h model simulations for each case:
the first 24 h for the model spin-up, and the results from the last 24 h were used. The chemical and
dynamical time steps were 1 min and 1 s, respectively.

Sensitivity simulations were conducted to examine the effect of emissions on nitrate aerosols in
urban streets. Twelve sensitivity simulations were set by changing the vehicular emissions of NOx,
VOC, and NH3. Each simulation was conducted with different emissions by multiplying the original
emission by 0.25, 0.5, 2.0, and 4.0 for each species. We named the sensitivity simulations “species name”
× “multiplying factor.” For example, simulations named NOx × 0.25, NOx × 0.5, NOx × 2, and NOx × 4
indicate multiplying the vehicular NOx by 0.25, 0.5, 2.0, and 4.0, respectively, while other emissions
were fixed.

2.3. Model Validation

The coupled CFD–chemistry model in this study was thoroughly validated for the flow and
dispersion of passive tracers in street canyons by comparing the results from this model with those
from a wind tunnel, an idealized numerical study, and fluid experiments [25,27,52]. Park et al. (2015)
found good agreements when comparing the model with wind tunnel data and experimental data by
implementing improved wall functions for the momentum and thermodynamic energy equations in
the CFD model to more accurately represent the effects of solid–wall boundaries [27].

The coupled CFD model also evaluated the dispersion of reactive pollutants compared with
idealized simulations and field campaigns [25]. Kim et al. (2012) applied the coupled CFD–chemistry
model to simulations using the same building configuration as in Baker et al. (2004) [25,53]. Their results
showed that the concentrations of NOx and O3 have a pattern and magnitude consistent with the
simulated concentrations by Baker et al. (2004) under steady-state O3–NO–NO2 photochemistry.
Kim et al. (2012) reproduced reactive pollutants on Dongfeng Middle Street, Guangzhou, China, using
a full tropospheric NOx–Ox–VOC chemistry scheme and compared the results to a field campaign by
Xie et al. (2003) [13]. The coupled model, with the full photochemical mechanism, also successfully
captured the time variation in the observed CO concentrations for both upwind and downwind
sites in the Dongfeng Street canyon. However, the coupled model overestimated NOx concentrations
compared to observations by Xie et al. (2003) due to estimating excessive NO emissions from traffic
volume, implying the necessity of utilizing an accurate emissions inventory [13].

The coupled CFD model has also been used to evaluate the dispersion of reactive aerosol in
street canyons [28]. Kim et al. (2019) evaluated the composition of PM1 in summer and winter in a
street canyon by comparison with the field campaign in Elche, Spain, by Yubero et al. (2015) [28,54].
The model generally captured seasonal variations of PM1 in the street canyon. We evaluated the seasonal
variation in nitrate concentration by comparing our model results to those of Yubero et al. (2015) [54].
Four simulations were conducted to represent the four seasons (spring, summer, autumn, and winter)
in Elche, Spain. The street was approximately 7 m wide and surrounded by buildings that were
approximately 25 m in height. The domain size was 20 m × 40 m × 50 m, and the number of grid points
was 42 × 82 × 52. The meteorological conditions used were the observed seasonal mean values during
the campaign periods. Pollutant emissions were estimated from traffic volume obtained from the Elche
Traffic Office [54]. Vehicular emissions were computed using Spain’s emission rates in EMEP/EEA
(2016). The detailed model configuration generally followed that of Kim et al. (2019) [28].

Figure 2 shows the observed and simulated nitrate concentrations by season. The observed nitrate
concentrations were highest in winter and lowest in summer due to the thermal evaporation of nitrate
aerosols, showing 1.3 and 0.3 μg m−3, respectively. The observed nitrate concentrations in spring
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and autumn were 0.4 and 0.5 μg m−3, respectively, falling between those in winter and summer and
indicating the dominant effect of temperature on nitrate aerosol. The simulated nitrate concentrations
were 1.0, 0.8, 1.0, and 1.4 μg m−3 in spring, summer, autumn, and winter, respectively, showing clear
seasonal variation. The simulated concentrations reproduce the observed seasonal variation in nitrate
concentration. However, the simulated nitrate concentration in summer was twice that of the observed
magnitude, indicating the weaker thermal evaporation of ammonium nitrate predicted by the model.
The model captured the magnitude of the observed nitrate in winter located within the standard
deviation of the observed nitrate concentration. These results indicate that the model successfully
calculated the nitrate aerosol in cold environments.

Figure 2. Comparisons of nitrate concentrations in the spring, summer, autumn, and winter cases
between this work and the previous results of Yubero et al. (2015) (see Figure 1 in Yubero et al.).
The values are averaged for the analysis period at the sample station. The black solid line is the observed
concentrations and the red dashed line is the simulated concentrations. The error bars indicate the
standard deviations of the observed nitrate aerosol in each season.

3. Results

Before investigating the production and sensitivity of nitrate aerosol, we checked the precursor
gases of nitrate aerosol and oxidant concentrations that affect nitrate aerosol chemistry. Figure 3a
indicates the meridionally averaged NOx concentration in the domain. The NOx concentration is
highest at the street surface level, indicating that vehicular NOx emission is trapped by the canyon
vortex in the street canyon. The NOx concentration reached 100 ppbv, ten times higher that outside the
canyon, showing a steep gradient of NOx concentration in the street canyon. Note that concentrations
in the three street canyons have slightly different values and dispersion patterns owing to different
vortex patterns under non-infinite consecutive 3-D street canyons following the dispersion rates of
TKE [26]. Figure 3b shows the spatial distribution of O3 concentration. The O3 concentration was lowest
at the surface, showing a negative correlation with the NOx concentration. The O3 concentrations
outside and inside the street canyon were 38 and 11 ppbv, respectively, suggesting NOx titration in
the street canyon. This distribution of O3 and NOx fits the general dispersion pattern in the street
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canyon reported in previous studies [25,27]. Figure 3c displays the HNO3 concentration, which reached
3.8 ppbv in the street canyon. The HNO3 concentration in the street canyon was higher than that
outside the street canyon, indicating the oxidation of HNO3 from vehicular NOx. However, the HNO3

concentration at the surface was the lowest, even though the NOx concentration was highest at the
surface. The low level of HNO3 at the surface was caused by low O3 concentrations at the surface
under VOC-limited conditions, suppressing the production of OH and HNO3. Figure 3d displays the
NH3 concentrations; the daily averaged NH3 concentration reached 2.3 ppbv, with the highest value at
the surface. The dispersion pattern of NH3 was similar to that of NOx, indicating the high impact of
vehicular emissions.

Figure 3. Distributions of the daily average concentrations of (a) NOx, (b) HNO3, (c) O3, and (d) NH3

(ppbv) in the CNTL simulation.

152



Atmosphere 2019, 10, 212

Figure 4a shows the nitrate concentrations in the street canyon, which are higher than those
outside the canyon, showing values of up to 11.4 μg m−3. The high concentration of nitrate aerosol is
due to the high HNO3 concentration from vehicular NOx in the street canyon. However, the spatial
pattern of nitrate aerosol in the street canyon differs from that of HNO3, because NH3 is a precursor
gas of ammonium nitrate. The nitrate aerosol was highest at the surface following vehicular NH3.
These high correlations between NH3 and nitrate aerosol indicate that ammonium nitrate forms under
NH3-limited conditions in the street canyon. Figure 4b shows the ammonium concentration in the
street canyon; the spatial distribution of ammonium aerosol is similar to that of nitrate, implying
that most ammonium aerosols combine with nitrate aerosols in winter. The maximum concentration
of ammonium aerosol was 4.7 μg m−3, and the spatial patterns of ammonium also indicate a low
concentration of ammonium sulfate in winter. Note that the vehicular emission rate of SO2 was very
low, implying that ammonium sulfate inside the street canyon might also be low [55]. The sum of the
ammonium and nitrate concentrations was 16.1 μg m−3, higher than the air quality guidelines set by
the World Health Organization (WHO, 10 μg m−3) and 46% of the WHO Interim Target-1 (35 μg m−3),
indicating the hazardous effect of ammonium nitrate aerosols on pedestrians [56]. Considering that
nitrate chemistry is highly nonlinear, this cannot be resolved and may lead to uncertainty in regional
models due to their coarser resolution.

Figure 4. Distribution of the daily average concentrations of (a) nitrate and (b) ammonium (μg m−3) in
the CNTL simulation.

We investigated the sensitivity of nitrate aerosol production to NOx emission. Figure 5a shows
the average nitrate concentration in the street canyon (i.e., below 20 m) by following vehicular NOx

emission changes to investigate the sensitivity of nitrate aerosol production to the vehicular NOx

emission rate. Surprisingly, the nitrate concentration did not show a clear relationship with the NOx

emission rate. Nevertheless, the change in nitrate concentrations was at most 2% compared to the
standard simulation, and the average nitrate concentration was highest in the CNTL and lowest in
the NOx × 0.25 simulations, indicating the nonlinearity of the nitrate aerosol production to the NOx

emission rate. These results contradict the conventional belief that high NOx emissions from vehicles
can cause nitrate aerosol air quality problems.

Figure 5b,d display the average HNO3, O3, and NO2 concentrations, respectively, in the street
canyon according to the sensitivity simulations. The HNO3 concentration in the street canyon shows
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changes similar to those of nitrate aerosol, indicating that the changes in nitrate aerosol in the sensitivity
simulations are closely related to the changes in HNO3 (Figure 5b). The O3 concentration decreases
as the NOx emissions increase because of NOx titration (Figure 5d). Note that O3 formation falls
under a VOC-limited regime in the street canyon due to vehicular emissions. A low concentration of
O3 prevents the conversion of NO2 to HNO3 through either photochemical production during the
daytime due to inhibited OH production and heterogeneous nitrate production at night. The NO2

(the precursor gas of HNO3), concentration in the street canyon is proportional to the NOx emissions
because it affects the direct NO2 emissions from vehicles and the reduction in photodissociation of NO2

under low O3 concentrations (Figure 5c). High NO2 creates suitable conditions for HNO3 formation,
compensating for the effect of decreased O3 on HNO3. Thus, HNO3 and nitrate aerosols have no clear
relationship with NOx emissions and only undergo small changes. These results imply that NOx

emission controls cannot improve PM2.5 levels in urban street conditions.

Figure 5. Average (a) nitrate, (b) HNO3, (c) NO2, and (d) O3 concentrations in the street canyon (i.e.,
below 20 m) following a change in the emission rate of vehicular NOx.

In addition, we estimated the sensitivity of nitrate aerosol production to VOC emissions. Figure 6a
shows the average concentration of nitrate aerosol in the street canyon following vehicular VOC
emission changes; nitrate concentrations are proportional to VOC emissions. The average nitrate
concentration in the VOC × 0.25 simulation was 8% lower than that of the CNTL simulation, indicating
the higher sensitivity of VOC emissions to nitrate aerosols compared with that of NOx emissions.
The nitrate aerosols in VOC × 0 only showed a 12% difference with those of the CNTL simulation,
which implies the large impact of the boundary condition on nitrate formation. The changes in HNO3

concentration follow the changes in nitrate concentration, implying that the former is caused by the
latter (Figure 6b). Reducing VOC emissions drives a decrease in both NO2 and O3 concentrations,
creating unfavorable conditions for HNO3 production, in contrast to the effect of NOx emissions
(Figure 6c,d). These results are consistent with a previous box modeling study, which suggests that
increases in VOC emissions induce nitrate production via O3 increases under a VOC-limited regime
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for O3 production [57]. Considering that megacities are generally under a VOC-limited regime [58,59],
VOC emission control can improve both O3 control and PM2.5 control in urban street canyons.

Figure 6. Average (a) nitrate, (b) HNO3, (c) NO2, and (d) O3 concentrations in the street canyon (i.e.,
below 20 m) following changes in the emission rate of vehicular VOC.

Finally, we investigated the sensitivity of NH3 emissions to nitrate production. Figure 7a shows
the average concentration of nitrate aerosols in the street canyon following vehicular NH3 emission
changes. The concentration of nitrate aerosol was considerably influenced by the NH3 emission
changes; the nitrate concentration in the NH3 × 4 simulation was 42% higher than that in the standard
simulation, and the nitrate concentration in NH3 × 0.25 was 85% of that in the standard simulation.
These results indicate that the sensitivity of NH3 emissions to nitration is much higher than that of
NOx and slightly higher than that of the VOC emissions. The HNO3 concentrations are inversely
proportional to NH3 emissions, indicating that higher NH3 emissions induce a higher conversion rate of
HNO3 to nitrate aerosol (Figure 7b). These results suggest that the production of ammonium nitrate is
reduced by the low concentration of NH3 under an NH3-limited regime for nitrate production. Studies
based on both modeling and observed campaigns have reported that nitrate formation occurs under an
NH3-limited regime in East Asian megacities, including SMR [21,60]. The nitrate aerosols in the NH3

× 0 simulation were 19% lower than those with the CNTL simulation, indicating that ammonium and
NH3 concentrations from the boundary also have an important role in nitrate formation in the urban
street canyon. These results indicate that the control of NH3 emissions might be the most effective
way to degrade PM2.5 problems where vehicular emissions are dominant in winter. The regulation of
vehicle emissions is mostly focused on the control of NOx emissions; considering the present findings,
we should instead focus on controlling VOC and NH3.

Though we used the coupled CFD–chemistry model to investigate the sensitivity of nitrate aerosols
from vehicular emissions under complex geometry, our simulation still has limitations. Sea-salt aerosol
significantly impacts the formation of nitrate aerosols via heterogeneous reactions when interacting
with trace gases on the surface of sea-salt aerosol [61]. This process drives the efficient production
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of nitrates under an NH3-limited environment. This model does not account for the effect of sea-salt
aerosol on nitrate aerosol production. Therefore, the simulation might underestimate the nitrate
formation of heterogeneous chemistry. Moreover, we only considered the effect of vehicular emissions;
NH3 and VOCs emissions from heating or biogenic emissions might affect the sensitivity of nitrate
formation in the street canyon. The absence of these emissions in the model domain might create
uncertainty in the nitrate aerosol calculation in this simulation.

Figure 7. Average (a) nitrate and (b) HNO3 concentrations in the street canyon (i.e., below 20 m)
following a change in the emission rate of vehicular NH3.

4. Model Sensitivity to Geometry and Speciation of VOC Emissions

We examined the sensitivity of the model to the canyon geometry by conducting sensitivity model
simulations in which we changed the street canyon aspect ratios (the ratio of building height to street
width) of the street canyon to 0.5 and 2.0. The conditions of the sensitivity simulations were identical
to those of the CTNL simulation except that the height of the buildings, 10 m and 40 m, respectively,
indicating canyon aspect ratios of 0.5 and 2.0 (Figure 8). We named the sensitivity simulations for
different aspect ratios “species name” × “multiplying factor” _A ”aspect ratio” (e.g., CNTL_A2.0 and
NOx × 2_A0.5). Figures 9 and 10 indicate the meridionally averaged NOx, O3, HNO3, and nitrate
aerosol concentrations in the CNTL_A0.5 and CNTL_A 2.0 simulations. The nitrate aerosol and their
precursors showed similar distributions as those of the CNTL simulations despite the difference in
their aspect ratios. The NOx concentration was highest at the surface and is an order of magnitude
higher than that outside the canyon, indicating the trapping of vehicular emissions due to the strong
canyon vortex in the street canyon (Figures 9a and 10a). The spatial distribution of NOx indicates
that concentrated vehicular emissions drive the NOx titration of the O3 concentration at the surface
under a low VOC emissions condition in both cases (Figures 9b and 10b). The HNO3 concentrations
also show similar distribution to those of the CTNL simulation, indicating the suppressing of the
production of OH and HNO3 (Figures 9c and 10c). Figures 9d and 10d show the nitrate concentrations
in the street canyon for different canyon aspect ratios. The averaged nitrate concentrations in the street
canyon (<10 m and <40 m, respectively) show 5.7 and 6.2 μg m−3 in the CNTL_A0.5 and CNTL_A
2.0 simulations, respectively, which are 9%, and 19% higher than those of the CTNL simulation.
These differences are mainly due to the complex canyon vortex driving for the building geometry [27].
Despite the dispersion patterns differing according to canyon geometry, the mechanism of nitrate
aerosol formation was consistent with that of CNTL, suggesting high nitrate formation from vehicular
emissions in the street canyon.
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Figure 8. Schematic diagrams of the coupled sensitivity simulation domain for the canyon aspect ratios
(a) 0.5 and (b) 2.0.

Figure 9. Distribution of the daily average concentrations of (a) NOx, (b) HNO3, (c) O3 (ppbv), and (d)
nitrate aerosol (μg m−3) in the CNTL_A0.5 simulation.
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Figure 10. Distribution of the daily average concentrations of (a) NOx, (b) HNO3, (c) O3 (ppbv), and
(d) nitrate aerosol (μg m−3) in the CNTL_A2.0 simulation.

We tested the NOx, VOC, and NH3 emission sensitivity to nitration formation for different canyon
aspect ratios (0.5 and 2.0). Figures 11 and 12 show the averaged nitrate concentration in the street
canyons (<10 m and <40 m, respectively) by following the vehicular NOx, VOC, and NH3 emission
changes for the different canyon aspect ratios of 0.5 and 2.0, respectively. The sensitivity of the nitrate
formation following NOx, VOC, and NH3 emission changes is also similar to those for the canyon
aspect ratio of unity. The nitrate concentration changes show no clear relationship with the NOx

emission rate in either case, which is related to the nitrate precursor changes, particularly in the
daytime as we mentioned (not shown). The maximum concentrations occurred in NOx × 0.5_A0.5
and NOx × 0.5_A2.0, which differed slightly with the simulations for the canyon aspect ratio of
unity. Nevertheless, the difference in the nitrate concentrations between the simulations was only 2%.
The sensitivity of nitrate formation following VOC and NH3 emissions also follows consistent results
with those for the aspect ratio of unity. Enhanced (reduced) VOC emissions drive an increase (decrease)
in the nitrate aerosol concentration affecting the O3 concentration under a VOC limited regime for
O3 production. The nitrate concentration in the street canyon is proportional to the vehicular NH3

emission, indicating that NH3 limits the condition of nitrate formation in both cases. These results
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indicate that the sensitivity of nitrate formation following emission changes in the street canyon is
consistent, regardless of the building aspect ratio, due to concentrated emissions from vehicles and the
canyon vortex.

Figure 11. The average nitrate concentration in the street canyon following changes in the emission
rate of vehicular (a) NOx, (b) VOC, and (c) NH3 for the 0.5 canyon aspect ratio; units are μg m−3.

Figure 12. The same as Figure 11 but for the 2.0 canyon aspect ratio; units are μg m−3.

The VOC speciation of vehicular emissions might change the model sensitivity on nitrate
formation by affecting the ozone and OH production, considering all mechanisms are explained under
a VOC limited regime for O3 production. Therefore, we checked the sensitivity of VOC speciation
of emissions on nitrate aerosol formation using the different VOC chemical speciation used by
Kim et al. (2006) [62]. Table 5 summarizes the emission rates and the ratio of speciated VOC with
the method of Kim et al. (2006). Figure 13 indicates the averaged nitrate concentration in the street
canyon (i.e., below 20 m) by following vehicular NOx, VOC, and NH3 emission changes with the VOC
speciation of Kim et al. (2006). Similar to other sensitivity simulations, NOx emission changes did not
affect the nitrate formation (due to the conflicting effects of NO2 and O3) even though we changed the
VOC speciation (Figure 13a). The sensitivity of VOC concentration to nitrate formation also shows a
similar relationship to that with EMEP/EEA speciation. However, the sensitivity was slightly lower
than the nitrate concentration in CNTL, showing only a 6% difference between VOC × 0.25 and CNTL
(Figure 13b). These results show that the reduction of vehicular VOC emission is a more effective way
to regulate nitrate problems in urban streets than NOx emissions under different VOC speciations.

Table 5. Emission rates per vehicle and ratios of speciated VOC obtained by following the method
developed by Kim et al. (2006).

Tracer Name Formula Emission Rate [mg km−1] Ratio [%]

ALK4 ≥C4 alkanes 6.03 40.2

ISOP CH2 = C(CH3)CH = CH2 - -

ACET CH3C(O)CH3 0.15 1.0

MEK RC(O)R 0.0 0.0

ALD2 CH3CHO 0.08 0.5

RCHO CH3CH2CHO 0.08 0.5
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Table 5. Cont.

Tracer Name Formula Emission Rate [mg km−1] Ratio [%]

MVK CH2 = CHC(=O)CH3 - -

MACR CH2 = C(CH3)CHO - -

PRPE ≥C3 alkenes 2.10 14.0

C3H8 C3H8 0.15 1.0

CH2O HCHO 0.17 1.1

C2H6 C2H6 0.27 1.8

Unspeciated - - 39.9

Figure 13. Average nitrate concentration in the street canyon following changes in the emission rate of
vehicular (a) NOx and (b) VOC with the speciation method of VOC emission used by Kim et al. (2006);
units are μg m−3.

5. Conclusions

Nitrate contributions to PM2.5 mass have increased in polluted urban areas, with an increasing
number of severe haze events in East Asia. This study investigates the favorable conditions for the
production of nitrate aerosols in urban streets using a coupled CFD–chemistry model. It was found that
the nitrate concentrations in street canyons are higher than those outside the canyons due to the high
HNO3 concentrations from vehicular NOx in these canyons. However, the spatial pattern of nitrate
aerosols in street canyons differs from that of HNO3 due to NH3, thus indicating that ammonium
nitrate formation occurs under NH3-limited conditions in street canyons.

Sensitivity simulations indicate that nitrate concentration does not show a clear relationship with
the NOx emission rate, with nitrate changes of only 2% across among 16 time differences in NOx

emissions. The HNO3 concentration in street canyons changes in a similar manner to that of nitrate
aerosols, indicating that the changes in nitrate aerosols in the sensitivity simulations are closely related
to HNO3 changes. An increase in the NOx emissions induces a decrease in O3 and an increase in NO2

under a VOC-limited regime for O3 production. These changes in O3 and NO2 have a conflicting
effect on the HNO3 production in urban streets. Therefore, HNO3 and nitrate aerosols have no linear
relationship with NOx emissions and only undergo small changes. The sensitivity simulations were
conducted by varying the vehicular VOC emissions to investigate their effect on nitrate production.
The results show that nitrate concentrations are proportional to VOC emissions. Nitrate was decreased
by 9% in the VOC × 0.25 simulation, indicating a relatively high sensitivity compared to that of NOx.
Decreased VOC emissions drive a decrease in both NO2 and O3 concentrations, creating unfavorable
conditions for HNO3 production, unlike the effect of changes in NOx emissions. The nitrate aerosol
concentration is considerably influenced by NH3 emissions, which show a higher sensitivity to nitrate
production than do NOx and VOC emissions in urban streets. The nitrate concentration is proportional
to NH3 emissions with the additional production of ammonium nitrate under an NH3-limited regime
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for nitrate production. This research implies that, where vehicular emissions are dominant in winter,
the control of vehicular VOC and NH3 emissions might be a more effective way to degrade PM2.5

problems than controlling NOx.
We checked the model sensitivity by changing the model’s building geometry and VOC speciation.

The sensitivity of nitrate formation by following emissions changes acts in a similar direction as CNTL
simulation despite changing the building geometry and speciation of VOC emissions. The sensitivity
simulations revealed that our results about the sensitivity of nitrate production to emission changes
are robust.

Funding: This work was funded by the 2017 Research Fund of Myongji University.

Acknowledgments: This work was supported by the 2017 Research Fund of Myongji University.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Huang, R.-J.; Zhang, Y.; Bozzetti, C.; Ho, K.-F.; Cao, J.-J.; Han, Y.; Daellenbach, K.R.; Slowik, J.G.; Platt, S.M.;
Canonaco, F. High secondary aerosol contribution to particulate pollution during haze events in China.
Nature 2014, 514, 218. [PubMed]

2. Liu, X.; Sun, K.; Qu, Y.; Hu, M.; Sun, Y.; Zhang, F.; Zhang, Y. Secondary formation of sulfate and nitrate
during a haze episode in megacity Beijing, China. Aerosol Air Qual. Res. 2015, 15, 2246–2257. [CrossRef]

3. Pan, Y.; Wang, Y.; Zhang, J.; Liu, Z.; Wang, L.; Tian, S.; Tang, G.; Gao, W.; Ji, D.; Song, T. Redefining the
importance of nitrate during haze pollution to help optimize an emission control strategy. Atmos. Environ.
2016, 141, 197–202. [CrossRef]

4. Tan, J.; Duan, J.; He, K.; Ma, Y.; Duan, F.; Chen, Y.; Fu, J. Chemical characteristics of PM2.5 during a typical
haze episode in Guangzhou. J. Environ. Sci. 2009, 21, 774–781.

5. Wang, H.-J.; Chen, H.-P. Understanding the recent trend of haze pollution in eastern China: Roles of climate
change. Atmos. Chem. Phys. 2016, 16, 4205–4211. [CrossRef]

6. Han, S.H.; Kim, Y.P. Long-term Trends of the Concentrations of Mass and Chemical Composition in PM 2.5
over Seoul. J. Korean Soc. Atmos. Environ. 2015, 31, 143–156. [CrossRef]

7. Guo, H.; Ding, A.J.; So, K.L.; Ayoko, G.; Li, Y.S.; Hung, W.T. Receptor modeling of source apportionment
of Hong Kong aerosols and the implication of urban and regional contribution. Atmos. Environ. 2009, 43,
1159–1169. [CrossRef]

8. Liu, T.; Wang, X.; Hu, Q.; Deng, W.; Zhang, Y.; Ding, X.; Fu, X.; Bernard, F.; Zhang, Z.; Lü, S. Formation of
secondary aerosols from gasoline vehicle exhaust when mixing with SO2. Atmos. Chem. Phys. 2016, 16,
675–689. [CrossRef]

9. Nowak, J.B.; Neuman, J.A.; Bahreini, R.; Middlebrook, A.M.; Holloway, J.S.; McKeen, S.A.; Parrish, D.D.;
Ryerson, T.B.; Trainer, M. Ammonia sources in the California South Coast Air Basin and their impact on
ammonium nitrate formation. Geophys. Res. Lett. 2012, 39. [CrossRef]

10. Durant, J.L.; Ash, C.A.; Wood, E.C.; Herndon, S.C.; Jayne, J.T.; Knighton, W.B.; Canagaratna, M.R.; Trull, J.B.;
Brugge, D.; Zamore, W. Short-term variation in near-highway air pollutant gradients on a winter morning.
Atmos. Chem. Phys. 2010, 10, 5599. [CrossRef] [PubMed]

11. Hagler, G.S.W.; Baldauf, R.W.; Thoma, E.D.; Long, T.R.; Snow, R.F.; Kinsey, J.S.; Oudejans, L.; Gullett, B.K.
Ultrafine particles near a major roadway in Raleigh, North Carolina: Downwind attenuation and correlation
with traffic-related pollutants. Atmos. Environ. 2009, 43, 1229–1234. [CrossRef]

12. Hu, S.; Fruin, S.; Kozawa, K.; Mara, S.; Paulson, S.E.; Winer, A.M. A wide area of air pollutant impact
downwind of a freeway during pre-sunrise hours. Atmos. Environ. 2009, 43, 2541–2549. [CrossRef]

13. Xie, S.; Zhang, Y.; Qi, L.; Tang, X. Spatial distribution of traffic-related pollutant concentrations in street
canyons. Atmos. Environ. 2003, 37, 3213–3224. [CrossRef]

14. Myhre, G.; Grini, A.; Metzger, S. Modelling of nitrate and ammonium-containing aerosols in presence of sea
salt. Atmos. Chem. Phys. 2006, 6, 4809–4821. [CrossRef]

161



Atmosphere 2019, 10, 212

15. Riemer, N.; Vogel, H.; Vogel, B.; Schell, B.; Ackermann, I.; Kessler, C.; Hass, H. Impact of the heterogeneous
hydrolysis of N2O5 on chemistry and nitrate aerosol formation in the lower troposphere under photosmog
conditions. J. Geophys. Res. Atmos. 2003, 108.

16. Schaap, M.; Cuvelier, C.; Hendriks, C.; Bessagnet, B.; Baldasano, J.M.; Colette, A.; Thunis, P.; Karam, D.;
Fagerli, H.; Graff, A. Performance of European chemistry transport models as function of horizontal resolution.
Atmos. Environ. 2015, 112, 90–105. [CrossRef]

17. Tewari, M.; Kusaka, H.; Chen, F.; Coirier, W.J.; Kim, S.; Wyszogrodzki, A.A.; Warner, T.T. Impact of coupling
a microscale computational fluid dynamics model with a mesoscale model on urban scale contaminant
transport and dispersion. Atmos. Res. 2010, 96, 656–664. [CrossRef]

18. Wehner, M.F.; Reed, K.A.; Li, F.; Bacmeister, J.; Chen, C.-T.; Paciorek, C.; Gleckler, P.J.; Sperber, K.R.;
Collins, W.D.; Gettelman, A. The effect of horizontal resolution on simulation quality in the Community
Atmospheric Model, CAM5.1. J. Adv. Model. Earth Syst. 2014, 6, 980–997. [CrossRef]

19. Prasad, R.; Bella, V.R. A review on diesel soot emission, its effect and control. Bull. Chem. React. Eng. Catal.
2011, 5, 69–86. [CrossRef]

20. Zhang, Q.; He, K.; Huo, H. Policy: Cleaning China’s air. Nature 2012, 484, 161.
21. Link, M.F.; Kim, J.; Park, G.; Lee, T.; Park, T.; Babar, Z.B.; Sung, K.; Kim, P.; Kang, S.; Kim, J.S.

Elevated production of NH4NO3 from the photochemical processing of vehicle exhaust: Implications
for air quality in the Seoul Metropolitan Region. Atmos. Environ. 2017, 156, 95–101. [CrossRef]

22. Pathak, R.K.; Wu, W.S.; Wang, T. Summertime PM 2.5 ionic species in four major cities of China:
Nitrate formation in an ammonia-deficient atmosphere. Atmos. Chem. Phys. 2009, 9, 1711–1722. [CrossRef]

23. Wen, L.; Chen, J.; Yang, L.; Wang, X.; Xu, C.; Sui, X.; Yao, L.; Zhu, Y.; Zhang, J.; Zhu, T. Enhanced formation of
fine particulate nitrate at a rural site on the North China Plain in summer: The important roles of ammonia
and ozone. Atmos. Environ. 2015, 101, 294–302. [CrossRef]

24. Pun, B.K.; Seigneur, C. Sensitivity of particulate matter nitrate formation to precursor emissions in the
California San Joaquin Valley. Environ. Sci. Technol. 2001, 35, 2979–2987. [CrossRef]

25. Kim, M.J.; Park, R.J.; Kim, J.-J. Urban air quality modeling with full O3–NOx–VOC chemistry: Implications for
O3 and PM air quality in a street canyon. Atmos. Environ. 2012, 47, 330–340. [CrossRef]

26. Kim, J.-J.; Baik, J.-J. A numerical study of the effects of ambient wind direction on flow and dispersion in
urban street canyons using the RNG k–ε turbulence model. Atmos. Environ. 2004, 38, 3039–3048. [CrossRef]

27. Park, S.-J.; Kim, J.-J.; Kim, M.J.; Park, R.J.; Cheong, H.-B. Characteristics of flow and reactive pollutant
dispersion in urban street canyons. Atmos. Environ. 2015, 108, 20–31. [CrossRef]

28. Kim, M.J.; Park, R.J.; Kim, J.-J.; Park, S.H.; Chang, L.-S.; Lee, D.-G.; Choi, J.-Y. A computational fluid dynamics
simulation of reactive fine particulate matter in street canyons. Atmos. Environ. 2019, 209, 54–66. [CrossRef]

29. Bey, I.; Jacob, D.J.; Yantosca, R.M.; Logan, J.A.; Field, B.D.; Fiore, A.M.; Li, Q.; Liu, H.Y.; Mickley, L.J.;
Schultz, M.G. Global modeling of tropospheric chemistry with assimilated meteorology: Model description
and evaluation. J. Geophys. Res. Atmos. 2001, 106, 23073–23095. [CrossRef]

30. Wang, Y.; Zhang, Q.; Jiang, J.; Zhou, W.; Wang, B.; He, K.; Duan, F.; Zhang, Q.; Philip, S.; Xie, Y. Enhanced sulfate
formation during China’s severe winter haze episode in January 2013 missing from current models. J. Geophys.
Res. Atmos. 2014, 119, 10–425. [CrossRef]

31. Yang, Y.; Liao, H.; Lou, S. Increase in winter haze over eastern China in recent decades: Roles of variations in
meteorological parameters and anthropogenic emissions. J. Geophys. Res. Atmos. 2016, 121, 13050–13065.
[CrossRef]

32. Neu, J.L.; Prather, M.J.; Penner, J.E. Global atmospheric chemistry: Integrating over fractional cloud cover.
J. Geophys. Res. Atmos. 2007, 112. [CrossRef]

33. Wild, O.; Zhu, X.; Prather, M.J. Fast-J: Accurate simulation of in-and below-cloud photolysis in tropospheric
chemical models. J. Atmos. Chem. 2000, 37, 245–282. [CrossRef]

34. Park, R.J.; Jacob, D.J.; Field, B.D.; Yantosca, R.M.; Chin, M. Natural and transboundary pollution influences
on sulfate-nitrate-ammonium aerosols in the United States: Implications for policy. J. Geophys. Res. Atmos.
2004, 109. [CrossRef]

35. Park, R.J.; Jacob, D.J.; Chin, M.; Martin, R.V. Sources of carbonaceous aerosols over the United States and
implications for natural visibility. J. Geophys. Res. Atmos. 2003, 108. [CrossRef]

162



Atmosphere 2019, 10, 212

36. Fountoukis, C.; Nenes, A. ISORROPIA II: A computationally efficient thermodynamic equilibrium model
for K+–Ca2+–Mg2+–NH4+–Na+–SO4

2–NO3–Cl–H2O aerosols. Atmos. Chem. Phys. 2007, 7, 4639–4659.
[CrossRef]

37. Nenes, A.; Pandis, S.N.; Pilinis, C. ISORROPIA: A new thermodynamic equilibrium model for multiphase
multicomponent inorganic aerosols. Aquat. Geochem. 1998, 4, 123–152. [CrossRef]

38. Jacob, D.J. Heterogeneous chemistry and tropospheric ozone. Atmos. Environ. 2000, 34, 2131–2159. [CrossRef]
39. Zhang, L.; Jacob, D.J.; Knipping, E.M.; Kumar, N.; Munger, J.W.; Carouge, C.C.; Van Donkelaar, A.; Wang, Y.X.;

Chen, D. Nitrogen deposition to the United States: Distribution, sources, and processes. Atmos. Chem. Phys.
2012, 12, 4539–4554. [CrossRef]

40. Walker, J.M.; Philip, S.; Martin, R.V.; Seinfeld, J.H. Simulation of nitrate, sulfate, and ammonium aerosols
over the United States. Atmos. Chem. Phys. 2012, 12, 11213–11227. [CrossRef]

41. Cooke, W.F.; Liousse, C.; Cachier, H.; Feichter, J. Construction of a 1 × 1 fossil fuel emission data set
for carbonaceous aerosol and implementation and radiative impact in the ECHAM4 model. J. Geophys.
Res. Atmos. 1999, 104, 22137–22162. [CrossRef]

42. Wesely, M.L. Parameterization of surface resistances to gaseous dry deposition in regional-scale numerical
models. Atmos. Environ. (1967) 1989, 23, 1293–1304. [CrossRef]

43. Lee, D.-G.; Lee, Y.-M.; Jang, K.-W.; Yoo, C.; Kang, K.-H.; Lee, J.-H.; Jung, S.-W.; Park, J.-M.; Lee, S.-B.; Han, J.-S.
Korean national emissions inventory system and 2007 air pollutant emissions. Asian J. Atmos. Environ. 2011,
5, 278–291. [CrossRef]

44. Carslaw, D.C.; Beevers, S.D. Estimations of road vehicle primary NO2 exhaust emission fractions using
monitoring data in London. Atmos. Environ. 2005, 39, 167–177. [CrossRef]

45. Amon, B.; Hutchings, N.; Dämmgen, U.; Webb, J. EMEP/EEA Air Pollutant Emission Inventory Guidebook—2016;
European Environment Agency: Copenhagen, Denmark, 2016.

46. Heo, J.-B.; Hopke, P.K.; Yi, S.-M. Source apportionment of PM 2.5 in Seoul, Korea. Atmos. Chem. Phys. 2009,
9, 4957–4971. [CrossRef]

47. Shin, H.J.; Roh, S.A.; Kim, J.C.; Lee, S.J.; Kim, Y.P. Temporal variation of volatile organic compounds and
their major emission sources in Seoul, Korea. Environ. Sci. Pollut. Res. 2013, 20, 8717–8728. [CrossRef]

48. Shon, Z.-H.; Kim, K.-H.; Song, S.-K.; Jung, K.; Kim, N.-J.; Lee, J.-B. Relationship between water-soluble ions
in PM2.5 and their precursor gases in Seoul megacity. Atmos. Environ. 2012, 59, 540–550. [CrossRef]

49. Kim, Y.; Guldmann, J.-M. Impact of traffic flows and wind directions on air pollution concentrations in Seoul,
Korea. Atmos. Environ. 2011, 45, 2803–2810. [CrossRef]

50. Inness, A.; Baier, F.; Benedetti, A.; Bouarar, I.; Chabrillat, S.; Clark, H.; Clerbaux, C.; Coheur, P.; Engelen, R.J.;
Errera, Q. The MACC reanalysis: An 8 yr data set of atmospheric composition. Atmos. Chem. Phys. 2013, 13,
4073–4109. [CrossRef]

51. Huang, M.; Carmichael, G.R.; Pierce, R.B.; Jo, D.S.; Park, R.J.; Flemming, J.; Emmons, L.K.; Bowman, K.W.;
Henze, D.K.; Davila, Y. Impact of intercontinental pollution transport on North American ozone air pollution:
An HTAP phase 2 multi-model study. Atmos. Chem. Phys. 2017, 17, 5721–5750. [CrossRef]

52. Kim, J.-J.; Baik, J.-J. Effects of street-bottom and building-roof heating on flow in three-dimensional street
canyons. Adv. Atmos. Sci. 2010, 27, 513–527. [CrossRef]

53. Baker, J.; Walker, H.L.; Cai, X. A study of the dispersion and transport of reactive pollutants in and above
street canyons—A large eddy simulation. Atmos. Environ. 2004, 38, 6883–6892. [CrossRef]

54. Yubero, E.; Galindo, N.; Nicolás, J.F.; Crespo, J.; Calzolai, G.; Lucarelli, F. Temporal variations of PM1 major
components in an urban street canyon. Environ. Sci. Pollut. Res. 2015, 22, 13328–13335. [CrossRef] [PubMed]

55. Lu, Z.; Streets, D.G.; Zhang, Q.; Wang, S.; Carmichael, G.R.; Cheng, Y.F.; Wei, C.; Chin, M.; Diehl, T.; Tan, Q.
Sulfur dioxide emissions in China and sulfur trends in East Asia since 2000. Atmos. Chem. Phys. 2010, 10,
6311–6331. [CrossRef]

56. WHO. Review of Evidence on Health Aspects of Air Pollution–REVIHAAP Project. Available online:
https://scholar.google.com/scholar_lookup?title=Review%20of%20evidence%20on%20health%20aspects%
20of%20air%20pollution%20%E2%80%94%20REVIHAAP%20project%20technical%20report&publication_
year=2013&author=WHOhttps://scholar.google.co.kr (accessed on 2 February 2019).

57. Nguyen, K.; Dabdub, D. NOx and VOC control and its effects on the formation of aerosols. Aerosol Sci. Technol.
2002, 36, 560–572. [CrossRef]

163



Atmosphere 2019, 10, 212

58. Jin, X.; Fiore, A.M.; Murray, L.T.; Valin, L.C.; Lamsal, L.N.; Duncan, B.; Folkert Boersma, K.; De Smedt, I.;
Abad, G.G.; Chance, K. Evaluating a Space-Based Indicator of Surface Ozone-NOx-VOC Sensitivity Over
Midlatitude Source Regions and Application to Decadal Trends. J. Geophys. Res. Atmos. 2017, 122.

59. Li, K.; Jacob, D.J.; Liao, H.; Shen, L.; Zhang, Q.; Bates, K.H. Anthropogenic drivers of 2013–2017 trends in
summer surface ozone in China. Proc. Natl. Acad. Sci. USA 2019, 116, 422–427. [CrossRef]

60. Chang, W.; Zhan, J.; Zhang, Y.; Li, Z.; Xing, J.; Li, J. Emission-driven changes in anthropogenic aerosol
concentrations in China during 1970–2010 and its implications for PM2.5 control policy. Atmos. Res. 2018,
212, 106–119. [CrossRef]

61. Chen, Y.; Cheng, Y.; Ma, N.; Wolke, R.; Nordmann, S.; Schüttauf, S.; Ran, L.; Wehner, B.; Birmili, W.; Gon, H.A.
Sea salt emission, transport and influence on size-segregated nitrate simulation: A case study in northwestern
Europe by WRF-Chem. Atmos. Chem. Phys. 2016, 16, 12081–12097. [CrossRef]

62. Kim, M.-S.; Kim, J.H.; Park, H.-S.; Sun, Y.S.; Kim, H.-S.; Choi, K.H.; Yi, J. Emission inventory of VOCs from
mobile sources in a metropolitan region. Korean J. Chem. Eng. 2006, 23, 919–924. [CrossRef]

© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

164



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Atmosphere Editorial Office
E-mail: atmosphere@mdpi.com

www.mdpi.com/journal/atmosphere



MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-0645-6 


	Blank Page

