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1. Introduction

The idea of an intelligent machine has fascinated humans for centuries. But what is
intelligence? Some define it as the capacity for learning, reasoning, understanding or, from
a different perspective, the aptitude to grasp truths, relationships, facts, or meanings. All
these perspectives require the capacity to acquire data from the surrounding world and,
possibly, act over that environment. In short, the building of more or less autonomous
agents, served with sensors and actuators, capable of learning and producing educated
answers has been long foreseen.

New trends in intelligente systems comprise, among other aspects, pervasive robo-
tization, ubiquitous online data access, empowered edge computing, smart spaces, and
digital ethics. These trends build the research on “Artificial Intelligence Applications and
Innovation”, impacting our day-to-day life, our cities, and even our free time. Nevertheless,
artificial intelligence (AI) is still closely associated with some popular misconceptions that
cause the public to either have unrealistic fears about it or to have unrealistic expectations
about how it will change our workplace and life in general. It is important to show that such
fears are unfounded and that new trends, innovations, technologies, and smart systems
will be able to improve the way we live, benefiting society without replacing humans in
their core activities.

2. Artificial Intelligence Applications and Innovation

This Special Issue (SI) delves into mutually dependent subfields including, but not
restricted to, machine learning, computer vision, data analysis, data science, big data,
internet-of-things (IoT), affective computing, natural language processing, privacy and
ethics, and robotics. The established set of papers form a comprehensive collection of con-
temporary “Artificial Intelligence Applications and Innovation” that serves as a convenient
reference for AI experts as well as newly arrived practitioners, introducing them to different
fields and trends.

In this context, the mentioned advancements and technologies have the potential
to enhance our lifestyle; examples are presented by Iovane et al. [1], where a model for
assessing the relevance of opinions in uncertainty and info-incompleteness conditions is
proposed, and by Mndawe et al. [2], where a stock price prediction framework is introduced,
supported by a sentiment classifier based on news headlines and tweets. The latter work
uses four machine learning models for a fundamental analysis and six long short-term
memory (LSTM) model architectures, including a developed LSTM encoder–decoder model
for technical analysis. Data used in the experiments are mined and collected from news
sites, tweets (from Twitter), and Yahoo Finance. A deep data assimilation (DDA) model is

Appl. Sci. 2023, 13, 12742. https://doi.org/10.3390/app132312742 https://www.mdpi.com/journal/applsci
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presented by Arcucci et al. in [3], where novel integration of data assimilation with machine
learning through the use of a recurrent neural network is designed.

Other innovative advances include Domingo’s deep learning and IoT application for
beach monitoring [4], where a study of beach attendance prediction at Castelldefels beach
is conducted. The evaluation of robotic solutions and their potential benefits, compared to
conventional processes when adopted on construction, is presented by Marcher et al. [5].

Related to health and well-being, a model for differential diagnosis of Raynaud’s
phenomenon based on thermal hand patterns is presented by Filippini et al. [6], and the
issues and needs of dyslexic students are studied by Zingoni et al. [7]. Silva et al. [8]
introduce a tool for lung nodule malignancy assessment using computed tomography
images.

Two studies relate to energy consumption optimization. Namely, Hong et al. [9]
present a driving cycle-based state of charge prediction for electrical vehicles batteries
using deep learning methods, and Hora et al. [10] introduce a metaheuristic for effective
electric energy consumption prediction.

In the field of identification, again, two studies are presented, namely facial ID docu-
ment validation in mobile devices addressed by Medvedev et al. [11] and a review of tools
and methods for the (re-)identification in urban scenarios presented by Oliveira et al. [12].

Finally, more conceptual studies are also available. In particular, Turner et al. [13]
present a modular dynamic neural network architecture for continual learning that can deal
with the phenomenon of catastrophic forgetting, and Chen et al. [14] analyze the temporal
structures in evolutionary networks. In the latter case, the authors propose a community
detection algorithm based on graph representation learning that uses a Laplacian matrix to
extract the node relationship data of the edges of the network structure that are directly
connected at the preceding time slice. A deep sparse autoencoder learns to represent the
network structure under the current time slice, and the K-means clustering algorithm is
used to partition the low-dimensional feature matrix of the network structure under the
current time slice into communities.

Despite the widespread use of AI in various applications, recent advancements indicate
that the field is still in its early stages of development, with many opportunities for growth
and innovation ahead.

3. Future of AI

Although the Special Issue is closed, much more in-depth and distinct research in AI
applications is foreseeable. E.g., as AI systems become more complex, there is a growing
need for transparency and interpretability, making the field of explainable AI (XAI) one of
the present and also future trends. On other words, XAI focuses on making AI systems more
understandable and accountable, allowing humans comprehension of the decision-making
processes of AI algorithms.

AI ethics and bias mitigation, which concerns bias in AI algorithms and their ethical
implications, is also a fundamental trend. This field leads to increased efforts to develop
and implement ethical AI practices, addressing stricter regulations, better frameworks for
ethical AI development, and increased awareness of bias issues.

Edge AI is both a current and a future area of interest. With the rise of the IoT, there is
a growing trend toward deploying AI models directly on edge devices, like smartphones
or IoT devices, rather than relying solely on centralized cloud servers. This can lead to
faster response times, improved privacy, reduced bandwidth usage and more sustainable
AI ecosystems.

Generative models, such as generative adversarial networks (GAN) and variational
autoencoders (VAE), are presented in many models and becoming more sophisticated.
These models are used for creating realistic synthetic data, generating content, and similar
applications, with potential breakthroughs in areas like creativity and content creation.

AI in healthcare, as presented in some chapters of the SI, is currently playing and
anticipated to continue playing a crucial role in personalized medicine, drug discovery,
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and diagnostic tools. As evidenced, integrating AI into healthcare can actually result in
better treatment plans, more precise diagnoses, and better patient outcomes.

Other present and future trends include natural language processing (NLP), au-
tonomous systems, and AI applications on fields like cybersecurity or in finance. As
a matter of fact, continued advancements in NLP could lead to more natural and context-
aware interactions with AI systems. This trend includes improvements in language under-
standing, sentiment analysis, and language generation. The development of autonomous
vehicles, drones, and robotic systems is ongoing. Advancements in machine learning and
sensor technologies are expected to drive progress in making these systems safer and more
reliable. With the increasing sophistication of cyber threats, AI is being used to enhance
cybersecurity measures. AI systems can detect anomalies, identify patterns, and respond to
security incidents in real time. In the financial sector AI is likely to continue making inroads
for tasks such as fraud detection, algorithmic trading, and personalized financial advice.

Nevertheless, the integration of quantum computing and AI is probably the next
“jump”. There is growing interest in exploring how quantum computing can be integrated
with AI to solve complex problems more efficiently.

Altogether, these trends validate a future where AI becomes more integrated into
various aspects of our lives, solving complex problems and improving efficiency across
different industries. Keeping in mind that the AI field is dynamic, and new trends may
emerge as technology continues to evolve, it is therefore fundamental to keep up with the
latest developments in the field to stay ahead of the curve.

Funding: This work was supported by the Portuguese Foundation for Science and Technology
(FCT), project LARSyS—FCT Project UIDB/50009/2020, and Project ECS 0000024 Rome Technopole,
CUP B83C22002820006, National Recovery and Resilience Plan (NRRP), Mission 4, Component 2
Investment 1.5, funded from the European Union—NextGenerationEU.

Conflicts of Interest: The authors declare no conflict of interest.
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Assessing the Relevance of Opinions in Uncertainty and
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Abstract: Researchers are interested in defining decision support systems that can act in contexts
characterized by uncertainty and info-incompleteness. The present study proposes a learning model
for assessing the relevance of probability, plausibility, credibility, and possibility opinions in the
conditions above. The solution consists of an Artificial Neural Network acquiring input features
related to the considered set of opinions and other relevant attributes. The model provides the
weights for minimizing the error between the expected outcome and the ground truth concerning
a given phenomenon of interest. A custom loss function was defined to minimize the Mean Best
Price Error (MBPE), while the evaluation of football players’ was chosen as a case study for testing
the model. A custom dataset was constructed by scraping the Transfermarkt, Football Manager, and
FIFA21 information sources and by computing a sentiment score through BERT, obtaining a total of
398 occurrences, of which 85% were employed for training the proposed model. The results show that
the probability opinion represents the best choice in conditions of info-completeness, predicting the
best price with 0.86 MBPE (0.61% of normalized error), while an arbitrary set composed of plausibility,
credibility, and possibility opinions was considered for deciding successfully in info-incompleteness,
achieving a confidence score of 2.47± 0.188 MBPE (1.89± 0.15% of normalized error). The proposed
solution provided high performance in predicting the transfer cost of a football player in conditions of
both info-completeness and info-incompleteness, revealing the significance of extending the feature
space to opinions concerning the quantity to predict. Furthermore, the assumptions of the theoretical
background were confirmed, as well as the observations found in the state of the art regarding football
player evaluation.

Keywords: decision support systems; uncertainty; info-incompleteness; machine learning; artificial
intelligence; football market; athlete evaluation

1. Introduction

The main concept used for estimating the possibility of the occurrence of an event
is the probability, in which the certain event is the upper extreme and the impossible
event is the lower one. Between these two bounds, there are more or less probable events.
Probability, however, is a limited concept, as it can be affected significantly by the lack
of information; for instance, in the case that all the information on the environment in
which dice are thrown is known, it is possible to easily decide the exact face of the dice
that will be obtained. However, there are some events in which the probability can be
computed through some additional information; i.e., in a dice throw, the number of faces
can be known, while, in a financial context, where it is intended to compute the probability
of an asset reaching a certain price, the information is almost totally absent. This is called
an uncertain and info-incomplete environment.

To better estimate the occurrence of an event, different definitions of what is called
plausible reasoning have been proposed. Iovane et al. [1] have modeled decision making and
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reasoning in uncertainty and info-incompleteness conditions as the evaluation of Probability,
Plausibility, Credibility, and Possibility, providing several models of interest (capital letters
are used for specifying the concepts as defined by the authors). Probability is conceived
as an estimate of evidence concerning a given phenomenon and Plausibility, Credibility,
and Possibility as opinions extracted from the area of knowledge which does not regard
direct evidence. In fact, in the case the probability estimation (i.e., the direct evidence)
that a phenomenon occurs is weak, it is possible to reduce the uncertainty by acquiring
information concerning, e.g., the opinion of experts or the sentiment of a group of people
regarding the aforementioned phenomenon. When an estimate of evidence is available, i.e.,
a probability, we decide in conditions of info-completeness; when an estimate of evidence is
not available, we decide in conditions of info-incompleteness. In a nutshell, when an event is
very unlikely, or a decision based on the analysis of evidence cannot be performed, it is
more promising to consider other sources of information, which may be less reliable than
deciding “blindly”.

In the present work, it is proposed to re-enforce the model defined by Iovane et al. [1]
by using machine learning to estimate the relevance of Probability, Plausibility, Credibility,
and Possibility opinions in conditions of both info-completeness and info-incompleteness.
To achieve the above goal, it was decided to adopt, as we explain in the following Sections,
the best price model, as proposed by the authors, to a real study case. In particular, we will
refer to the football players’ market, where each athlete is characterized by an economic
evaluation. A custom dataset was built to train and test an Artificial Neural Network
(ANN) in estimating the weights of Probability, Plausibility, Credibility, and Possibility in
the above field of interest.

The work is organized as follows. In Section 2, a summary of the prodromic theory [1]
is provided. Section 3 analyzes the state of the art and the most important studies in the field
of decision making and reasoning in conditions of uncertainty and info-incompleteness, as
well as in the research regarding the evaluation of athletes through Artificial Intelligence
methodologies. Section 4 shows our proposed solution for weighting the opinions, while
Section 5 describes the dataset and the implementation of the proposed learning model on
the chosen study case. Finally, Section 6 discusses the results, and Section 7 summarizes
the work and indicates the future direction.

2. Theoretical Background

In this section, a discussion of the advancements in the plausibility theory, with
particular regard to the prodromic study [1], is provided.

According to Polya [2,3], the plausible reasoning is not subjective, and it is treated as a
conditional probability: given two events A and B, the author conceives the plausibility
as the confidence of B given that A is true. After Polya, Dempster–Shafer’s theory was
defined [4,5]: the plausibility is no longer intended as one-dimensional but as a series of
mutually exclusive alternatives with a maximum probabilistic value. To overcome the
difficulties of Dempster–Shafer’s model, a new solution, called Dezert–Smarandache’s
theory, was proposed [6]: there, the plausibility becomes an upper limit of the probabilistic
value concerning a given event. Iovane et al. [1] provided a further contribution by
extending the concept of plausibility to credibility and possibility. The authors defined
the expectation function obtained through the composition of Probability, Plausibility,
Credibility, and Possibility.

The study provides seven models for computing the above function. By consider-
ing P1, P2, P3, P4 ∈ R

k, with k > 0, as the opinions concerning Probability, Plausibility,
Credibility, and Possibility, respectively, the aforementioned models can be summarized
as follows.

• Average model: the simplest model. It computes the average of the four opinions as

a1 = a1(P1, P2, P3, P4) =
1
4

4

∑
i=1

Pi. (1)
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The model assigns the same importance to the different distributions of Probability,
Plausibility, Credibility, and Possibility.

• Product model: the expectation function is defined by the Pi product as

a2 = a1(P1, P2, P3, P4) =
4

∏
i=1

Pi. (2)

• Weighted average model: a1 and a2 assume that all Pi have the same importance. Instead,
this model extends a1 by weighting the Pis with

4

∑
i=1

αi = 1, (3)

where αi is the weight of Pi and a3 is defined as

a3 =
4

∑
i=1

αiPi. (4)

• Weighted product model: extends a2 weighting the Pis as well. Formally,

a4 =
4

∏
i=1

αiPi. (5)

• Overlap model with shift based on probability: differently from other previously defined
models, the overlap with shift based on probability allows a hierarchical use of the
Pis. Formally,

a5 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

P1 i f 1% < Pr ≤ 100%,
P2 i f 0.1% ≤ Pr ≤ 1%,
P3 i f 0.01% ≤ Pr ≤ 0.1%,
P4 i f Pr ≤ 0.01%.

(6)

In this model, the expectation function is selected from Probability, Plausibility, Credi-
bility, and Possibility. There, the selection depends on the classical probability value
(Pr). Each Pi, if selected, has a coefficient

0% ≤ ci ≤ 100%. (7)

• Overlap model with shift based on hierarchical Pi: the probability does not have a pivotal
role; this is an alternative model for a5. There, the expectation function is defined by
the authors as

a6 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

P1 if P̄P1 − 3σP1 ≤ Pr ≤ P̄P1 − 3σP1 ,
P2 if P̄P2 − 3σP2 ≤ Pr ≤ P̄P2 − 3σP2 and Pr > P̄P2 − 3σP1 ,
P3 if P̄P3 − 3σP3 ≤ Pr ≤ P̄P3 − 3σP3 and Pr > P̄P2 − 3σP2 ,
P4 if P̄P4 − 3σP4 ≤ Pr ≤ P̄P4 − 3σP4 and Pr > p̄P3 − 3σP3 .

There, i.e., in a financial context like in the present work, in the case the goal is to
obtain the best price of an athlete, P̄ represents the average price in the dataset and
σ the standard deviation. It is important to note that, in this context, the above Pis
identify the distribution of P̄ and σ and not the Pi value. In other words, the selection
of the Pi depends on the values of σ and P̄i and the Pi distribution.
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• Model based on Dempster’s composition rules: the last model the authors proposed is
based on the Dempster’s composition rules, which are defined only for the plausibility.
Iovane et al. [1] extended those rules to Probability, Plausibility, Credibility and
Possibility. Formally,

– m(P1), relative bel(P1) and Dpl(P1);
– m(P2), relative bel(P2) and Dpl(P2);
– m(P3), relative bel(P3) and Dpl(P3);
– m(P4), relative bel(P4) and Dpl(P4);

where m is called “mass function” by Dempster (the degree of belief), bel is the belief
function, and Dpl represents the plausibility.

While the described models are used to compute the most likely price, i.e., the best
price, we can extend the information defining the occurrence as

O(E) = α1P1(E) + α2P2(E) + α3P3(E) + α4P4(E), (8)

where Pi(E) : Rk → [0, 1], with k > 0, is how probable the event E is and αi represents
the weights of the Pi(E), with 0% ≤ αi ≤ 100%. Once the best price and how much this
price occurs are determined, the last thing needed for describing an event is the reliability
of the information. To compute the reliability of the best price, we can use the standard
deviation. Formally,

R(E) = σ2(E) =

√
∑N

i=1(xi − x̄)2

N − 1
, (9)

where xi is in the set P1, P2, P3, P4.
Therefore, the final output of the model is the triad

(E, O(E), R(O)). (10)

In the prodromal study [1], the authors simulated the datasets to prove the correctness
of the models. In the present work, it is intended to face a real case by using a neural
network for estimating the weights of the best price associated with the expectation function
a3. In the next section, the state of the art regarding athletes’ price estimation is analyzed.

3. Related Work

The economical evaluation of football players is a much-addressed issue. In particular,
in the financial area, the evaluation of an asset is made by supply and demand. The financial
world applied to the sport is complex; differently from traditional finance, there are only
two actors in the negotiation of a player: the buyer and the seller. They can agree on any
price, and this can lead to several problems from a regulatory point of view. The question
in this field is: can we have a reference point for the football players’ evaluation? In this
context, crowdsourcing is significant through Transfermarkt, but a more reliable tool is
still needed.

As the financial world behind football, as well as the sports world in general, is vast
and based on complex economic models, several studies have investigated how to predict
or estimate the athletes’ market value. Dobson and Goddard [7] proposed an interesting
and detailed study concerning the economics of professional English football at the club
level. As mentioned in the previous section, Iovane et al. [1] applied the described models
to two different applications to prove the validity of the theory. The two experiments
consisted of two simulations regarding the probabilities fields of biometrics and sport
odds; there, the authors simulated the datasets, adding uncertainty through randomness
over the input space. The weights αi were defined without a backtest; thus, a deep study
on the estimation of the weights is needed. The present work is conceived to solve the
above difficulty.

8



Appl. Sci. 2022, 12, 194

In [8,9], the authors tried to estimate the market value of football players. Behravan and
Razavi [8] clustered the football players by roles; after that, they used a hybrid regression
method involving Particle Swarm Optimization (PSO) and Support Vector Regressor (SVR)
for each cluster. They obtained a final accuracy for their model of 74%.

Furthermore, the sentiment can affect the athlete evaluation: an interesting study was
conducted by Singh and Lamba [10]; they described how crowdsourcing, previous year
statistics, and popularity of players can affect the evaluation. Regarding crowdsourcing,
in [11], the authors proved how, in the context of German soccer, a community became the
main source for reporting market values to predict the actual transfer fees. The authors
described the evaluation process performed by the community, together with the accuracy
of the estimated market values, and which variables are important to make a price estima-
tion. They found that the variables that are mostly correlated with the price are those of
age, precision, success, assertion, and flexibility.

The importance of athletes’ age is analyzed and discussed in several papers. In
particular, Gonzalez et al. [12] investigated the relative age effect, which was predominant
in players born in the first months of the year compared to those born in the last months.
The results show that, except for the youth categories, the relative age does not affect the
professional football player market evaluation but only the selection in youth categories.

Other scholars investigated the variables affecting the football players’ market value.
In [13], the values of Transfermarkt.de were acquired, while in [14], the authors analyzed
the Football Manager game values. Felipe et al. [15] investigated the influence of team
variables and the player role on the athletes’ market values. Another interesting variable
for the price estimation of football players is popularity; Franck and Nüesch [16], as well
as Kiefer [17], investigated the influence of the players’ popularity on their market value.
The authors proved that the market value of the players is influenced by both talent and
non-performance-related popularity. In [18], the authors proposed a decision support
system for football club managers and players’ agents by estimating the correct wages of
football players. Player skills, performances in the previous season, age, the trajectory of
the improvement, personality, and other features were considered.

Although there are several works that estimate the economical value of athletes, a
decision support system merging different opinions can perform well even in conditions of
uncertainty and info-incompleteness. The present work aims to investigate the roles and the
weights of Probability, Plausibility, Credibility, and Possibility in the market evaluation of
football players, for both improving the state of the art in the research area and providing a
case study in which the assessment of the best opinion, in conditions of info-incompleteness,
can be achieved.

4. Proposed Solution

Referring to the best price function defined in (3), it was intended to predict the
weights α1, α2, α3, and α4, related to the opinions associated with Probability, Plausibility,
Credibility, and Possibility, respectively, by extracting data from different sources. Given
the occurrences of the above four opinions and the related ground truth, it is possible to
approximate the best price function, i.e., the best opinion, by defining a learning model
trained to predict the weights. This approach permits obtaining the relevance of opinions
in conditions of both info-completeness and info-incompleteness, together with the most
promising estimate regarding a given phenomenon.

To achieve the above goal, it was decided to propose the model described in Figure 1,
in which an ANN receives four features associated with Probability, Plausibility, Credibility,
and Possibility opinions and an arbitrary set of other relevant attributes. Each of the
opinions is extracted from a dedicated source of information, as well as the additional set
of attributes.
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1 2 3 4

Neural Network

Mean Best Price Loss

Input vector

Other features P1 feature P2 feature P3 feature P4 feature

P1 sourceOther sources P2 source P3 source P4 source

Softmax layer

Extract data Extract data Extract data Extract data Extract data

Figure 1. The proposed learning model to predict the relevance of opinions and an estimate of the
best opinion in uncertainty and info-incompleteness conditions.

The model outputs four weights extracted from the components of a softmax layer to
minimize a custom loss function, called Mean Best Price Loss, which was defined as

LMBP =
1
N

N

∑
i=1
|P0i − (α1i P1i + α2i P2i + α3i P3i + α4i P4i)|, (11)

where N is the batch size, while P0i , P1i, P2i, P3i, and P4i are the ground truth and the
Probability, Plausibility, Credibility, and Possibility opinions concerning the i-th occurrence,
respectively. Similarly, the weights α1i , α2i , α3i , and α4i are the components of the softmax
layer concerning the i-th occurrence. The loss function can be considered as the Mean
Absolute Loss, in which the second term of the subtraction represents the prediction of the
proposed model given a certain instance of features. The performance metric associated
with the above loss is called Mean Best Price Error (MBPE).

The proposed approach above permits the ANN to learn the parameters that provide
the optimal weights for minimizing the difference between the best price prediction, i.e.,
the estimate of the best opinion, and the true expected outcome. For instance, suppose
there is some interest in evaluating the reliability in the occurrence of a given phenomenon.
Suppose the phenomenon is also characterized by some specific attributes and that there
exist sources of information from which one or more opinions can be extracted. In the
case evidence about the phenomenon exists, a probable occurrence can be obtained; in the
case some experts are involved in the study of the phenomenon, a plausible occurrence
can be obtained; in the case the people discuss the phenomenon, a credible occurrence can
be considered; in the case some other less relevant sources of information are available,
a possible occurrence can be extracted. The acquisition of opinions related to a common
domain of attributes permits an inference to be performed on the occurrence related to the
given phenomenon of interest.

Under the above hypotheses and definitions, we have decided to test the proposed
approach on a real study case regarding football players’ market evaluation. Such a problem
is ideal for studying the relevance of opinions in uncertainty and info-incompleteness
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conditions, as the prediction of the next transfer cost of a player is subjected to several
sources of speculation. It is possible to evaluate the proposed model in conditions of both
info-completeness, i.e., when the opinion concerning the Probability is available, and info-
incompleteness, i.e., when the opinion related to the Probability is completely lacking. The
following section evaluates the MBPE error as the subsets of opinions vary; for evaluating
the performance of the model in conditions of info-incompleteness, e.g., the feature related
to the Probability is set to zero, so as to test the case in which a decision should be taken
when only Plausibility, Credibility, and Possibility opinions are fully or partially available.

5. Experiments on a Study Case: Football Players Evaluation

As discussed in the previous section, to provide a case study on which to verify the
effectiveness of the proposed model, we performed the prediction of the transfer cost of a
player starting from their attributes and the opinions associated with the Probability, Plausi-
bility, Credibility, and Possibility, extracted from the web. Formally, in the present use case
the opinions are defined as P1, P2, P3, P4 ∈ R, since prices are one-dimensional quantities.

To realize the above scope, four sources of information were chosen:

1. Transfermarkt players evaluation in the year 2021/2022 for the opinion related
to Probability;

2. Football Manager players evaluation for the opinion related to Plausibility;
3. Wikipedia descriptions as a sentiment, combined with Football Manager society costs

of players, for the opinion related to Credibility;
4. FIFA21 players evaluation for the opinion related to Possibility.

Each source of information is normalized as a price, e.g., having a player with Transfer-
markt, Football Manager, and FIFA21 evaluations of 16, 15, and 25 million of euros for the
Probability, Plausibility, and Possibility opinions, respectively, while a Football Manager
society has a cost of 20 million euros, combined with a sentiment score of 0.95, for the
Credibility opinion. Data extraction was performed by scraping, through four distinct
scripts, the web pages related to the major European football leagues, i.e., Serie A, La Liga,
Premier League, Ligue 1, and Bundesliga. The ground truth was found by acquiring the
cost of transfers from the same source chosen for finding the opinions related to Probability.
Regarding the players’ attributes, it was decided to acquire their characteristics from the
same source adopted for finding the opinions related to Possibility.

The data extraction process can be summarized, for each player, as the parallel execu-
tion of the following tasks:

• Extraction of the Transfermarkt evaluation, at one year before the next transfer, to
obtain the Probability feature P1i;

• Extraction of the Football Manager evaluation, at one year before the next transfer, to
obtain the Plausibility feature P2i;

• To obtain the Credibility feature P3i, performing the computation of a sentiment score
from the related Wikipedia description, at one year before the next transfer, and
weighting the result to the extracted Football Manager society cost;

• Extraction of the FIFA21 evaluation, at one year before the next transfer, to obtain the
Possibility feature P4i;

• Extraction of the FIFA21 attributes, at one year before the next transfer, to obtain
other features.

In the following sections, a custom dataset composed of data extracted from the
different sources of information and the adopted feature selection methodology, together
with the discussion of the experimental results, is presented. It was decided to investigate
the proposed model in conditions of info-completeness, i.e., when the opinion related
to Probability is considered, and under different configurations of uncertainty and info-
incompleteness, i.e., when the opinions related to Plausibility, Credibility, and Possibility
are completely or partially available.
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5.1. Sentiment Analysis

The analysis of sentiment was conducted on the texts acquired from the Wikipedia
pages concerning the players. The text sentiment classification model employed is based
on BERT (Bidirectional Encoder Representations from Transformers) [19] and fine-tuned on
the IBM Claim Stance Dataset [20,21]. The solution receives a text string as input, while
it outputs a score in the range [0, 1], in which 0 and 1 represent the most negative and
positive emotions, respectively. The BERT framework permits fine-tuning a pre-trained
language model for tackling several Natural Language Processing tasks, of which in the
present study the sentiment analysis was valued. The model is characterized by two
operational phases: (i) pre-training, for training, through an unsupervised approach, the
model over several tasks; (ii) fine-tuning, for optimizing, through a supervised approach,
the parameters found in the previous task to the sentiment analysis. For both processes,
the same Multi-layer Bidirectional Transformer Encoder architecture was employed: it
generates word embeddings, i.e., univocal probabilistic representations of words, through
a bi-directional training approach; for the first task, i.e., pre-training, the network is trained
for solving the two problems of Masked Language Modeling (MLM) and Next Sentence
Prediction (NSP); for the second task, i.e., fine-tuning, a custom fully connected layer is
added to the pre-trained network for solving the desired supervised problem. The MLM
problem consists in predicting the masked words of a sentence to learn their bi-directional
context, while the NSP problem regards the determination of the order through which
two sentences are employed in a given context.

The classifier reaches, in terms of accuracy, 94% and provides a good estimate of
the sentiment in a text. In the present study, the output of the aforementioned model
is used as an opinion modulation factor characterizing the sentiment associated with a
given phenomenon.

5.2. Dataset

The data were extracted from the Transfermarkt, FIFA21, and Football Manager sources
available on the web. In particular, Transfermarkt was the first source explored, as the
extraction of the data was made dependent on the latest transfers of the calendar year
2021. The employed scraping process extracts the names and the related market values
and transfer costs from Transfermarkt; then, for each extracted name, the sources related to
FIFA21 and Football Manager are considered for obtaining attributes and values concerning
Plausibility, Credibility, and Possibility opinions. Meanwhile, Wikipedia pages regarding
the extracted names are processed through the sentiment analysis algorithm described in
Section 5.1. The players’ transfer costs provided by Transfermarkt (min = 0.1 million of
euros, max = 125 million of euros) serve as ground truth for the training and test processes.
A total of 398 data occurrences of transferred players have been considered.

Figure 2 shows the pair distributions of Probability, Plausibility, Credibility, and
Possibility features obtained by building the dataset.

The pair distributions enhance the characteristics in the population of opinions by
considering two features at a time as coordinates. The Figure, on the first diagonal, also
shows the density distributions related to the opinions. It can be noticed that the observa-
tions, expressed in millions of euros, related to Credibility (m = 13.33, SD = 29.47) and
Possibility (m = 26.19, SD = 101.72) present the highest variance. The distribution con-
cerning Plausibility, instead, is characterized by the lowest variance (m = 6.62, SD = 10).
The Plausibility opinions, which in the present study concern the decisions of experts, tend
to occupy a definite area of hypotheses characterized by less uncertainty. As the considered
field of opinions expands itself towards the areas of sentiment and other less relevant
sources of information, the uncertainty on the players’ evaluation increases, as the opinions
are more heterogeneous.

Regarding the other features considered, the set concerning skills, age (m = 24,
SD = 3.66, y.o.), position (e.g., offensive guard, wide receiver, etc.), wage (m = 14.53,
SD = 36.18, millions of euros), height (m = 182.48, SD = 7.13, cm), weight (m = 76.81,
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SD = 7.74, kg), preferred foot (right foot, left foot), and preferred positions was adopted.
Non-numeric features, such as position or preferred foot, have been enumerated.

Probability feature Plausibility feature Credibility feature Possibility feature
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Figure 2. Pair distributions of features related to Probability, Plausibility, Credibility, and Possibil-
ity opinions.

In Figure 3, the box and whiskers plots related to the distributions of skills are
shown. As organized in FIFA21, the scores for skills are specified as integer numbers
in the range [0, 100].

Figure 3. Distributions of features related to players’ skills.
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The attributes which present the highest dispersion are making, slide tackle, and inter-
ceptions, while those characterized by the highest amount of outliers are the dimensions
reserved for goalkeepers, i.e., GK positioning, GK diving, GK handling, GK kicking, and GK
reflexes. These last attributes present such characteristics due to the limited occurrence of
goalkeepers in the dataset.

5.3. Implementation Details

The input features were pre-processed through a re-scaling in the [−1, 1] range. For
each input data point reserved for the backpropagation process, the related non-re-scaled
values of Probability, Plausibility, Credibility, and Possibility are used by the LMBP loss
function to compute the prediction error. Thus, the network acquires two inputs: the first is
the vector of re-scaled attributes and opinions, employed for performing the prediction; the
second is the vector of non-re-scaled opinions, employed for computing the loss function.
In our experiments, the network consists of three dense layers composed of 512, 256, and
16 neurons, respectively, all characterized by ReLu activation; the end-point, as already
discussed in Section 4, consists of a four-neuron softmax layer.

The learning parameters of the network were initialized by sampling from a random
uniform distribution.

5.4. Feature Selection

Feature selection was performed by computing feature importance through a brute
force approach, as the number of features is limited. The employed process is described
through the pseudo-code described in Algorithm 1, in which the positiveImportanceScores
represents the list of importance scores concerning the considered set of features.

Algorithm 1 The employed algorithm for computing feature importance

importanceScores ← array[Nf eatures]
baseScore ← evaluate(compiledModel, Xtrain, Xtest, ytrain, ytest)
index ← 0
while index < Nf eatures do

Xnew
train ← deleteFeatureAtIndex(Xtrain, index)

Xnew
test ← deleteFeatureAtIndex(Xtest, index)

predScore ← evaluate(compiledModel, Xnew
train, Xnew

test , ytrain, ytest)
importanceScores[index]← predScore− baseScore

end while
lowerBound ← −min(importanceScores)
positiveImportanceScores ← array[Nf eatures]
while index < Nf eatures do

positiveImportanceScores[index]← lowerBound + importanceScores[index]
end while

The process starts by instantiating an array of null values characterized by Nf eatures
dimensions, i.e., the number of considered dimensions, and by training and evaluating the
compiled model on the original set of features. For each input dimension in the original
set, a new set of inputs is generated by deleting the given feature associated with the
considered dimension; then, the same model is trained and evaluated on the new input.
At each iteration, the array initialized at the beginning is populated with the differences
between the prediction scores obtained by evaluating the model with the original set of
features and the temporary subsets of input dimensions. Finally, the result is obtained by
adding the negation of the minimum occurrence to the elements of the array.

The procedure allows one to evaluate the importance of a given feature by computing
the effect on the performances in terms of Mean Best Price Error. In the case in which
the elimination of a given feature results in better performances, the related dimension is
considered relevant for the decision. Its relevance is directly proportional to the difference
between the errors obtained by evaluating the model with and without the given dimension.
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5.5. Results

The best model obtained is characterized by online learning for backpropagation
and Adam optimization at the learning rate of 10−2. The proposed model was tested by
considering different subsets of opinions to study the performances in different conditions
of uncertainty. The experimentation was performed by considering the most important
features obtained through the process described in Section 5.4.

In Table 1, the importance of the considered input dimensions is shown in the form of
a ranking. In particular, the features providing an importance score lower than or equal to
0.056 contributed to a higher MBPE in the prediction.

Table 1. Results of the feature importance analysis obtained through the proposed method.

Feature Importance Feature Importance

Composure 0.137 Long shots 0.073

GK reflexes 0.136 Short pass 0.072

Interceptions 0.13 Balance 0.071

Curve 0.129 Position 0.064

Acceleration 0.124 FM sentiment-society
evaluation (P3) 0.06

FIFA evaluation (P4) 0.124 Vision 0.058

Stamina 0.102 GK handling 0.056

GK positioning 0.102 Finishing 0.05

Weight 0.1 Aggression 0.048

Volleys 0.099 FK accuracy 0.047

Marking 0.091 Crossing 0.037

Ball control 0.09 Penalties 0.037

Preferred positions 0.08 Slide tackle 0.034

Stand tackle 0.086 Heading 0.031

TM evaluation (P1) 0.083 Dribbling 0.027

GK diving 0.078 Age 0.025

Strength 0.077 Jumping 0.023

FM value (P2) 0.077 Agility 0.016

Reactions 0.076 GK kicking 0.014

Wage 0.075 Sprint speed 0.006

Height 0.074 Preferred foot 0.0

Table 2 shows the Mean Best Price Error, expressed in millions of euros, regarding
different sets of opinions after feature selection. Except for the evaluation of the model
by considering Plausibility, Credibility, and Possibility opinions individually, a significant
increase in the performances was found after feature selection. However, the set of dimen-
sions related to Credibility and Possibility increases the uncertainty in the prediction. The
analysis of the differences between the groups of re-scaled input features associated with a
prevalence, during the prediction phase, in one of the weights α1, α2, α3, and α4, provided
significance for the dimensions of height (p = 0.006) and marking (p = 0.039). For all the
experiments, the training and testing were performed on 338 and 60 samples, respectively.

The best performances were obtained by considering the set composed of Probability
and Plausibility, as well as the Probability considered individually. The results identify
substantial differences between the decision tests conducted using the different sets of
opinions. For the problem addressed, concerning the prediction of the transfer cost of the
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players, we obtained that the smallest error, in the prediction phase, is reached by using
the decision associated with the Probability (0.86 MBPE, 0.61% of normalized error) only.
The worst performances, however, were found individually considering the opinions of
Plausibility, Credibility, and Possibility. This result corresponds to the prodromal theory
of decision and reasoning in uncertainty and info-incompleteness conditions [1], since
the obtaining, and the use, of particularly relevant opinions concerning the sphere of
Probability represents a condition of info-completeness. Conversely, by eliminating the
direct evidence, i.e., by neglecting the Probability opinion, there is a larger error in the
prediction phase. The decision in conditions of info-incompleteness can introduce greater
uncertainty in the decision phase, as the lack of direct evidence forces the decision-maker to
evaluate the opinions deriving from experts, sentiments, and subjects of weaker relevance.
The prediction problem addressed in the present study can be traced back to the hierarchical
characterization of the overlap model with a shift based on probability taken up in Section 2.
The decision hierarchy is in alignment with the results based on the increase in the error
as a function of the type of opinion evaluated; for the present problem, the order of
priority reflects the increasing order of Mean Best Price Error on the test set: (i) Probability
(0.86 MBPE, 0.61% of normalized error); (ii) Credibility (2.34 MBPE, 1.79% of normalized
error); (iii) Plausibility (2.48 MBPE, 0.90% of normalized error); (iv) Possibility (2.87 MBPE,
2.21% of normalized error).

Table 2. Performance in predicting the best price by considering different sets of opinions and the
most important features.

Model Evaluation Considering the Most Important Features

Chosen Opinions Mean Best Price Error (mln) Normalized Error (%)

Probability, Plausibility,
Credibility, Possibility 1.01 0.72

Plausibility, Credibility,
Possibility 2.25 1.72

Probability, Plausibility 0.91 0.64

Credibility, Possibility 2.41 1.85

Probability 0.86 0.61

Plausibility 2.48 1.90

Credibility 2.34 1.79

Possibility 2.87 2.21

Following the logic in the approach of overlap with shift based on probability, for each
player, the most promising final decision is taken based on the following steps:

1. The final decision is made based on the Probability opinion, if available, with an
expected error equal to 0.86 MBPE (0.61% of normalized error), proportional to the
weight α1 estimated by the model;

2. If the Probability opinion is not available, the final decision is made based on the
Credibility opinion, if available, with an expected error of 2.34 MBPE (1.79% of
normalized error), in proportion to the α3 weight estimated by the model;

3. If the Probability and Credibility opinions are not available, the final decision is taken
based on the Plausibility opinion, if available, with an expected error of 2.48 MBPE
(0.90% of normalized error), in proportion to the α2 weight estimated by the model;

4. If the Probability, Credibility, and Plausibility opinions are not available, the final
decision is taken based on the Possibility opinion, if available, with an expected error
of 2.87 MBPE (2.21% of normalized error), in proportion to the α4 weight estimated
by the model.
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To optimize the performance in conditions of info-incompleteness, an extension can be
added to the aforementioned steps that involve the simultaneous contribution of multiple
opinions. In particular, in the case the opinions of Plausibility, Credibility, and Possibility
are available, it is advisable to make the decision considering the weighted sum of the
related contributions, as this solution provides a lower Mean Best Price Error than what
would be obtained by considering only the opinion concerning Credibility.

By extending the logic of the overlap with shift based on probability approach to the joint
evaluation of several opinions, the most promising final decision is optimized based on the
following steps:

1. The final decision is made based on the Probability opinion, if available, with an
expected error equal to 0.86 MBPE (0.61% of normalized error), proportional to the
weight α1 estimated by the model;

2. If the Probability opinion is not available, the final decision is made based on the
opinions of Plausibility, Credibility, and Possibility, if available, with an expected error
equal to 2.25 MBPE (1.72% of normalized error), based on the sum of the opinions
weighted by the values α2, α3, and α4 identified by the model;

3. If the Probability and Plausibility opinions are not available, the final decision is made
based on the Credibility opinion, if available, with an expected error of 2.48 MBPE
(1.90% of normalized error), in proportion to the α3 weight estimated by the model;

4. If the Probability, Plausibility, and Credibility opinions are not available, the final
decision is made based on the Possibility opinion, if available, with an expected error
of 2.87 MBPE (2.21% of normalized error), in proportion to the α4 weight estimated
by the model.

It is further interesting to note that, unlike the starting theoretical model, in which
Plausibility was characterized by a higher priority than Credibility, in this case, the opposite
is true. For the problem of football players’ evaluation, the experts’ opinion is weaker.

To provide a visual example of the prediction performances, Figure 4 shows a compar-
ison between the ground truth and the best price predicted by the model trained with the
subset of the most important features (1.01 MBPE, 0.72% of normalized error).

Test Data Enumeration

Pr
ice

Figure 4. Comparison between the ground truth and the best price prediction obtained through the
proposed model, after feature selection, based on Probability, Plausibility, Credibility, and Possibil-
ity opinions.

To validate the statistical evidence of the above results, it was decided to perform
hypothesis testing concerning the differences between the models trained through differ-
ent sets of opinions. To compute p-values, two-thousand bootstrapping sets have been
generated from the predictions obtained by evaluating the models on the test set. Each
generated set is compared with the ground truth to compute an MBPE score, which in turn
is subtracted with the MBPE score obtained by evaluating another model. For each pair of
models, a distribution of the differences is generated and the p-value is computed. Table 3
shows the results of the analysis by considering 0.05 as the threshold for significance.

The results show that, for the problem addressed in the present study, there is no
statistical significance in adopting all the four opinions instead of considering the Proba-

17



Appl. Sci. 2022, 12, 194

bility only; to obtain optimal performances, there is strong evidence for considering the
Probability, both exclusively and in conjunction with Plausibility, Credibility, and Possibil-
ity. Furthermore, the choice of considering both Credibility and Possibility is significantly
better than that of considering Possibility only. Regarding other couples of hypotheses, no
further statistical significance was found.

Table 3. Significance testing results regarding the differences in predicting the best price between
pairs of opinions’ subsets.

p-Values of the Pair Differences

P1, P2, P3, P4 P2, P3, P4 P1, P2 P3, P4 P1 P2 P3 P4

P1, P2, P3, P4 >0.05 0.002 0.29 <0.001 0.08 <0.001 <0.001 <0.001

P2, P3, P4 0.002 >0.05 <0.001 0.512 < 0.001 0.1 0.67 0.067

P1, P2 0.29 <0.001 >0.05 <0.001 0.620 <0.001 <0.001 <0.001

P3, P4 <0.001 0.512 <0.001 >0.05 <0.001 0.8 1.204 0.04

P1 0.08 <0.001 0.620 <0.001 >0.05 <0.001 <0.001 <0.001

P2 <0.001 0.1 <0.001 0.8 <0.001 >0.05 0.50 0.23

P3 <0.001 0.67 <0.001 1.204 <0.001 0.50 >0.05 0.109

P4 <0.001 0.067 <0.001 0.04 <0.001 0.23 0.109 >0.05

6. Discussion

The results obtained through the experimentation of the proposed model applied to
the prediction of evaluation of football players show that the opinions related to Plausibility,
Credibility, and Possibility are not useful in conditions of info-completeness. Strong
evidence was found in employing the Probability only to make the final decision. This result
is coherent with [10,11], as the crowdsourcing, from the introduction of Transfermarkt,
has become the main source for evaluation of football players. Conversely, the opinions
concerning Plausibility, Credibility, and Possibility are essential in conditions of info-
incompleteness; in this context, the optimal decision can be achieved by adopting an
arbitrary set of opinions, except for the couple Credibility–Possibility, which was found to
be more promising than the Possibility considered exclusively.

In conclusion, the performance in estimating values of football players is 0.86 MBPE
(0.61% of normalized error) in info-completeness conditions, while it is 2.47± 0.188 MBPE
(1.89± 0.15% of normalized error) in info-incompleteness.

The above results allow the research concerning Artificial Intelligence methodologies
and decision support systems to be extended, as they provide an approach that potentially
improves the hypotheses for the solution of predictive tasks. The approach tested in this
study is simple and applicable to any decision context: if, in the prediction phase, one or
more opinions regarding the output are available, it could be useful to consider these inputs
to improve the performance of the model. For instance, in the case we want to consider,
accuracy could be improved by a case study different from the one chosen in this work, such
as the classification of images, the use of probable, plausible, credible, and possible opinions,
if available. The conditional was used as the aforementioned field of application has yet to
be tested; the results of this experiment could be different from those obtained in the present
study (e.g., the Credibility opinion could provide better performances than the Probability).

The model proposed in the present study can be conceived as a sort of human-in-
the-loop model, i.e., a predictor that requires human interaction. Instead of a human, our
model proposes the Probability, Plausibility, Credibility, and Possibility opinions, provided
by certain sets of humans, which can be extracted automatically by certain information
sources. Having a human being available for supporting the model in real-time inference is
very cost-effective; instead, in the case the same support is found in accessible information
sources, such as the web, the external support to the model becomes cheaper. The potential
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for improvement is high, as human-in-the-loop models were recently proved to be effective,
especially in medicine and cybersecurity [22].

7. Conclusions and Future Work

In the present study, the problem of assessing the best opinion in conditions of un-
certainty and info-incompleteness was addressed. To achieve this objective, we proposed
a solution that provides a learning model that, starting from the observations related to
Probability, Plausibility, Credibility, and Possibility, together with other relevant character-
istics, provides the weights associated with the considered set of opinions. The proposed
model minimizes the error of the results provided by the best price function, defined as
the weighted sum of the considered opinions. The experiment was performed on a real
case study concerning the market evaluation of soccer players by building a dataset based
on the information sources of Transfermarkt, Football Manager, and FIFA21. The input
space concerns features acquired one year before the subsequent transfer, while the ground
truth is represented by the cost of the actual transfer. The experiments were carried out
for a total of 398 occurrences by varying the set of opinions acquired for taking decisions,
both in conditions of info-completeness and info-incompleteness; in the first case, the
Probability was considered, while, in the second case, we limited the hypotheses to the set
of Plausibility, Credibility, and Possibility only.

The results prove the consistency to the prodromal study taken as reference and that
it is possible to reach an error for the price prediction of 0.86 MBPE (0.61% of normalized
error) and 2.47± 0.188 MBPE (1.89± 0.15% of normalized error) on the test set in conditions
of info-completeness and info-incompleteness, respectively. Furthermore, from the analysis
of statistical significance, it was found that the Probability opinion is fundamental in
conditions of info-completeness; instead, in conditions of info-incompleteness, it is possible
to adopt any set that considers Plausibility, Credibility, and Possibility. Finally, it was found
that the employment of the Credibility–Possibility pair represents a better choice compared
to the assumption involving the Possibility opinion only.

A possible future work regards the extension of the present study for the assessment
of opinions’ relevance by minimizing the occurrence and reliability functions in conditions
of uncertainty and info-incompleteness. Regarding a real-world application, it is possible
to define a decision support system to assist the Atmosphere Arc model [23], which brings
the real economy into the digital economy through a Decentralized Content Management
System (DCMS) and an Oracle. The DCMS contains the documentation of human work,
while the Oracle analyzes the documentation and distributes a blockchain token. The
proposed model can be employed to support token production and the documentation of
the activities concerning a soccer society, providing a better estimation of the value.
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Abstract: Equity traders are always looking for tools that will help them maximise returns and
minimise risk, be it fundamental or technical analysis techniques. This research integrates tools
used by equity traders and uses them together with machine learning and deep learning techniques.
The presented work introduces a South African-based sentiment classifier to extract sentiment from
new headlines and tweets. The experimental work uses four machine learning models for fun-
damental analysis and six long short-term memory model architectures, including a developed
encoder-decoder long short-term memory model for technical analysis. Data used in the experiments
is mined and collected from news sites, tweets from Twitter and Yahoo Finance. The results from
2 experiments show an accuracy of 96% in predicting one of the major telecommunication compa-
nies listed on the JSE closing price movement while using the linear discriminant analysis model
and an RMSE of 0.023 in predicting a significant telecommunication company closing price using
encoder-decoder long short-term memory. These findings reveal that the sentiment feature contains
an essential fundamental value, and technical indicators also help move closer to predicting the
closing price.

Keywords: sentiment analysis; LSTM; machine learning; deep learning; stock market; forecasting;
fundamental analysis; technical analysis

1. Introduction

The problem of minimising risk and maximising returns bundled with predicting
future price movements is what stock market traders have been trying to solve for years.
Many have provided tools and solutions to solve this massive problem of predicting the
increase and decrease of selected companies’ stock prices. These equity traders have
depended on news headlines (fundamental analysis) and technical indicators (technical
analysis) as tools for prediction. Stock price prediction and stock price movement prediction
predict what the future prices will look like from observing past and present price data.
Researchers have also realised that stock price prediction depends not only on historical
data but also on social media data. In 2018, a social media influencer expressed her
unhappiness with Snapchat on Twitter; her tweet caused the Snapchat share price to drop
by 6%, wiping out $1.3 billion [1]. Tesla CEO Elon Musk caused Telsa’s share price to
decrease by 10% after sending a negative tweet concerning Tesla’s share price [2]. The age
of mobile devices has seen a vast increase in social media and news data. This social and
news data is filled with essential facts and opinions that may be harvested to create a stock
price movement prediction and closing price prediction tool. In developing this framework,
the research aims to answer the following questions: Can a framework on social media
and news headlines be used to forecast a company’s stock price movement? Additionally,
can that same framework use technical indicators as features to increase the accuracy of
predicting a company’s stock closing price?
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This paper presents a framework for forecasting stock price movements and closing
prices using machine learning and deep learning models. The framework uses a text
classifier model for sentiment analysis on social media and news data. Using machine
learning, the research also investigates predicting the increase and decrease of a selected
company’s stock based on sentiment score. Technical indicators are applied together with
times series analysis and deep learning to predict the closing price of a telecommunication
company listed on the Johannesburg Stock Exchange.

The presented research design is based on a quantitative research methodology,
and the experimental method is used, whereby actual social media and stock price data is
collected and analysed. This paper discusses using social media and technical indicators to
predict stock price movements and closing prices; the article compares different machine
learning models for stock price movement prediction (fundamental analysis) and deep
learning models for closing price prediction (technical analysis). The remainder of the
paper is arranged as follows. Section 2 looks at a summary of relevant literature. Section 3
discusses data collection and methodology. Results from the experiments are discussed in
Section 4. The conclusion is provided in the final quarter of the paper.

2. Materials and Methods

2.1. Theoretical Fundamentals
2.1.1. Forecasting Using Sentiment Analysis

Sentiment analysis studies people’s attitudes, opinions, emotions, and assessment
towards concerning topics, issues, and current affairs. Shah et al. [3] developed a senti-
ment analysis dictionary for the financial sector to better understand the effects of news
sentiments on the stock market. Their model considered the pharmaceutical market and
how the news affected the stock. Their model also suggested buying, selling or holding
based on the sentiment score. Wu et al. [4] proposed a sentence-based sentiment analyser
based on the Chinese Sentiment Analysis Ontology Base and Hownet. This paper inte-
grated sentiment analysis into a support vector machine using the rolling window method
to explore the relationship between stock price movements and stock forum sentiment.
The paper regards the sentiment feature as one of the leading indicators due to the valuable
information it carries.

2.1.2. Forecasting Using Recurrent Neural Networks

Li et al. [5] proposed a multi-input LSTM model for stock market prediction that mines
relevant information from low relational features and removes irrelevant information using
additional input gates. The paper included data from the Chinese stock market and prices
related to the stocks. Using a two-stage attention mechanism and related stock prices
improved the efficiency and accuracy of the model. D. Lein Minh et al. [6] proposed a
sentiment word-embedding Stock2Vec trained on Hardvard IV-4 and a two-way gated
recurrent neural unit for stock price direction prediction. The paper used historical S&P
500 prices and articles from Bloomberg and Reuter to predict the S&P 500 stock price
movement. The paper showed that Stock2Vec can handle financial datasets more efficiently
and that the two-way gated recurrent unit outperforms advanced models, including the
gated recurrent unit and the long short-term memory.

2.1.3. Forecasting Using Hybrid CNNxLSTM and ConvLSTM Network

Xingjian et al. [7] introduced ConvLSTM as a short intensity prediction method.
Lee & Kim [8] developed NuNet, a framework constructed using the ConvLSTM network.
This study’s framework successfully learned high-level features from KOSPI200, FTSE100,
and S&P500 stock market data. Livieris et al. [9] proposed a CNNxLSTM model for accurate
gold price movement and gold price prediction. The model increased its performance by
combining LSTM layers with convolutional layers. Chen et al. [10] proposed a framework
constructed using the ConvLSTM model for short-term traffic flow prediction. The model
performed better than vanilla LSTM, stacked LSTM, and bidirectional LSTM.
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2.1.4. Stock Market Prediction

Khan et al. [11] used algorithms to evaluate the effects of data from financial news
and social media on the stock market. This paper used spam tweet reduction and feature
selection to increase the quality and performance of predictions. Khan et al. [12] developed
a framework that checks whether public and political domain sentiments affect company
market trends. This paper showed an improvement of about 3% due to the sentiment
feature. Vargas et al. [13] used two technical indicators and financial news articles to input
a deep learning model for stock price prediction. This study compared two models for
financial news and technical indicators and showed that the addition of technical indicators
and financial news stabilises and improves the output. Chen and Shih [14] proposed a
stock movement prediction framework based on Chinese news and technical indicators.
The paper also proposed the use of the GATSP algorithm. Both experiments show the
effectiveness of the two methods.

2.2. Background

In this section of the paper, a brief background is given on the machine and deep
learning models considered by the paper to achieve a better understanding. The section is
split into two; the first portion covers machine learning models used in the fundamental
analysis experiment, and lastly, deep learning models in the technical analysis experiment
are discussed.

2.2.1. Machine Learning Models

A support vector machine (SVM) is a supervised machine learning model used in
classification. An SVM finds an optimal way to divide a dataset into two categories and
determines the hyperplane from any point in the training dataset [15].

Fisher formulated linear discriminant analysis in 1936, and Welch in 1939. This
classification and discrimination model is constructed with labelled observations from a
dataset and a set of a new unlabeled dataset used to predict the dataset [16].

The decision tree is a classification and covers regression machine learning algorithms
influenced by real-life analogy. Each leaf node on the tree is assigned a class label, and the
root and other non-terminal nodes split the records with different test conditions [17].

Random forest was introduced in 2001 by Leo Breiman; this classification or regres-
sion machine learning model also gets its name from real-life analogy. A random forest
comprises many decision trees that work together to produce a class prediction, and the
trees with the most predictions become the final prediction [18].

2.2.2. Deep Learning Models

Long short-term memory (LSTM) was introduced by Hochreiter and Schimidhuber.
The LSTM stems from recurrent neural networks but differs in architecture. Recurrent
neural networks suffer from the exploding and vanishing gradient problem, and the
LSTM solves that problem, as it can learn long-term dependencies because of its feedback
loop. The specialty of LSTM is the cell state, also known as the memory bank; this is a
horizontal line running through the LSTM block that carries information from the previous
timestamps [19].

2.3. Methodology

This paper develops two frameworks: one to predict stock price movements using
fundamental analysis and the second to predict the stock closing price using technical
analysis. The paper determines a sentiment feature from tweets and news headlines related
to South African companies in the telecommunication industry. A comparison is employed
between four machine learning models and a sentiment classifier to predict stock price
movement and use five LSTM architectures and technical indicators to predict the closing
price. It should be highlighted that the framework does not include a recommender system
on which stock to buy or sell or validate social media postings. The presented research
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focuses on the closing prices on both experiments due to the occurrence of news headlines
being posted either at the end or beginning of the day.

2.3.1. Sentiment Classifier

Data from Twitter was first collected using an API called GetOldTweets [20] and then taken
through the pre-processing stage, including labelling, to prepare for the sentiment classification.

Step 1, Twitter scraper: In this step, the GetOldTweets python API gathered South
African-based tweets to introduce South African grammar into the sentiment classifier.
Tweets were collected from famous South African television shows, the Datamustfall
movement, telecommunication companies on the JSE, and finally, the Stanford Twitter
Sentiment Corpus. The paper uses hashtags “#” to collect relevant tweets. These hashtags
are considered due to the amount of pertinent sentiment they provide to the classifier.
The popular South African television dataset uses the following hashtags: Date-My-Family,
South African Idols, and Uyajola99, which amounts to a total of 3000 tweets. The next
1000 come from the hashtag Datamustfall movement, and the last 3000 tweets are from
telecommunication companies. The paper considered the following hashtags: Vodacom,
Mtn, and Telkom, and excluded tweets from their companies’ Twitter accounts for this data,
as this only has relevant marketing tweets.

Step 2, Data cleaning: To prepare the dataset for the training of the sentiment classifier,
the dataset needed to go through a pre-processing step. As a result, a python function
was written using regular expressions and a few other techniques to clean the dataset.
The function first drops all empty rows in the dataset and turns all the letters into lower
case. Next, the function removes all URLs, usernames, dates, whitespace, and the hashtag
sign (#). Finally, columns are renamed to text, and all the collected tweets are targeted and
labeled such that 0 = negative, 2 = neutral, and 4 = positive. This was conducted using the
same method used to label the text in the Stanford Twitter Sentiment Corpus [21]. The final
clean dataset consists of 14,000 tweets.

Step 3, Sentiment analyser training: To train the sentiment classifier, a pre-trained lan-
guage model, BERT (Bidirectional Encoder Representation from Transformers),
was chosen [22]. The paper can train its sentiment analysis classifier using the Hugging
Face Python library to fine-tune the BERT model [23].

2.3.2. Fundamental Analysis

Fundamental analysis studies the stock market by analysing new headlines, economic
and social reports, and political forces that may affect the price movement [24]. This
paper employs a similar strategy through the use of fundamental analysis by looking
at news headlines and social media reports in its research. The fundamental analysis
experiment is split into three different sub-experiments using four different models to
evaluate performance: linear discriminant analysis, support vector machine, decision tree,
and random forest. To assess the performance of the models, the paper uses accuracy,
precision, recall, the F-measure, and a confusion matrix. The data is split into 80/20 for
training and testing; three datasets for fundamental analysis were constructed, considering
dates from 2012 to 2019. The first dataset was the news headlines dataset, scraped off
the Money web site. This dataset consisted of news headlines linked to the Vodacom
Group Limited Company. The second dataset was composed of tweets collected using the
GetOldTweets API with the hashtag #vodacom. The total length of the combined dataset
was 893 rows. The combined dataset was then labelled according to price movement on
the closing price for that particular day, with +1 indicating an increase and −1 indicating
a decrease.

The data collected from the scraped Moneyweb site and the #vodacom tweets were
processed using the same python function mentioned above. This function removes all
URLs, usernames, dates, whitespace, and the hashtag sign (#) to prepare the dataset for the
experiments. The last stage to take the dataset through is the transformation stage. Here,
categorical encoding and scaling were applied to the data to transform the dataset. These
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two techniques convert text into numerical representations and scale the data into a specific
range, respectively [25]. Categorical encoding on the fundamental analysis experiment
was applied to the target column. This column contains the variables ‘UP’ and ‘Down’,
which categorises whether Vodacom’s stock price went up or down on a given day. These
up-down variables were replaced with 1 and −1. The dataset was also scaled using the
sklearn MinMaxScaler Python library [26]; this technique scales all the numerical data
between 0 and 1 but does not scale the target and sentiment column.

Feature engineering is the process of extracting new features by transforming the
current features [25]. The sentiment was extracted from all news headlines and tweets in
the collected dataset, and this sentiment feature determined whether the polarity of the
text was negative, positive, or neutral.

2.3.3. Technical Analysis

Technical analysis studies market trends gathered from volume and price movement.
This paper looks at Vodacom Group Limited, one of South Africa’s biggest telecommu-
nication companies. Like the fundamental analysis experiment, this technical analysis
experiment is also split into three sub-experiments. Let us now introduce two datasets
to this experiment, the closing price dataset (univariate) and the closing price with tech-
nical indicators dataset (multivariate). An 80/20 split was applied to the datasets for
training and testing. Six different long short-term memory (LSTM) architectures are intro-
duced: ordinary LSTM, bidirectional LSTM, stacked (deep) LSTM, convLSTM, CNNxLSTM.
Encoder-decoder LSTM was applied in the last experiment. The ordinary LSTM architec-
ture is comprised of 2 layers: 1 LSTM layer with 200 units and a dense layer at the output.
Stacked LSTM has 3 layers: 1 LSTM layer with 200 units, a second with 100 units and
a dense layer with 1 output unit. Bidirectional LSTM is comprised of 3 layers; the first
layer is a bidirectional LSTM with 200 units, while the second LSTM layer has 100 units.
ConvLSTM has three layers. First is a ConvLSTM layer with 64 filters; the second is a
flatten layer, and this is followed by a dense layer with 1 output. To evaluate the models,
the present paper considers using the mean squared error (MSE) and root mean squared
error (RMSE). The MSE and RMSE are the sum of the variance estimator and the squared
basis of the estimator. These two are used to determine the model’s performance, and the
result closest to zero shows which model performed better.

Mean Squared Error

MSE(y, ŷ) =
1

nsamples
∑

nsamples−1
i=0 (yi − ŷi)

2 (1)

MSE = mean squared error
n = number of data points
yi = observed values
ŷi = predicted values
The present paper collected stock price data from 1 January 2012 to 1 December 2019

on Vodacom Group Limited. Pandas-DataReader, a Pandas Python library, pulls all this
stock data from Yahoo finance with the tag VOD.JO [27]. The DataReader pulled Vodacom’s
opening price, high price, low price, volume, and closing price. The closing price was
extracted from this data to make up the univariate dataset. The second dataset is comprised
of three technical indicators: the three moving average, MACD, and Bollinger Bands. These
indicators were considered due to their popularity in the equity trading space, as most
traders use them. This is an excellent way to mimic what traders would use to enhance their
decision making. This collected a total of 2040 rows and 17 columns. The data collected
using the Python Pandas DataReader consisted of 2040 rows. The DataReader does most
of the hard work in making sure the data is imported in a friendly format, ready for the
modelling stage.
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Before modelling, the last stage was data transformation to both the univariate and
multivariate datasets. The present paper scaled the data using the sklearn MinMaxScaler
Python library, which scales the data between zero and one.

The experiment on technical analysis extracted features from Vodacom using three
technical indicators: the three moving average, MACD, and Bollinger Bands. In total, the 3
technical indicators yielded a total of 11 features.

3. The Developed Model

3.1. Data Summary

The data collected for Experiment 1 were split into three different datasets to test
whether the addition of new data points and features extracted from the data helps in the
quest to predict stock price movements. First, the news headlines dataset was introduced;
this was purely comprised of news headlines collected from the Moneyweb site. The second
dataset was the news headlines with sentiment analysis; this dataset had the addition of the
sentiment feature extracted using the sentiment analysis model mentioned above. The last
dataset was the news headlines and tweets with sentiment analysis; like the second dataset,
this had sentiment extracted using the sentiment analysis model, but with an addition of
tweets concatenated with the news headlines. The dataset mentioned above was used in
the three experiments for the fundamental analysis. An 80/20 split was applied to the
dataset for training and testing. Experiment 2 has two primary datasets used in all three
sub-experiments: the univariate and multivariate datasets. The first dataset was comprised
of the Vodacom Group Limited closing price pulled from Yahoo finance using Python
Pandas Datareader library. The second dataset was the Vodacom Group Limited stock
data, including the opening price, high price, low price, volume, closing price, and features
extracted from three technical indicators, the three moving average, MACD, and Bollinger
Bands. An 80/20 split was applied to the dataset for training and testing.

3.2. Experiments

The first experiment used a count vectoriser with ngram_range set to (1, 2). The count
vectorizer model from the Scikit-learn Python library converts the text corpus into a matrix
of token counts. The target column, together with the matrix of token counts, were used
to train the models. Three forms of machine learning were considered in this experiment:
the decision tree, random forest, and support vector machine.

In the second experiment, sentiment analysis was introduced to the dataset in Exper-
iment 1.1. A sentiment feature was extracted from Vodacom’s news headlines, whether
negative, positive, or neutral. Other additional features were introduced, including Voda-
com’s opening, price, high price, low price, volume, and closing price. The scaled financial
data and the sentiment feature’s polarity are used to train the four machine learning models:
the decision tree, random forest, support vector machine, and linear discriminant analysis.

The last experiment introduced the last dataset, which was composed of the news
headlines, tweets, and sentiment feature. The paper follows the same method as Experiment
1.2. A new sentiment feature was extracted from the news headlines and tweets. Vodacom’s
opening, price, high price, low price, volume, and closing price are again included as
features together with the extracted sentiment feature. The scaled financial data and the
sentiment feature’s polarity are used to train the four machine learning models: the decision
tree, random forest, support vector machine, and linear discriminant analysis.

In the first experiment, the LSTM sequence model and univariate time series fore-
casting were introduced. After transforming the univariate dataset, the dataset must be
reshaped before presenting it to the models. LSTM models expect a three-dimensional
data shape at the input in this order; these dimensions are samples (batch size), time
steps (a point of observation in the samples), and features (an observation at a time
step) [19]. The two hybrid architectures, the CNNxLSTM and ConvLSTM input shape,
are four-dimensional; the dimensions are samples, subsequences, time steps, and features.
The present study applied the correct type of reshaping to all six LSTM architectures.
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Next, the multivariate dataset, consisting of Vodacom’s stock data and additional
technical indicators as features, was introduced. The same transformation and reshaping
were applied to the dataset with one change. The feature variable was altered, as this
dataset now has more than one feature. The same six LSTM architectures are used in
this experiment.

The last experiment introduces a different objective to that of the first two experi-
ments. The same multivariate dataset from the previous experiment was used, but here,
the encoder-decoder model with an altered multi-step dataset was presented. The data
sequence was altered, as the model expects a multi-parallel time series.

3.3. Results from Fundamental and Technical Analysis Experiments

This section discusses results from the two main experiments, the fundamental and
technical analysis experiments. We first begin with experiment one, which is split into three
sub-experiments, whereby data is divided into three datasets for fundamental analysis:
the news headlines dataset, the news headline and sentiment analysis dataset and lastly,
the news headlines, tweets and sentiment analysis dataset. Experiment two is also split into
three sub-experiments using three datasets, namely the univariate dataset, the multivariate
dataset and, finally, the multi-step dataset for technical analysis.

3.3.1. Fundamental Analysis: Experiment 1

The main objective for Experiment 1 was to predict whether Vodacom’s stock would
go up or down for 14 days by analysing and extracting sentiments from news headlines and
tweets linked to Vodacom. The experiment used a comparison of four machine learning
models in its quest to predict the stock movement. To evaluate the performance of all
three experiments, the experiment used accuracy, precision, recall, the f1-score, and a
confusion matrix.

Table 1 shows the results from Experiment 1.1; this experiment yielded the lowest
accuracy in the three sub experiments. It can also be seen that the random forest model was
the best performing model on the news headlines dataset in Experiment 1.1. Experiment 1.2
introduced the same objectives as Experiment 1.1, and a sentiment feature and Vodacom’s
stock financial data were also introduced to the dataset. Experiment 1.2 returns a far
better accuracy in all the models due to the abovementioned features. Linear discriminant
analysis was the best performing model, with an accuracy of 94%, as seen in Table 2.
The last experiment followed the same objective as the first two; in this experiment, tweets
related to Vodacom were added onto the news headlines, the sentiment feature from this
text, and Vodacom’s stock financial data. The experiment outperformed both experiments,
and the linear discriminant analysis was also the best performing model, with an accuracy
of 96%, as seen in Table 3.

Table 1. Experiment 1.1 results.

Models Accuracy

Support vector machine 44%
Decision tree 46%

Random forest 49%

Table 2. Experiment 1.2 results.

Models Accuracy

Support vector machine 54%
Decision tree 75%

Random forest 66%
Linear discriminant analysis 94%
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Table 3. Experiment 1.3 results.

Models Accuracy

Support vector machine 49%
Decision tree 82%

Random forest 74%
Linear discriminant analysis 96%

3.3.2. Technical Analysis: Experiment 2

The objective of Experiment 2 was to predict Vodacom’s closing price using 20 days
of Vodacom data, thereby predicting day 21. The experiment introduced two datasets;
the first was the univariate (closing price) dataset, and the second was the multivari-
ate (technical indicators) dataset. Five LSTM architectures were presented in the first
two experiments, and in the third, the encoder-decoder LSTM was introduced. All LSTM
architectures applied the mean square error as their loss function and the Adam optimiser
to update the weights during training. To evaluate the performance of the experiments,
the mean squared error and root mean squared error were used.

Table 4 shows a summary of the results from Experiment 2.1. First, ordinary LSTM
is introduced; this model has 2 layers with 200 units and a dense layer with 1 output.
The model is trained for 100 epochs with a learning rate of 1 e−4. The prediction results are
displayed against the test data in Figure 1.

Table 4. Experiment 2.1 results.

Models
Ordinary

LSTM
Stacked
LSTM

Bidirect
LSTM

CNN LSTM
Conv
LSTM

MSE 48,991.89 48,766.52 48,946.1 53,773.47 54,060.72
RMSE 221.34 220.83 221.23 231.8 232.51

Figure 1. Ordinary LSTM Experiment 2.1.

Stacked LSTM, which was the best performing model in this section, was comprised of
2 LSTM layers with 200 and 100 units each and a dense layer at the output. The model was
trained for 100 epochs with a learning rate of 1 e−4. The prediction results are displayed
against the test data in Figure 2.
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Figure 2. Stacked LSTM Experiment 2.1.

The third model was the bidirectional LSTM; this model was made up of three layers.
The first layer had 200 units, the second had 100 units, and the last was a dense layer at the
output. The model was trained for 100 epochs with a learning rate of 1 e−4. The prediction
results are displayed against the test data in Figure 3.

Figure 3. Bidirectional LSTM Experiment 2.1.

The convolutional neural network LSTM model has a total of eight layers, as seen
in Figure 4. This model was trained for 100 epochs with a learning rate of 2 e−4. The
prediction results are displayed against the test data in Figure 5.

29



Appl. Sci. 2022, 12, 719

Figure 4. CNNxLSTM.

Figure 5. CNNxLSTM Experiment 2.1.

The last hybrid experiment is ConvLSTM, shown in Figure 6 with three layers.
The first layer is a ConvLSTM with 64 filters; the second is a flatten layer and the third
and final layer is a dense layer at the output. The model is trained for 100 epochs with a
learning rate of 2 e−4.

The second part of Experiment 2 introduces the multivariate dataset applied to the
same five LSTM models as Experiment 2.1. With the addition of three technical indicators
that generate 16 features to the dataset, there is a significant improvement in this experiment,
as seen in Table 5. Experiment 2.2 follows the same process used in Experiment 2.1, and all
models have the same architecture, including the same amount of layers, amount of epochs
and the same learning rate as used in Experiment 2.1 to train the models.
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Figure 6. ConvLSTM Experiment 2.1.

Table 5. Experiment 2.2 Results.

Models
Ordinary

LSTM
Stacked
LSTM

Bidirect
LSTM

CNN LSTM
Conv
LSTM

MSE 5706.57 17,627.8 28,181 62,873.73 9295.55
RMSE 75.54 132.77 167.87 250.75 96.41

The ordinary LSTM is the best-performing model in Experiment 2.2, with an RMSE of
75.54, as shown in Figure 7.

Figure 7. Ordinary LSTM Experiment 2.2.

The stacked and bidirectional LSTM shows a significant improvement in RMSE com-
pared to Experiment 2.1, with a final RMSE of 132.77 and 167.87. On the other hand,
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the hybrid models returned mixed results. The CNNxLSTM model Figure 8 saw an in-
crease in RMSE, which resulted in impaired performance compared to experiment 2.1
in predicting the closing price. The ConvLSTM shows an improvement in prediction
performance compared to the first experiment.

Figure 8. CNNxLSTM LSTM Experiment 2.2.

Overall, the performance of the models in Experiment 2.2 showed an improvement
compared to the first experiment. This may be due to the addition of three technical
indicators to the dataset.

The last experiment introduced the encoder-decoder LSTM model for the univariate
and multivariate datasets. The MSE was used for the loss function to reduce the error in the
prediction, and the Adam optimiser was used to update the weights during training. Like
the first two experiments, MSE and RMSE were used to evaluate the model’s performance.

The experiment applied multi-step to the dataset and predicted five days of closing
price stock data from an input of 20 days. The model was comprised of four layers: an
LSTM with 200 units, a repeat vector and another LSTM layer with 200 units, and finally, a
dense layer at the output. The model was trained for 100 epochs.

Regarding the univariate dataset, the encoder-decoder LSTM returned the best per-
formance in prediction with an RMSE of 0.023. The model was also trained and tested on
the multivariate dataset and returned an RMSE of 507.49; Tables 6 and 7 show the five-day
prediction results on the univariate and multivariate datasets.

Table 6. Experiment 2.3 results.

Test Data (ZAR) Predictions (ZAR)

12,901 12,901.025
12,700 12,700.019
12,376 12,376.02
12,051 12,051.023
12,112 12,112.027
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Table 7. Experiment 2.3 results.

Test Data (ZAR) Predictions (ZAR)

12,901 12,959.947
12,700 12,939.186
12,376 12,875.924
12,051 12,830.503
12,112 12,801.53

4. Conclusions

The scientific novelty of the present research is that it aimed to construct a framework
for intelligent media and technical analysis by forecasting stock price movement and closing
prices using news headlines, tweets, and technical indicators. The paper first constructed
a sentiment analysis classifier using BERT. A South African dataset was constructed by
scraping South African-related tweets on Twitter; these were then concatenated with
the Stanford Twitter Sentiment Corpus to create the training dataset. Two experiments
were constructed: the fundamental analysis experiment to predict Vodacom’s closing
price movement and the technical analysis experiment to predict Vodacom’s closing price.
The first experiment was split into three sub-experiments which were run on three datasets.
The first dataset was the news headlines dataset, the second was the news headlines and
sentiment dataset, and the last was the news headlines, tweets, and sentiment dataset.
These datasets were constructed by scraping news headlines related to Vodacom Group
Limited on the Moneyweb site and tweets with the hashtag vodacom on Twitter.

The BERT-trained sentiment classifier extracted the sentiment feature from the col-
lected text. The experiment included four machine learning models: support vector ma-
chine, linear discriminant analysis, decision tree, and random forest. The fundamental
analysis experiment returned positive results, with the linear discriminant analysis being
the best performing model in the experiment. The model achieved an accuracy of 96% in
predicting Vodacom’s closing price movement. The second experiment, the technical analy-
sis experiment, presented a different objective than the first. In this experiment, Vodacom’s
closing price was predicted based on two datasets. The first dataset was constructed using
Vodacom’s closing price and named the univariate dataset. The second dataset utilized
Vodacom’s stock data, namely the opening price, high price, low price, volume, closing
price, and features extracted from three technical indicators, the three moving average,
MACD, and Bollinger Bands. This second dataset was called the multivariate dataset.
Three sub-experiments were performed; the first two included five different LSTM architec-
tures, namely ordinary LSTM, stacked (deep) LSTM, convLSTM, and CNNxLSTM. These
LSTM architectures were chosen to compare and assess which model would perform the
best on the data; as seen in the results, the most complex model was not always the best
performing one.

The final experiment introduced the encoder-decoder LSTM architecture and yielded
different outcomes between the univariate and multivariate datasets. For the first exper-
iment, stacked LSTM archived the best results in predicting the closing price, with an
RMSE of 220.83, and ordinary LSTM performed best with an RMSE of 75.54. The last
experiment in Experiment 2 introduced encoder-decoder LSTM; this model achieved the
best overall performance on the univariate dataset, with an RMSE of 0.023. In Experiment 1,
the addition of the sentiment feature returned a significant improvement in predicting Vo-
dacom’s stock price movement due to the introduction of a South African-based sentiment
classifier. The second experiment yielded mixed results. Though the developed encoder-
decoder LSTM achieved the best performance on the univariate dataset, the multivariate
dataset achieved the best overall performance in predicting Vodacom’s closing price via the
LSTM architectures.

The presented outcomes of the experiments provide beneficial results in answering the
research questions by predicting price movements for fundamental analysis and predicting
the closing price using technical indicators. The present research has shown that including
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a sentiment feature taken from the sentiment analysis classifier improves the prediction
accuracy by a tremendous amount. The study has also seen the same results in the technical
analysis experiment; the addition of technical indicators improves closing price predictions.

Future work shall consider extending the demographics of the dataset collected for
the sentiment classification. The collection of more news headlines and tweets ensures
that the training dataset is sufficiently large for the machine learning models to learn
different underlying patterns in the data. The research could also include intraday prices
to ensure the study has a larger dataset, as some of the models perform better with larger
datasets. Other LSTM architectures could also be explored, such as deep LSTM with
attention, encoder-decoder with attention, and sequence-to-sequence LSTM to improve
overall performance. Recently, generative adversarial networks (GANs) have also been
applied to time series data.
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Abstract: In this paper, we propose Deep Data Assimilation (DDA), an integration of Data Assimila-
tion (DA) with Machine Learning (ML). DA is the Bayesian approximation of the true state of some
physical system at a given time by combining time-distributed observations with a dynamic model
in an optimal way. We use a ML model in order to learn the assimilation process. In particular, a
recurrent neural network, trained with the state of the dynamical system and the results of the DA
process, is applied for this purpose. At each iteration, we learn a function that accumulates the misfit
between the results of the forecasting model and the results of the DA. Subsequently, we compose
this function with the dynamic model. This resulting composition is a dynamic model that includes
the features of the DA process and that can be used for future prediction without the necessity of the
DA. In fact, we prove that the DDA approach implies a reduction of the model error, which decreases
at each iteration; this is achieved thanks to the use of DA in the training process. DDA is very useful
in that cases when observations are not available for some time steps and DA cannot be applied to
reduce the model error. The effectiveness of this method is validated by examples and a sensitivity
study. In this paper, the DDA technology is applied to two different applications: the Double integral
mass dot system and the Lorenz system. However, the algorithm and numerical methods that are
proposed in this work can be applied to other physics problems that involve other equations and/or
state variables.

Keywords: data assimilation; deep learning; neural network

1. Introduction and Motivations

The present work is placed in the context of the design of reliable algorithms for
solving Data Assimilation (DA) for dynamic systems applications. DA is an uncertainty
quantification technique by which measurements and model predictions are combined in
order to obtain an accurate estimation of the state of the modelled system [1]. In the past
20 years, DA methodologies, used, in principle, mainly in atmospheric models, has become
a main component in the development and validation of mathematical models in meteo-
rology, climatology, geophysics, geology, and hydrology (often these models are referred
to with the term predictive to underline that these are dynamical systems). Recently, DA
has also been applied to numerical simulations of geophysical applications [2], medicine,
and biological science [3,4] for improving the reliability of the numerical simulations. In
practice, DA provides the answers to questions, such as: how well does the model under
consideration represent the physical phenomena? What confidence can one have that the
numerical results produced by the model are correct? How far can the calculated results be
extrapolated? How can the predictability and/or extrapolation limits be extended and/or
improved?
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Accuracy in numerical models of dynamic systems does not come easily. The sim-
ulation errors come from three main sources: inaccurate input data, inaccurate physics
models, and limited accuracy of the numerical solutions of the governing equations. Our
ability to predict any physical phenomenon is determined by the accuracy of our input
data and our modelling approach [5]. Errors arise at the different stages of the solution
process, namely, the uncertainty in the mathematical model, in the model’s solution, and
in the measurements. These are the errors intrinsic to the DA problem. Moreover, there
are the approximation errors that are introduced by the linearization, the discretization,
and the model reduction. These errors incur when infinite-dimensional equations are
replaced by a finite-dimensional system (that is, the process of discretization), or when
simpler approximations to the equations are developed (e.g., by model reduction). Finally,
given the numerical problem, an algorithm is developed and implemented as a mathe-
matical software. At this stage, the inevitable rounding errors introduced by working in
finite-precision arithmetic occur. These approaches are unable to fully overcome their unre-
alistic assumptions, particularly linearity, normality, and zero error covariances, despite
the improvements in the complexity of the DA models to better match their application
requirements and circumvent their implementation problems [6].

With the rapid developments in recent years, DL shows great capability in approxi-
mating nonlinear systems, and extracting high dimensional features. As the foundation
and main driving force of deep learning, DNN is concerned less about numerical mod-
elling. DNN took a data driven approach, where the models are built by learning from
data. Instead of being deterministic [7,8], DL models such as NN are stochastic. Thus,
they can well succeed when applied to deterministic systems, but without ever learning
the relationship between the variables. For e.g., ML algorithms do not know when they
violate the physics laws of [9,10] in weather forecasting. Before they begin to produce
accurate results, machine learning methods often need large quantities of data, and, the
bigger the architecture, the more data are required. In a wide variety of applications, DL is
successfully used when the conditions allow. However, in cases where the dimensions are
either very large, the data are noisy or the data do not cover the entire domain adequately;
these approaches still fail. Furthermore, the network will not perform well if the available
information is too noisy, too scarce, or if there is a lack of prominent features to reflect the
problem. This can occur either if there is a lack of good characteristics or a lack of data on
good ground reality. For this reason, a good quality of the data (smaller errors) can help
to generate a more reliable DNN. DA is the Bayesian approximation of the true state of
some physical system at a given time by combining time-distributed observations with
a dynamic model in an optimal way. In some sense, DA increases the meaningfulness of
the data and reduces the forecasting errors. Therefore, it is interesting to investigate the
mechanism where two data driven paradigms, DA and DNN, can be integrated.

In this context, we developed the Deep Data Assimilation (DDA) model. DDA is a
new concept that combines the DNN and DA. It faces the problem to reduce both input
data error (by DA) and modelling error (by ML).

Related Works and Contribution of the Present Work

This paper is placed in the imperfect models and sensitivity analysis context for data
assimilation and deep neural network. Sensitivity Analysis (SA) refers to the determination
of the contributions of individual uncertainty on data to the uncertainty in the solution [11].
The sensitivity of the variational DA models has been studied in [12], where an Adjoint
modeling is used in order to obtain first and second-order derivative information. In [13],
sensitivity analysis is based on the Backward Error Analysis (B.E.A.), which figure out
how much the errors propagation in DA process depend on the condition number of the
background error covariance matrices. Reduced-order approaches are formulated in [12] in
order to alleviate the computational cost that is associated with the sensitivity estimation.
This method makes rerunning less expensive, the parameters must still be selected a priori
and, consequently, important sensitivities may be missed [14]. For imperfect models, weak
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constraint DA (WCDA) can be employed [15], in which the model error term in the covari-
ance evolution equation acts to reduce the dependence of the estimate on observations and
prior states that are well separated in time. However, the time complexity of the WCDA
models is a big limit that makes these models often unusable.

ML algorithms are capable of assisting or replacing, without the assumptions of tra-
ditional methods, the aforementioned conventional methods in assimilating data, and
producing forecasts. Because any linear or nonlinear functions can be approximated by
neural networks, DA has been integrated as a supplement in various applications. The tech-
nology and the model presented in this paper are very general and they can be applied to
any kind of dynamical systems. The use of ML in correcting model forecasts is promising
in several geophysics applications [16,17]. Babovic [18–20] applies neural network for error
correction in forecasting. However, in this literature, the error correction neural network
has not a direct relation with the system update model in each step and it does not train the
results of the assimilation process. In [21], DA and ML are also integrated and a surrogate
model is used in order to replace the dynamical system. In this paper we do not replace the
the dynamical system with a surrogate models, as this would add approximation errors.
In fact, in real case scenarios (i.e., in some operational centres), data driven models are
welcome to support Computational Fluid Dynamics simulations [9,10,22], but the systems
of Partial Differential Equations that are stably implemented to predict (weather, climate,
ocean, air pollution, et al.) dynamics are not replaced due to the big approximations that
this replacement would introduce. The technology that we propose in this paper integrates
DA with ML in a way that can be used in real case scenarios for real world applications
without changing the already implemented dynamical systems.

Other works have already explored the relationship between the learning, analysis,
and implementation of data in ML and DA. These studies have concentrated on fusing
methods from the two fields instead of taking a modular approach like the one imple-
mented in this paper, thereby developing methods that are unique to those approaches.
The integration of the DA and ML frameworks from a Bayesian perspective illustrates
the interface between probabilistic ML methods and differential equations. The equiva-
lence is formally presented in [23] and it illustrates the parallels between the two fields.
Here, the equivalence of four-dimensional VarDA (4D-Var) and Recurrent NN, and how
approximate Bayesian inverse methods (i.e., VarDA in DA and back-propagation in ML)
can be used to merge the two fields. These methods are also especially suited to systems
involving Gaussian process, as presented in [24–26]. These are developed data-driven algo-
rithms that are capable, under a unified approach, of learning nonlinear, space-dependent
cross-correlations, and of estimating model statistics. A DA method can be used via the
DL framework to help the dynamic model (in this case, the ML model) to find optimal
initial conditions. Although DA can be computationally costly, the recent dimensional
reduction developments using ML substantially reduce this expense, while retaining much
of the variance of the original [27] model. Therefore, DA helps to develop the ML model,
while [28,29] also benefits from the ML techniques. Methods that merge DA models, such
as Kalman filters and ML, exist to overcome noise or to integrate time series knowledge.
The authors account for temporal details in human motion analysis in [30] by incorporating
a Kalman filter into a neural network of LSTM. In [31], the authors suggest a methodology
that combines NN and DA for model error correction. Instead, in [32], the authors use DA,
in particular Kalman tracking, to speed up any learning-based motion tracking method to
real-time and to correct some common inconsistencies in motion tracking methods that are
based on the camera. Finally, in [33], the authors introduce a new neural network for speed
and replace the whole DA process.

In this paper, we proposed a new concept, called DDA, which combines the DL into the
conventional DA. In recent years, DL gained great success both in academic and industrial
areas. In function approximation, which has unknown model and high nonlinearity,
it shows great benefit. Here, we use DNN to describe the model uncertainty and the
assimilation process. In an end-to-end approach, the neural networks are introduced and
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their parameters are iteratively modified by applying the DA methods with upcoming
observations. The resulting DNN model includes the features of the DA process. We prove
that this implies a reduction of the model error, which decreases at each iteration.

We also prove that the DDA approach introduces an improvement in both DA and
DNN. We introduce a sensitivity analysis that is based on the backward error analysis
to compare the error in DDA result and the error in DA. We prove that the error in the
results obtained by DDA is reduced with respect the DA. We also prove that the use of
the results of DA to train the DL model introduces a novelty in the SA techniques used to
evaluate which inputs are important in NN. The implemented approach can be compared
to the ‘Weights’ Method [34]. The distinction from the classical ’Weights’ method is that
the weights between the nodes are given in our approach by the error covariance matrices
that are determined in the DA phase.

In summary, we prove that the DDA approach

• includes the features of the DA process into the DNN model with a consequent
reduction of the model error;

• introduces a reduction in the overall error in the assimilation solution with respect to
the DA solution; and,

• increases the reliability of the DNN model, including the error covariance matrices as
weight in the loss function.

This paper is structured, as follows. Section 2 provides preliminaries on DA. We
proposed the DDA methodology in Section 3, where we introduce the integration of deep
learning with data assimilation. In Section 4, numerical examples are provided in order to
implement and verity the DDA algorithm and, in Section 5, conclusions and future work
are summarized.

2. Data Assimilation Process

Let
u̇ = M(u, t, θ) (1)

be a forecasting model, where u denotes the state, M is a nonlinear map, θ is a parameter
of interest, and t ∈ [0, T] denotes the time. Let

v = H(u) + ε (2)

be an observation of the state u, where H is an observation function and ε denotes the
measurement error.

Data Assimilation is concerned with how to use the observations in (2) and the model
in (1) in order to obtain the best possible knowledge of the system as a function of time.The
Bayes theorem conducts the estimation of a function uDA, which maximizes a probability
density function, given the observation v and a prior from u [1,35].

For a fixed a time step tk ∈ [0, T], let uk denote the estimated system state at time tk:

uk = M uk−1 (3)

where the operator M represents a discretization of a first order approximation of M in (1).
Let vk be an observation of the state at time tk and let

H : uk �→ vk. (4)

be the discretization of a first order approximation of the linearization of H in (2). The
DA process consists in finding uDA (called analysis) as an optimal tradeoff between the
prediction made based on the estimated system state (called background) and the avail-
able observation. The state u is then replaced by the function uDA, which includes the
information from the observation v in a prediction-correction cycle that is shown in Figure 1.
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Figure 1. The prediction-correction cycle.

The analysis uDA is computed as inverse solution of

vk = HuDA + eRk , (5)

subject to the constraint that
uDA = uk + eBk . (6)

where eRk = N (μR, Rk) and eBk = N (μB, Bk) denote the observation error and model error,
respectively, N (·) denotes Gaussian distribution [1], and eRk includes the measurement
error ε introduced in (2). Both of the errors include the discretization, approximation and
the other numerical errors.

Because H is typically rank deficient, the (5) is an ill posed inverse problem [36,37].
The Tikhonov formulation [38] leads to an unconstrained least square problem, where the
term in (6) ensures the existence of a unique solution of the (5). The DA process can be then
described in Algorithm 1, where:

uDA = argminu

{
‖u− uk‖2

B−1
k

+ ‖vk − Hu‖2
Rk
−1

}
(7)

where Rk and Bk are the observation and model error covariance matrices, respectively:

Rk := σ2
0 I, (8)

with 0 ≤ σ2
0 ≤ 1 and I be the identity matrix,

Bk = VkVT
k (9)

with Vk background error deviation matrix [13] being computed by a set of nk historical
data S = {uj}j=1,...,nk available at time tk and such that

Vk = {Vjk}j=1,...,nk ,

where
Vjk = uj − ū

and
ū = meanj=1,...,nk{uj}.
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Algorithm 1 DA
Input: for k = 0, . . . , m temporal steps: observations vk, matrices Rk, model M, H, background u0,

historical data S = {uj}j=1,...,nk
,

Compute B0 from u0 and S
Initialize iteration k = 1

while k < m do
Compute uk = M uk−1

Compute Bk
Compute

uDA
k = argminu

{
‖u− uk‖B−1

k
+ ‖vk − Hu‖R−1

k

}
(10)

Count up k for the next iteration

end

Output: uDA

The DA process, as defined in (7), can be solved by several methods. Two main
approaches that have gained acceptance as powerful methods for data assimilation on the
last years are the variational approach and Kalman Filter (KF). The variational approach [39]
is based on the minimization of a functional, which estimates the discrepancy between
numerical results and measures. The Kalman Filter [40] is a recursive filtering instead. In
both cases we seek an optimal solution. Statistically, KF seeks a solution with minimum
variance. Variational methods seek a solution that minimizes a suitable cost function.
In certain cases, the two approaches are identical and they provide exactly the same
solution [1]. However, the statistical approach, though often complex and time-consuming,
can provide a richer information structure, i.e., an average and some characteristics of its
variability (probability distribution).

Assuming the acquisition of the observations in a fixed time steps, the variational ap-
proach is named 3DVar [1,6], and it consists in computing the minimum of the
cost function:

J(u) = (u− uk)
T B−1

k (u− uk) + (vk − Hu)T R−1
k (vk − Hu) (11)

where
uDA = argminu J(u).

Potential problems of a variational method are mainly given by three main points: it
heavily relies on correct Bk matrices, it does not take system evolution into account, and it
can end up in local minima.

Kalman Filter consists in computing the explicit solution of the normal equations:

uDA = uk + Kk(vk − Huk) (12)

where the matrix
Kk = Bk HT(HBk HT + Rk)

−1 (13)

is called Kalman gain matrix and where Bk is updated at each time step [6]:

Bk = M((1− Kk−1H)Bk−1)MT . (14)

A potential problem of Kalman Filter is that Kk is too large to store for large-
dimensional problems.

A common point of 3DVar and KF is that the observations that are defined in the
window [0, T] (circle points in Figure 2) are assimilated in the temporal point, where the
state is defined (grey rhombus in Figure 2 at time tk). After the assimilation, a new temporal
window [T, 2T] is considered and new observations are assimilated. Each process starts
at the end point of the previous process and the two assimilation processes are defined
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in almost independent temporal windows. The result of the assimilation process uDA

(green pentagons in Figure 2), as computed by 3DVar or KF, is called analysis. The explicit
expression for the analysis error covariance matrix, denoted as Ak, is [1]:

Ak = (I − Kk H)Bk. (15)

where I denotes the identity matrix.

Figure 2. The Data Assimilation (DA) process.

Even if the DA process takes information in a temporal window into account, it
does not really take the past into account. This is due to the complexity of the real
application forecasting models for which a long time window would be too computationally
expensive. In next section, we introduce the Deep Data Assimilation (DDA) model, in
which we replace the forecasting model M (black line in Figure 3) with a new Machine
Learning modelM (red line in Figure 3) trained while using DA results and taking the past
into account.

Figure 3. The Deep Data Assimilation (DDA) process.

3. The Deep Data Assimilation (DDA) Model

Data assimilation (DA) methodologies improve the levels of confidence in computa-
tional predictions (i.e., improve numerical forecasted results) by incorporating observa-
tional data into a prediction model. However, the error propagation into the forecating
model is not improved by DA, so that, at each step, correction have to be based from scratch
without learning from previous experience of error correction. The strongly nonlinear
character of many physical processes of interest can result in the dramatic amplification of
even small uncertainties in the input, so that they produce large uncertainties in the system
behavior [5]. Because this instability, as many observations are assimilated as possible to
the point where a strong requirement to DA is to enable real-time utilization of data to
improve predictions. Therefore, it is desirable to use machine learning method in order
to learn a function which accumulates the process of previous assimilation process. We
use NN to model this process. The key concept is in recording each step of state correction
during an assimilation period and then learn a function in order to capture this updat-
ing mechanism. The system model is then revised by composing this learned updating
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function with the current system model. Such a process continues by further learning the
assimilation process with the updated system model.

The resulting NN-forecasting model is then a forecasting model with an intrinsic
assimilation process.

We introduce a neural network Gω, starting by a composition with the model M, as
described in Figure 4. The training target is:

uk = Gω

(
Muk−1

)
. (16)

Figure 4. The schematic diagram of DDA.

We train Gω by exploiting the results of DA, as described in Algorithm 2. The Gω

model can be the iterative form Gω,i ◦ Gω,i−1 ◦ ... ◦ Gω,1 ◦ M, where Gω,i is defined as the
network that was trained in ith iteration and ◦ denotes the composition function. LetMi
be the model that was implemented in the ith iteration, it is:

Mi = Gω,i ◦ Gω,i−1 ◦ ... ◦ Gω,1 ◦M, (17)

from whichMi = Gω,i ◦Mi−1, andM0 = M.
For iteration i > 1, the training set for Gω,i is {(uk, uDDA

k )}, which exploits the
{(uDDA

k−1 , uDDA
k )} from the last updated model Mi. In this paper, we implement a Re-

current Neural Network (RNN) based on Elman networks [41]. It is a basic RNN structure
that loops through the hidden layer output as an internal variable (that corresponds to the
Jordan network [42] that outputs ut+... as a variable). As shown in Figure 5, the RNN is
specifically expressed as

ht = tanh(w1[uk, ht−1] + b1)

uDDA
k = w2(tanh(w1[uk, ht−1] + b1)) + b2

(18)
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Figure 5. Recurrent Neural Network.

Algorithm 2 A(DDA)

Input: for k = 0, . . . , m temporal steps: observations vk, matrices Rk, background u0, historical data
S = {uj}j=1,...,nk

, model M, H
Compute B0 from u0 and S

Initialize the uDDA
0 = u0

Initialize theM1 = M
Initialize iteration k = 1
while k < m do

Compute uk =MkuDDA
k−1

uDDA
k = argminu

{
‖u− uk‖B−1

k
+ ‖Hu− vk‖R−1

k

}
(19)

Generate the training set Dki
= {uki

, uDDA
ki

} with ki ∈ [k ·m, (k + 1) ·m]

Train a neural networks Gω,k with Dki

Put trained Gω,k in the model: Mk+1 ← Gω,k ◦Mk
Put Bk+1 ← Ak (where Ak is defined in (15))
Count up k for the next iteration

end

Output: uDDA

This choice to train the NN using data from DA introduces a reduction of the model’s
error at each time step that can be quantified as reduction of the background error covari-
ance matrix, as proved in next theorem.

Theorem 1. Let Bk−1 and Bk be the error covariance matrices at step k − 1 and step k in
Algorithm 2, respectively. We prove that

‖Bk‖∞ ≤ ‖Bk−1‖∞ (20)

i.e., the error in background data is reduced at each iteration.

Proof. We prove the thesis by a reductio ad absurdum. We assume

‖Bk‖∞ > ‖Bk−1‖∞ (21)

At step k− 1, from Step 10 of Algorithm 2 we have Bk = Ak−1, i.e., from (15) and (13),
the (21) gives ∥∥∥∥∥

(
I − Hk−1Bk−1HT

k−1

Hk−1Bk−1HT
k−1 + Rk−1

)
Bk−1

∥∥∥∥∥
∞

> ‖Bk−1‖∞ (22)

i.e., from the property of ‖ · ‖∞: ‖a‖∞‖b‖∞ > ‖a b‖∞, we have∥∥∥∥∥I − Hk−1Bk−1HT
k−1

Hk−1Bk−1HT
k−1 + Rk−1

∥∥∥∥∥
∞

‖Bk−1‖∞ > ‖Bk−1‖∞ (23)

which means that ∥∥∥∥∥I − Hk−1Bk−1HT
k−1

Hk−1Bk−1HT
k−1 + Rk−1

∥∥∥∥∥
∞

> 1 (24)
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Becaue of the definition of ‖ · ‖∞, we can then assume that ∃ ij, such that

1− bij

bij + rij
> 1 (25)

i.e., such that
bij

bij + rij
< 0. (26)

which is absurd. In fact, if we consider the two possible conditions i = j and i 
= j. In case
i = j, bii and rii are diagonal elements of the errors covariance matrices. In other words,
they are values of variances that mean that they are positive values and the (26) is not
satisfied. In case i 
= j, rij = 0 as the error covariance matrix Rk is diagonal, as defined in (8).

Subsequently, we have that
bij

bij+rij
=

bij
bij

= 1 and the (26) is also not satisfied. Subsequently,
the (20) is proven.

Another important aspect is that the solution of the DDA Algorithm 2 is more accurate
than the solution of a standard DA Algorithm 1.

In fact, even if some sources of errors cannot be ignored (i.e., the round off error), then
the introduction of the DDA method reduces the error in the numerical forecasting model
(below denoted as ξk). The following result held.

Theorem 2. Let δk denote the error in the DA solution:

uDA
k = utrue

k + δk ,

and let δ̂k be the error in DDA solution:

uDDA
k = utrue

k + δ̂k ,

it is:
‖δ̂k‖∞ ≤ ‖δk‖∞ (27)

Proof. Let ξk be error in the solution of the dynamic system M in (3), i.e., uk = M(uk−1) +
ξk. From the backward error analysis that was applied to the DA algorithm [13], we have:

‖δk‖∞ = μDA ‖ξk‖∞ (28)

and
‖δ̂k‖∞ = μDDA ‖ξk‖∞ (29)

where μDA and μDDA denote the condition numbers of the DA numerical model and the
DDA numerical model, respectively.

It has been proved, in [37], that the condition number of the DA and DDA numerical
models are directly proportional to the condition numbers of the related background
error covariance matrices Bk. Subsequently, thanks to the (20), we have μDDA ≤ μDA,
from which:

‖δ̂k‖∞ = μDDA ‖ξk‖∞ ≤ μDA ‖ξk‖∞ = ‖δk‖∞ (30)

The DDA framework in this article implement a Recurrent neural network (RNN)
structure as Gω . The loss function is defined, as described in Theorem 3 and the network is
updated at each step by the gradient loss function on its weights and parameters:

ωi+1 ← ωi+1 + α
∂Li
∂ω

. (31)
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Theorem 3. Let {(uk, uDDA
k )} be the training set for Gω,i, which exploits the data {(uDDA

k−1 , uDDA
k )}

from the past updated modelMi in (17). The loss function for the Back-propagation, being defined
as mean square error (MSE) for the DA training set, is such that

Lk(ω) =
∥∥∥Bk HTO−1

k dk − Gω,k(Bk−1HTO−1
k−1dk−1)

∥∥∥
2

(32)

where dk = vk − Hkuk is the misfit between observed data and background data, and Ok =
HkBk HT

k + Rk is the Hessian of the DA system.

Proof. The mean square error (MSE)-based loss function for the Back-propagation is
such that

Li = ||uDDA
k − Gω,i ◦Mi(uDDA

k−1 )||2, (33)

The solution uDDA
k of the DDA system, which is obtained by a DA function, can be

expresses as [1]:
uDDA

k = Bk HT(HBk HT + Rk)
−1(vk − Huk) (34)

Let posed dk = vk − Huk and Ok = HBk HT + Rk, (34) gives:

uDDA
k = Bk HTO−1

k dk (35)

Substituting, in (33), the expression of uDDA
k given by (35), the (32) is proven.

4. Experiments

In this section, we apply the DDA technology to two different applications: the Double
integral mass dot system and the Lorenz system:

• Double integral mass dot system:
For the physical representation of a generalized motion system, the double-integral
particle system is commonly used. The method, under the influence of an acceleration
regulation quantity, can be seen as the motion of a particle. The position and velocity
are the variables that affect the state at each time step. The status as a controlled state
gradually converges to a relatively stable value, due to the presence of a PID controller
in the feedback control system. The performance of the controller is the system-acting
acceleration, or it can be interpreted as a force that linearly relates to the acceleration.
Double integral system is a mathematic abstraction of Newton’s Second Law that is
often used as a simplified model of several controlled systems. It can be represented
as a continuous model, as:

u̇ = Au + Bz + ξ,

v = Cu + r
(36)

where the state u = [u1, u2]
T is a two-dimensional vector containing position u1

and velocity u2 and where z = u̇2 is the controlled input. The coefficients matrices
A, B, and C are time-invariant system and observations matrices. r is the noise of
the observations, which is Gaussian and two dimensional. The system disruption ξ
comprises two aspects: random system noise and instability of the structural model.

• Lorenz system:
Lorenz developed a simplified mathematical model for atmospheric convection in
1963. It is a common test case for DA algorithms. The model is a system of three
ordinary differential equations, named Lorenz equations. For some parameter values
and initial conditions, it is noteworthy for having a chaotic behavior. The Lorenz
equations are given by the nonlinear system:
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dp
dt

= −σ(p− q),

dq
dt

= ρp− q− pr,

dr
dt

= pq− βr.

(37)

where p, q and r are coordinates, and σ, ρ, and β are parameters. In our implementa-
tion, the model has been discretized by second order Runge–Kutta method [43] and,
for this test case, we posed σ = 10, ρ = 8/3 and β = 28.

We mainly provide testing in order to validate the results that we proved in the
previous section. Afterwards, we mainly focus on:

4.1 DDA accuracy: we prove that the accuracy of the forecasting result increases as the
number of time steps increases, as proved in Theorem 1;

4.2 DDA vs. DA: in order to address the true models, we face the circumstances where
DA is not sufficient to reduce the modeling uncertainty and we show that the DDA
algorithm, we have proposed is applicable to solve this issue. Such findings validate
what we showed in Theorem 2; and,

4.3 R-DDA vs. F-DDA: we are demonstrating that the accuracy of the R-DDA is better
than that of the F-DDA. It is also due to the way the weight is calculated, i.e., by
including the DA covariance matrices, as shown in Theorem 3.

We implemented the algorithms on the Simulink (Simulation and Model-Based De-
sign) in Matlab 2016a.

4.1. DDA Accuracy
4.1.1. Double Integral Mass Dot System

When considering model uncertainty, a system disturbance in (36) is introduced
so that:

ξk = ξsmu(uk) + ξiid,k, (38)

where ξsmu(·) denotes the structural model uncertainty and ξiid denotes the i.i.d
random disturbance.

One typical model error is from the parallel composition as:

ξsmu(uk) = D
euk+1

1 + euk+1 . (39)

where the amplitude vector D = [d1, d2] is adjustable, according to the reality.
A cascade controller is designed to prevent divergence from the device in order to

accomplish the model simulation. As a sinusoidal function, the tracking signal is set.
10,000 samples are collected from a 100 s simulation with a 100 Hz sample frequency. The
training set for the DDA Algorithm 2 is made of the time series {uk, uDDA

k } of m couples.
First of all, we run the framework for the dynamic system Equation (36) and record the
observation v, control input z. A corresponding DA runs alongside program updates,
and outputs a uDA prediction sequence. The network Gω,1 is trained on the dataset of
m steps.

Subsequently, the system and the DA update the data from the m + 1 step to 2m step.
Although the device upgrade process in DA now incorporates the qualified neural network
Gω,1, as:

uk = Gω,1(Muk−1 + Guk) (40)

Figure 6 shows what we expected regarding the accuracy of DDA. In fact, as it is
shown, the mean forecasting error decrease as the training window length increases.
The Figure also shows a comparison of the mean forecasting error values with respect the
results that were obtained from DA. Figure 7 is a convergence curve when matlab trains a
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network using the Levenberg–Marquardt backpropagation [44,45] method. It can be seen
that, with just few epochs, the best value for the mean square error is achieved.
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Figure 6. Mean forecasting error-first test case.
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Figure 7. Training process-first test case.

4.1.2. Lorenz System

We implement a Lorenz system with structural model uncertain as:

uk = Mk(uk−1) + ξsmu,k (41)

where uk = [pk, qk, rk]
T denotes the state and Mk(·) denotes the discrete function. The

structural model uncertainty is denoted here as ξsmu,k = c uk−1, with c = 0.01, and Mk(·),
such that:

pk+1 =pk + σ
Δt
2
[2(qk − pk) + Δt(ρpk − qk − pkrk)− σΔt(qk − pk)],

qk+1 =qk +
Δt
2
[ρpk − qk − pkrk + ρ(pk + σΔt(qk − pk))− qk

− Δt(ρpk − qk − pkrk)− (pk + σΔt(qk − pk))(rk + Δt(pkqk − βrk))],

rk+1 =rk +
Δt
2
[pkqk − βrk + (pk + Δtσ(qk − pk))(qk + Δt(ρpk − qk − pkrk))

− βrk − Δt(pkqk − βrk)].

(42)

First of all, for the dynamic system, Equation (37), we run the system and record the
true value of the system u. Subsequently, by adding Gaussian noise to the true value of
u, v is created. The DA algorithm is then applied to produce a sequence with a DA result
of uDA and a length of m. The training set is made of the time series {Mk(uDA

k−1), uDA
k }.

Afterwards, the neural network Gω is trained.
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Figure 8 shows the accuracy results of DDA for Lorenz test case. Additionally, in
this case, the results confirm our expectation. In fact, as it is shown, the mean forecast-
ing error decrease as the training window length increases. Additionally, in this figure,
a comparison of the mean forecasting error values with respect the results obtained from
DA is shown. Figure 9 is a convergence curve when matlab trains a network using the
Levenberg–Marquardt backpropagation method and, also in this case, the best value for
the mean square error is achieved with just a few epochs.
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Figure 8. Mean forecasting error-second test case.
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Figure 9. Training process-second test case.

4.2. DDA vs. DA

In this section, we compare the forecasting results based on DA model and the DDA
model, respectively. For the DA, the system model update is formed as:

uk = Mk(uk−1). (43)

where Mk is the discrete forecasting system in (3). For DDA, the system update model is as:

uk =Mk(uk−1). (44)

whereMk is defined in (17).

4.2.1. Double Integral Mass Dot System

Figure 10 shows the result of DA and DDA model on a double integral system that
considers the model error. Two vertical dash lines are at which the neural network is
trained. Obviously, the forecasting state value based on DDA is more closer to the true
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value than DA. The DA results in a larger residual. We also calculate the ratio of residual
to true value as a forecasting error metric. The average forecasting error is significantly
reduced from 16.7% to 1.5% by applying DDA model. Table 1 lists the run-time cost of
every training window in Figure 10.

Figure 10. Simulation result of DDA on double integral system considering the model error. The vertical dash-lines refer to
the training windows.

4.2.2. Lorenz System

We compare the forecasting results that are shown in Figure 11. The k ∈ [0, 1000]
generated training set is not plotted in full. The forecast starts at k = 1000. We can see that
the DA model’s forecasting errors in all three axes are large. DA model trajectories can not
track the real state. Although the DDA model trajectories track the true value very well.
Figure 12 is a 3D plot of this forecasting part of the Lorenz system. This demonstrates that
the DA model fails to predict the right hand part of this butterfly. In this test, for the right
wing trajectory of butterfly, the DDA model outperforms the DA model in forecasting.
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Figure 12. Forecasts of the DA and DDA trajectories. It is the three-dimensional (3D)-plot of Figure 11
for timestep ∈ (1000, 1176).

4.3. F-DDA vs. R-DDA

In this section, we introduce the DDA using the feedfoward neural network (we
named F-DDA) and compare the results with the R-DDA, i.e., the DDA we described in this
paper that uses the recurrent neural network. The feed-foward (FC) network is the earliest
and most basic neural network structure. This means that in the next layer, the output of
each neuron in the upper layer becomes the input of each neuron, and it has a structure
with corresponding values of weight. Inside the FC network, there is no cycle or loop. In
the fitting of functions, fully conected neural networks are widely cited (especially the
output of continuous value functions). The multilayer perceptron (MLP), which contains
three hidden layers, is used in this paper.

In the training step of the DDA framework, the training set is the DDA result
over a period of time. Take the first cycle (i = 0) as an example. The training set is
uDDA

0 , uDDA
1 , uDDA

2 , ..., uDDA
m (the results of consecutive time series), and this data set gen-

erates the model. Because this network is a feedfoward neural network and it is unable to
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manage time series, we consider that the training set for the M category is independent of
each other.

4.3.1. Double Integral Mass Dot System

In this section, we compared the performance of F-DDA and R-DDA in the double
integral mass dot system. Because our data were previously generated by simulink, random
noise, and observation noise are fixed and can be compared.

Figure 13 shows that F-DDA obtains a similar result when comparing to R-DDA in this
case. It is mainly because the double integral mass dot system is not strongly dependent
on the time historical states. Meanwhile, when considering the execution time cost that is
shown in Table 1, F-DDA is more preferable, as it takes shorter training time than R-DDA.

(a) F-DDA.

(b) R-DDA.

Figure 13. The simulation result of DDA on double integral system. The vertical dash-lines refer to the training windows.

Table 1. The execution time cost for both F-DDA and R-DDA in every training and forecasting
window when considering the model error.

Train t1 t2 t3

F-DDA 0.9605 s 0.5723 s 0.4181 s

R-DDA 102.2533 s 16.4835 s 15.0160 s

Forecast t1 t2 t3

F-DDA 17.9610 s 36.2358 s 56.4286 s

R-DDA 18.3527 s 35.9934 s 53.8951 s
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4.3.2. Lorenz System

Figure 14 is a comparison of the forecasting results of F-DDA and R-DDA for the
Lorenz system. It can be seen that the R-DDA (black dashed line) has a more accurate
prediction of the true value (blue solid line) and the curve fits better. In contrast, F-DDA
(red dotted line) has a certain time lag and it is also relatively inaccurate in amplitude.
This is mainly because the Lorenz system is strongly time-dependent. Table 2 provides the
run-time cost for both F-DDA and R-DDA in training and forecasting. It is worth taking
more training time for R-DDA to achieve a better prediction than F-DDA.
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Figure 14. Trajectories of DA and DDA forecasting. It is the timesteps as Figure 11 for ∈ (1000, 1176).
R-DDA (black dashline) vs. F-DDA (red dashline).

Table 2. Run-time cost for F-DDA and R-DDA in training and forecasting of Lorenz system.

Train Time Forecast Time

F-DDA 3.7812 s 3.8581 s
R-DDA 24.2487 s 3.2901 s

5. Conclusions and Future Work

In this article, we discuss the DDA: the integration of DL and DA and we validate the
algorithm by a numerical examples. The DA methods have increased strongly in complexity
in order to better suit their application requirements and circumvent their implementation
problems. However, the approaches to DA are unable to fully overcome their unrealistic
assumptions, particularly of zero error covariances, linearity, and normality. DL shows
great capability in approximating nonlinear systems, and extracting high-dimensional
features. Together with the DA methods, DL is capable of helping traditional methods
to make forecasts without the conventional methods’ assumptions. On the other side,
the training data provided to DL technologies include several numerical, approximation,
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and round off errors that are trained in the DL forecasting model. DA can increase the
reliability of the DL models reducing errors by including information on physical meanings
from the observed data.

This paper showed that the cohesion of DL and DA is blended in the future generation
of technology that is used in support of predictive models.

So far, the DDA algorithm still remains to be implemented and verified in varies
specific domains, which have huge state space and more complex internal and external
mechanisms. Future work includes adding more data to the systems. A generalization of
DDA could be developed if it is used for different dynamical systems.

The numerical solution of dynamic systems could be replaced by DL algorithms, such
as Generative Adversarial Networks or Convolutional Neural Networks combined with
LSTM, in order to make the runs faster. This will accelerate the forecast process towards a
solution in real time. When combined with DDA, this future work has the potential to be
very fast.

DDA is encouraging, as speed and accuracy are typically terms that are mutually
exclusive. The results that are shown here are promising and demonstrate how, in compu-
tationally demanding physical models, the merger of DA and ML models, especially in
computationally demanding physical models.
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Abstract: Smart seaside cities can fully exploit the capabilities brought by Internet of Things (IoT) and
artificial intelligence to improve the efficiency of city services in traditional smart city applications:
smart home, smart healthcare, smart transportation, smart surveillance, smart environment, cyber
security, etc. However, smart coastal cities are characterized by their specific application domain,
namely, beach monitoring. Beach attendance prediction is a beach monitoring application of particu-
lar importance for coastal managers to successfully plan beach services in terms of security, rescue,
health and environmental assistance. In this paper, an experimental study that uses IoT data and
deep learning to predict the number of beach visitors at Castelldefels beach (Barcelona, Spain) was
developed. Images of Castelldefels beach were captured by a video monitoring system. An image
recognition software was used to estimate beach attendance. A deep learning algorithm (deep neural
network) to predict beach attendance was developed. The experimental results prove the feasibility
of Deep Neural Networks (DNNs) for beach attendance prediction. For each beach, a classification
of occupancy was estimated, depending on the number of beach visitors. The proposed model
outperforms other machine learning models (decision tree, k-nearest neighbors, and random forest)
and can successfully classify seven beach occupancy levels with the Mean Absolute Error (MAE),
accuracy, precision, recall and F1-score of 0.03, 92.7%, 92.9%, 92.7%, and 92.7%, respectively.

Keywords: Internet of Things; network architecture; deep learning; smart cities

1. Introduction

The term smart city was first used in the 1990s for the use of Information and Commu-
nication Technologies (ICT) to develop modern infrastructures within cities [1]. Afterwards,
the smart city concept evolved and is no longer limited to the diffusion of ICT, it is also
related to people and community needs. Smart cities are cities that use ICT to develop
new urban intelligence functions in such a way that community and quality of life are
enhanced [2]. New decision-making paradigms have been developed for optimizing the
continuous, real-time allocation of resources to satisfy demands in large urban environ-
ments [3].

Coastal areas are some of the most active and biologically diverse ecosystems in the
world. Their population is constantly growing; at least 60% of the world’s population lives
within 100 km of the coast [4]. Furthermore, 80% of all tourism takes place in coastal areas,
and beaches are among the most popular destinations [5].

The Internet of Things (IoT) and Artificial Intelligence (AI) are two cornerstone tech-
nologies enabling smart cities. The IoT refers to a world of networked smart devices,
where every day interconnected objects transform into smart objects able to collect and
share data, thanks to the combination of the Internet and powerful technologies such as
Radio-Frequency Identification (RFID), real-time localization, and embedded sensors [6,7].
AI refers to machines working in an intelligent way. Machine learning is a subset of AI that
provides machines with the ability to learn without being explicitly programmed.
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A huge amount of information (Big Data) is extracted from IoT devices. The analysis of
Big Data through Artificial Intelligence (AI) is very helpful to improve the performance of
smart cities’ services. Although AI has been popular since the early 1950s [8], its application
has been slow. The popularity of AI rose from 2014 to 2017 as a result of the growth of Big
Data. The concept of smart city became more popular in the same period [9]; therefore,
there is a correlation between smart cites with Big Data and AI [7].

Smart seaside cities can fully exploit the capabilities brought by IoT and artificial
intelligence to improve the efficiency of city services in traditional smart city applica-
tions [10–12]: smart home, smart healthcare, smart transportation, smart surveillance,
smart environment, cyber-security, etc. However, smart coastal cities are characterized by
their own specific application domain, namely, beach monitoring.

Beach attendance prediction is a beach monitoring application of particular importance
for coastal managers to successfully plan beach services. In this paper, an experimental
study that uses IoT data and deep learning to predict the number of beach visitors at
Castelldefels beach (Barcelona, Spain) was developed. Its purpose is to predict the number
of beach visitors that will go to the beach in the future (e.g., any day during the next prime
swimming season), depending on the month, the weekday, the time, the weather data
(forecast), and if it is a working day or holiday. The dataset of the deep learning algorithm
contains data regarding all the previously mentioned attributes. The number of beachgoers
was estimated using image recognition software from 2016 to 2018.

Econometrics and machine learning aim at building a predictive model for a variable
of interest, using explanatory variables (or features). In econometrics, probabilistic models
are built to describe economic phenomena, while machine learning uses algorithms capable
of learning, usually for classification purposes [13]. In recent years, machine learning
models have been found to be more effective than traditional econometric models [13].

Machine learning overcomes the limitations of econometric models in terms of pre-
diction. With respect to predictions, econometric models are affected by forecasting errors
due to overfitting. This modelling error happens in complex models when the higher the
variance is, the lower the bias is. Machine learning can also be affected by overfitting. In
machine learning overfitting refers to good performance on the training data, but poor
generalization to other data. Nevertheless, in machine learning there exist several tech-
niques to prevent overfitting: early stopping, training with more data, data augmentation,
feature selection, regularization, etc. Machine learning models are able to obtain a high
prediction accuracy with almost any type of data and perform classification efficiently [14].
An important advantage of machine learning models is that their hyperparameters can
be highly tuned to improve the prediction. Furthermore, once the basic machine learning
models are trained, the researcher can identify which is the best one for a particular dataset.
In addition, advanced machine learning models like deep learning algorithms show very
good results with unbalanced datasets and Big Data [14]. Deep learning is a promising
class of machine learning models that has become a popular subject in the field of science.
Deep learning has been used successfully for signal processing, pattern recognition, and
statistical analysis.

Many researchers have shown that neural networks outperform econometrics models
in forecasting accuracy. In [15], tourism data was used to forecast the arrival of tourists
from USA to Durban (South Africa). It was shown that neural networks perform better
than exponential smoothing, ARIMA, multiple regression, and genetic regression models.
In [16], the application of three time-series forecasting techniques, namely exponential
smoothing, univariate ARIMA, and Elman’s Model of Artificial Neural Networks (ANN),
was investigated to predict travel demand (i.e., the number of arrivals) from different
countries to Hong Kong. The results show that neural networks are the best method for
forecasting visitor arrivals, especially those series without obvious patterns.

We selected a machine learning algorithm to predict beach attendance due to the
efficiency of these algorithms for classification purposes. Particularly, a deep learning
algorithm (deep neural network) was selected due to the higher performance of neural
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networks for prediction compared to econometrics and its promising results in the field
of science.

The contributions of this paper are summarized as follows:

• We propose to use IoT data and deep learning to estimate beach attendance.
• A deep learning (fully connected deep neural network) algorithm was developed for

beach attendance prediction.
• Beach attendance is predicted based on the following attributes: the time of day, the

day of the week, the season, and the weather conditions. We use these attributes as the
seven input variables for training our proposed deep neural network (DNN) model.

• The last attribute (number of beach visitors), the output variable, is taken as the ground-
truth of the target attribute for model training. Images from cameras are analyzed
to estimate the number of beach visitors using an image recognition software. This
output is used to train the deep neural network during the training phase (using the
training set); it is also used later to test the model (using the testing set) in terms of
accuracy and mean absolute error (MAE).

• Our proposed deep learning classifier outperforms other machine learning models (de-
cision tree, k-nearest neighbors, and random forest) and can successfully differentiate
between seven beach occupancy levels, with the Mean Absolute Error (MAE), accuracy,
precision, recall and F1-score of 0.03, 92.7%, 92.9%, 92.7%, and 92.7%, respectively.

To the best of our knowledge, our proposal is the first deep learning algorithm for
beach attendance prediction. The experimental results prove its feasibility.

The paper is structured as follows. Section 2 discusses the related work. Section 3
introduces the proposed deep neural network model and the dataset. In Section 4, we
present the experimental settings and the evaluation metrics and show the results. In
Section 5, the results are discussed. Finally, the paper is concluded in Section 6.

2. Related Work

It has always been extremely important to maintain the quality of beaches, since sand
and water conditions can affect human health. Furthermore, most overcrowded beaches
are seriously affected by pollution and traffic congestion. Therefore, the physical and
social carrying capacities are essential factors to estimate the comfort of most crowded
beaches [17]; the physical carrying capacity refers to the maximum number of individuals
that can physically fit on a beach, whereas the social carrying capacity is associated with
crowding perception in the presence of a large amount of beach visitors.

Several studies [18–22] recognize the importance of evaluating beach attendance to
maintain the recreational capacity of the beaches. It is an essential factor to plan different
beach services in terms of security, rescue, health and environmental assistance. These
studies analyze how beach attendance is affected by weather conditions and other aspects
such as time, season, etc. In [18], the authors quantify the number and location of beach
visitors during 2012 using video images at the Lido of Sète beach, France. An automatic
counting algorithm in Matlab is used to estimate beach attendance; they also study beach
users’ behavior. In [19], video images are analyzed using an algorithm developed in Matlab;
the purpose is to quantify visitors to two city beaches of Barcelona from November 2001
to December 2005 and to predict beach occupation. They tried to find a mathematical
expression to model beach attendance. The observed mean number of daily users is
adjusted to a time-dependent Fourier polynomial for the two beaches in Barcelona. The
occupation data for 2002–2004 are averaged to obtain an estimation of the occupation trend
for a typical year. This averaged function is projected into a 14-term Fourier polynomial.
The Fourier fit obtained and the original time series of the average occupation in a typical
year adjusted 74% and 69% of the absolute value of the original time series for the two
beaches, respectively. In [20], images from the Argus video monitoring system that belongs
to ten beaches from the Spanish Mediterranean coast are selected from 1 July to 20 October
2009; beach occupancy is estimated based on certain density levels. In [21], web cameras are
used to count the number of beach visitors of three well-known Australian beaches using a
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people counting computer program. The authors also analyzed how the number of beach
visitors is affected by certain weather and ocean conditions. In [22], a monitoring system
consisting of sensors, cameras, and smartphones is used to evaluate the occupational state
of a beach in Cagliary (Italy) using the collected environmental and crowding data. The
beach crowd density is evaluated based on beach images, with a support vector machine
(SVM) classifier that distinguishes between three levels of crowd density: low, medium,
and high.

All these studies [18–22] confirm that there is a relationship between beach attendance
and certain attributes, such as time of day, day of week, season, and weather conditions.

Smart seaside cities can benefit from machine learning and Internet of Things (IoT)
to fight against public health crises such as COVID-19. IoT devices (cameras, drones,
etc.) on beaches can be used to control crowd density. It has been analyzed how COVID-
19 transmission is affected by the beachgoer behavior [23]. UAV imagery and publicly
available beachcam video data collected during the summer of 2020 at the recreational
beach oceanfront in Virginia Beach, USA, were analyzed [23]. It was found that beach
users are concentrated in approximately 43% of the total beach surface area, whereas
approximately one-third of landward beach surface is left vacant. Static webcam images
of the boardwalk also indicated relatively consistent use throughout the day, high use at
beach access points and points of interest (i.e., King Neptune statue), and low use of face
coverings for observed northbound boardwalk users (8.7%) [23]. These data are useful
for authorities to supervise beach areas in real-time and make decisions regarding social
distancing, use of masks, and other measures to contain the pandemic.

Beach attendance is also an essential factor to plan different beach services in terms of
security, rescue, health, and environmental assistance. Beach access conditions, number and
size of parking areas, and other services (restaurants, leisure activities, public restrooms,
etc.) are affected as well. The emergence of COVID-19 has brought new implications for
beach access. There is a need to implement and enforce additional mitigation strategies
(physical distancing, limiting gatherings, supporting hygiene, etc.) so that there is no
widespread community transmission of the virus. Beach attendance estimation is essential
to plan the reopening of beaches and offer beach services safely. Real-time occupation was
analyzed in 14 beaches of the coast of Guipuzcoa (Basque Country, Northern Spain) [24].
Video images from 12 stations located along 50 km of coastline were processed. A machine
learning algorithm (AdaBoost, SVM and Quadratic Regression) was used to count beach
users. The occupancy level (full, high, medium, or low) of every beach was sent to
local authorities through a web/mobile app as well as special warnings under particular
circumstances to allow them to take action in cases where carrying capacity limits were
about to be reached [25].

In this paper we describe a deployment to predict beach attendance using machine
learning at Castelldefels beach (Barcelona, Spain).

3. Materials and Methods

In this paper, experimental research that uses IoT data and deep learning to suc-
cessfully predict the number of beach visitors at Castelldefels beach (Barcelona, Spain)
was developed.

Cameras on beaches can be used to control crowd density. Images can also be analyzed
together with other attributes (such as weather conditions determined by IoT sensors at
the weather station) for beach attendance prediction.

Our dataset is based on the images from the video monitoring system of Castelldefels
beach (Barcelona, Spain) and on the weather data from a weather station. The images and
weather data were obtained using IoT devices.

One of the major obstacles to build a real intelligent system [26] is dealing with random
disturbances, processing a huge amount of imprecise data, interacting with a dynamically
changing environment, and coping with uncertainty. Neural networks make it possible to
solve particular problems by using a customer developed algorithm with an intelligent
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behavior. Therefore, our proposed application for beach attendance prediction will be
based on these.

3.1. Deep Neural Network Model

Deep learning has been used to predict beach attendance based on certain weather
conditions and other attributes. Deep learning is a promising approach to extract data
from IoT devices, even in complex environments where other machine learning techniques
are confused [27]. Therefore, we propose to use a fully connected DNN to predict beach
attendance. The IoT data about the required attributes is fed as inputs to the DNN algorithm
so that the output layer can estimate the number of beach visitors (beach occupancy).

A DNN is a neural network with more than two layers (including just the hidden
layers and the output layer). DNNs can model complex non-linear relationships.

The DNN takes the input data and extracts automatically appropriate representa-
tions for detection or classification purposes [28]. Each layer extracts and amplifies those
features that are more relevant for decision making, whereas irrelevant features are sup-
pressed. Each layer is connected to neighboring layers, with different weights attached to
the connection.

Weights and biases are both learnable parameters inside neural networks. The weights
determine how each feature affects the prediction. Bias represents how far off the predic-
tions are from their intended value.

The weight for the connection from the kth neuron in the (l − 1)th layer to the jth
neuron in the lth layer is expressed as wl

jk. The bias of the jth neuron in the lth layer is

defined as bl
j. Therefore, the activation of the jth neuron in the lth layer, al

j, is given by

al
j = g

(
∑
k

wl
jkal−1

k + bl
j

)
(1)

where the sum is over all neurons k in the (l − 1)th layer.
The rectified linear unit (ReLU) was used as the activation function

g(z) = max(0, z) (2)

The weights and bias are estimated by minimizing a loss function [29].
Next, we describe our dataset.

3.2. Videometry

Our dataset is based on the images from the video monitoring system of Castelldefels
beach [30] (Barcelona, Spain) and on the weather data from a weather station of Meteocat
(Meteorological Service of Catalonia) [31].

The Castelldefels beach is a 5 km long strip of sand located in Spain around 18 km
away from the south of Barcelona, between the delta of Llobregat river and the Garraf
Massif. People usually visit the beach to swim in the calm waters of the Mediterranean
Sea, sunbathe, do water sports or activities with children, or just walk along the shoreline.
In Castelldefels, the prime bathing season is from 1 June to 31 August. Castelldefels is
a popular destination for Spanish holidaymakers; it has an excellent location, close to
Barcelona City, which is considered within the world ranking among the 20 most visited
cities by foreign tourists [32] and among the 10 most visited cities in Europe [33]. The
Barcelona metropolitan area, with a population of over 5 million, is the most populous
urban area on the Mediterranean coast and one of the largest in Europe. The beaches of
the Barcelona metropolitan area are visited each year by 10 million people, who spend
(directly or indirectly) almost 60 million euros during the prime summer season [34]. The
most visited beaches during the summer for the north metropolitan area of Barcelona
are Sant Adria, Badalona, and Montgat, and for the south metropolitan area are Gava
and Castelldefels. We selected Castelldefels beach due to its popularity, the presence
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of a video monitoring system that has operated at Castelldefels beach since 5 October
2010, and the location of our campus, the Castelldefels School of Telecommunications
and Aerospace Engineering (EETAC-UPC) (Barcelona-Tech University), 10 min away from
Castelldefels beach.

Coastal ecosystems require continuous observation, which is achieved by means of
coastal video monitoring. Remote sensing techniques offer cost-efficient, long-term data
collection, with high resolution in time and space. Shore-based video systems enable
automated data collection, encompassing a much greater range of time and spatial scales
than previously possible. Video systems are very useful for automatic shoreline detection
and data analysis [35] and intertidal [36] and subtidal bathymetry. Shore-based video
monitoring systems are also very useful for breaking-wave height estimation from digital
images [37]. In our case, the video monitoring system of Castelldefels beach consists of
five video cameras located at the tower in Plaza de las Palmeres, 30 m away from Pineda
beach in Castelldefels (see Figure 1). An example of the images captured by the five video
cameras is displayed in Figure 2.

 
Figure 1. Video monitoring system of Castelldefels beach (Barcelona, Spain).

Figure 2. Example of the images captured by the five video cameras.

64



Appl. Sci. 2021, 11, 10735

Images have been collected since April 2010 using SIRENA software developed at
IMEDEA (CSIC), and they are publicly available on their website [30]. The scientific
exploitation of the images is a joint agreement between the Coastal Ocean Observatory [38]
of the Institut de Ciències del Mar [39] ICM-CSIC and the Coastal Morphodynamics group
(UPC-Barcelona Tech University). Every daylight hour, the cameras take one picture per
second for a ten minute period; in our work, a snapshot image was used to count the
number of beach visitors per hour from 9:00 to 19:00 h during June, July, and August
(prime bathing season) from 2016 to 2018 using an image recognition software named
“CountThings” [40].

3.3. Image Recognition Software

The image recognition software “CountThings” [40] is being used professionally to
count objects in many different fields, such as medicine and construction. The number of
beachgoers derived from manual counting was compared with automated counts in the
snapshots of five days in the summer from 2016 to 2018 (see Figure 3).

 
Figure 3. Comparison between manual and automated count of beach visitors.

We compared the counts using a linear regression analysis. The comparison showed
an R2 of 0.927 and a p-value < 0.001. Therefore, we verified that the automated count is not
significantly different from the manual count, the error is acceptable, and this methodology
is suitable for counting the number of beach visitors.

Figure 4 shows an example of the computer vision algorithm results at Castelldefels
beach. The circles indicate the beach visitors that were detected by the algorithm. The
algorithm correctly identified 106 beachgoers (true positives, TP), whereas it returned false
negatives (FN) for cyclists, beachgoers covered by umbrellas, and beachgoers surrounded
by a darker background.

The detection algorithm has a high level of accuracy (R2 of 0.9270), but it also failed
at times, with cloudy or rainy weather or producing blurry images, as shown in Figure 5.
In these cases, the number of beachgoers was counted manually. The cases where the
detection algorithm does not work well are uncommon (e.g., it rains only very seldom),
and overall, the use of the detection algorithm saved time and provided good results.
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Figure 4. Camera captured image (left) and image result of the detection algorithm (right) at Castelldefels beach, 16
June 2018.

  

Figure 5. Image result of the detection algorithm for images with issues (blurry, left; rainy, right) at Castelldefels beach.

Next, we present our results for beach attendance detection. The total average beach
attendance per day for the summer from 2016 to 2018 is shown in Figure 6.

Beach attendance was calculated for June, July, and August for mornings and after-
noons and was very similar for all the years studied. The year with the highest beach
attendance was 2017, although the weather was similar when compared to 2016 and 2018,
with 2 rainy days in 2016, 5 in 2017, and 6 in 2018. Beachgoers prefer going to the beach in
the mornings for all the months, and in most cases beach attendance during the morning
was double than that in the afternoon. June showed a lower beach attendance because the
weather was worse for most of the month. The daily distribution of beach users is analyzed
in Figure 7 for working days (Tuesdays) and weekends (Saturdays and Sundays) during
the summer (June, July, and August) from 2016 to 2018. The number of beachgoers was
already significant at 9:00 h and kept increasing to reach a maximum at 11:00 h; afterwards,
it decreased progressively. Beach attendance was higher during the weekends (especially
on Sundays), which suggests that, apart from tourists, a significant number of local people
go to the beach on weekends when they are not working. The number of beach visitors
was similar, independent of the day, from 17:00 h to 19:00 h.
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Figure 6. Morning and afternoon total average beach attendance per day.
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Figure 7. Hourly distribution of beach users for Tuesdays, Saturdays, and Sundays for June, July,
and August from 2016 to 2018.

3.4. Dataset

In total, there are 19,984 data samples in our dataset, and the attributes associated
with the data samples are grouped into the following categories.

(1) Datetime Attributes: To facilitate the data processing, datetime is digitalized into
three attributes, including the integer-based month, weekday, and time.

(2) Outdoor Attributes: The three outdoor attributes available in the dataset are the
temperature (in Celsius), accumulated rainfall (in mm), and air velocity (in m/s).

(3) Calendar Attribute: We also consider the attribute of working day or holiday (Satur-
day, Sunday, or local holiday).

(4) Number of Beach Visitors Attribute: This attribute refers to the counted number of
beach visitors (beach occupancy).

We use the datetime, outdoor, and calendar attributes as the 7 input variables for
training our proposed DNN model. The last attribute (number of beach visitors), output
variable, is taken as the ground-truth of the target attribute for model training. This output
is used to train the deep neural network during the training phase (using the training set);
it is also used later to test the model (using the testing set) in terms of accuracy and mean
absolute error (MAE).

There are 2498 rows, and each row corresponds to a given record of the data set.
Every column represents one variable. There are 7 input variables: month, weekday,
time, temperature, accumulated rainfall, air velocity, working day/holiday, and an output
variable: resulting number of beachgoers for a particular month, weekday, etc. Therefore,
there are 2498 records ∗ (7 input + 1 output) variables = 19,984 data samples in our
dataset. The number of beachgoers is obtained using an image recognition software named
CountThings and not the proposed deep learning algorithm. The number of beachgoers is
counted by the image recognition software, counting the number of beachgoers from each
of the 5 snapshots (each one of the 5 video cameras captures a snapshot). The number of
images analyzed by the image recognition software is 2498 ∗ 5 = 12,490 images.

In terms of spatial distribution, changes are observed between pre-COVID-19 and
pandemic years, as shown in Figure 8. An example of this change can be observed in the
heat maps of two high attendance days, 9 August 2018 (left) and 19 August 2020 (pandemic
year) (right), at 11:00 h. Before COVID-19, there was a higher concentration of people near
the shore (non-uniform distribution). During COVID-19, pandemic beach users are located
following a uniform distribution, trying to respect social distance recommendations.
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Figure 8. Different spatial distribution patterns with maximum beach occupancy levels in 2018 (left) and 2020 (right).

4. Experiments and Results

Next, we present the experimental settings and the evaluation metrics and show
the results.

4.1. Experimental Settings

The proposed deep learning algorithm was implemented in Python 3.7.3.
A neural network can learn something different from what its trainer had in mind [41].

A case of useless learning is when the neural network memorizes the training examples
without learning what they have in common. A trained network is able to generalize when
it can classify data from the same class as the learning data but that it has never seen before.
This ability requires that the network is tested with an independent dataset. Therefore,
the data samples were divided as follows: 70% of the samples were used for the training
dataset (70% of 2498 records = 1748 records for the training phase) and 30% for the testing
dataset (30% of 2498 records = 750 for the testing phase).

The input attributes were normalized. The proposed DNN consists of one input layer
with 7 neurons that match the 7 input attributes, 6 hidden layers each with 300 neurons,
and one output layer with one neuron for the modeling target.

Our proposed DNN was trained for the beach visitors classification task. In the dataset,
the number of beach visitors was assigned to one of the 7 classes (or beach occupancy
levels): 0–49, 50–99, 100–149, 150–199, 200–249, 250–299, and 300+. The class distribution is
shown in Table 1. The total number of records (1748) refers to the training phase.

Table 1. Class distribution of beach visitors.

Classes
(Beach Visitors)

Number of Samples Percentage of Total Samples

0–49 272 15.56
50–99 685 39.19

100–149 372 21.28
150–199 280 16.02
200–249 17 0.97
250–299 91 5.20

300+ 31 1.77

Overfitting refers to a deep learning model that has a small loss function on the
training data, and the prediction accuracy is high; however, on the test data, the loss
function is relatively large and the prediction accuracy is low. To overcome the overfitting
constraint, a grid search was conducted to find the best hyperparameters of the deep neural
network using 10-fold cross validation. In a 10-fold cross validation scheme, the dataset
is divided into 10 blocks of approximately equal size. In this case, 90% or 9 blocks of the
data are used for training, and 10% or 1 block of the data is used for testing. This process is
repeated 10 times, with a different data block used for testing each time. Table 2 shows
the number of training and testing instances in each partition scheme. The total number of
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records for the training (1748) and testing (750) phases is specified. The resulting values for
the hyperparameters of the neural network training are presented in Table 3. In order to
solve the overfitting problem, we also introduced the dropout parameter (dropout value of
0.1), which achieved the regularization effect.

Table 2. Class distribution of beach visitors.

Training-Testing Partition (%) Total Training Records Total Testing Records

70–30 1748 750
10-fold cross validation 2248 250

Table 3. Hyperparameters.

Hyperparameter Specification

Number of hidden layers 6
Number of neurons per hidden layer 300

Optimizer Adam
Learning rate 0.001

Activation function ReLU

We evaluated the SGD, RMSprop, Adam, Adagrad, Adamax, and Nadam optimizers
using the grid search technique. The Adaptive Moment Estimation (Adam) optimizer was
selected to minimize the loss function and speed up the training process because it obtains
the best results.

The Adam optimizer is one of the most popular gradient descent optimization algo-
rithms since it is computationally efficient and has very little memory requirement. This
method calculates the individual adaptive learning rate for each parameter from estimates
of first and second moments of the gradients.

The Adam algorithm (see Algorithm 1) first updates the exponential moving averages
of the gradient (mt) and the squared gradient (vt), which is the estimate of the first and
second moment. The hyperparameters β1, β2 ∈ [0, 1) control the exponential decay rates of
these moving averages, as shown in the following equations:

mt = β1mt−1 + (1− β1)gt (3)

vt = β2vt−1 + (1− β2)g2
t (4)

where g is the current gradient value of error function for the neural network training.

Algorithm 1 Adam, our proposed algorithm for the training process.

1: Declare the parameters Objective function f (θ), hyperparameter learning rate α, exponential
decay rates β1, β2 for moment estimates, tolerance parameter ε > 0 for numerical stability
2: Initialize first moment vector m0 = 0, second moment vector v0 = 0 and timestep t = 0
3: while θt has not converged do

3.1 update timestep t = t + 1
3.2 compute gradient of objective using gt = �θ ft(θt − 1)
3.3 update first moment estimate and second moment estimate using Equations (3) and (4),
respectively.
3.4 compute unbiased first and second moment estimate using Equations (5) and (6), respectively.
3.5 update objective parameters using Equation (7).
end while

4: return final parameter θt
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Moving averages are initialized as 0. The moment estimates are biased around 0,
especially during the initial timesteps. This initialization bias can be easily counteracted
resulting in bias-corrected estimate.

m̂t =
mt

1− βt
1

(5)

v̂t =
vt

1− βt
2

(6)

Finally, we update the parameter θt as shown below:

θt = θt−1 − αm̂t√
v̂t + ε

(7)

We used in our experiments for the Adam optimizer a learning rate α = 10−3 and two
decay parameters β1= 0.9 and β2 = 0.999 [42].

Experiments were carried out on a laptop running 64-bit Windows 10 Home on an
Intel Core i5-8265U and using 8 GB of memory.

4.2. Evaluation Metrics

Five different metrics were used to evaluate the performance of the proposed scheme:
Mean Absolute Error (MAE), accuracy, precision, recall, and F1-score. F1-score is the
harmonic mean of precision and recall.

The selected metrics can be calculated as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

where TP represents true positives, TN represents true negatives, FP represents false
positives, and FN represents false negatives.

MAE =
1
K

K

∑
k=1
|gk − g′k| (9)

where gk and g′k represent the real and predicted number of beach visitors, respectively,
and K denotes the total number of testing samples.

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

F1− score =
2× Precision× Recall

Precision + Recall
(12)

4.3. Performance Evaluation

Figures 9 and 10 illustrate the loss function convergence curve and accuracy curve
of the neural network training and testing phases for beach occupancy prediction, re-
spectively. The decreasing loss and the increasing accuracy curves in Figures 9 and 10,
respectively, generally suggest that the neural network model is learning to generalize on
the target problem.
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Figure 9. Loss curve for training and testing phases.

Figure 10. Accuracy for training and testing phases.

To figure out the performance of the developed DNN, Figure 11 shows the confusion
matrices on the test set (1) only for June, (2) only for July, (3) only for August, and (4) for
the whole dataset (June, July, and August). The classification error for June (see Figure 11a)
came mainly from the prediction of classes 150–199, 200–249, 250–299, and 300+. The reason
is that there are fewer training samples for these classes, since the prime bathing season
starts in June, and during this month, fewer people come to the beach. In July (Figure 11b)
and August (Figure 11c), beach visitors of all classes are well predicted, with the exception
of class 200–249 for July, since there are very few training samples for this class. No sample
of class 300+ can be predicted for August, because during this month, the residents in
Spain have holidays; they tend to travel far away from the cities, and Castelldefels beach
is located very close to the city of Barcelona. All classes are well predicted for the whole
dataset (Figure 11d).
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(a) 

(b) 

 
(c) 

Figure 11. Cont.
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(d) 

Figure 11. Confusion matrixes for (a) June, (b) July, (c) August, and (d) the whole dataset.

The accuracy, precision, recall, and F1-score for all the classes and the whole data set
were computed using the confusion matrix. The results as well as the number of instances
per class for the test set are shown in Table 4. Accuracy is not a very good measure of
performance when dealing with unbalanced datasets (like our case) because it counts the
number of correct predictions regardless of the type of class. For this reason, it is biased
towards the majority classes.

Table 4. Comparison of accuracy and F1-score for all classes.

Classes
(Beach Visitors)

Accuracy Precision Recall F1-Score
Number of Samples

per Class for the Test Set

0–49 0.99 0.98 0.99 0.99 121
50–99 0.94 0.94 0.90 0.92 302

100–149 0.96 0.88 0.92 0.90 159
150–199 0.98 0.93 0.93 0.93 110
200–249 1 1 0.90 0.95 10
250–299 0.99 0.83 0.97 0.90 36

300+ 1 0.92 1 0.96 12

As we can see in Table 4, the accuracy is extremely high (0.99 or 1), even when the
model fails to identify some samples of minority classes (such as classes 200–249, 250–299,
and 300+). Since accuracy gives biased results with unbalanced data, it is not a good
metric to use. Therefore, we selected precision and recall, together with F1-score, as more
reliable measures.

Table 5 reports the results of our analysis for every category in the test set using the
MAE, accuracy, precision, recall, and F1-score. The results of 10 independent runs are
shown. We present the results (1) only for June, (2) only for July, (3) only for August, and
(4) for the whole dataset.

The DNN achieves the highest F1-score, with a value of 94.3866%, for August and a
high F1-score of 92.7114% for the whole data set. The lowest results in terms of F1-score are
obtained when the DNN is trained just for June, since the video cameras were unavailable
during several days, and these days were essential to train the DNN. This fact suggests
that training with more images would improve the classification. Furthermore, from the
confusion matrixes, it can be observed that in June (when the beach attendance is lower)
there are fewer samples to train categories with a high number of beach visitors, and
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this causes the DNN to fail in the prediction. Nevertheless, the F1-scores for all months
maintain a high level, which proves the feasibility of the DNN. Precision and recall have
similar values. A higher F1-score is caused by higher precision and recall values, and vice
versa. The accuracy values are also high and similar to the F1-score values. Finally, we
notice that for the whole dataset, the best MAE of 0.03059 is obtained.

Table 5. MAE, accuracy, precision, recall, and F1-score.

Dataset Size MAE Accuracy Precision Recall F1-Score

June 0.0553 0.84298 0.844526 0.836719 0.837623
July 0.03069 0.94219 0.935523 0.935185 0.934539

August 0.04055 0.94801 0.946325 0.944 0.943866
whole dataset 0.03059 0.9269333 0.929422 0.926933 0.927114

Table 6 presents the evaluation of the DNN in every category using the precision,
recall, and F1-scores for 10 independent runs. The DNN performs well in the classification
task for all categories.

Table 6. Per-class precision, recall, and F1-scores for the time period 2016–2018.

Classes
(Beach Visitors)

Precision Recall F1-Score

0–49 0.981 0.981 0.982
50–99 0.943 0.898 0.919

100–149 0.865 0.925 0.892
150–199 0.92 0.956 0.9323
200–249 0.925 0.849 0.879
250–299 0.939 0.914 0.926

300+ 0.93 0.97 0.949

The best per-class F1-scores are obtained for different types of categories: a very
reduced number of beach visitors (0–49), a very high number (300+), and a medium
number (150–199). The categories 50–99 and 200–249 show the worst results for the F1-
score due to the increase of false negatives (recall). The category 100–149 has an F1-score of
89.2% due to the increase of the false positives (precision). Nevertheless, the precision rate,
recall, and F1-score are relatively stable for all categories.

The performance of the proposed DNN for the whole dataset was investigated with
different batch sizes. The results of 10 independent runs are shown in Table 7. With a batch
size of 64, the best F1-score of 92.3412% is achieved.

Table 7. F1-score for different batch sizes.

Batch Size F1-Score

16 0.88511
32 0.917197
64 0.923412
128 0.917907
256 0.91545

In order to check the robustness of the results, the model was revaluated for the time
periods 2018–2020 and 2019–2021. Tables 8 and 9 present the evaluation of the DNN in
every category using the precision, recall, and F1-scores for the selected time periods and
10 independent runs. The DNN performs well in the classification task for all categories.
In the time period 2018–2020, the best per-class F1-scores are obtained for different types
of categories: a reduced number of beach visitors (50–99) and a high/very high number
(250–299)/(300+). The category 100–149 shows the worst results for the F1-score due to
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the increase of false negatives (recall). The category 200–249 has an F1-score of 90% due
to the increase of the false positives (precision). In the time period 2019–2021, the best
per-class F1-scores are obtained for categories with a high/very high number of beach
visitors (200–249; 250–299)/(300+). The categories 100–149 and 150–199 show the worst
results for the F1-score due to the increase of false negatives (recall). We observe that
for both time periods, the precision rate, recall, and F1-score are relatively stable for all
categories. Therefore, we can conclude that the robustness of the model is not affected by
the time periods chosen.

Table 8. Per-class precision, recall, and F1-scores for the time period 2018–2020.

Classes
(Beach Visitors)

Precision Recall F1-Score

0–49 0.891 0.927 0.91
50–99 0.935 0.912 0.923

100–149 0.931 0.856 0.892
150–199 0.941 0.905 0.922
200–249 0.893 0.903 0.90
250–299 0.931 0.981 0.955

300+ 0.945 0.927 0.936

Table 9. Per-class precision, recall, and F1-scores for the time period 2019–2021.

Classes
(Beach Visitors)

Precision Recall F1-Score

0–49 0.931 0.917 0.924
50–99 0.915 0.931 0.923

100–149 0.951 0.888 0.918
150–199 0.932 0.861 0.895
200–249 0.934 0.94 0.937
250–299 0.893 0.963 0.927

300+ 0.951 0.936 0.943

4.4. Network Depth

The DNN topology was also investigated in detail to improve the modelling performance.
Two critical DNN topology parameters are the network depth (number of hidden

layers) and width (number of neurons per hidden layer) [43]. We tested different DNN
topologies, where the number of hidden layers varies between 1 and 6 and the number of
neurons per hidden layer varies between 30 and 300.

The performance impact of the network depth is shown in Figure 12. The MAE
of 10 independent runs is shown. The number of neurons per hidden layer is 300, and
the number of layers varies between 1 and 6. It can be observed that when the number
of hidden layers is increased, the modeling performance of the deep neural network is
improved. The median MAE for the number of beach visitors improves from 0.04655 with
one hidden layer to 0.03045 for six hidden layers, with a 34.6% improvement. However,
the improvement slows down when more layers are added. The improvement becomes
insignificant with more than four hidden layers. The median MAE for the number of beach
visitors shows a 34.2% decrease from 0.04655 with one hidden layer to 0.03065 with four
hidden layers; however, when the number of hidden layers is increased to six, only a 0.65%
decreased is achieved, with 0.00036 modeling accuracy variation. We observe that the deep
neural network can maintain a good modelling performance when the number of layers is
increased and does not suffer overfitting. We conclude that the model is not biased with
the training data and keeps improving when the number of neurons raises.
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Figure 12. MAE vs. number of hidden layers.

4.5. Network Width

Next, we study the impact of network width, or the number of neurons per hidden
layer. The performance impact of the network width is shown in Figure 13. The results are
shown with six hidden layers, and the width varies between 25 and 300. We see that the
modeling performance is better when the number of neurons is increased. It can also be
observed that the modeling performance after 175 neurons per hidden layer improves very
slowly when more neurons are added. However, the convergence speed in network width
is faster than that of network depth. Doubling one hidden layer to two layers decreases
the median MAE from 0.04655 to 0.03485, by 25.13%, and further doubling to four layers
improves the MAE to 0.03045, by 12.62%.

Figure 13. MAE vs. number of neurons per hidden layer.

Regarding the network width, doubling the number of neurons per layer from 25 neu-
rons to 50 reduces the MAE from 0.08045 to 0.05025, by 37.54%, and further doubling to
100 neurons achieves a 0.0372 median MAE, with 25.97% improvement. These results
reflect the fact that an increase in the number of hidden layers and the number of neurons

77



Appl. Sci. 2021, 11, 10735

per hidden layer has a different impact on the deep neural network. In a fully connected
neural network, every neuron in each layer of the network is connected to every other
neuron in the adjacent forward layer. If such a neural network has n neurons per layer and
m hidden layers, the total number of neuron links is O

(
mn2). Since the number of neuron

links scales linearly with network depth but exponentially with network width [43], the
network performance improves more significantly as the network widens.

4.6. Optimal Network Topology

Next, we study the optimal network topology. We consider five different network
topologies that maintain the total number of neurons (1800). The first topology, denoted
as FIRST, consists of a neural network with six hidden layers and 300 neurons evenly
distributed in each layer. The second topology (SECOND) considers fewer hidden layers,
with more neurons per layer than the FIRST case. Specifically, the neural network consists
of three hidden layers, with 600 neurons per layer. The third topology (THIRD) considers
more hidden layers, with fewer neurons per layer than the FIRST case. It consists of
12 layers, with 150 neurons per layer. The fourth topology (FOURTH) assumes there is an
increase in the number of neurons for deeper hidden layers. The number of neurons is
increased for each hidden layer as follows: 200 (for the first hidden layer), 200, 300, 300, 400,
and 400 (for the last hidden layer). The last topology (FIFTH) assumes there is a decrease
in the number of neurons for deeper hidden layers (the reverse order of the proposed
FOURTH topology). The modelling performance using the five topologies is shown in
Figure 14. The fifth topology (FIFTH) achieves the best overall performance, with a median
MAE of 0.02735, which is 9.59, 12.34, 23.82 and 1.26% more accurate than the models FIRST,
SECOND, THIRD and FIFTH, respectively. The FOURTH and FIFTH topologies achieve a
better modeling performance. Therefore, we conclude that a fatter and especially a thinner
topology improves the modeling performance.

Figure 14. MAE vs. different network topologies.

4.7. Comparison to Other Models

Python libraries enable the deployment of many traditional models. Scikit-learn is an
open-source machine learning library that supports supervised and unsupervised learning.
It offers several tools for model fitting, data preprocessing, model selection and evaluation,
and many other utilities.
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We compared our proposal with three well-known models provided by the scikit-learn
library, which support multiclass classification. These classifiers are decision tree, k-nearest
neighbor (kNN), and random forest.

We also employed 10-fold cross validation for the evaluation and comparison of these
machine learning algorithms. Table 10 shows the results achieved by our deep neural
network model and these traditional models.

Table 10. Per-class precision, recall, and F1-scores. Comparison between our proposed DNN and
other traditional machine learning models.

Accuracy Precision Recall F1-Score

Our DNN 0.927 0.929 0.927 0.927
Decision tree 0.892 0.87 0.88 0.875

K-nearest
neighbor

0.593 0.65 0.68 0.664

Random forest 0.412 0.61 0.56 0.584

The analysis shows that our proposed DNN model achieves the highest accuracy,
precision, recall, and F1-score of 92.7%, 92.9%, 92.7%, and 92.7%, respectively, compared
to traditional machine learning models. We also observe that, of the traditional models,
decision tree achieves the highest accuracy, precision, recall, and F1-score of 89.2%, 87%,
88%, and 87.5%, respectively, followed by k-nearest neighbor, with an accuracy, precision,
recall, and F1-score of 59.3%, 65%, 68%, and 66.4%, respectively. We can conclude that our
proposed algorithm outperforms other traditional machine learning algorithms and is able
to perform beach attendance predictions adequately.

5. Discussion

Several authors [18–22,24] have analyzed how beach attendance is affected by weather
conditions and other aspects such as time, season, etc. The results indicate that beach
attendance is affected by the season, day, hour, and meteorological conditions. Our results
confirm the same trend.

Our results regarding the daily temporal distribution of beachgoers are consistent
with other beaches along the Mediterranean Sea [18–20].

Other authors have used classical econometric models to simulate the seasonality and
cyclicality of the processes. In [18], the authors modelled the number of beachgoers as a
function of temperature, for temperatures lower than 30 ◦C, using the regression coefficient
R2 = 0.87 at the Lido of Sète Beach, France. In [21], regression methods are used to determine
how the number of beachgoers is affected by the season, day, weather, and ocean conditions
(maximum significant wave height, water temperature) in Australian beaches. The authors
use ordinal logistic regression to distinguish between three categories of beach visitor
numbers: high, moderate, and low. The authors in [19] sought a mathematical expression
to model beach attendance. The observed mean number of daily users was adjusted
to a time-dependent Fourier polynomial for two beaches in Barcelona. The occupation
data for 2002–2004 were averaged to obtain an estimation of the occupation trend for a
typical year. This averaged function was projected into a 14-term Fourier polynomial. The
Fourier fit obtained and the original time series of the average occupation in a typical year
adjusted 74% and 69% of the absolute value of the original time series for the two beaches,
respectively. In contrast, our proposed DNN improves these results. It can predict well the
number of beach visitors assigned to any of the seven classes or beach occupancy levels
and obtains a good performance, with an accuracy of 92.7%.

6. Conclusions

In this paper, experimental research that uses IoT data and deep learning to estimate
beach attendance at Castelldefels beach (Barcelona, Spain) was developed, and beach
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attendance was predicted. Images of Castelldefels beach were captured by a video moni-
toring system.

An image recognition software was used to estimate the number of beachgoers per
hour from 9:00 to 19:00 h during June, July, and August (prime swimming season) from 2016
to 2018. It was verified that the automated count was not significantly different from the
manual count, and thus this methodology is suitable for the evaluation of beach attendance.
The detection algorithm was not able to estimate the number of beachgoers with cloudy,
rainy weather or blurry images. To solve this problem, the number of beach visitors was
counted manually. However, the detection algorithm saved time and provided good results
for a huge number of images. It would also be necessary to perform additional training
of the detection algorithm to improve its accuracy in distinguishing special cases: beach
goers riding their bicycles, beach goers covered partially by umbrellas at the beach, etc.

It was shown that weather, time, season, and working day/holiday have significant
effects on the number of beachgoers. More resources (e.g., lifeguards, police officers that
patrol the beaches, etc.) will be required during weekends or public holidays to protect
beach visitors, especially during prime seasons.

Furthermore, a deep learning algorithm was trained for the first time for beach
attendance prediction. The experimental results prove the feasibility of DNNs for beach
attendance prediction. The confusion matrices on the test set were shown for June, July, and
August. All classes are well predicted for the whole dataset. In our testing experiments, the
proposed DNN yields a very good performance with an MAE, accuracy, precision, recall,
and F1-score of 0.03, 92.7%, 92.9%, 92.7%, and 92.7%, respectively. Our proposed deep
learning classifier outperforms other machine learning models (decision tree, k-nearest
neighbor, and random forest) and can successfully differentiate between seven beach
occupancy levels. The best F1-scores are obtained for a very reduced number of beach
visitors (0–49), a very high number (300+), and a medium number (150–199), with values
of 98.2%, 93.23%, and 94.9%, respectively. The impact of the DNN topology was also
investigated. The results show that the DNN performance improves when the number
of hidden layers is increased. It also improves with more neurons per hidden layer. The
modeling accuracy benefits from an increase in the number of neurons for deeper hidden
layers (fourth topology), and the best results are obtained when there is a decrease in the
number of neurons for deeper hidden layers (fifth topology).

This research has two limitations. First, only one beach in Castelldefels is considered.
This research could be extended to other beaches in Castelldefels. Second, the weather data
are taken from a weather station of Meteocat (Meteorological Service of Catalonia) that is
located in Viladecans, near but not at the respective beach. However, we expect that these
registered weather conditions are reasonably accurate for our case study.

This work has shown that coastal videometry and image processing are very efficient
tools for beach attendance detection. Furthermore, beach attendance prediction was
successfully developed, and it is of particular importance for coastal managers to plan
beach services in terms of security, rescue, health, and environmental assistance.

Funding: This work was funded by the Agencia Estatal de Investigación of Ministerio de Ciencia e
Innovación of Spain under project PID2019–108713RB-C51 MCIN/AEI/10.13039/501100011033.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: This work was supported by the Agencia Estatal de Investigación of Ministerio de
Ciencia e Innovación of Spain under project PID2019–108713RB-C51 MCIN/AEI/10.13039/501100011033.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

80



Appl. Sci. 2021, 11, 10735

References

1. Albino, V.; Berardi, U.; Dangelico, R.M. Smart Cities: Definitions, Dimensions, Performance and Initiatives. J. Urban Technol. 2015,
22, 3–21. [CrossRef]

2. Batty, M.; Axhausen, K.W.; Giannotti, F.; Pozdnoukhov, A.; Bazzani, A.; Wachowicz, M.; Ouzounis, G.; Portugali, Y. Smart Cities
of the Future. Eur. Phys. J. Spec. Top. 2012, 214, 481–518. [CrossRef]

3. Doboli, A.; Curiac, D.; Pescaru, D.; Doboli, S.; Tang, W.; Volosencu, C.; Gilberti, M.; Banias, O.; Istin, C. Cities of the Future:
Employing Wireless Sensor Networks for Efficient Decision Making in Complex Environments; CEAS Technical Report Nr 831; University
at Stony Brook: Stony Brook, NY, USA, 2008.

4. WWF. Living Blue Planet Report; Species, Habitats and Human Well-Being; WWF: Gland, Switzerland, 2015. Available on-
line: http://assets.worldwildlife.org/publications/817/files/original/Living_Blue_Planet_Report_2015_Final_LR.pdf?144224
2821&_ga=1.161602740.969507462.1487893751 (accessed on 31 August 2021).

5. Sánchez, L.; Gazo, M.; Sánchez, J. Nurturing Ocean Literacy through Responsible Tourism: Best Practices for Marine Wildlife
Watching during Ecotourism Activities. Submon, Barcelona, Spain. 2016. Available online: http://www.wildsea.eu/ftp/library/
00_WILDSEA_BEST_PRACTICE_MANUAL.pdf (accessed on 31 August 2021).

6. Domingo, M.C. An Overview of the Internet of Things for People with Disabilities. J. Netw. Comput. Appl. 2012, 35, 584–596.
[CrossRef]

7. Volosencu, C. Identification in Sensor Networks. In Proceedings of the 9th WSEAS International Conference on Automation and
Information (ICAI’08), Bucharest, Romania, 24–26 June 2008; pp. 175–183.

8. Allam, Z.; Dhunny, Z.A. On Big Data, Artificial Intelligence and Smart Cities. Cities 2019, 89, 80–91. [CrossRef]
9. Allam, Z.; Newman, P. Redefining the Smart City: Culture, Metabolism and Governance. Smart Cities 2018, 1, 4–25. [CrossRef]
10. Mohammadi, M.; Al-Fuqaha, A. Enabling Cognitive Smart Cities Using Big Data and Machine Learning: Approaches and

Challenges. IEEE Commun. Mag. 2018, 56, 94–101. [CrossRef]
11. Ullah, Z.; Al-Turjman, F.; Mostarda, L.; Gagliardi, R. Applications of Artificial Intelligence and Machine Learning in Smart Cities.

Comput. Commun. 2020, 154, 313–323. [CrossRef]
12. Atitallah, S.B.; Driss, M.; Boulila, W.; Ghézala, H.B. Leveraging Deep Learning and IoT Big Data Analytics to Support the Smart

Cities Development: Review and Future Directions. Comput. Sci. Rev. 2020, 38, 100303. [CrossRef]
13. Charpentier, A.; Flachaire, E.; Ly, A. Econometrics and machine learning. Econ. Stat. 2018, 505, 147–169. [CrossRef]
14. Shobana, G.; Umamaheswari, K. Forecasting by Machine Learning Techniques and Econometrics: A Review. In Proceedings of

the 2021 6th International Conference on Inventive Computation Technologies (ICICT), Coimbatore, India, 20–22 January 2021;
pp. 1010–1016. [CrossRef]

15. Burger, C.J.S.C.; Dohnal, M.; Kathrada, M.; Law, R. A Practitioners Guide to a Time-series Methods for Tourism Demand
Forecasting—A Case Study of Durban, South Africa. Tour. Manag. 2001, 2, 402–409. [CrossRef]

16. Cho, V. A Comparison of Three Different Approaches to Tourist Arrival Forecasting. Tour. Manag. 2003, 24, 323–330. [CrossRef]
17. Pereira, C. Beach Carrying Capacity Assessment: How Important is it? J. Coast. Res. 2002, 36, 190–197.
18. Balouin, Y.; Rey-Valette, H.; Picand, P.A. Automatic Assessment and Analysis of Beach Attendance Using Video Images at the

Lido of Sète Beach, France. Ocean Coast. Manag. 2014, 102, 114–122. [CrossRef]
19. Guillen, J.; Garcia-Olivares, A.; Ojeda, E.; Osorio, A.; Gonzalez, R. Long-term Quantification of Beach Users Using Video

Monitoring. J. Coast. Res. 2008, 24, 1612–1619. [CrossRef]
20. Martínez, E.; Gómez, M.B. Weather, Climate and Tourist Behavior: The Beach Tourism of the Spanish Mediterranean Coast as a

Case Study. Eur. J. Tour. Hosp. Recreat. 2012, 3, 77–96.
21. Zhang, F.; Wang, X.H. Assessing Preferences of Beach Users for Certain Aspects of Weather and Ocean Conditions: Case Studies

from Australia. Int. J. Biometeorol. 2013, 57, 337–347. [CrossRef]
22. Girau, R.; Anedda, M.; Fadda, M.; Farina, M.; Floris, A.; Sole, M.; Giusto, D. Coastal Monitoring System Based on Social Internet

of Things Platform. IEEE Int. Things J. 2020, 7, 1260–1272. [CrossRef]
23. Kane, B.; Zajchowski, C.A.B.; Allen, T.R.; McLeod, G.; Allen, N.H. Is it Safer at the Beach? Spatial and Temporal Analyses of

Beachgoer Behaviors during the COVID-19 Pandemic. Ocean Coast. Manag. 2021, 205, 105533. [CrossRef]
24. Epelde, I.; Liria, P.; de Santiago, I.; Garnier, R.; Uriarte, A.; Picón, A.; Galdrán, A.; Arteche, J.A.; Lago, A.; Corera, Z.; et al. Beach

Carrying Capacity Management under COVID-19 Era on the Basque Coast by Means of Automated Coastal Videometry. Ocean
Coast. Manag. 2021, 208, 105588. [CrossRef]

25. Perillo, G.M.E.; Botero, C.M.; Milanes, C.B.; Elliff, C.I.; Cervantes, O.; Zielinski, S.; Bombana, B.; Glavovic, B.C. Integrated Coastal
Zone Management in the Context of COVID-19. Ocean Coast. Manag. 2021, 210, 105687. [CrossRef]

26. Li, H.; Gupta, M. Fuzzy Logic and Intelligent Systems; Kluwer: Boston, MA, USA, 1995.
27. Li, H.; Ota, K.; Dong, M. Learning IoT in Edge: Deep Learning for the Internet of Things with Edge Computing. IEEE Netw. 2018,

32, 96–101. [CrossRef]
28. Mao, Q.; Hu, F.; Hao, Q. Deep Learning for Intelligent Wireless Networks: A Comprehensive Survey. IEEE Commun. Surv. Tutor.

2018, 20, 2595–2621. [CrossRef]
29. Goodfellow, I.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, MA, USA, 2016.
30. Castelldefels Images Video Monitoring Website. Available online: http://cooweb.cmima.csic.es/video-coo/images.jsp?site=

CFA1-sam (accessed on 31 August 2021).

81



Appl. Sci. 2021, 11, 10735

31. Meteocat. Metereological Forecast in Catalonia (Spain). Available online: https://en.meteocat.gencat.cat/?lang=en (accessed on
31 August 2021).

32. Statista. Leading City Destinations Worldwide in 2018, by Number of Overnight Visitors. 2020. Available online: https:
//www.statista.com/statistics/310355/overnight-visitors-to-top-city-destinations-worldwide/ (accessed on 25 October 2021).

33. Statista. Number of International Overnight Visitors in the Most Popular European City Destinations in 2016. 2017. Available
online: https://es.statista.com/estadisticas/487720/turistas-internacionales-en-los-principales-destinos-europeos/ (accessed
on 25 October 2021).

34. El impacto Socioeconómico de las Playas Metropolitanas, Area Metropolitana de Barcelona (AMB) and Institut d’Estudis Re-
gionals i Metropolitans de Barcelona (IERMB), July 2021. Available online: https://www.amb.cat/es/web/territori/actualitat/
publicacions/detall/-/publicacio/impacte-socioeconomic-de-les-platges-metropolitanes/11316283/11656 (accessed on 25 Octo-
ber 2021).

35. Ribas, F.; Simarro, G.; Arriaga, J.; Luque, P. Automatic Shoreline Detection from Video Images by Combining Information from
Different Methods. Remote Sens. 2020, 12, 3717. [CrossRef]

36. Aarninkhof, S.G.J.; Turner, I.L.; Dronkers, T.D.T.; Caljouw, M.; Nipius, L. A Video-based Technique for mapping Intertidal Beach
Bathymetry. Coast. Eng. 2003, 49, 275–289. [CrossRef]

37. Andriolo, U.; Mendes, D.; Taborda, R. Breaking Wave Height Estimation from Timex Images: Two Methods for Coastal Video
Monitoring Systems. Remote Sens. 2020, 12, 204. [CrossRef]

38. Coastal Ocean Observatory. Available online: http://coo.icm.csic.es/ (accessed on 31 August 2021).
39. Institut of Marine Sciences. Available online: http://www.icm.csic.es/?q=en (accessed on 31 August 2021).
40. CountThings. Available online: https://countthings.com/ (accessed on 31 August 2021).
41. Hammerstrom, D. Working with Neural Networks. IEEE Spectr. 1993, 30, 46–53. [CrossRef]
42. Kingma, D.P.; Ba, J.L. Adam: A Method for Stochastic Optimization. In Proceedings of the 3rd International Conference for

Learning Representations, San Diego, CA, USA, 7–9 May 2015; pp. 1–15.
43. Zhang, W.; Hu, W.; Wen, Y. Thermal Comfort Modeling for Smart Buildings: A Fine-Grained Deep Learning Approach. IEEE Int.

Things J. 2019, 6, 2540–2549. [CrossRef]

82



applied  
sciences

Article

On the Design of a Decision Support System for Robotic
Equipment Adoption in Construction Processes

Carmen Marcher 1,2,*, Andrea Giusti 2 and Dominik T. Matt 1,2

Citation: Marcher, C.; Giusti, A.;

Matt, D.T. On the Design of a

Decision Support System for Robotic

Equipment Adoption in Construction

Processes. Appl. Sci. 2021, 11, 11415.

https://doi.org/10.3390/app112311415

Academic Editors: João M.

F. Rodrigues, Pedro J. S. Cardoso and

Marta Chinnici

Received: 29 October 2021

Accepted: 29 November 2021

Published: 2 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Faculty of Science and Technology, University of Bolzano, Piazza Università 5, 39100 Bolzano, Italy;
dominik.matt@unibz.it

2 Fraunhofer Italia Research, via A.-Volta 13A, 39100 Bolzano, Italy; andrea.giusti@fraunhofer.it
* Correspondence: carmen.marcher@natec.unibz.it

Abstract: The construction sector is one of the major global economies and is characterised by
low productivity and high inefficiencies, but could highly benefit from the introduction of robotic
equipment in terms of productivity, safety, and quality. As the development and the availability
of robotic solutions for the construction sector increases, the evaluation of their potential benefits
compared to conventional processes that are currently adopted on construction sites becomes com-
pelling. To this end, we exploit Bayesian decision theory and apply an axiomatic design guideline
for the development of a decision-theoretic expert system that: (i) evaluates the utility of available
alternatives based on evidence; (ii) accounts for uncertainty; and (iii) exploits both expert knowledge
and preferences of the users. The development process is illustrated by means of exemplary use case
scenarios that compare manual and robotic processes. A use case scenario that compares manual and
robotic marking and spraying is chosen for describing the development process in detail. Findings
show how decision making in equipment selection can be supported by means of dedicated systems
for decision support, developed in collaboration with domain experts.

Keywords: equipment selection; construction robot; decision support system; axiomatic design;
decision-theoretic expert system; construction industry; industry 4.0

1. Introduction

The broad adoption of automation and robotics is changing operations in many
business sectors [1]. Even though the construction sector is one of the major economies,
it suffers from inefficiencies and a low increase in productivity [2,3] and could, therefore,
highly benefit from the introduction of automation and robotics. The adoption of robotic
systems has the potential to increase safety, quality, productivity, and to reduce cost in
construction processes [4–6]. During the last decades, the interest towards the development
of robotic solutions for applications in the construction sector is constantly growing and
their potential deployment is addressed in several works [5–8]. However, compared
to other sectors, the construction industry can be considered as a traditional industry
that is characterised by a lack of interest in innovation [9,10] and a clear opposition to
changes [11]. Even though the awareness of potential benefits of automation and robotics
in the construction industry is increasing, the adoption of such technologies can be judged
as slow [5].

The purpose of this study is to facilitate the comparison of advanced technological
solutions with conventional manual construction processes. For this purpose, we illustrate
how a system for decision support in the field of robotic equipment adoption can be
designed and developed. This can be achieved by performing a structured evaluation of
the impact that advanced technologies may have on safety, quality, productivity, and cost,
and by assessing the utility of their adoption compared to conventional manual processes
in an unbiased way.

Appl. Sci. 2021, 11, 11415. https://doi.org/10.3390/app112311415 https://www.mdpi.com/journal/applsci
83



Appl. Sci. 2021, 11, 11415

Current research shows that one way to support decision making in this field is the
assessment of the actual performance of robots compared to traditional work practices on
the construction site [12] and to provide adequate tools for supporting decision makers
in the choice of replacing traditional processes with automated systems [13]. However,
uncertainty and interdependencies, typical of construction operations, often hinder the def-
inition of standardised approaches for decision-making [14]. Furthermore, when facing the
decision of whether to replace conventional work methods with automated counterparts,
the evaluation of alternatives should be able to reflect both preferences and knowledge
of the users [15]. Equipment selection problems in construction can also be supported by
different approaches and methods [16], as follows. The selection of cranes can be supported
by multi-criteria decision-making methods that are able to evaluate project specific require-
ments, the characteristics of the equipment and economic factors [17,18]. Multicriteria
decision-making methods that consider both qualitative and quantitative criteria are also
employed for the selection of excavation machinery [19,20]. Construction machinery selec-
tion for infrastructure projects can be performed by using a decision support framework
that evaluates risks and costs of the available alternatives [21]. In addition, the use of Build-
ing Information Modelling (BIM) is playing an important role in the field of automation
and robotics in construction [22]. BIM is a methodology supporting the management of
information within the construction sector. The result of the BIM methodology is a BIM
model, a model that contains both geometric and semantic data of a building that can be
employed along its whole lifecycle [23]. Current research shows how such BIM models
can be integrated into robotic control systems to support the deployment of robotics in
building construction and operation [24,25].

Nowadays, only few construction robots are actually used on real construction sites
and comparisons to traditional or conventional processes are rarely available [26]. The
performance of automated systems and traditional work methods for a given project can
be assessed by showing how they perform on the level of single construction specific
criteria or variables [12,15,27]. Analyses conducted in previous studies have shown that
the key parameters considered when evaluating the utility of robotic systems compared
to conventional processes are safety, quality, productivity, and cost [26]. Results of com-
parisons prove that construction robots have the capability to increase safety [12,26,28],
productivity [12,26,28,29], and quality [12,26,29] on construction sites. Some studies prove
that robots may have a positive impact on cost [5,8], while others find that extra costs can
occur for their deployment on site [12,26]. These considerations show that the deployment
of robotic equipment on construction sites can have both benefits and drawbacks. Although
many potential benefits of construction robots are described in the above-mentioned works,
other barriers can prevent their widespread adoption in practice, such as a low propensity
towards changing existing work practices [5,11]. This conservative attitude can be changed
by involving domain experts in the definition of potential application areas and the ex-
pected impacts of construction robots. Previous studies show how experts can be engaged
in the strategic definition of high-priority applications and the evaluation of the potential
impacts of construction robots in these fields [5].

The aim of this research is to illustrate the design of a decision support system (DSS)
for robotic equipment adoption that compares conventional and robotic processes by
evaluating their utility. To achieve this aim we apply an axiomatic-design guideline [27]
that supports the design of decision-theoretic expert systems based on Bayesian decision
theory to aid equipment selection in construction. Axiomatic design is a system design
methodology that is successfully applied in engineering, business, software, and product
development [30]. Decision-theoretic expert systems allow one to assess the utility of the
available options based on evidence, preference statements and expert knowledge. The
approach is illustrated by means of exemplary use case scenarios of a research project that
aims at developing configurable collaborative modular robotic platforms targeting use
cases in construction. The use case scenarios are defined in collaboration with domain
experts of the construction group participating in the project. We choose a use case scenario
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that considers the employment of collaborative robots for semiautonomous or teleoperated
marking and spraying for the detailed description of the approach.

As a result, this research shows how a DSS in the field of robotic equipment adoption
in construction can be designed. In particular, Axiomatic design allows us to divide the
complex design process of the decision theoretic expert system into small and manageable
steps that can be easily replicated in additional use cases. The structured involvement of
domain experts in every development step increases the reliability of the DSS, fills lack of
data with expert knowledge, and can increase the acceptance of the system by the potential
users.

The remainder of this article is organised as follows: in Section 2 we introduce the
preliminaries on the materials and methods considered; in Section 3 we describe the
development of the prototype and the obtained results; in Section 4 we discuss the results;
and in Section 5 we draw the conclusions.

2. Preliminaries on Decision Theoretic Expert Systems

Systems that exhibit artificial intelligence performing intellectual demanding tasks
restricted to a specific problem domain are defined as expert systems [31]. Expert systems
that rely on probabilistic networks are called decision-theoretic expert systems. These
systems perform reasoning under uncertainty while maximizing expected utilities of
the outcomes, and give advice on the best rational decision considering evidence and
preference statements [32].

Decision networks, often referred to as influence diagrams or Bayesian decision
networks, provide a formalism for modelling and solving decision problems following the
principle of Maximum Expected Utility (MEU). Decision networks can be described as an
extension of Bayesian networks [32,33]. A Bayesian network consists of a qualitative and
a quantitative part, a Directed Acyclic Graph (DAG) with an associated joint probability
distribution. The construction of Bayesian networks involves two main steps [31]: (i) the
identification of variables and causal relations between them for establishing the DAG,
and (ii) the elicitation of the conditional probability distributions of the random variables.
By extending Bayesian networks with actions and utilities we obtain decision networks.
Decision networks consist of the following components [31–33]: (i) decision nodes represent
the problem variables and refer to the decisions or choices that are available for the decision
maker; (ii) chance nodes represent the random variables, also referred to as information
variables that may be observed to provide information for solving the problem; (iii) utility
nodes represent the utility function of an agent and assess the expected utility for available
choices or actions; and (iv) arcs denote the influences and relations between variables.

3. Development of the Prototype

We follow the axiomatic design-based guideline that is presented in Table 1. The guide-
line is based on [27] and the development steps are defined as follows: (i) identification of
the problem domain; (ii) implementation of the knowledge base including the definition
of the qualitative and quantitative part of the decision model; (iii) implementation of the
inference engine with computation of the decision that yields the MEU, and Value of
Information (VOI) analysis; and (iv) definition of the functionalities that allow the user to
interact with the system. In addition to the guideline provided, we evaluate if the system
provides reasonable output.

3.1. Problem Domain

The problem domain concerns the execution of construction tasks that can be per-
formed both with the collaborative robot to be developed within the research project or
with a conventional manual construction method. We consider the following use cases
(UCs):

• UC1: Collaborative semi-autonomous transport and delivery of material and tools.
• UC2: Supervised and collaborative drilling.
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• UC3: Supervised and collaborative cutting.
• UC4: Semi-autonomous/teleoperated marking and spraying.
• UC5: Supervised/semi-autonomous documenting.

Within the project we will measure and verify the projected benefits and impact
of developed technologies in the individual UCs through measurable Key Performance
Indicators (KPIs) mutually agreed between the project partners. The results of the analysis
of the UCs and related KPIs serve as a basis for defining the knowledge base of the DSS.

Table 1. Design guideline based on [27].

3.1 Problem domain
Use of the collaborative robot or use of the conventional construction process?

3.2 Knowledgebase 3.3 Inference Engine 3.4 User interaction
3.2.1 Qualitative part 3.3.1 MEU computation

Computation of results based on
evidence and preferences.

Definition of the variables to be
considered in the evaluation and

definition of the relations between them.

Computation and selection of the
decision that yields the MEU.

3.2.2 Quantitative part 3.3.2 VOI analysis

Definition of the numbers that are
necessary for performing the

computations.

Computation of which information
should be acquired by the user.

3.5 Evaluation
Evaluation of reasonableness of the output of the system.

3.2. Knowledgebase

Within the knowledgebase, the qualitative and the quantitative parts of the decision
network are defined. We elicit the knowledge related to the problem domain by collecting
expert knowledge and by analysing available literature that addresses the comparison of
construction robots and conventional construction processes.

The relevant literature in this field is mapped by performing a manual search of
articles and conference papers on Elsevier’s database Scopus, a peer-review database in
the field of engineering sciences. The search is limited to English articles and conference
publications in the publication period from 2011 to April 2021. The search keyword is
“construction robot*”. The screening of the abstracts and papers is performed to exclude
articles with no to low relevance to our field of study. This reduces the data to 17 highly
relevant items that are further analysed to extract the parameters that are relevant for our
field of study. Out of these 17 remaining articles, only 11 do consider the comparison
between conventional approaches and the use of robots for the execution of construction
tasks and only nine contain relevant information in the field of robotic equipment adoption
in construction processes.

This analysis allows one to define, in collaboration with domain experts, the variables
to be considered for comparing robotic processes with conventional processes within our
research. In Table 2 we provide the description of the variables to be considered in the
assessment of the available options. The variables are presented along with the KPIs of the
project, their relevance for the different domains, their consideration within the previously
introduced UCs, and the supporting literature.

3.2.1. Qualitative Part

The elicitation of the qualitative part of the decision model is based on the list of vari-
ables presented in Table 2. Initially, we define the overall qualitative model, that considers
all the UCs in which the robotic system shall be applied (Figure 1). The decision node
(illustrated as a rectangle) represents the available choices, the chance nodes (illustrated as
ovals) represent the random variables involved in the decision along with their relevance
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for the different UCs, the utility node (illustrated as a diamond) represents the utility
function, and arcs represent the causal relations between the variables.

Figure 1. Decision model for UCs 1 to 5.

Table 2. List of variables to be considered in the evaluation.

KPI Variable Relevance
UC Supporting

Literature
Description

1 2 3 4 5

1 Time

Productivity
and Cost

x x x x x [12,29,34] Process time needed to perform the task
2 Cost x x x x x [12,26,28,34–37] Average cost needed to perform the task
3 Productivity x x x x [28,29,35,36] Labour productivity

4 Material x x [36,37] Consumption of material and resources
needed to perform the task

- Coordination
time x x x x x [26] Time needed for preparing the execution of

the task

5 Accuracy Quality x x x
[12,26,28,29,35,36]

Number of errors
6 Precision x Quality of the performed work

7 Ergonomics

Safety and
Risk

x x x [12,26,37] Reduction in unfavourable body postures
during the execution of the task

8 Transports x x x Number of transport processes of heavy
materials

9 Hazards x x x [6] Time of exposure to hazards and use of
protection equipment

10 Risks x x x [36,38] Reduction in the time of ladder use and
working at heights

11 Overall risks x x x x Overall assessment of risks that can lead to
accidents

87



Appl. Sci. 2021, 11, 11415

Table 2. Cont.

KPI Variable Relevance
UC Supporting

Literature
Description

1 2 3 4 5

- Project size Project
information x x x x x [28,37] The project size can impact the decision of

whether adopting a robot or not

- BIM x x x x x [12,26]
The use of a BIM model is necessary for the
deployment of the collaborative robot that

is developed within the research project

For the sake of simplicity, and since the development process would be identical
for all UCs, in the following we describe the development process of the prototype for
UC4—marking and spraying. We define the decision model for UC4 in two steps. First, we
eliminate the variables that are not directly involved in the decision. Then, we simplify
the decision model for UC4 by combining variables. The resulting decision model for UC4
is presented in Figure 2. The final list of variables to be considered within the DSS, along
with the states that they can assume, is presented in Table 3.

Figure 2. Simplified decision model for UC4—marking and spraying.

3.2.2. Quantitative Part

The elicitation of the quantitative part of the decision model involves the definition
of the conditional probabilities, the utility function, and utilities in collaboration with
the domain experts. We propose to elicit the conditional probability tables by mapping
verbal statements of probability from “impossible” to “certain” to probabilities from 0
to 1 [31,39,40]. We defined the conditional probabilities for our use case scenario in col-
laboration with domain experts by performing educated guesses based on the expected
performance of the collaborative robot in comparison to the conventional manual process.
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Each variable has been studied singularly to associate a mutually agreed verbal statement
of probability. In Table 4 we present one of the conditional probability tables of our use
case scenario as an example. In particular, we see the conditional probabilities P(M|Q,D)
of the variable material (M), given quality (Q), and decision (D).

Table 3. Variables to be considered for UC4—marking and spraying.

Variables States of the Variables

Decision Collaborative robot Conventional
method

Ergonomics 50% increase unaltered 50% reduction
Hazards 80% reduction unaltered 80% increase

Risks 50% reduction unaltered 50% increase
Material 10% reduction unaltered 10% increase

BIM available not available
Coordination time 20% increase unaltered 10% reduction

Project size <10,000 m3 >10,000 m3

Time 20% reduction unaltered 20% increase

Safety and Risk 30% reduction in overall risk and
increase in safety unaltered 30% increase in overall risk

and reduction in safety

Quality 20% reduction in errors and 30%
reduction in variations unaltered 20% increase in errors and

30% increase in variations

Productivity and Cost 20% increase in productivity and 10%
reduction in cost unaltered 20% reduction

Table 4. Conditional probability table of coordination time P(M|Q,D).

Quality (Q) Decision (D)
Material (M)

Reduced Unaltered Increased

Increased
Conventional method 0.05 0.90 0.05

Collaborative robot 0.90 0.05 0.05

Unaltered
Conventional method 0.10 0.80 0.10

Collaborative robot 0.80 0.10 0.10

Reduced
Conventional method 0.00 0.50 0.50

Collaborative robot 0.00 0.50 0.50

Utility assessment or preference elicitation concerns the definition of the utility func-
tion, necessary for the construction of the decision-theoretic expert system [32]. We define
a utility function that allows one to capture the preferences of the users for our use case.
Our utility function is chosen as:

U = p × uP + q × uQ + s × uS (1)

The parameters p, q, and s sum to one and represent the coefficients that allow the user
to weight the utilities according to his preferences. uP, uQ, and uS represent the subjective
utilities as defined in Table 5. Subjective utilities are assigned by ordering outcomes from
worst to best [31]. We assigned utility 0 to the worst possible outcome, and utility 100 to
the best possible outcome.

Table 5. Subjective utilities outcomes, where 0 is the worst outcome and 100 the best possible
outcome.

Productivity uP Quality uQ Safety uS

Reduced 0 Reduced 0 Reduced 0
Unaltered 100 Unaltered 100 Unaltered 100
Increased 100 Increased 100 Increased 100
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3.3. Inference Engine

We use the previously defined decision model for performing the computations.
For this purpose, the model is defined and implemented by using the python wrapper
pyAgrum for the C++ aGrUM library for building and computing Bayesian networks [41]
that allows one to perform computations based on the algorithms described in [42,43]. This
implementation allows us to analyse the behaviour of the decision model and to verify if
the model provides reasonable output.

3.3.1. MEU Computation

By applying the principle of MEU, we choose the decision that yields the highest
expected utility [32]. The preferences are captured by the utility function U(s) (1) that
assigns a number to the different states (Table 5). The expected utility (EU) of a decision
(d), given evidence (e) can be calculated by averaging the utility of the different outcomes
with the probability (P) that the outcome can be achieved [32]:

EU(d |e ) = ∑
s′

P
(
Result(d) = s′

∣∣a, e
)×U

(
s′
)

(2)

decision = argmaxd EU(d|e) (3)

In Table 6 we see the results of the MEU computation when we consider different
weightings of preferences (p, q, or s). For equal weightings (p = q = s) we see that the best
rational decision is the collaborative robot (R) with a MEU of 93.24.

Table 6. Variation of results due to user interaction (R = collaborative robot, C = conventional
method).

Preferences [%] Result

Results with Evidence

VPIBIM Project Size

Not
Available

Available Small Large

p q s D MEU D MEU D MEU D MEU D MEU BIM PS
33 33 33 R 93.24 C 95.56 R 95.28 C 95.71 R 95.18 4.72 4.74
100 0 0 C 92.99 C 92.70 C 93.38 C 93.20 C 92.83 1.77 1.77
80 10 10 C 93.79 C 93.57 C 94.10 C 93.95 C 93.66 1.92 1.92
60 20 20 C 94.58 C 94.42 C 94.82 C 94.71 C 94.49 2.07 2.07
50 25 25 C 94.98 C 94.85 R 94.15 C 95.09 R 94.03 2.09 2.12
40 30 30 C 95.38 C 95.27 R 94.83 C 95.46 R 94.72 2.22 2.25
0 100 0 R 94.34 R 94.99 R 95.15 R 93.57 R 95.08 5.65 5.65

10 80 10 R 94.01 C 95.16 R 95.19 C 95.21 R 95.11 5.38 5.38
20 60 20 R 93.68 C 95.33 R 95.23 C 95.42 R 95.14 5.10 5.11
25 50 25 R 93.51 C 95.41 R 95.24 C 95.53 R 95.16 4.96 4.98
30 40 30 R 93.35 C 95.50 R 95.26 C 95.64 R 95.17 4.81 4.84
0 0 100 R 99.91 R 99.91 R 99.91 R 99.91 R 99.91 0.00 0.00

10 10 80 R 97.91 R 97.19 R 98.52 R 97.23 R 98.49 1.06 1.06
20 20 60 R 95.90 R 94.48 R 97.13 R 94.56 R 97.07 2.14 2.14
25 25 50 R 94.90 R 93.13 R 96.43 R 93.22 R 96.36 2.68 2.68
30 30 40 R 93.90 C 95.90 R 95.74 C 96.04 R 95.65 4.22 4.24

3.3.2. VOI Analysis

VOI analysis allows one to define which information-gathering activities should be
performed by the user. In our case, we calculate the Value of Perfect Information (VPI),
also called value of clairvoyance, on the variables that are uncertain [33]. If exact evidence
of variables can be obtained, VPI can be calculated as follows [32]:

VPIe
(
Ej
)
=

(
∑
k

P(Ej = ejk |e)× EU(δjk|e, Ej = ejk)

)
− EU(δ|e) (4)
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where EU(δ|e) is the Expected Utility (EU) of the current best decision δ, EU(δjk|e,Ej = ejk)
is the EU of the new best decision δ with evidence Ej that is averaged over all the possible
values ejk that we may have for Ej. As VPI can be only computed for variables that are
non-descendants of decision nodes [43], we can perform this computation for the variables
BIM and Project size (PS). The EU of the new best action with evidence can be obtained by
adding an influence arc from the uncertain variables BIM and PS to the decision node [33].
In Table 6, we see the result of the VOI computations when we consider different weightings
of preferences (p, q, or s). For equal weightings (p = q = s), we see that VPI(PS) > VPI (BIM).
This means that the best information to be acquired is the value of Project Size (PS).

3.4. User Interaction

The user can interact with the system by stating his preferences, by inserting evidence,
and by answering to the questions of the inference engine to get advice on the best rational
decision [27]. The user has the option to influence the advice through a targeted interaction
with the system. The influence of the user interactions on the system, as well as the
information that should be provided by the user, are shown in Table 6. We see how
different preference statements (p, q, or s) lead to a different advice (D) of the system, how
the advice changes if we add evidence on the chance nodes BIM and PS, and which would
be the best information to be acquired by the user.

3.5. Evaluation

To evaluate whether the system provides reasonable output, the obtained results are
analysed in collaboration with the domain experts that contributed to the development
of the DSS following an axiomatic design guideline. For the development of the knowl-
edgebase, we agreed on the qualitative and quantitative part of the decision model also
involving the domain experts. The qualitative part concerns both the definition of the
variables to be considered within the DSS and their relevance for the different use cases, as
well as the structure of the complete decision model, and the simplified decision model for
UC4—marking and spraying. The quantitative part concerns the definition of the numbers
to be used for performing the computations within the inference engine. Here, we agreed
with the domain experts on the utility function, preferences, and on the subjective utilities
that are selected so that none of the available options can penalised or preferred by the
system. Due to missing comparison values between robot and conventional method, we
defined the conditional probability tables by performing educated guesses, by combining
both experience and the expected performance of the system.

The behaviour due to user interaction is also analysed in collaboration with domain
experts. For this reason, we explained how the inference engine is constructed and how
the system is reasoning and reacting to user interventions. The changes in the system’s
advice due to the user’s intervention are shown in Table 6:

• if we consider equal weightings of preferences without adding evidence the preferred
solution is the collaborative robot. Results change if we set evidence on the chance
nodes BIM and PS. The conventional system is suggested if the BIM model is not
available or if we have a small project. The robotic system is suggested if a BIM model
is available or if we have a large project. Looking at the VPI we see that the best
information to be acquired is the project size.

• if we focus on productivity and cost, the preferred solution is mostly the conventional
system. Additionally, different settings of preferences and evidence have an impact
on the decision and on the best information to be acquired by the user.

• if we focus on quality, the preferred solution is mostly the collaborative robot. The
conventional system is mostly preferred if the BIM model is not available or if we
have a small project.

• if we focus on safety, the preferred solution is mostly the collaborative robot. Here, the
conventional manual process is suggested for only one preference setting and when
the BIM model is not available or if we have a small project.

91



Appl. Sci. 2021, 11, 11415

The evaluation of the output with domain experts has been considered satisfactory.

4. Discussion

Previous studies have shown that impact of the introduction of robotic systems on the
construction site requires a careful evaluation of their potential benefits and shortcomings
on the construction process, which is very challenging due to the lack of available perfor-
mance data of construction robots [12,26]. The lack of available data concerns both the
conventional processes, where we have a lack of standardised work processes that cause
uncertainty [14], and the processes that employ new technologies, which have not yet been
sufficiently tested in real world scenarios [26].

Within this work, this challenge is addressed by developing a decision-theoretic-
expert system that can perform rational reasoning and allows one to fill the lack of data
with expert knowledge. The application of the guideline for the design of DSS [27],
with a fixed development procedure, simplified the development process and made it
possible to involve domain experts easily in the process. The close collaboration with the
domain experts makes the underlying reasoning processes of the system more transparent
and, therefore, increases the acceptance of the DSS. The increasing adoption of BIM in
construction with the provision of digital models that contain both geometric and semantic
data can be considered as a necessary condition for the efficient deployment of construction
robots.

5. Conclusions

This work provides two contributions for decision support in the field of robotic
equipment adoption in construction processes. On the one hand, it shows the applicability
of an axiomatic design guideline for the collaborative design of DSS for robotic equipment
adoption in construction processes, and it can serve as a basis for defining a software-tool
that allows the systematic development of DSS. On the other hand, it confirms the ability
of decision-theoretic expert systems to represent construction related decision problems
in an adequate way. The adopted approach allows us to highlight both shortcomings and
advantages of the robotic systems to be developed within the research project and conven-
tional construction methods, by systematically evaluating their impacts on productivity
and cost, quality, and safety and risk. The involvement of domain experts allows us to
define a DSS that acts reasonably and to fill the gaps in the availability of data often found
in decision problems that are related to construction execution processes.

The applicability of the approach is demonstrated by means of an exemplary UC of
an ongoing EU-funded project. The conditional probabilities needed for the computations
were defined by making educated guesses based on the target performance that the collab-
orative robot should reach in comparison to the conventional manual process. The values
will be refined when tangible results of the testing activities will be available. Further, the
DSS will be extended to all UCs of the project and allow the user to choose the different
tasks that can be performed by the system.
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Abstract: Raynaud’s phenomenon (RP) is a microvessels’ disorder resulting in transient ischemia.
It can be either primary or secondary to connective tissue diseases, such as systemic sclerosis. The
differentiation between primary and secondary to systemic sclerosis is of paramount importance to set
the proper therapeutic strategy. Thus far, thermal infrared imaging has been employed to accomplish
this task by monitoring the finger temperature response to a controlled cold challenge. A completely
automated methodology based on deep convolutional neural network is here introduced with the
purpose of being able to differentiate systemic sclerosis from primary RP patients by relying uniquely
on thermal images of the hands acquired at rest. The classification performance of such a method
was compared to that of a three-dimensional convolutional neural network model implemented
to classify thermal images of the hands recorded during rewarming from a cold challenge. No
significant differences were found between the two procedures, thus ensuring the possibility to
avoid the cold challenge. Moreover, the convolutional neural network models were compared
with standard feature-based approaches and showed higher performances, thus overcoming the
limitations related to the feature extraction (e.g., biases introduced by the operator). Such automated
procedures can constitute promising tools for large scale screening of primary RP and secondary to
systemic sclerosis in clinical practice.

Keywords: deep learning; neural network; thermal imaging; Raynaud phenomenon; systemic sclerosis

1. Introduction

Raynaud’s phenomenon (RP) is a common vascular disorder consisting of recurrent,
long-lasting, and episodic vasospasm of the fingers and toes often manifesting as discol-
oration and pain [1]. RP is typically induced by cold exposure and emotional stress [2]. It
affects approximately 5–10% of the population (prevalently females) [3], with a worldwide
distribution, although its prevalence is elevated in cold climates where the risk of exposure
to low ambient temperatures is greater [4]. RP is classified as primary RP (PRP) if there is
no known underlying illness and secondary when associated with a disorder detected upon
assessment [5]. The distinction is important because prognosis, severity, and treatment can
all be affected [6]. Secondary RP can be associated with many systemic rheumatic diseases.
The most frequent association is with systemic sclerosis (SSc) [7].

SSc is a complex autoimmune connective tissue disease that is characterized by pro-
gressive generalized obliterative vasculopathy and widespread aberrant tissue fibrosis [8].
Although SSc is a heterogeneous disease, RP occurs in most patients, affecting ∼96% of
them [9]. RP is considered the most common and one of the earliest symptoms of this
disease [10]. SSc-associated RP typically has a lag period that can last several years before
additional SSc organ-specific disease manifestations emerge [10,11]. Whereas in primary or
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‘idiopathic’ RP, tissue ischemia is transient or reversible, in secondary RP persistent tissue
ischemia can occur, resulting in digital ulceration and/or gangrene [12].

Frequently in the early stages of disease there is not a clear-cut difference between PRP
and secondary PR. Indeed, many RP patients have no sign of systemic disease, although
they do present with subtle nailfold abnormalities. Conversely, the differential diagnosis
of PRP versus secondary RP is of utmost importance to allow for the earliest successful
treatment of this condition and the associated underlying disease. Since RP impacts the
finger thermoregulatory system, the evaluation of the finger thermoregulatory impairment
is crucial to distinguish between PRP and RP secondary to SSc [13]. To this aim, finger
temperature can be monitored through thermal infrared (IR) imaging technique.

Thermal IR imaging is a contactless, non-invasive technique which provides a map
of a body’s superficial temperature by measuring its emitted infrared radiation [14–16]. It
has been widely used in medicine to assess cutaneous temperature and its topographic
distribution as well as to monitor the psychophysiological state of an individual [17,18].
Considering that the skin temperature depends on local blood perfusion and thermal
tissue properties, thermal IR imaging provides important indirect information concerning
circulation and thermoregulatory functionality of the cutaneous tissue [14]. This technique
has been employed to differentiate primary from secondary RP, often by monitoring
the finger response to a controlled cold challenge [19]. Indeed, SSc, PRP, and healthy
controls (HC) show different thermal recovery to the same functional stimulation (i.e.,
cold challenge) [13]. Therefore, the differentiation among HC, SSc, and PRP was usually
performed based on statistical analysis of simple descriptors of the cutaneous temperature
recovery (e.g., lag time, time to reach a given recovery threshold) [19]. However, such an
analysis procedure involves identifying the regions of interest on the fingers from which
the statistical descriptors of the temperature recovery are computed as well as choosing the
best descriptors to use for the classification. Hence, the intervention of an expert operator
is required, thus introducing operator-dependent bias on the classification outcome.

Furthermore, since in PRP or SSc patients the blood vessels in the extremities are
over-sensitive to changes in temperature, the administration of a cold challenge can be
a very uncomfortable, and frequently painful, process. In addition, a major problem has
been the lack of a standardized protocol that regularize such a challenges’ administration
procedure. It would therefore be desirable to develop an automated classification approach
able to differentiate between PRP, SSc, and HC, thus limiting the human intervention and
without the administration of a cold stimulus.

In this perspective, machine learning approaches are valuable to minimize or avoid
the clinician’s intervention and to speed up diagnosis. Indeed, such approaches are
suitable for solving complex task and limiting human intervention. Presently, machine
learning algorithms are gaining popularity across a wide range of innovative applications,
such as smart houses [20] and autonomous vehicles [21] but also in physiological signal
classification [22,23] or to support disease diagnosis [24,25]. Machine learning approaches
can be feature-based or data-driven [26]. In the traditional feature-based machine learning
approach, features are manually selected and extracted. The difficulty with this approach
is that it is necessary to choose which features are important and, as the number of classes
to classify increases, feature extraction can become cumbersome. On the other hand,
data-driven methods provide a principled set of mathematical methods for extracting
meaningful features from data [27]. Specifically, it learns from and makes predictions
based on data. Those approaches are usually performed by employing advanced machine
learning algorithm such as a deep neural network. Indeed, a deep neural network model
exploits multiple layers of nonlinear information processing for feature extraction and
transformation as well as for pattern analysis and classification [28]. Figure 1 shows the
difference between the data driven and feature-based methods.
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Figure 1. (a) Deep Convolutional Neural Network (DCNN) pipeline, which includes the structure of the convolution
building block implemented. (b) Machine learning feature-based algorithm pipeline, which include the features extracted
for the baseline analysis.

With respect to a deep neural network, deep convolutional neural networks (DCNNs)
have become the leading architecture for most image classification tasks [29]. DCNNs make
use of kernels (also known as filters), to detect features throughout an image. A kernel is a
matrix of values, called weights [28]. They are typically composed of three types of layers:
convolution, pooling, and fully connected layers. The first two perform feature extraction,
whereas the third maps the extracted features into a final output, which is often a classifier.
DCNNs find complex relationships by minimizing a cost function (a measure of error
between the DCNN and real outputs) through the use of gradient descent approaches and
a backpropagation algorithm [30]. DCNNs have been widely used in biomedical images
analysis and they have reached excellent classification outcomes [31,32].

In this study, a novel automated DCNN classification methodology that aims to
distinguish among PRP, SSc, and HC based on patient’s hand thermal patterns measured at
rest (i.e., without the administration of a cold challenge) is presented. The performances of
the proposed classifier were compared to that of a DCNN model implemented to classify
hands thermal images of participants undergoing the cold challenge procedure (CCP).
Moreover, for both the analyses, the DCNN models’ performances were compared to
those of a feature-based machine learning approach. The comparison between different
models allowed us to investigate the capability of the DCNN classifier based on the thermal
image at rest to identify PRP, SSc, and HC with respect to approaches that require the
administration of a cold challenge and the intervention of an expert operator.

2. Materials and Methods

2.1. Paticipants

The experimental session involved 36 participants: 13 healthy, 11 PRP, and 12 SSc par-
ticipants (Table 1). Participation was strictly voluntary. Before the start of the experimental
trials, the participants were adequately informed about the purpose and protocol of the
study. All participants signed an informed consent form, which outlined the methods and
the purposes of the experimentation in accordance with the Declaration of Helsinki [33].
The study was approved by the Institutional Review Board and Local Ethical Committee
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of the School of Medicine of the University of Chieti-Pescara (protocol code AC052514
12/07/2016).

Table 1. Physical characteristics of the participants.

Group
Sex

(Female/Male)
Age (Avg ± std,

Years)
Body Mass (Avg
± std, Kg)

Physically
Active (%)

HC 7/6 48.5 ± 11.1 61.8 ± 5.9 42%
PRP 5/6 52.2 ± 10.3 64.5 ± 5.5 38%
SSc 5/7 50.8 ± 11.6 62.3 ± 6.2 35%

SSc patients were recruited from voluntary patients attending the Dermatologic Clinic
of the University G. d’Annunzio, Chieti, Italy from December 2016 to February 2017. All
the patients fulfilled the ACR-EULAR Collaborative Initiative Criteria for scleroderma [34].
PRP patients were recruited from the Capillaroscopy outpatients service of the Dermato-
logic Clinic of the University G. d’Annunzio, Chieti, Italy from December 2016 to February
2017. Healthy individuals were recruited from parents of dermatologic oncology pa-
tients attending the outpatients service of the Dermatologic Clinic of the University G.
d’Annunzio, Chieti, Italy from December 2016 to February 2017. All healthy individuals
did not disclose any history of vascular disease or present with any type of vascular disease
or vasoactive drug.

PRP and SSc patients were a priori classified according to the criteria and the methods
established in 2001 by the American College of Rheumatology [35,36]. All the patients
received continuative vasodilator therapy for RP (Pentoxyfillin, calcium channel blockers)
which was not discontinued for the purposes of the study. PRP and SSc patients’ exclusion
criteria were a history of bronchial asthma; renal or hepatic failure; hypotension; moderate
or severe arterial hypertension; history of drug or alcohol abuse, smoking, gout, gastric
ulcers, or cerebral or cardiac ischemic disease; and sympathectomy of the upper limb
performed within 12 months of the beginning of the study. HC exclusion criteria were
cigarette smoking; cardiovascular, or neurovascular disorders; hypertension; any overt
dermatological or immunological disease; all types of therapeutic treatment; and history
of drug or alcohol abuse. Moreover, participants were requested to refrain from vigorous
exercise, caffeine, and alcohol for 4 hours prior to the assessment.

2.2. Procedure

Upon arrival, each participant was left in the experimental room for 15 min [37] to
allow participants to achieve proper acclimatization to the room environmental condi-
tions and the baseline skin temperature to stabilize. The recording room was set at a
standardized temperature (23 ± 0.5 ◦C) and humidity (55%) by a thermostat according to
the International Academy of Thermology guidelines [38]. Participants sat comfortably
on a chair during acclimatization and measurement periods. The experimental paradigm
consisted of the IR-images recording of the dorsal aspect of both hands, before and after
the administration of a cold challenge. The first ones were necessary to obtain the baseline
of the fingers’ temperature and the remaining ones were useful to monitor the temperature
recovery. The participant’s hands were placed on a non-reflective, black surface, where the
hands shape was drawn to maintain the same position before and after the cold stimulus.
The cold challenge was administered by immersing the hands (protected from getting wet
by thin, disposable latex gloves) for 2 min in a 3 L water bath maintained at 10 ◦C. After
the cold challenge, the gloves were removed, and the hands were returned to their original
position on the non-reflective surface. Each recording session lasted 23 min including
both baseline (3 min), recovery phases (20 min), beside the time needed for the cold stress
(2 min) that was not recorded. The images were acquired every 30 s.
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2.3. Data Acquisition

A FLIR SC3000 digital thermal camera was used in the experiment. It is characterized
by a Focal Plane Array of 320 × 240 Quantum Well Infrared Photodetectors, sensitive to
the thermal radiation in the 8–9 μm band. The temperature sensitivity/noise equivalent
temperature difference of the thermal camera is 0.02 K. The thermal camera was blackbody-
calibrated to factory specifications by means of periodic calibration performed by the
Quality Management Systems of FLIR, which is certified to comply with ISO 9001:2008.
The process of blackbody calibration is described in [37]. Such a process is useful to remove
noise-effects related to the sensor drift/shift dynamics and optical artefacts. In accordance
to literature [39], cutaneous emissivity was considered as ε ≈ 0.98. The thermal camera
was placed 1.5 m distant from the hands’ dorsum and it was placed perpendicular to the
analyzed region [40].

The thermal images acquired were used to feed the DCNN models. In detail, the
thermal image corresponding to the central part of the baseline period was chosen as
representative of the resting condition for each participant. The whole CCP including
the rewarming condition was instead represented by a sub-sample of thermal images
constituted by extracting an image every three minutes.

2.4. Data Analysis

The data were analyzed considering the two conditions: thermal data acquired before
the cold challenge (i.e., baseline data or hands’ thermal images at rest) and data related to
the whole CCP (i.e., baseline and recovery data). For each of the two conditions, a DCNN
and a feature-based model such as the support vector classifier (SVC) were implemented
to classify PRP, SSc, and Healthy participants. The performances of all the models were
compared employing the McNemar–Bowker test. Figure 1 shows the DCNN and SVC
processing pipeline implemented for the baseline analysis.

Concerning the feature-based approach for each finger of both hands, baseline and
rewarming curves were obtained by averaging the temperature of the pixels within a
specific region of interest. The regions of interest were identified as the nail-bed regions [19]
(Figure 2). Displacement between images were corrected manually using anatomical
landmarks based on the fingers profile [19].

Figure 2. Raw thermal IR image of a representative healthy participant within the dataset. Black
circles represent the regions of interest manually selected.

2.4.1. Baseline Analysis
DCNN Model

The IR images of the dorsum of both participants’ hands during the baseline condition
were used as the input of the DCNN model implemented to differentiate PRP from SSc
and HC. The DCNN model was developed according to the following processing steps:
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• Input images preprocess. Firstly, the IR images were down sampled from 320 × 240
to 80 × 107 pixels and normalized by subtracting the average value of the entire set of
images. A Principal Components Analysis was then adopted to reduce the number of
spatial features while keeping the information characterizing the object to be analyzed.
The number of components kept was 20 with a cumulative explained variance ratio
of 0.95.

• Model architecture design. The DCNN structure employed in this work was heuris-
tically chosen in similarity with previously reported DCNN structures on biological
images or signals classification [41]. The DCNN was composed of 3 convolutional
layers, 3 pooling layers, and 1 fully connected prior to the output layer. The first
convolutional layer consisted in 32 filters (size 5 × 5) applied to the input images
to obtain 32 feature maps of the images. The other 2 convolutional layer were both
composed of 10 filters (size 5 × 5). The activation function employed in all the
3 convolutional layers to add nonlinearity to the network, were the Rectified Linear
Unit (ReLU) function. Then, as pooling layer (or down-sampling layer) a MaxPooling
were chosen, where the largest element from the rectified feature map was retained.
A filter size of 3 × 3, 3 × 4 and 2 × 2 for the 3 MaxPooling layers, respectively, was
implemented to reduce the dimensionality of each feature to 1 after the 3 convolutional
layers and before the fully connected layer. The fully connected layer consisted in
20 neurons employed to summarize information and compute the class score. Lastly,
a softamx function was used in the output layer, which outputs a probability value
from 0 to 1 for each of the 3 classification classes (PRP, SSc, and healthy). All the biases
of the DCNN were initialized to a small constant, i.e., 0.1, whereas the weights were
initialized in a pseudo-random manner employing a truncated normal distribution
(standard deviation = 0.1). The DCNN architecture is shown in Figure 1a.

• Model optimization. The model optimization was primarily focused on how to
reduce overfitting. Indeed, developing a DCNN model with a small sample size
inevitably involves high risk of overfitting. A technique used to address overfitting is
regularization [42]. In this study, a Ridge Regression (L2 regularization) was imple-
mented by adding the sum of the squared values of the model coefficient (weights) as
a penalty term to the loss function. The loss function employed in this study was the
categorical cross-entropy, therefore after performing the regularization technique it
resulted in the following Equation:

Lossr = −∑ yk log ŷk +
λ

2 ∑ ωi
2 (1)

where ŷk is the kth scalar value of the model output, yk is the corresponding target
value, and the constant λ times the sum of the squared weight (ω) values is the
regularization term. The λ value was set to 0.01. This was intended to reduce model
complexity and make the model less prone to overfitting. In addition, instead of
using a fixed learning rate hyperparameter for the presented model, which could lead
the model to converge too quickly to a suboptimal solution, a tunable learning rate
over the training process was implemented. In detail, a function was implemented to
reduce learning rate by a factor of 0.1 once learning stop improving during at least
10 epochs.

• Model evaluation. To evaluate the model performance, a categorical cross-entropy
was employed, which is suitable for multiclass classification task. The optimization
procedure was iterated for 100 epochs with a batch size of 6 samples. To address
the model generalization performance, a leave-one-out cross-validation procedure
was performed [43]. The metrics used for evaluating the model was the accuracy,
sensitivity, and specificity. Accuracy represents the percentage of correct predictions
out of the total number of test samples. Sensitivity is the proportion of predicted
true positives out of all patients with the disease, whereas specificity represent the
percentage of the predicted true negatives out of all participants who do not have the
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disease [44]. Those metrics were performed by counting the number of correct DCNN
predictors after an argmax evaluation of the DCNN output vector, averaged among
the plateau iterations. This procedure was conducted following the leave one-out
cross-validation. The overall sensitivity and specificity of the classifier were obtained
by averaging the sensitivity and specificity of each class, respectively.

The described DCNN model was implemented in Python using Keras API with
TensorFlow backend. For model evaluation, the scikit learn library was utilized. Figure 3
shows an example of the input images, respectively, for HC, SSc, and PRP participants, and
the related feature maps resulting as output from the first two convolutional layers.

Figure 3. Deep Convolutional Neural Network (DCNN) feature maps. (a) Input image of a representative healthy participant
within the dataset together with the features map resulting from the first two convolutional layers (s.u. = standardized
units). (b) Input image of a representative systemic sclerosis (SSc) participant within the dataset and the features map
resulting from the first two convolutional layers. (c) Input image of a representative primary Raynaud’s phenomenon (PRP)
participant within the dataset and the features map resulting from the first two convolutional layers. The images’ axes units
represent the images’ pixels number.

Feature-Based Analysis

A feature extraction algorithm was then implemented to extract features of interest
from the same IR-images of the baseline condition. In detail, a region of interest present on
each fingers’ nail bed was manually selected. For each region of interest, the temperature
average value was extracted. Region of interests are shown in Figure 2. The extracted
temperature data were then normalized by subtracting the average value of the entire
dataset. In addition, for each participant, features related to the 10 fingers normalized
temperature distribution were estimated. These features were: the standard deviation
(STD), kurtosis, skewness, range (i.e., the difference between the largest and smallest values
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of the distribution), and the inter-quartile range (i.e., the difference between the third and
first quartile). Figure 4 shows the group mean and standard deviation of the 10 fingers’
temperature average value, and of all the other features z-score normalized.

Figure 4. Group average values and the related standard deviation of each feature z-score normalized.
The measurement units reported on the y-axis are the standardize units since the features shown are
z-score normalized.

As a machine learning approach, the SVC was implemented. Specifically, the SVC
was computed using radial basis function (RBF) as a kernel function (non-linear). Such a
function has the following formula for two vectors u and v:

RBF (u, v) = exp(−γ ‖u−v‖2) (2)

where γ is a hyperparameter used as similarity measure between two data point. For the
purpose of our study γ was set as follows:

γ = 1/(number of features = 15) (3)

whereas the regularization hyperparameter C was set to 5. The SVC generalization ca-
pabilities were assessed through cross-validation. The same cross-validation procedure
employed for the DCNN model were utilized. The metrics employed to be evaluated were
the accuracy, sensitivity, and specificity. The z-score normalized features constituted the
SVC inputs.

2.4.2. CCP Analysis
3-Dimensional DCNN

A 3-dimensional DCNN (3D-DCNN) model was implemented to classify the thermal
images recorded during the whole CCP (i.e., baseline and recovery conditions) in the three
classes (HC, SSc, and PRP). Due to the high computational load and the time required to
analyze all the images of the recorded IR video (one every 30 s for 20 min, 40 images in
total), a representative sample was considered for the successive analyses. This sample was
composed of IR-images extracted every three minutes. The baseline image was also added
to the set of images to better describe the rewarming phenomenon and in accordance with
previous studies [13,19].
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The 3D-DCNN differs from the 2D in the convolutional filter type. Indeed, it applies a
three-dimensional filter to the dataset and the filter moves in three-directions (x, y, z) to
calculate the low-level feature representations. Their output shape is a three-dimensional
volume space. Architectures with volumetric (i.e., spatially 3D) convolutions have been
successfully used in video analysis or 3D medical images [45,46]. In this case, time acts as
the third dimension [47].

The 3D-DCNN model was implemented following the same processing step used
to develop the DCNN model (Section 2.4.1). The batch of input images underwent the
same preprocessing procedure as described in Section 2.4.1, whereas the model architec-
ture design slightly changed. The number of 3D-filters in the three convolutional layers
remained the same, whereas the filter sizes were, respectively, 5 × 5 × 4, 3 × 3 × 2, 3 ×
4 × 3, and the three MaxPooling, respectively, 3 × 3 × 1, 3 × 3 × 1, 3 × 4 × 2. In this
way the dimensionality of each feature was reduced to 1 before the fully connected layer.
Finally, the model optimization and evaluation were conducted as previously described.
The features map resulting as output from the first 2 convolutional layers together with
the batch of input images, respectively for HC, SSc, and PRP participants are shown in
Figure 5.

(a)

(b)

(c)

Figure 5. 3-Dimensional Deep Convolutional Neural Network (3D-DCNN) feature maps. (a) Batch of input images
representative of the cold challenges procedure (CCP) data of a healthy participant randomly chosen, together with the
features map resulting from the first two 3D-convolutional layers. (b) Batch of input images of a systemic sclerosis (SSc)
participant randomly chosen, and the related features map resulting from the first two 3D-convolutional layers. (c) Batch
of input images of a primary Raynaud’s phenomenon (PRP) participant randomly chosen, and the related features map
resulting from the first two 3D-convolutional layers.
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Feature-Based Analysis

The feature-based analysis on the CCP data was performed by extracting features
of interest from the fingers’ temperature trend. Such a trend was obtained by averaging
the temperatures of the selected regions of interest (see Figure 2) throughout the experi-
ment. The temperature time courses of each finger of a representative HC, SSc, and PRP
participant are shown in Figure 6.

Figure 6. Time courses of the 10 fingers’ thermal recovery after the cold challenge in healthy control (HC), systemic sclerosis
(SSc), and primary Raynaud’s phenomenon (PRP) representative participants.

The extracted temperature data were then normalized by subtracting the average
value of the entire dataset. The features identified to characterize the dynamic response of
the finger’s temperature to the cold challenge were the following:

1. Delay time: the time required for the finger’s temperature after the cold challenge
to reach 50% of its final value (i.e., the recovery temperature after 20 min from the
cold stress).

2. Rise time: the time required for the finger’s temperature to rise from 10% to 90% of its
final value.

3. Recovery time: time required for the finger’s temperature to reach the 68% of the
difference value between the baseline temperature and the temperature soon after the
cold challenge.

4. Steady state error: the difference between the baseline temperature value and the
final recovery temperature value.

5. Delta: difference between the finger’s temperature on its final recovery point and the
temperature soon after the stimulus.

These five features were collected from each of the participants’ fingers, for a total
of 50 features per participant. Indeed, these features are commonly used in literature to
describe the fingers’ recovery phase from a cold stimulus [13,19,48] in PR patients. The
group mean of all the features averaged among fingers and the related standard deviation
are reported in Figure 7. These features were z-score normalized and used as input to
the SVC, which was preformed to classify HC, SSc, and PRP participants. The SVC was
implemented using RBF as a kernel function with γ = 1/50, and the same hyperparameters
were employed for the baseline classification.
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Figure 7. Group average values and the related standard deviation of each feature (z-score normal-
ized) employed for the cold challenge procedure (CCP) analysis. The measurement units are reported
as standardized units since the features shown are z-score normalized.

3. Results

3.1. Baseline Results

The DCNN average accuracy and the related standard error are reported in Figure 8 as
a function of the training epoch for training and the testing set, respectively. No overfitting
effect (decrease of the accuracy at increasing epoch) is visible in the testing set, proving
the efficacy of the employed procedure. The DCNN accuracy in the test sample reached a
plateau value of 0.84 ± 0.05 and a maximum value of 0.91 ± 0.04.

Figure 8. DCNN average (and related standard error) cross-validated accuracy as a function of the
training epoch for the training and the testing set, respectively.

With respect to the feature-based analysis, performed by using the SVC, an accuracy of
0.77 was obtained. The sensitivity and specificity values for each of the 3 classes analyzed
are shown in Table 2.
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Table 2. Sensitivity and specificity of DCNN and SVC models on HC, SSc, and PRP participants’
classification.

DCNN SVC

Classes Sensitivity Specificity Sensitivity Specificity

HC 0.84 0.91 0.84 0.83
SSc 0.75 0.87 0.67 0.90
PRP 0.90 0.96 0.81 0.92

3.2. CCP Results

The accuracy trend of the 3D-DCNN model as a function of training epochs for
training and test set is reported in Figure 9. The model did not show any overfitting effect.
The plateau value of the average accuracy was reached at 0.88 ± 0.05.

Figure 9. 3D-DCNN average (and related standard error) cross-validated accuracy as a function of
the training epoch for the training and the testing set, respectively.

The SVC accuracy achieved a value of 0.83. The sensitivity and specificity for each
of the three classes analyzed are reported in Table 3 for both the 3D-DCNN and SVC
classifiers.

Table 3. Sensitivity and specificity of 3D-DCNN and SVC models on HC, SSc, and PRP participants’
classification.

3D-DCNN SVC

Classes Sensitivity Specificity Sensitivity Specificity

HC 0.92 0.91 1 0.95
SSc 0.83 0.92 0.58 0.91
PRP 0.90 1 0.81 0.84

3.3. Baseline vs. CCP Results

To test the statistical significance of the differences in the classifier performances, a
McNemar–Bowker test was performed on the classifiers’ prediction outcome [49]. Indeed,
whereas McNemar’s test requires that there are only two possible categories for each
classification outcome to be tested, in the McNemar–Bowker test the outcome analyzed
can be classified in more than two classes. No statistical difference was found between
the classifiers’ performance in the two experimental procedures (i.e., baseline vs. CCP). In
detail, both comparisons between the DCNN and the 3D-DCNN performance and between
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the baseline SVC and the CCP SVC performance were found not significant (B = 2, df = 3,
p = n.s. and B = 0.8, df = 3, p = n.s, respectively).

Within the procedures, the difference between the performances of the machine
learning approaches employed were also tested and no statistically significant difference
was reported. In detail, both comparisons between the DCNN and the SVC performance in
the baseline condition (B = 0.6, df = 3, p = n.s.) and between the 3D-DCNN and the SVC in
CCP (B = 2.7, df = 3, p = n.s.) were not significant. The overall performance metrics of both
classifiers in both procedures are shown in Table 4.

Table 4. Overall accuracy, sensitivity, and specificity of DCNN and SVC models on baseline im-
ages classification, and of 3D-DCNN and SVC model in classification of the CCP images. Best
performances are shown in bold.

Baseline CCP

Metrics DCNN SVC 3D-DCNN SVC

Accuracy 0.84 0.77 0.88 0.83
Sensitivity 0.83 + 0.08 0.77 + 0,09 0.88 + 0.04 0.80 + 0.20
Specificity 0.91 + 0.04 0.88 + 0.05 0.94 + 0.05 0.90 + 0.06

4. Discussion

RP is associated with characteristic abnormalities in the function and morphology of
the vasculature, which can result in irreversible digital ischemia. Although RP is usually
idiopathic (PRP), it can occur as part of an underlying disorder such as in SSc. The condition
of vasoconstriction of PRP or SSc require different clinical treatments. It is therefore
important to develop reliable methods able to differentiate between a PRP patient and
an RP secondary to SSc patient with high specificity. To this end, thermal IR imaging has
been widely used as a support to clinical diagnosis. However, the thermographic protocols
often incorporate some form of a temperature challenge, usually cold, and need to be
performed by an experienced operator. In this study, a completely automated methodology
was developed to differentiate SSc from PRP patients by relying uniquely on IR images of
the hands acquired at rest. The outcome of such an automated procedure was compared
to those obtained with procedures involving the cold challenge and manual selection
of the features. No statistically significant differences were found in the comparison,
thus favoring the automated procedure performed at basal condition. The differences
found between the classes of participants, and the procedures adopted are detailed in the
following subsections.

4.1. Thermoregulatory Difference between Classes

Thermoregulation is a complex mechanism that is mostly regulated by the autonomic
nervous system. Specifically, sympathetic cholinergic nerves mediate the cutaneous va-
sodilation in response to whole-body heating, whereas noradrenergic nerves are involved
in the cutaneous vasoconstriction during whole-body cooling [50]. Concerning localized
stimuli, skin warming induces cutaneous vascular responses due to temperature-sensitive
afferent neurons and nitric oxide, whereas local cutaneous vasoconstriction in response
to direct cooling of the skin is due to sensory and sympathetic noradrenergic nerves and
non-neural mechanisms [50]. The thermal responses of an HC, PRP, and SSc participant’s
hands to a cold challenge are shown in Figure 6.

PRP is associated with abnormal responses to the environmental temperature and
activity (i.e., vasospasm) related to vessels’ diseases [51]. Typically, PRP produces sym-
metrical ischemia lasting 15–20 min, involving both hands with a more sensitive finger.
Patients with PRP usually exhibit mild episodes that do not hamper daily activities and
generally improve with aging [52,53], whereas SSc patients are affected by intense and
frequent ischemic events, associated with ulcers in 25–39% of cases [54,55].
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SSc’s vascular reactivity and occlusive disease are related to a complex interaction
between endothelial cells, smooth muscle cells, the extracellular matrix, and intravascular
circulating factors [51]. The impairment of the endothelium induces overproduction of
the vasoconstrictor endothelin-1 and underproduction of the vasodilator nitric oxide and
prostacyclin. The diminished production of vasodilatory neuropeptides together with
an over-regulation of the vascular smooth muscle adrenoreceptor (α2c-AR), leads to an
abnormal vasoconstrictive response to stress or cold stimuli. Moreover, severe vasospasms
induce repeated episodes of vasoconstriction, provoking occlusion of the microcirculation
and injuries [56].

The findings of the present study further confirm the capability of thermal IR imaging
to provide information regarding the physiology of the superficial blood circulation [57].
Moreover, the good classification performance obtained using images acquired at rest
demonstrated that the vascular impairment associated to RP and SSc generated peculiar
superficial temperature distribution of the hands even in the absence of an ongoing bout of
the disease.

4.2. Comparisons with Previous Studies and Discussion on Machine Learning Results

Several research studies focused on the development of reliable methods able to differ-
entiate between PRP patients and RP secondary to SSc patients with high specificity. Since
changes in temperature pattern of the finger and toes are a clinical manifestation of RP, the
evaluation of the finger thermoregulatory impairment is essential to detect the presence of
the disease and to differentiate the two forms of this disorder. To this end, thermal IR imag-
ing has been widely used as a support to clinical diagnosis. However, the thermographic
protocols often incorporate some form of temperature challenge, usually cold, and need
to be performed by an experienced operator. For instance, de Campos et al. employed
thermal IR imaging together with cold stress procedure to classify RP patients [58]. The
authors used a linear discriminant analysis as a classification method. The best result
obtained on the classification of RP, in primary and secondary reached an accuracy of
0.80. Ismail et al., performed RP classification through the use of thermal IR imaging
and cold challenge procedure [19]. The overall classification outcome of 0.87 of correctly
classified participants was achieved by employing a multiple logistic regression algorithm
followed by a receiver operating characteristic curve analysis. Moreover, studies such as
Viana et al., demonstrated a statistically significant difference between the thermal IR time
course of RP patients versus healthy ones during the recovery from a cold challenge [59].
Similar results were obtained in [2,60]. Recent studies explored the possibility to classify
RP patients based on their hands’ temperature in baseline condition [61,62]. Horikoshi
et al. demonstrated that the baseline nail fold temperature was significantly lower in RP
patients than in controls [48]. Martini et al., proved that at baseline, higher temperatures
at the distal interphalangeal joint and lower temperatures at metacarpophalangeal joints
were observed in PRP compared to the secondary RP [61]. A considerable step forward
would be the implementation of a completely automated procedure to avoid the use of a
cold challenge and limit human intervention. To these aims, an automated data-driven
DCNNs classifier that allows differentiation among PRP, SSc, and HC based on their hands’
baseline IR image is presented in this study. The classifier’s performance was compared to
those of a feature-based approach. In addition, the DCNN model for IR images at rest was
compared to a 3D-DCNN model fed with the hands’ IR images acquired during the whole
CCP. Each implemented model was cross-checked for performances evaluation.

Regarding the basal condition, the DCNN implemented was able to classify PRP,
SSc, and HC with a high degree of accuracy, i.e., an overall accuracy of 0.84, an overall
sensitivity of 0.83, and specificity of 0.91. On the other hand, the feature-based approaches
achieved an overall accuracy of 0.77, sensitivity of 0.77, and specificity of 0.88. With respect
to the CCP, the 3D-DCNN model was able to classify PRP, SSc, and HC with an overall
accuracy of 0.88, sensitivity of 0.88, and specificity of 0.94, whereas the SVC delivered
a classification with an overall accuracy of 0.83, a sensitivity of 0.80, and specificity of

108



Appl. Sci. 2021, 11, 3614

0.90. An investigatory analysis of the feature maps resulting from the convolutional layers
(Figures 3 and 5) permits an insight on the feature extraction process performed by the
DCNN and 3D-DCNN models. Both models seem to focus on the difference among fingers
and dorsum temperature highlighting those fingers where the difference is smaller to
differentiate between HC, SSc, and PRP participants.

Although the accuracy of the classification performed on the IR imaging recorded
during CCP was better than the accuracy achieved by classifying baseline IR images only,
the differences were not statistically significant. This result highlights the importance of the
baseline temperature as a stable physiological variable that might provide insight into the
etiology of RP. Most importantly, it provides a valid, pioneering solution for differentiating
PRP, SSc, and HC with performance comparable to those reported in literature but in a
completely automated way and without requiring the administration of a cold challenge.

With respect to the machine learning algorithms used in this study, even though no
significant difference was found between DCNN and SVC accuracy, DCNN provided
better performance and was much more agile. Indeed, manually identifying and extracting
features can be time consuming as well as being influenced by human errors. Moreover,
the use of the DCNN model for baseline IR images classification would avoid the need
for a standardized protocol, as it would only require the acquisition of a single IR image
during rest condition.

4.3. Study’s Limitations and Future Directions

Finally, it is worth mentioning that despite the very promising results, the low sample
size can be considered a limitation of the study. In fact, the classification outcome, might
increase its performance with a larger study sample, relying it on a multivariate analysis
approach. Although the sample size of the study could be considered rather small, the clas-
sification was performed implementing a leave-one-out cross-validation procedure, thus
basically evaluating the out-of-sample performance. Hence, the results obtained are indeed
generalizable. Increasing the sample numerosity may produce a further improvement of
the classifier’s performance by decreasing a possible in-sample overfitting issue. Moreover,
a larger sample size will allow analyzing the effect of gender and age on the classification
performance. Indeed, such factors affect the skin vasoconstriction /vasodilation capacity.
Therefore, a future purpose is to validate the technique on a larger sample of participants.
Furthermore, the recent introduction of low-cost IR cameras can increase the availability of
thermal IR imaging. Considerations on the use of such low-cost thermal technology for
RP patients classification are already addressed in the literature [62,63]. In addition, the
introduction of such an automated procedure based on the recording of a single IR image
of the hands at rest, will possibly overcome the implementation difficulties referred to by
Maverakis et al. [64]. Besides, it is likely that thermography may become more widely
used given the increased accessibility of the equipment. Both these aspects could pave the
way toward the application of the proposed model in everyday clinical practice. However,
in this perspective, it is worth noticing that during thermal imaging measurements, the
environmental conditions must be controlled and standardized as much as possible to
minimize physiological variability.

5. Conclusions

In this study, an innovative automatic procedure to differentiate PRP from SSc and
HC based on machine learning algorithms and IR images of the hands was presented.
Different classification procedures were compared, involving the use or not of a cold
challenge and the manual or automated features selection. The results revealed that the
use of a cold challenge did not statistically improve the classification accuracy and that
an automated feature selection approach performed better than the manual ones. Indeed,
this study demonstrated that, by employing a DCNN model and IR images of the hands
in basal condition, it is possible to achieve high level of accuracy and specificity in the
differentiation among PRP, SSc, and HC. This approach allowed for overcoming issues
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related to the administration of a cold stimulus to the patients, as well as to avoid biases
in the classification introduced by the operator, thus representing a great improvement
with respect to the standard procedure. However, due to the limited sample size, this
study is intended to provide evidence of the feasibility of such an automated approach.
Further studies are needed to corroborate the results on a large-scale population. Although
in literature it is reported that thermographic examinations are useful for differentiating
secondary RP, such as SSc, from PRP, to the best of our knowledge this is the first study
employing such an automated approach for this task. Finally, the implemented model,
together with the recent introduction of low-cost thermal systems, can provide a new,
quick, automated, and accurate classification method suitable for everyday clinical practice
environment.
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Featured Application: The outcomes of this work can represent a turning point toward a more

and more inclusive university environment for dyslexic students, at the same time showing the

full potential of artificial intelligence and virtual reality in dealing with issues related to education.

Abstract: Specific learning disorders affect a significant portion of the population. A total of 80% of
its instances are dyslexia, which causes significant difficulties in learning skills related to reading,
memorizing and the exposition of concepts. Whereas great efforts have been made to diagnose
dyslexia and to mitigate its effects at primary and secondary school, little has been done at the
university level. This has resulted in a sensibly high rate of abandonment or even of failures to enroll.
The VRAIlexia project was created to face this problem by creating and popularizing an innovative
method of teaching that is inclusive for dyslexic students. The core of the project is BESPECIAL, a
software platform based on artificial intelligence and virtual reality that is capable of understanding
the main issues experienced by dyslexic students and to provide them with ad hoc digital support
methodologies in order to ease the difficulties they face in their academic studies. The aim of this
paper is to present the conceptual design of BESPECIAL, highlighting the role of each module that
composes it and the potential of the whole platform to fulfil the aims of VRAIlexia. Preliminary
results obtained from a sample of about 700 dyslexic students are also reported, which clearly show
the main issues and needs that dyslexic students experience and these will be used as guidelines for
the final implementation of BESPECIAL.

Keywords: specific learning disorders; dyslexia; artificial intelligence; virtual reality; adaptive
learning; inclusive teaching

1. Introduction

According to the classification of the World Health Organization (WHO) [1], specific
learning disorders (SLDs) are neurodevelopmental disorders characterized by significant
and persistent difficulties in learning skills, which may include reading, writing and per-
forming calculations. This leads to an incomplete automation of such processes, which
is likely to affect scholarly and academic life significantly and even generate forms of
psychological distress, especially when the problem is not detected early enough [2,3]. Nev-
ertheless, following the work of [1], SLDs can be grouped into four categories, depending
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on the impaired learning skills: dyslexia, which affects skills related to reading; dysgraphia,
which affects skills related to writing; dyscalculia, which affects skills related to arithmetic;
and a fourth group including all those disorders that affect other skills. Among them,
dyslexia is absolutely the most common [4]. The difficulties associated with it involve not
only word reading accuracy and reading fluency but also, as a consequence, comprehen-
sion, memorization, concepts exposition [1] and the ability to take notes, compose text and
organize the study activity [5]. It is straightforward to understand that the learning process
of a dyslexic student is very likely to be compromised.

Over the years, a lot has been done to diagnose dyslexia. Diagnosis has usually relied
on some specific tests that aim to quantify reading difficulties, jointly with clinical tools that
measure cognitive abilities. Dyslexia is diagnosed for reading performances that, in terms
of speed and accuracy, are below the fifth percentile or below two standard deviations with
respect to the mean, in the presence of normal cognitive abilities. The focus of such tests
has been especially on primary school students. In the past few years, however, tools that
are also targeted to secondary school and university students have been created, including
the LSC-SUA test [6] and the Adult Dyslexia Battery (BDA) [7]. Classical and widely used
diagnostic tests consist of reading aloud meaningful and meaningless words. More novel
approaches, however, are based on silent reading, fused passages (namely, reporting when
spaces between words are missing) and dys-words (namely, reading words that contain
numerous spelling errors but are still recognizable as if they were spelled correctly) [6].

The advent and the wide spread of information technology (IT) has also positively im-
pacted the problem of dyslexia diagnosis and novel and interesting approaches exploiting
digital technologies have been proposed. These can be broadly grouped into two cate-
gories [8]: The first one comprises those approaches based on neurological data analysis,
which aim at spotting the differences in brain anatomy, organization and functioning that
correlate with the presence of the typical symptoms caused by dyslexia [9,10] by employing
modern screening techniques and novel algorithms to enhance their output. Significant ev-
idence of anomalies in dyslexic people’s cerebral morphology and operative processes has
been found through the analysis of 3D scans of the brain obtained with magnetic resonance
imaging (MRI) [11–15] and functional magnetic resonance imaging (fMRI) [16–19], respec-
tively. In addition, different behaviors between dyslexic and non-dyslexic subjects have
been observed in the frequency [20], entropy [21] and spatial activation patterns [22,23] of
electroencephalogram (EEG), a widely used technique to assess human concentration [24].
Interesting results have also been obtained with the tracking of the movements of the
eye during the act of reading (easily and cheaply performable at the state-of-the art level
thanks to the progress in the design and production of eye-trackers [25] and tracking
techniques [26–28]), which have demonstrated that the saccades of the readers differ in
number and amplitude, depending on if they have dyslexia or not [29–32]. The second cat-
egory consists of those approaches that revise and improve classical testing methodologies,
using the potential offered by IT. These, in turn, can be divided into three groups, on the
basis of the aspects they aim at improving: administration of the tests, choice of the most
predictive ones and analysis of the results. The first group is focused on presenting the
most consolidated tests for dyslexia diagnosis by means of platforms or digital tools that
allow the facilitation and speeding up of the collection of the necessary data [33–36]. These
platforms/tools can also provide specialists with real-time information and help them
monitor the specific objectives step by step, in order to constantly provide the chance to
compare results and revise previous evaluations, increasing the probability of a correct final
diagnosis [33]. In addition, their capability to gather and store data can also be exploited
for research purposes [35]. This kind of approach is particularly useful for the assessment
of dyslexia during childhood, since it allows the administration of tests as a set of serious
games that are appealing to the children and hide the sensation of being under evalua-
tion [33–35]. In light of its peculiar features, virtual reality (VR) has proven to be a powerful
tool to achieve this goal and, in fact, its use in this area is increasing [36,37]. VR also pro-
vides a control environment that submerges the user in a controlled but relaxed structure,
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making it possible to carry out screening tests and decreasing emotional distress [38]. The
second group aims at selecting the best tests among the available ones [39,40]. To do this,
fuzzy logic, artificial intelligence (AI) and genetic algorithms are generally employed to
reach a more significant joint interpretation of the scores of the typical dyslexia screening
tasks [39] and to exclude the less predictive ones [40]. The third group is instead focused on
jointly analyzing several dyslexia assessment tests, in order to build an automatic predictor
of the presence/absence of the disorder. Again, AI perfectly suits this purpose, both for
the large amount of data provided by the tests and considering the capability of machine
learning (ML) algorithms to find significant relationships between the tested features and
obtained results. Numerous promising works have used AI profitably; for example, in [41],
the results of the Gibson test of brain skills were used to train an artificial neural network
(ANN) and an accuracy predictor of almost 90% was implemented. A similar approach
was followed in the works of [42,43], but instead relying, respectively, on human–computer
interaction measures and on a self-evaluation questionnaire about difficulties in speak-
ing, reading, spelling and writing. In the works of [44,45], instead, state-of-the-art ML
algorithms were trained on a wide battery of tests, exceeding 90% accuracy.

It is not surprising that a much has been done to improve the diagnosis of dyslexia,
since it is universally acknowledged that recognizing it early, especially before the begin-
ning of the school, is crucial to help affected people fill their learning gap [46–48]. However,
we are still far from having a rigorous, systematic and widespread methodology to spot it
at pre-school age [49]; therefore, the development of supporting strategies and tools for
dyslexic people whose condition is found late is of paramount importance. With this in
mind, several methodologies have been developed to improve reading skills in terms of
both accuracy and speed. For example, in the work of [50], a training method based on
phonetic instructions was presented and defined as the only statistically effective method.
In the work of [51], a combination of the cognitive training of executive functions with
a phonological-based treatment has proven a significant method for the rehabilitation of
dyslexic subjects. Other approaches, instead, focused on using a rhythmic background [52]
or even music [53] for a sublexical training. It is interesting to point out that the vast
majority of these studies agree that providing support to dyslexic people also helps them
in building a personal and creative study method that follows their own learning styles,
thus being even more effective. Although the efforts in this direction are multiplying year
after year, not enough has been done yet. One of the largest gaps is the integration of IT,
which seems particularly suitable for the purpose but has not yet been fully exploited.

2. Related Works

As mentioned, IT solutions have not yet reached their great potential in supporting
students with dyslexia, even if the efforts in this direction are gradually increasing. The
works of [54,55] raise the problem of proposing an ontology to facilitate the development
of e-learning tools aligned with the needs of dyslexic students, but no practical supporting
solutions are introduced. In the works of [56,57], instead, the readability of websites for
dyslexic people is analyzed and improved, but this can be considered only as a first step
toward their full inclusion in the learning system. A second step is performed in [58],
where web applications are also taken into account, but only the preliminary phase of a
dyslexia-friendly collaborative learning system is presented. A further advance has been
made with the introduction of specific and sophisticated tools aimed at increasing the
impaired skills. For example, in the work of [59], using a computer platform equipped
with speech synthesis and eye tracking was a great boost to the comprehension of a text
by dyslexic subjects. Several works have explored the use of AI, demonstrating that it is
likely to be one of the most effective instruments to face the problem. The ability of AI
to predict future situations by learning from available data makes it a powerful tool to
analyze a great amount of information. Further, its improvement over the years has led to
very effective techniques capable of dealing with a lot of different data at the same time.
Nowadays, multivariate, quantitative, qualitative and ranked data can be used together to
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train AI algorithms that can automatically find hidden relationships among them, leading
to a deeper understanding of the examined phenomenon. It appears clear how AI can
be used to support people affected by dyslexia. In the work of [60], a supervised ANN
is used to model the reading ability of dyslexic primary school students, in order to give
specific support to each one. Network training is performed on the data about the main
deficits caused by dyslexia and the results demonstrate that only personalized models
can correctly profile dyslexic students and be helpful for them. In the work of [61], a
hidden Markov model predicts the difficulties in learning the Malay language in primary
school students affected by dyslexia by tracking their mistakes in solving phonology,
spelling, reading and writing exercises. The results are not reported but, again, the need
for individual support interventions is pointed out. A similar approach is adopted in
the work of [62] but, in this case, students’ behavior is also considered in training the
model. A computer-assisted learning system is developed on the basis of the output
predictions and a 60% improving of dyslexics’ skills with respect to classical supporting
tools was achieved. The aim of the works of [63,64] is to implement an assistive learning
platform for primary and secondary school students. The former is focused on helping
the process of reading. First, optical character recognition (OCR) is employed to capture
the text; then, an ANN identifies two classes of words: easy and difficult ones; finally,
the second ones are highlighted, spelled, pronounced or accompanied by images and
synonyms in order to make their comprehension easier. ML techniques are used to decide
which kind of support is better, depending on the words encountered. The latter, instead, is
focused on both reading and writing abilities. A support vector machine (SVM) predictor
is constantly trained on the basis of the dyslexic students’ scores in serious games and
exercises, whose types and difficulty levels are adaptively changed, depending on the
obtained performance. Improvements of students’ skills and engagement in learning—
along with parents’ and therapists’ capabilities of monitoring progress—are reported. As
previously mentioned, a powerful IT tool in the education field is VR [65], thanks to the
opportunity it provides to present totally customizable and appealing contents (study
material, activities to be performed, tests, etc.), which can be received by the users in an
immersive environment—typically created by means of wearable helmets, provided of
near-eye displays (NED) and headphones—, increasing their engagement and, thus, their
attention. In addition, it allows monitoring easily progresses and obstacles encountered
during the learning process. Virtual environments have been included in education since
the beginning of the century, especially to reproduce real-life situations [66]. More recently,
they have been employed also for training purposes [67]. Previous works have investigated
their application in several learning tasks, like improving linguistic abilities and assess
the attention of the reader, by also relying on eye-trackers included in VR helmets [68].
In addition, the results of the study of [69] have indicated that VR can improve memory
and audio–visual abilities. Its application has also been prompted by the advances in the
dedicated hardware technology, which have led to the development of cheap but effective
devices. Several works have thus explored the use of VR to increase dyslexic students’
memory performance [70] and reading abilities [69], obtaining better performance than
using classical or less immersive training methods. It is worth nothing that the vast majority
of the works related to supporting dyslexic learners are targeted to pre-school, primary
and secondary school age. Methodologies and tools to help them at university level are
almost totally missing or provide just a partial aid [71]. However, as discussed in depth in
the next chapter, dyslexic university students often experience the typical problems given
by this disorder and see their academic career slowed down or even spoiled.

The project VRAIlexia (virtual reality and artificial intelligence for dyslexia) has been
launched to face this problem. Starting from the necessity to untap dyslexic students’
potential and enhance their strengths, it aims to develop learning tools and services for
to ensure to them equal access and opportunity of success during their career and their
lifelong learning experience. Among the several activities provided for by VRAIlexia
project, the main one consists of the design and implementation of the software platform
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BESPECIAL, the role of which is to provide dyslexic students at university with digital
supporting tools that are specific for each of them and, thus, much more effective, in order
to decisively reduce the problems they usually encounter and facilitate their academic
career. To do this, BESPECIAL will be trained right on the individual issues and needs of
the students, exploiting the powerful means of AI—to learn which are the best tools for
each and deliver them automatically—and VR— to administer evaluation test and, at the
same time, monitor progress and weak points and provide a constant feedback to the AI.

In this paper, the conceptual design of BESPECIAL will be presented, focusing on the
background situations of dyslexic students, which have suggested the necessary interven-
tion of VRAIlexia project and the design choices of the software platform (Section 3); the
role of each module of the platform (Section 4); the preliminary results that will be used as
a guideline for the future implementations (Section 5). Section 6 concludes and discusses
the next steps.

3. Background, Motivation and Purpose of the VRAIlexia Project

The decision to develop the VRAIlexia project and implement the BESPECIAL plat-
form was born from a case study (referred as “Tuscia case study”) conducted at the
University of Tuscia (an Italian academic institution, whose headquarters are located in
Viterbo, Italy) concerning the number, distribution and academic outcomes of students
with SLDs. The results, considered jointly with the global statistics about the topic, pointed
out some crucial issues about the academic opportunities of such students.

According to the works of [4,72], between 6.25% and 12.50% of the world population
experiences SLDs, which means around 875 million people worldwide. However, the
datum is likely to be underestimated, since some evidence [73] makes the percentage
increase to up to 21.25%, that is, around 1.6 billion people. Such numbers give an idea of
the scale of this phenomenon. Among them, about 80% are dyslexic, though the remaining
20% suffer from other SLDs [4]. It is also important to note that two or more disorders may
occur together. However, dyslexia alone is the most common learning disorder, with a
percentage of between 35% and 50% of SLD cases [74].

An investigation by Italian Ministry of Education and Ministry of University and
Research that was carried out in 2019 [75] reported a similar distribution of the SLD
typologies within the students of national primary and secondary schools; of all the
students with SLDs, 34% are affected only by dyslexia (Figure 1).

 

Figure 1. Rate of dyslexic students over all the SLD students attending Italian primary and sec-
ondary school, according to the 2019 report of Ministry of Education and Ministry of University and
Research [75].

The report also showed that students with SLDs constitute 3.2% of the total students at
primary and secondary school, whereas at university, they constitute only 1.2% (Figure 2a).
This drastic decrease clearly highlights how university can become an insurmountable wall
for them and how some actions in this regard are necessary to mitigate the main problems
they experience during academic life. According to the Tuscia case study, the percentage of
university students with SLDs is slightly higher (Figure 2b), but consistent with [75].
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(a) (b) 

Figure 2. Rate of dyslexic students attending university according to the 2019 report of Ministry of Education and Ministry
of University and Research [75] (a) and to Tuscia case study (b).

The rate of dyslexic students over all the students with SLDs is also in line with
both primary/secondary school datum and the statistic at global level, showing that this
disorder affects 39% of academic population (Figure 3) and is the most frequent one.

 

Figure 3. Rate of dyslexic students over all the SLD students attending university, according to the
Tuscia case study.

Another interesting fact is that dyslexic students attending a degree course in the
sciences constitute 44.3% of the total number of students with SLDs. Instead, they constitute
only 25.8% in degree courses in humanities (Figure 4). This matches with the typical
problems that dyslexics experience, which have an adverse impact on tasks that are more
commonly required in the second branch, like reading, memorizing, exposing concepts
aloud, etc. The conspicuous presence of such tasks is likely to discourage the enrolment
in humanities courses or leads to their abandonment. Further evidence comes from the
graph in Figure 5, which shows the average number of university credits in the European
Credit Transfer and Accumulation System (ECTS) achieved per year by dyslexic and non-
dyslexic students, both globally and specifically for sciences and humanities. The global
data show that dyslexic people accumulate, on average, six ECTS less, which correspond,
approximately, to one exam per year lost compared to non-dyslexics. This illustrates a
situation of hardship for dyslexic students that must be faced thoroughly, in order to
guarantee equal opportunities to them. The specific data for sciences and humanities
confirm the above regarding the greater difficulties encountered by dyslexic students in
the second branch. The difference in the achieved ECTS rises up to 6.7 for humanities,
compared to 4.6 for sciences.
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Figure 4. Rate of dyslexic students over the total number of SLD university students in sciences and
humanities, according to the Tuscia case study.

Figure 5. Average number of ECTS achieved per year: comparison between dyslexic and non-dyslexic
students globally and specifically for sciences and humanities, according to the Tuscia case study.

Summarizing the statistics shown above, four main facts stand out: (i) people with
SLDs are a significant percentage of the global population; (ii) the vast majority of them
experience dyslexia; (iii) the presence of this disorder affects the academic career in terms of
both graduation time dilation and abandonments; (iv) this problem strikes mainly degree
courses in humanities.

The VRAIlexia project starts from these assumptions and, within the first three years
of the project, intends to achieve five tangible outcomes to overcome all the main difficulties
encountered by dyslexic students at university and eliminate, or at least reduce, the gap
with respect to non-dyslexic students. More specifically, in addition to the software platform
BESPECIAL, which represents both the core of the project and the focus of this paper, the
other four outcomes are the ones listed below.

1. A battery of tests in VR to assess the skills of dyslexic students, which will allow
teachers to better and more easily understand the issues of them.

2. An online shared repository containing all the digital modules, resources, tools and
any other kind of material that can be useful to implement innovative teaching and
learning methods.

3. A training path consisting in two events, the first one addressed to the improvement of
dyslexia awareness from teachers and the second one addressed to dyslexic students to
enhance their self-entrepreneurial mindsets. Both events will be organized by experts
of various disciplines, according to the Universal Design Learning methodology [76].

4. A memorandum of understanding for the creation of common inclusion strategies
among European higher education institutions.

119



Appl. Sci. 2021, 11, 4624

It is easy to understand how these outcomes have the potentiality to represent a valid
opportunity to eliminate or at least mitigate significantly the above-reported issues, related
to the enrolment of dyslexic students in university. In addition, they will allow to define a
standardized approach, which is likely to increase students’ motivation to complete their
career and to move the first steps in the work market. The high level of intricacy of the SLDs
spectrum requires not dealing with all the disorders at the same time, but focusing on each
singularly. Since dyslexia is absolutely the prevailing SLD among the world population,
VRAIlexia will focus on it. In addition, the intrinsic diversity in teaching/learning different
disciplines [77] suggests thinking of specific methodologies for each of them. Humanities
being the disciplines more challenging for dyslexic students, only them will be considered
within VRAIlexia. An extension to the other SLD types and to scientific disciplines has
been already projected and is likely to be performed at a later time.

The previously listed assumptions, jointly with the information obtained from the
literature analysis, have also been taken into account in the design of BESPECIAL that,
as mentioned, is in charge of providing dyslexic students with ad hoc strategies and
tools to support them during university, so as to try to mitigate the career slowdown and
abandonments phenomenon. In order to produce specific material for each student (a
fundamental factor to achieve the goal [60,61]), the platform will be implemented starting
from the individual issues they experience and according to their precise needs. Given
the focus on humanities, the produced material and methodologies will cover the typical
problems related to the main tasks of these disciplines. In addition, the BESPECIAL output
is not meant to be delivered only to students in the form of digital tools, but also to teachers
and university institutions in the form of strategies and best practice, which will simplify
the academic path for dyslexics, making it really inclusive for everyone.

4. Conceptual Design of BESPECIAL

To deal with the complexity of the task BESPECIAL must perform, it is advisable to
develop it in two stages.

4.1. First Development Stage

In the first stage, the basics of BESPECIAL will be implemented, so as to build the
backbone of the platform. The kernel consists of an AI-based module that will be employed
to assess the dyslexia status of the users, starting from both their clinical reports and a
questionnaire about the problems they feel while studying, plus the solutions they deem
to be helpful. From the results of the assessment, the best supporting tools and strategies
will be predicted. Then, the former will be used to digitalize the study material and
provided directly to the users, whereas the latter will be passed to the teachers and, in
general, to the university institutions to enable them to help students in the best way by
implementing standardized guidelines. The training of the AI module will be performed
from a large database of clinical reports of dyslexic students and from their answers to
the above-mentioned questionnaire. This allows simultaneous consideration of both the
evaluation made by the experts and the self-evaluation of dyslexic subjects. At this level,
the provided material will not yet be specific for each one of the students singularly, but
still they will be divided in some broad categories created on the basis of the relations
between their issues and their needs, which will have been spotted by the AI. The group
of tools and strategies that best fits those students belonging to a specific category will
be assigned to them. This preliminary classification also allows the simplifying the work
of the AI assessment module of the second stage, which will have to switch from being
category-specific to be student-specific.

The block diagram of the first development stage of BESPECIAL is depicted in
Figure 6, whereas its modules and steps are described in detail in the following subsections.
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Figure 6. Block diagram of BESPECIAL at its first stage.

4.1.1. Interviews to Dyslexic Students

The very first step for the development of BESPECIAL consists of carrying out semi-
structured interviews with dyslexic students with the aim of investigating aspects concern-
ing metacognition and learning methods, which will be used to build a self-assessment
questionnaire that will allow students to describe their study issues and the supporting
strategies and tools that each one finds most useful. A sample of 20 dyslexic university
students will thus be interviewed on a voluntary basis. The distribution between male and
female subjects will be random. Students will be asked to answer to a group of questions
concerning their study method, the main difficulties they experienced in their university
learning path and the tools and strategies they have applied and found helpful. Finally, the
answers will be analyzed, in order to create a list of typical issues and needs of dyslexic
university students, which will be then used to design the questionnaire. The obtained data
will not be aggregated at this step, so as to maintain a wider analysis capability. Possible
aggregations can be done later.

4.1.2. Digital Questionnaire

On the basis of the information gathered from the interviews, a questionnaire will
be created and then digitalized and hosted online, so as to significantly speed up the
collection of the data about the self-evaluation of issues and needs of dyslexic students.
The questionnaire will be organized as follows. After a few demographical questions
(age, gender, etc.), information about the high school and university career and about
the dyslexia status and history will be asked. The answers will be useful mostly for the
objectives of VRAIlexia other than BESPECIAL implementation. The software platform,
however, could also benefit from this information by finding unexpected relations between
it and dyslexic students’ problematics and needs, which could be interesting additional
outcomes of the project. Then, three groups of questions will be asked: (i) which have
been the main issues experienced during the last years of the learning path; (ii) which have
been the most useful supporting tools; (iii) which have been the most useful supporting
strategies. Each group will be organized in multiple choice questions, each of which
concerning one of the issues/tools/strategies that emerged from the interviews to dyslexic
students. The choice consists of a score from 1 (very little) to 5 (very much), depending on
the severity of the issue or on the utility of the supporting methodology, plus the option
“not experienced” (for the issues) or “not useful” (for the tools and strategies). In addition,
the groups of questions about supporting methodologies will also present the options
“never tried” and “don’t know”. This will allow the AI to distinguish the reason why a
certain methodology is not regarded as helpful. In Figure 7, two pictures showing two of
the above-mentioned inquiries from the questionnaire are reported by way of an example.
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(a) 

 
(b) 

Figure 7. Example of two inquiries of the questionnaire, about the issues experienced (a) and the
supporting methodologies considered as useful (b) by dyslexic students.

The answers to these three groups of questions will be the main input of BESPECIAL.
A large amount of them will, indeed, be used initially to train the AI assessment module
and build the predictor of the most suitable supporting methodologies, given the issues
experienced by dyslexic students. Later, instead, the answers of each student will be read
to formulate the prediction.

4.1.3. Application of Optical Character Recognition to the Dyslexia Clinical Report of
the Students

The clinical reports of dyslexic students are the second input to BESPECIAL. From
them, the information given by the experts about the status of the disorder for each student
will be collected. In order to automate the extraction of this information, an algorithm
based on optical character recognition (OCR) will be devised. Medical reports are generally
not released in a digital format, requiring to be photographed to be passed to a computer,
or, however, their format does not permit easy modifications (like pdf). The platform must,
thus, be able to take files in different formats as input and interpret them. The system will
then use the OCR algorithm provided by Google Vision API to recognize and extract the
text of the medical reports from such files. After that, the three typical steps of text pre-
processing will be applied to the text extracted with OCR. These are: removing stop words,
tokenization and stemming. The first one aims at removing commonly used words that are
not useful to characterize the content of the document, such as articles and conjunctions.
The second one, instead, splits the text into single words (tokens), so as to ease the content
analysis. Finally, the third one aims at reducing each word to its root, allowing inflected
forms of the same word to be grouped and then treated as a single element. Once the
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clinical reports will be processed by the OCR module, useful information can be extracted
from them. For example, it may be possible to understand the type of dyslexia of each
subject or their specific needs.

4.1.4. AI Assessment Module

The input coming from the questionnaire and the clinical reports will be passed to the
AI assessment module, first to train it and then, after the training will be completed, to
provide those pieces of information about BESPECIAL users that allow predicting the most
suitable supporting material for each of them. To develop the module, ML techniques will
be used. At this stage, indeed, it is not advisable to rely on deep learning (DL), since the
input (namely, the issues experienced by dyslexic students) and the output (the supporting
tools and strategies) variables are not a huge number. Using DL is, thus, likely to result in
data overfitting. At the second stage, instead, when a much higher number of variables
will have to be processed, the possibility to switch to DL techniques will be taken into
account. The good practice of testing several ML algorithms will be followed. In particular,
supervised algorithms will be considered, since the questionnaire and the clinical reports
provide labeled output variables, for which the label is given by the supporting tools and
strategies. The typical and state-of-the-art set of ML algorithms will be used. It comprises
naïve Bayes, logistic regression, k-nearest neighbors, random forest, gradient boosting tree,
SVM and ANN [78]. After training them and build a predictor for each, cross-validation
will be carried out, so as to choose the best performing one. Accuracy and precision metrics
(like AUC, F-measure, etc. [79]) will be taken into account as performance criteria. To take
account of the possible presence of highly variable data, the algorithms testing will be run
on different database setups, namely, rearranging data in different ways. For example, a
different ranking scales for the answers to the questionnaire could be adopted, like scores
from 1 to 3 (obtained by opportunely aggregating the original scores from 1 to 5), or the
questions could be considered as “yes/no” ones (by collapsing the original 1 to 5 scores
into “yes” and keeping the “no” answer). Similarly, different ways to aggregate and rank
the information gained from the clinical reports will be considered. Furthermore, protocols
to manage possible missing data will be developed. This step is necessary for two reasons.
The main one is that clinical reports are compiled by human beings and guidelines on how
to do it correctly are still lacking. This results in documents that are often and considerably
incomplete. The other reason is that the questionnaire features the option “never tried”
and “don’t know” among the answers about the most useful supporting methodologies.
Obviously, these answers cannot be considered the same as “not useful” and, thus, they
must be treated as missing data. All the typical strategies to address this issue will be
applied, like simple deletion, imputation and prediction and the techniques that will give
the best result will be implemented. Once the AI module will have made its prediction,
the results will be split into two parts. The most suitable tools for the user will be passed
to the digitalization module, whereas the most suitable strategies will be one of the final
output of BESPECIAL platform, which will be provided to the institutions and the teachers
to orient their interventions in favor of the students.

4.1.5. Digitalization of the Supporting Tools

As previously mentioned, the tools that best fit the students’ needs, according to the AI
module prediction, will be passed to another module that is in charge of their digitalization.
This operation will allow full exploitation of the benefits offered by the modern IT devices
(PCs, tablets, smartphones, e-books, etc.), by creating supporting material that is not
only easy-to-use and appealing for the users, but also customizable and portable. The
digitalization will involve the study material of the university courses, which will also
be passed as input to the module and which the tools will be applied to. To define the
techniques to be employed to achieve the goal, it is of course necessary to know which
supporting tools must be implemented. Nevertheless, some steps will almost certainly be
required in any case, given the nature of the typical study material of humanities branch.
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The first one is the transformation of the texts into ASCII format, which is a necessary
initial operation, in order to have the possibility to treat them digitally. Again, OCR will
be used for this purpose. Then, the ASCII strings will be passed to a language detection
algorithm. This will allow improvement of the accuracy of the OCR output, by inferring
the specific feature of the detected language. Once a text is readable by a computer, the
possibility for the user to modify some display settings will be implemented, following
the suggestions in [80]. In particular, they will be able to specify style, size and spacing of
the font and to communicate which syllables and words cause reading or understanding
difficulties, so as to have them highlighted in different colors. The selected syllables/words
will be identified within the text by means of regular expressions, which are sequences of
characters that specifies patterns of search, thus finding all the repetitions of the targeted
string. The audio reproduction of the documents will also be implemented by relying on
speech synthesis algorithms based on DL models. The detection of the language that has
been obtained previously will also be useful to this end. To meet the user’s needs better,
the possibility to set preferences on how the audio should be played will be given. These
will include the choice of the speaking voice and the audio speed. The digitalized tools
applied to the study material constitute the second final output of BESPECIAL. It will be
provided to the students in order to support them during their academic career.

4.2. Second Development Stage

In the second stage, the features developed in the first one will be enhanced, leading
to the final version of BESPECIAL platform, which is shown in Figure 8.

Figure 8. Block diagram of the final implementation of BESPECIAL.

In particular, two aspects will be improved, namely, the input data collection and
the level of specificity of the provided supporting material for each student. Concerning
the former, a new input source will be introduced, namely, the results of a battery of
psychometric tests, which will be delivered using VR to ease their accessibility and improve
students’ engagement. Concerning the latter, a further assessment module will be added,
which will evaluate the response of the users to the digital supporting tools and will give a
feedback about their usefulness to the AI module, in order to guide its prediction towards
the creation of an increasingly customized material for each one. This step will allow us
to switch from category-specific to student-specific supporting tools, which should give
a decisive contribution to facilitate the career of dyslexic students. Again, VR will be
exploited, given the possibility it offers to easily and quickly monitor users’ progress, skills
and weak points.

An in-depth description of the new features introduced in this second and last imple-
mentation stage is presented in detail in the next subsections.
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4.2.1. Psychometric Tests and Their Delivery via VR

As previously mentioned, a new input from dyslexic students will be collected in the
final version of BESPECIALBESPECIAL, that is, the information coming from a battery of
psychometric tests. The introduction of psychometric tests has been deemed necessary in
order to have also an objective initial profile of the users, allowing comparison of different
people in a unitary manner. In addition, the tests will enable the progress of dyslexic
students to be tracked by monitoring the obtained scores over time. It is worth noting
that not only learning performance, but also psychological aspects related to the learning
process, such as anxiety, self-esteem, self-efficacy, strategies and motivations for studying
will be assessed. Psychometric tests will be divided into five batteries. The first one is the
previously mentioned BDA. It is targeted at 16 to 30 years old dyslexics and consists of
11 unpublished tests that evaluate three kinds of skills, namely, reading, writing and texts
comprehension. In particular, BDA investigates the flexibility of the process of reading
aloud and in silent mode, providing specific tasks to assess the degree of automation when
writing and introduces a culture free, multiple choice answer-free reading comprehension
trial. Its results allow the creation of detailed operating profiles of the assessed skills. The
second battery is the State-Anxiety Inventory (STAI-Y), devised in the middle of the 1960s
and revised in the early 1980s [81]. It is split into two scales (Y1 and Y2), which evaluate
state anxiety and trait anxiety, respectively. The assessment of the former is performed
through questions related to how the subject feels at the time of administering the ques-
tionnaire, whereas the assessment of the latter relies on questions that investigate how the
subject feels habitually. For the purpose of BESPECIAL, only Y1 will be performed. The
third battery measures the General Self-Efficacy Scale [82] and consists of 10 items aimed
at explaining various cognitive and motivational aspects related to learning, including the
impact of positive experiences and successes, perseverance in commitment, optimism and
the development of interests in specific cultural and professional fields. The fourth battery
is the Questionnaire on Learning Processes [83], in the D version (QPA-D), which is the one
targeted at university students. It uses three scales that investigate the following aspects.

1. Intrinsic motivation for learning (MI), in which those who are engaged in learning
regularly perform their school duties and progress harmoniously in all disciplines
obtain high scores.

2. Metacognition and self-regulated learning (MA), in which those who are aware of
their cognitive processes and, hence, manage their learning process effectively obtain
high scores.

3. Learning strategies (SA), in which those that are capable to adopt good and effective
strategies to process contents and information obtain high scores.

The fifth battery is the Rosenberg Self-Esteem Scale (R-SES) [84], which is aimed at
measuring self-esteem and consists of 10 items related to overall feelings of self-worth or
self-acceptance. The items are answered on a four-point scale ranging from strongly agree
to strongly disagree.

An intrinsic problem of the introduced psychometric tests lies in their format, which
tends to be too formal and repetitive. Moreover, such tests require a lot of time to be
completed. This causes people to get bored easily and, thus, to lose concentration and
perform them without commitment. This issue is even more severe for dyslexics, whose
problems affect exactly concentration and understanding. To overcome this, psychometric
tests will be delivered by relying on VR. Its characteristics, indeed, allow recreating an
interactive environment with high fidelity, thus presenting any material in a playful and
appealing way, which is likely to improve engagement and attention [38]. In addition, tests
performing time will be reduced and the obtained results will be collected and stored more
easily and in a convenient way for their use in the AI module. Two main approaches can
be followed to deliver contents via VR, depending on the type of devices used, namely,
immersive virtual reality (IVR) and desktop virtual reality (DVR). IVR is capable of offering
a complete immersion of the user in the virtual environments by using specific hardware
known as a VR headset, which consists of a helmet provided with two head-mounted
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displays and headphones. The displays allow for 3D vision and isolate the user’s sight
from the real world, as well as headphones for the user’s hearing. Coherence between
the user’s and virtual images movements are ensured by inertial sensors equipped on the
helmet. Hand controllers are also provided often, in order to improve the interaction with
the virtual world. The result is the projection of multiple images that configure a room-size
venue for experiencing VR and creating a flow through the scenario, thus generating
the full immersion experience. Unfortunately, IVR suffer a major limitation due to the
high costs and the low accessibility of the needed devices. Conversely, DVR does not
need complex and expensive hardware to be played, since it runs on common devices,
like personal computers, tablets and smartphones, which are more sustainable for higher
education institutions [85]. As a counterpart, it can provide only a static and less interactive
experience, making the sense of complete immersion be lost. Some cheap helmets, into
which a smartphone can be inserted, however, can partially render it affordable. The
majority of the previous studies are based on IVR [86]. Nevertheless, some novel works
are focused on DVR environments [85]. Inspired by the second ones, BESPECIAL VR
psychometric tests will be created by relying on DVR. They will thus, be suitable for
ubiquitous devices, like smartphones and tablets, allowing for a wider and quicker spread.
JSON and PhoneGap framework will be used to develop the VR module, including PHP
and HTML, combined with MySQL, CSS, JavaScript and JQuery, as complementary base
languages. The created VR environment will present the tests in a calming background,
made of soft colors and arcade game elements. Cheap cardboard helmets for common
smartphones to be inserted into will be used to reduce the field of view of the user, in
order to enhance the degree of immersion perceived. The results of psychometric tests
will then be passed to the AI assessment module and used jointly with the results of the
questionnaire and the information extracted from the clinical reports, first to train the AI
and, then, to predict which is the best supporting material for each user.

4.2.2. VR Tools Assessment Module

The second module based on VR will have in charge to assess the response of each
dyslexic student to the provided digital supporting tools. The assessment result will then
be passed to the AI module, which will combine it with the BESPECIAL input data, so as
to create completely ad hoc tools to be exploited during their academic career. Analogously
to the previous subsection concerning psychometric tests, in this case, the evaluation
process can also be long and boring for the users. Using VR can, thus, make it less heavy,
ensuring a much higher level of engagement and, therefore, a more accurate assessment.
In addition, VR itself can become an interesting supporting tool, enhancing the interest of
the students, promoting autonomy and increasing self-esteem. A further application is that
it can create a virtual environment where the main difficulties and the emotional distress of
dyslexic students is simulated, enabling teachers and students without learning disorders
to experience it, in order to improve understanding of the dyslexia and teacher-to-student
empathy. This can provide useful strategies to enrich the BESPECIAL outcome of the
best practice. In this phase, the IVR approach will be preferred to DVR one, since tools
assessment will last much longer than psychometric tests and, thus, an increased level of
engagement is required. Furthermore, fewer students will participate in the training phase;
therefore, the higher cost of the needed devices will be compensated by the low number.
VR will also be particularly useful in this phase because of its capability to collect and store
data quickly. A comparison between the use of DVR and IVR in the two different phases is
shown in Table 1, jointly with the main advantages and drawbacks.
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Table 1. Use of the two VR approaches (DVR and IVR) within BESPECIAL.

VR Approach Devices Needed Targeted Users Aim Pros Cons

DVR Smartphone +
Cardboard headset Dyslexic Students Psychometric tests

delivering

Accessible hardware

Low cost devices

Lack of
immersivity

IVR VR specific headset

Dyslexic and non
dyslexic students

Teachers

Supporting tools
assessment

Creation of an emphatic
experience of dyslexia

Completely immersive
experience

Improved capability of
data collection

Complex hardware
required

Expensive devices

4.2.3. New Version of the AI Assessment Module

In this second stage of BESPECIAL, not only the input data from clinical reports,
questionnaire and psychometric tests, but also the feedback from the VR tools assessment
module will be used to predict the best supporting tools for each dyslexic student. The AI
assessment module will thus have to be modified accordingly. Even if it is not possible to
design the new version of the module before knowing which these tools are and, thus, how
the VR module will evaluate them, the amount of data on which the AI will be trained is
expected to be great. Big data and DL techniques will therefore be likely to be employed,
to manage it and to build the predictor.

5. Results

At present, the interviews of dyslexic students have been carried out and the question-
naire has been created and released online. The following tables report the three groups
of questions that will be passed as input to BESPECIALBESPECIAL, that is, those con-
cerning the issues of dyslexic students (Table 2) and those concerning the tools (Table 3)
and the strategies (Table 4) considered helpful. Note that they are derived directly from
the information gathered through the interviews and that they will be presented to the
users in the form shown in Figure 7. To date, more than 800 answers to the questionnaire
in Italian have been collected. An analogous collection will be made in other languages,
namely, Spanish, English, French, Portuguese, Greek and Dutch, since the partners of the
VRAIlexia project are from countries where these languages are spoken. An extension
to further languages will be evaluated after the end of the project. Initially, the data will
be considered separately for each language. It has been shown, indeed, that the issues
related to dyslexia can change considerably from a language to another [87]. Nevertheless,
possible analogies will be investigated.

In addition to the answers to the questionnaire, a large number of clinical reports has
been collected and OCR has been applied to each, in order to extract useful data for the
AI module. By analyzing the reports, however, it was realized that, unfortunately, only
a few contain the necessary information about the issues and needs of people affected
by dyslexia. The vast majority are limited to a coarse division into wide categories like
“impairment in writing” or “impairment in reading”, etc., or even to a simple statement
about the presence or the absence of the disorder. Thus, it was decided to only use report
information to: (i) verify automatically if a subject is affected by dyslexia and, therefore, if
their answers to the questionnaire can be inserted in the AI training; (ii) make an initial
sketch of the categories in which AI will group dyslexic people together to provide them
ad hoc supporting material. These categories will then be refined by using the data from
the questionnaire and, later, also from the psychometric tests.
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Table 2. List of the questions about dyslexic students’ issues, asked within the BESPECIAL questionnaire.

Have You Ever Experienced One or More of These Issues during Your Academic Career?

Reading difficulties Text comprehension
difficulties

Uncommon words
understanding

Concentration difficulty
while studying

Concentration difficulty
during in-class lessons

Concentration difficulty
during online lessons

Verbal short-term
memory impairment

Verbal long-term memory
impairment (memory loss

during exams)
Study scheduling

Note-taking difficulties Lack of time to prepare exams

Table 3. List of the questions about the most useful supporting tools for dyslexic students, asked
within the BESPECIAL questionnaire.

Are One or More of These Tools Useful to Support You with Dyslexia Related Issues?

Audiobook with human voice Audiobook with artificial
voice Words in different colors

Clear layout of the
study material Highlighted keywords Digital concept maps

Digital schemes Summaries Digital Tutor

Use of images for words
memorization and

understanding

Use of images for
concepts memorization Audio recording of the lessons

Video lessons Integrating study material
using internet

Table 4. List of the questions about the most useful supporting strategies for dyslexic students, asked
within the BESPECIAL questionnaire.

Are One or More of These Strategies Useful to Support You with Dyslexia Related Issues?

Someone that reads the
study material Repeating studied material Study groups

Tutor
Participating or creating
students’ associations to

exchange information
On-line lessons availability

Pauses during lessons Lessons slides availability Recording lessons

Early availability of
courses programme

Dividing exams in multiple
shorter modules Only written exams

Only oral exams

A preliminary analysis was made on the collected data. A total of 807 students with
SLDs sent their clinical reports. Using the above-described approach with OCR, 114 of
them were discarded, since dyslexia did not appear among their disorders. The remaining
693 students completed the questionnaire, providing information about their difficulties
related to dyslexia (see Table 2) and the supporting tools and strategies they find useful
(see Tables 3 and 4). Figure A1 (hosted in Appendix A for better clarity) shows the results
about the importance given by the students to each issue they have encountered during
their university career. The first detachable fact is that low scores (less importance) are less
frequent than high scores (more importance). This demonstrates how dyslexic people, on
average, still experience a lot of difficulties in higher education and, thus, how supporting
them is of paramount importance. Further evidence comes from the number of answers
affirming that a specific issue is not present, which is always less than all the other answers

128



Appl. Sci. 2021, 11, 4624

for all the assessed issues. To better understand which are the most affecting issues, the
average score from 1 (very little experienced issues) to 5 (very much experienced issues)
was calculated for each issue and reported in Table 5 jointly with the percentage of students
that had not experience that issue.

Table 5. Average score of the experiencing of dyslexia-related issues, given by the students in the
questionnaire, from 1 (very little experienced) to 5 (very much experienced) and percentage of
students that has not experience them.

Issue Average Score Not Experienced by (%)

Reading difficulties 3.18 8.9%
Text comprehension difficulties 3.18 6.5%

Uncommon words understanding 3.30 7.2%
Concentration difficulty while studying 3.76 2.6%

Concentration difficulty during in-class lessons 3.07 7.5%
Concentration difficulty during online lessons 3.76 5.8%

Verbal short-term memory impairment 3.46 3.2%
Verbal long-term memory impairment 3.35 4.0%

Study scheduling 3.37 11.1%
Note-taking difficulties 3.32 7.2%

Lack of time to prepare exams 3.57 3.5%

It turns out that concentration is the most strongly striking difficulty, but only when
the students are alone, that is, while studying and during online lessons. The problem is
indeed less felt during lessons in the classroom. Verbal memory impairments also strike
quite strongly, especially in the short-term, as well as scheduling problems, which prompt
students to ask for more time to prepare the exams. Reading and text comprehension
difficulties are present, but weigh less significantly. This is probably because the majority
of the students have already found compensative learning strategies by university age.

In Figure A2 (see Appendix A), the results of the students’ self-assessment about the
most useful supporting tools within the list of Table 3 are reported. The average score
for each tool and the percentage of students that have not found it suitable for their need
are shown in Table 6. Highlighted keywords and a clear layout of the study material are
the supporting tools that best fit dyslexic students’ needs, followed by the use of images,
summaries, concept maps and schemes. This points out that classical study material,
generally consisting of books with long and visually monotonous texts, is likely to be a
considerable obstacle in presence of dyslexia, even at university age. A more straight-to-
the-point material, in which the basic concepts and their relations are summed up and
emphasized in a simple and clear way, alternative to large verbal explanations, should
thus be provided. Audio recording lessons have also been indicated as a useful supporting
tool, confirming that the auditory channel can be preferred to the visual one, as shown
in [52,53]. Despite all of this, in this case, a monotonous presentation is not helpful, as
the low score of audiobooks (which are generally less lively than the speech of a teacher
during a lesson) demonstrate. In particular, the use of audiobooks read by an artificial
voice obtained the lowest score and more than half of the students that participated in the
questionnaire have found it useless. This pairs with the 25.4% of unfavorable opinions by
the digital tutor in giving a clear indication of how interacting with machines instead of
human beings should be avoided when teaching people affected by dyslexia. It is worth
noting that using different colors for the words of a text, which is strongly recommended
in childhood [55,56], is still a helpful supporting tool at university age for almost 9 out of
10 people, but is less important compared to other tools.
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Table 6. Average score given by dyslexic students in the questionnaire to the usefulness of each
supporting tool, from 1 (very little useful) to 5 (very much useful) and percentage of students that
found it useless.

Supporting Tool Average Score Not Useful for (%)

Audiobook with human voice 3.25 26.8%
Audiobook with artificial voice 2.28 51.7%

Words in different colors 3.61 10.2%
Clear layout of the study material 4.02 4.6%

Highlighted keywords 4.24 2.5%
Digital concept maps 3.80 7.9%

Digital schemes 3.80 8.0%
Summaries 3.94 6.1%

Digital Tutor 3.34 25.4%
Use of images for words memorization

and understanding 3.90 7.1%

Use of images for concepts memorization 4.00 4.8%
Audio recording of the lessons 3.82 6.2%

Video lessons 3.67 9.2%
Integrating study material using internet 3.65 7.8%

The same analysis made for the supporting tools was also carried out for the support-
ing strategies listed in Table 4. Results are reported in Figure A3 (see Appendix A) and in
Table 7.

Table 7. Average score given by dyslexic students in the questionnaire to the usefulness of each
supporting strategies, from 1 (very little useful) to 5 (very much useful) and percentage of students
that found it useless.

Supporting Tool Average Score Not Useful for (%)

Someone that reads the study material 4.05 3.3%
Repeating studied material 4.16 2.7%

Study groups 3.39 11.0%
Tutor 3.56 10.4%

Participating or creating students’ associations
to exchange information 3.86 5.8%

On-line lessons availability 4.22 1.4%
Pauses during lessons 4.49 1.0%

Lessons slides availability 4.14 3.3%
Recording lessons 4.04 3.8%

Early availability of courses programme 4.15 2.5%
Dividing exams in multiple shorter modules 3.27 19.0%

Only written exams 3.17 15.3%
Only oral exams 3.69 13.3%

The very first observation that deserves to be made is that, on average, the score
achieved by supporting strategies is higher than the one achieved by supporting tools.
This fact highlights the necessity to combine both supporting methodologies in order to
be capable of helping dyslexic students during their academic career. Conversely, the
vast majority of approaches proposed until now [56–65] have only taken into account
digital tools, neglecting to also create, in parallel, a list of the best practices to be followed
to provide support to dyslexic students. The supporting strategies that obtained the
highest scores are taking pauses during lessons, hosting lessons online, repeating the
studied material and making the program and the slides of the course available, which
are considered useful by about 96 to 99% of the participants in the questionnaire. Having
someone read the study material and recording the lessons also achieved high scores. This,
again, underlines the importance of the auditory channel in the learning process of dyslexic
students. A lower score was obtained by tutors and study groups, even if about 9 of every
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10 students recognize a certain utility in such supporting strategies. Finally, oral exams are
preferred to written ones (3.69 points against 3.17) and dividing them into shorter modules
is not considered as fundamental (19% of the students thinks it is useless, a high percentage
compared to the other strategies).

6. Conclusions and Next Steps

In this paper, the conceptual design of a supporting software platform (BESPECIAL)
to help dyslexic students during their academic career has been presented jointly with
preliminary results. The functioning of BESPECIAL and its role within the wider project
(VRAIlexia), aimed at mitigating the difficulties encountered by dyslexic students at uni-
versity, have been addressed in detail, in order to show a proof of concept of the overall
methodology that will lead to its final implementation.

The platform takes as input the clinical reports of dyslexia, the answers to a self-
assessment questionnaire and the results of a battery of psychometric tests to extract useful
information about the issues and needs of dyslexic students at university. By relying on AI,
it will be capable of predicting automatically which of the supporting methodologies are
most suitable for each student, in terms of both best practices to be followed by teachers
and institutions and digital tools to make the study material more accessible, given the
difficulties they encountered during their academic career. A two-stage implementation of
the platform is planned. In the first stage, AI will be trained with a significant number of
the above-mentioned input data, so as to create a preliminary version of the predictor that
can be considered category-specific, since it will be based on statistical data. In the second
stage, each student will test the digital supporting tools and their reactions, improvements
and residual difficulties will be evaluated. The results of the evaluation will feed back the
AI, so as to improve the predictor by transforming it from category- to student-specific,
as strongly recommended by experts to most usefully support people with dyslexia. The
evaluation modules will be implemented in VR, given its capability to deliver material
in a more engaging way and, at the same time, to easily gather the required information.
This should help avoid problems such as reading impairments and lack of concentration,
which often strike people with dyslexia. VR will also be used to simulate the difficulties
encountered by them, in order to make teachers more conscious about the phenomenon
and allow them intervene in order to mitigate it.

At present, data from about 700 dyslexic students have been collected. A preliminary
analysis has been carried out and first results about the most severe difficulties and the
most helpful supporting tools and strategies have been obtained. In particular, concen-
tration when alone is the issue that most affects dyslexic students, followed by memory
impairments, especially in short-term and scheduling problems. Moreover, in general, all
the presented issues significantly affect (average score higher than 3 out of 5 for all of them)
the majority of dyslexic students (at least more than 88.9% of the students experience each
issues), highlighting that providing them with proper support is fundamental. Concerning
the supporting methodologies, highlighted keywords, a clear layout of the study material
and use of images, summaries, concept maps and schemes have been proven to be the
most useful tools, with an average score equal or higher than 3.8 out of 5. Conversely,
audiobooks read by artificial voices and digital tutors are considered useless by about 1 in
every 2 and 1 in every 4 students, respectively, underlining that interacting with machines
instead of human beings should be avoided. Taking pauses during lessons, hosting lessons
online, repeating the studied material and making the program and the slides of the course
available, instead are considered the most suitable supporting strategies (average score
higher than 4 out of 5) and should, thus, be taken into account as the best practices to follow.
Furthermore, the auditory channel should be exploited more, by automatically or manually
recording lessons, using audiobooks with a human voice, having someone read aloud the
study material and preferring oral exams to written ones. Finally, it is worth noting that
supporting strategies obtained, on average, a higher score than supporting tools. This
should prompt us to overcome the numerous approaches that have relied exclusively on
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digital tools and have not proposed any best practices to be shared with institutions and
teachers. Such results will be exploited as useful guidelines to improve the conceptual and
technical choices that will be made for the final implementation of BESPECIAL.

The next implementation step will be the training of the AI module responsible for
the automatic prediction of the most useful tools and strategies, which will be performed
once further data are available. The tools will be digitalized in the meantime. Then, the
development of the second and last stage will begin by adding the VR functionalities to
deliver psychometric tests and assess the digital tools.

Future work will concern the extension of the platform to several languages and to
scientific disciplines and the support to other SLDs, aiming at reaching a full inclusion
of all students in academic life. In addition, the data collected through the questionnaire
about demographical characteristics and dyslexia history of the students will be exploited
both to create social statistics to be widespread, in order to raise awareness on dyslexia
phenomenon, and to perform further analysis that may improve the AI predictor.
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Appendix A

This appendix hosts some of the figures mentioned in Section 5, which are quite large.
They have been thus reported here for the sake of clarity.
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Figure A1. Histograms of the scores given by dyslexic students to the importance of each issue present in the questionnaire.
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Figure A2. Histograms of the scores given by dyslexic students to the usefulness of each supporting tool present in
the questionnaire.
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Figure A3. Histograms of the scores given by dyslexic students to the usefulness of each supporting strategy present in
the questionnaire.
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Abstract: Lung cancer late diagnosis has a large impact on the mortality rate numbers, leading to a
very low five-year survival rate of 5%. This issue emphasises the importance of developing systems
to support a diagnostic at earlier stages. Clinicians use Computed Tomography (CT) scans to assess
the nodules and the likelihood of malignancy. Automatic solutions can help to make a faster and
more accurate diagnosis, which is crucial for the early detection of lung cancer. Convolutional neural
networks (CNN) based approaches have shown to provide a reliable feature extraction ability to detect
the malignancy risk associated with pulmonary nodules. This type of approach requires a massive
amount of data to model training, which usually represents a limitation in the biomedical field due to
medical data privacy and security issues. Transfer learning (TL) methods have been widely explored
in medical imaging applications, offering a solution to overcome problems related to the lack of
training data publicly available. For the clinical annotations experts with a deep understanding
of the complex physiological phenomena represented in the data are required, which represents
a huge investment. In this direction, this work explored a TL method based on unsupervised
learning achieved when training a Convolutional Autoencoder (CAE) using images in the same
domain. For this, lung nodules from the Lung Image Database Consortium and Image Database
Resource Initiative (LIDC-IDRI) were extracted and used to train a CAE. Then, the encoder part was
transferred, and the malignancy risk was assessed in a binary classification—benign and malignant
lung nodules, achieving an Area Under the Curve (AUC) value of 0.936. To evaluate the reliability
of this TL approach, the same architecture was trained from scratch and achieved an AUC value of
0.928. The results reported in this comparison suggested that the feature learning achieved when
reconstructing the input with an encoder-decoder based architecture can be considered an useful
knowledge that might allow overcoming labelling constraints.

Keywords: transfer learning; autoencoder; lung cancer; malignancy assessment

Appl. Sci. 2020, 10, 7837; doi:10.3390/app10217837 www.mdpi.com/journal/applsci

141



Appl. Sci. 2020, 10, 7837

1. Introduction

Lung cancer is on the top of cancer-related mortality numbers worldwide [1,2]. Only 16% of lung
cancer cases are diagnosed as local stage tumors. In these cases, patients have a five-year survival
rate of more than 50%; however, when diagnosed in an advanced stage, the chances of a five-year
survival decrease to 5%. Thus, achieving an earlier diagnosis is critical to increase survival rate,
and systems able to provide screening support might play an important role. As a non-invasive
method, computed tomography (CT) images have shown the ability to provide valuable information
on tumor status, rising opportunities to the development of computer-aided diagnoses (CAD) systems
able to provide an automatic assessment of lung nodules malignancy risk to help the clinical decision.
Considering the use of qualitative data, factors like the high interobserver variability associated with
the visual assessment of relevant characteristics, and the amount of radiological data to be analyzed
makes the development of completely automatic systems a more attractive approach.

Several methods based on convolutional neural networks have been proposed to investigate the
ability to distinguish between malignant and benign pulmonary nodules, taking advantage of the
ability to directly detect relevant patterns with abstract and complex imaging manifestations [3].
Several previous works proposed deep learning-based solutions for lung nodule malignancy
classification using the Lung Image Database Consortium image collection (LIDC-IDRI) [4,5], which is
a public dataset of thoracic CT scans with expert annotations, and the most commonly used to develop
AI-based solutions for lung cancer. Shen et al. [6] proposed a hierarchical learning framework to capture
the nodule heterogeneity by utilizing a Convolutional neural network (CNN) to extract features and
a random forest classifier for the final classification with the highest accuracy of 0.868. Lu et al. [7]
obtained an accuracy of 0.919 using a CNN to extract the features and a support vector machine
(SVM) for the final classification. Yan et al. [8] compared the performance obtained with 2D and 3D
CNN implementations, achieving a mean area under the curve (AUC) of 0.937 for 2D analysis and an
AUC of 0.947 using 3D inputs. Song et al. [9] proposed a comparison between a CNN, a deep neural
network (DNN), and a stacked autoencoder (SAE) for the classification of benign or malignant lung
nodules, and the CNN showed the highest performance, with an accuracy of 0.842. Yutong et al. [10]
developed an algorithm that uses a deep convolutional neural network to automatically learn the
feature representation of nodules on a 2D analysis, fuses this information with other more common
features (shape, texture), and obtained an AUC of 0.966. A similar approach was developed by
Causey et al. [11] that combines the deep learning CNN features with radiomics features as input in a
random forest classifier and obtained an accuracy of 0.990. The success of deep learning-based feature
extraction is due to the ability of not only taking the information of different conventional semantic
features (such as shape or margins) or radiomic features (texture or histogram-based properties) but
also taking into account abstract features, where deeper levels provide more complex and abstract
knowledge [12,13].

Despite offering successful approaches, deep learning models require a large number of training
data to be able to generalize over unseen images, and the lack of publicly available data is often a
problem in the majority of medical applications. One strategy to overcome this issue is by using
transfer learning (TL), a learning method that consists of applying a network already trained for a
different task. By taking advantage of general patterns learned in the first layers, this technique reduces
the number of trainable parameters alongside the necessary dataset size. Only a few and most recent
works have explored this approach for this classification task. Lindsay et al. [14] used a pre-trained
3D-CNN on the LIDC-IDRI dataset to identify nodules in CT scans. Three new untrained layers were
added to the existing pre-trained network, a private dataset of 796 patients who underwent CT-guided
lung biopsy were used to retrain and test the approach. The biopsy results were used as ground truth
labels removing the subjectivity of the annotations by the radiologists that are present in the LIDC-IDRI
dataset. The TL of the initial layers of the networks with the retrain on the new dataset achieved
an AUC of 0.70. Nóbegra et al. [15,16] proposed an investigation with multiple ImageNet [17,18]
pre-trained feature extractors and different classifiers tested on the LIDC-IDRI dataset. The highest

142



Appl. Sci. 2020, 10, 7837

AUC of 0.931 was achieved with the ResNet-50 [19] architecture and a SVM with a radial basis kernel
as a classifier. Zhang et al. [20] explored a pulmonary nodule classification method based on the
pre-trained ResNet for feature extraction and classification of the pulmonary nodules in an end-to-end
manner that was evaluated on LIDC-IDRI and achieved an AUC of 0.912. Shi et al. [21] developed an
approach based on a pre-trained VGG-16 model in ImageNet combined with an SVM classifier for a
false-positive reduction in pulmonary nodule detection on CT slices from the LIDC-IDRI dataset and
obtained an overall accuracy of 0.915.

The autoencoder is a dimensionality reduction method that adds the opportunity to extract
features using unlabelled data, which allows overcoming one of the biggest limitations in the medical
data. Autoencoders extract representative patterns from the images using the image reconstruction
mechanism [22]. Kumar et al. [23] proposed to use an unsupervised denoising autoencoder to extract
deep features from 2D lung nodule slices from the LIDC-IDRI dataset, achieving a classification mean
accuracy value of 0.750, using a decision tree as a classifier. Cheng et al. [24] used a stacked denoising
auto-encoder (SDAE) and constructed a pre-training architecture to use as network initialization for
the latter supervised training, which achieved an AUC of 0.984 on the LIDC-IDRI dataset.

The work presented in this paper addressed a binary lung nodule malignancy classification by
a TL approach based on a trained Convolutional Autoencoder (CAE), using the LIDC-IDRI dataset.
Taking advantage of the unsupervised feature learning ability of the CAE while reconstructing nodule
2D images, the relevance of the learned patterns was explored to prevent the overfitting occurrence.
Thus, a first experiment was conducted to train the CAE, and then a classification model was developed
to distinguish between benign and malignant lung nodules in a 2D perspective. The major contribution
of this work relies on three main points: simple architecture, by taking advantage of the computational
resources lower consumption; no annotations required on pre-training, allowing to use large available
datasets without the huge investment on labeling all data; pre-trained architecture, without the need
of explicit design and selection of problem-oriented features that can be used for other tasks.

2. Materials and Methods

This section presents the dataset used in this work and describes the pipeline implemented to
predict the malignancy of the lung nodules.

2.1. CT Image Database

The LIDC-IDRI [4,5] is a lung cancer screening dataset which comprises thoracic CT scans
for a total of 1010 patients, alongside with annotated nodules belonging to one of three classes:
(a) nodule ≥ 3 mm; (b) nodule < 3 mm or (c) non-nodule≥ 3 mm, made during a two-phase annotation
process by four experienced radiologists. Regarding data acquisition, slice thickness ranged from 0.6
to 5.0 mm, with X-ray current ranged from 40 to 627 mA (mean: 222.1 mA) at 120–140 kVp.

Data Preparation

To standardize the dataset, all CT scans were resampled. The pixel spacing was set to [1.00, 1.00,
1.00] mm and each CT dimension was calculated to match this new spacing, obtaining the resampled
image by interpolation. Additionally, each pixel intensity value, measured in the Hounsfield Units
(HU) scale, was normalized using the min-max normalization method, and values under −1000 HU,
which corresponds to air’s radiodensity value, were transformed into 0 and values above 400 HU,
representing hard tissues like bones, were transformed into 1. A linear transformation was computed
to map all values in the middle into the [0, 1] intended range.

To assess the nodule location, the final binary mask that included the pixels with at least 50%
consensus of the provided contours was used, and an image with size (80 × 80 × 80) voxels centered
on the nodule was extracted for each considered example in this study.

From the 7371 detected nodules, only 2669 were classified as larger than 3 mm. For these examples,
this database also provides nodule contours marked by each radiologist, as well as quantitative labels
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for a set of nodule related features. Although the feature learning task did not require any labels,
this inclusion criterium was the one selected to facilitate the evaluation process. It was considered
that a reconstructed image with a larger nodule would provide more clear information to evaluate the
quality of the outputs by visualization.

Considering data inclusion in the classification task, the provided malignancy risk value assessed
by the radiologists was analyzed. This value corresponded to an integer ranging from 1 to 5 with the
following designations related to the malignancy degree: (1) Highly Unlikely, (2) Moderately Unlikely,
(3) Indeterminate, (4) Moderately Suspicious and (5) Highly Suspicious. The interobserver agreement in
rating malignancy was previously studied and a modest agreement was found [25,26]. For cases rated
by two radiologists, they only agree in 43% of the cases. The percentage of agreement decreases for
nodules annotated by more radiologists, with an agreement of 19% in the cases where the annotation
was performed by three radiologists, and 12% of agreement in annotations from four radiologists.
In addition, the analysis found in [5] regarding the percentage of nodules that were labelled by one,
two, three or four radiologists, shows that almost 64% of the 2669 nodules were marked by a single
clinician or by all of them, 29.1% and 34.8% respectively. When only assigned by one radiologist,
the model only takes into account a single opinion, being susceptible to a possible error; on the other
hand, if a nodule was labelled by all the four clinicians, the computed agreement rate of 12% tells
that a lack of confidence in the resultant label would continue to exist. Having this analysis in mind
and the fact that the subjectivity in the labelling process would not be eliminated if only the nodules
annotated by all clinicians were included, this study includes the entire set of nodules marked by at
least one radiologist.

To take into account the different annotations provided for the same example, each nodule’s
malignancy value was computed by averaging the provided annotations made by all radiologists, and a
mean malignancy value≤2.0 was considered as benign, and≥4.0 as malignant, excluding the examples
with resultant mean value outside the selected ranges. Although this database provides multi-class
labeled nodules, this work aimed to perform a binary classification given the high inter-observer
variability present in the available annotations. Considering the original range of values used to label
each nodule, the arithmetic mean combined the different classifications with an equal contribution of
each annotation [27]. This process helped to decrease the chances of using mislabelled information
in the training or evaluation phases. Considering the explained inclusion criteria, only 1095 nodules
were included in this classification task: 789 benign and 306 malignant.

The models implemented in this work were designed to receive two-dimensional inputs.
Although this slice-level approach does not allow a complete nodule analysis, it increased the number
of training examples by sampling different slices from the same nodule and also helped to achieve a
better class balancing. Considering this, in the feature learning task, the slice over-sampling operation
consisted of extracting middle slices from the axial, coronal and sagittal planes from the (80 × 80 × 80)
nodule centered image, as illustrated in Figure 1. In the classification task, this operation included the
extraction of four additional random slices to balance positive and negative classes in the training set,
using the cube symmetry planes to obtain these extra nodule perspectives.
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Axial Sagittal Coronal

Figure 1. Lung nodule slice extraction example: middle slice from axial, sagittal and coronal planes
from the same 3D nodule.

2.2. Methodology

The TL approach used in this work consisted of training a CAE to use the encoder layers as a
feature extractor, followed by a classifier that uses those features to produce the final malignancy
binary classification. Considering basic observation on CNN behavior, the first convolutional layers of
the encoder learn generic features useful for many different tasks, but progressively, as the network
goes deeper, more specific patterns are detected and more relevant information is learned regarding
the target task [28]. In this approach, the relevance of the knowledge achieved while pre-training the
encoder layers was explored in order to reduce the number of trainable parameters in the classification
task. The pipeline proposed in this work is illustrated in Figure 2.

Figure 2. Pipeline developed for lung nodule malignancy classification composed by the feature
extractor (CAE encoder) followed by a classifier.

In this classification task, a multi-stage training strategy was adopted, where initially only
the classifier fully connected layers were trained. Given the fact that the encoder layers were
pre-trained with images from the same domain, an initially good convergence was expected, but still
far from a local minimum. Thus, to find the best classification performance, the convolutional
layers were progressively unfrozen and retrained to detect more representative patterns related
to nodule malignancy. By analyzing the learning curves, when learning stopped improving, a deeper
convolutional layer was unfrozen, repeating this process until the overfitting occurrence. The major
advantage of this layer-wise fine-tuning approach relies on the fact that immediately unfreezes the
entire feature extractor at once, which was not expected to be a viable option given the small amount
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of training data. Due to large similarities between source and target domains, it was also considered
an unnecessary approach.

In training, validation, and testing phases, completely independent subsets of the LIDC-IDRI
cohort were used to avoid the occurrence of images from the same nodule in more than one of
those sets.

2.2.1. Feature Extraction

Extending the Autoencoder, a CAE enables a dimensionality reduction while preserving
the original spatial representation, which is an absolutely critical characteristic when analyzing
multi-dimensional data [29]. The overall structure of a CAE comprises two main phases: (1) in
the encoding phase, a convolutional encoder transforms the input data into a lower-dimensional
feature space, followed by a decoding phase (2), where the compressed representation passes through
decoding layers to achieve the original input image reconstruction. Having the input as the target,
the CAE learns the best set of features that enables the input reconstruction while eliminating the
need for labeled data. The application of this dimensionality reduction technique lies in the idea that
the knowledge achieved while training to reconstruct the input data might provide a useful weight
initialization if one intends to use the encoder part for a different task in a transfer learning approach.

In the proposed CAE architecture, represented in Figure 3, the encoding phase is composed
of four convolutional layers with 3 × 3 kernels, and an increasing number of filters as the network
goes deeper. All the convolutional layers are followed by a Rectified Linear Unit (ReLU) activation
function and a max-pooling layer to reduce the output feature map by half. Giving an input tensor of
size C×H×W, passing through the encoding layers results in a feature map of 256 filters with size
H
8 ×W

8 . To reconstruct the original input, three max-unpooling layers were employed to double the input
size before the first three convolution blocks. The last convolutional layer is followed by a sigmoid
activation, ensuring that all output pixels belong to the [0, 1] range of values.

Figure 3. Proposed CAE architecture for lung nodule unsupervised feature learning by optimizing
input reconstructions.

Table 1 depicts the considered values in the hyper-parameter search.
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Table 1. Set of hyper-parameters values considered in the search for the CAE training.

Hyper-Parameter Range Values

Learning Rate 0.0001, 0.001, 0.01, 0.1
Optimizer SGD 1, Adam
Momentum 0.1, 0.5, 0.9

1 Stochastic Gradient Descent.

2.2.2. Malignancy Classification

Given the end-to-end characteristic of this approach and the backpropagation based learning,
a Multi-layer Perceptron (MLP) was used as a classifier to perform the intended predictions. An MLP
is an artificial neural network composed of an input layer where all the input values are received,
an output layer with a number of neurons depending on the classification task in hands, and in
between a variable number of hidden layers. Since it is a fully-connected neural network, each neuron
is connected to all neurons of the following layer. When approaching a classification task with
TL techniques, the developed model will consist of the feature extraction pre-trained layers and a
classifier stacked on top to be completely trained with the new target data (Figure 2). Each feature
extracted by the convolutional block is used to feed the input fully-connected layer of the classifier.
For regularization, a dropout layer was employed before this input layer to reduce the number of
features taken into account at each training iteration, forcing the classifier to learn in a more robust
manner. Additionally, the output of each neuron in the input and hidden layers passed through a ReLU
activation, and a sigmoid activation was employed for the output neuron. The binary cross-entropy was
used as the cost function to be minimized. The MLP is a backpropagation neural network, which works
by approximating the non-linear relationship between the input and the output by adjusting the weight
values internally. The ability of this neural network-based classifier to propagate the prediction error
to the feature extractor layers allowed fine-tuning the higher-level layers of the convolutional encoder,
where the most useful patterns are detected. The feature extractor is an encoder network pre-trained
to reconstruct images in the same domain, not optimised to detect representative patterns related to
nodule malignancy. To capture the most useful features for this classification task, the feature extractor
needed to be fine-tuned, and this process is possible due to the backpropagation-based learning of MLP.

In this binary malignancy classification task, a more extensive search was employed to find the
set of hyper-parameters that achieved the desired performance, with considered values depicted in
Table 2.

Table 2. Set of hyper-parameters values used in the search for the malignancy classification model.

Hyper-Parameter Range Values

Learning Rate 0.0001, 0.001, 0.01, 0.1
Batch-size 4, 8, 16, 32, 64
Momentum 0.1, 0.5, 0.9, 0.99
Weight decay 0.00001, 0.0001, 0.001, 0.01
Dropout 0.25, 0.5, 0.75
Hidden Layers 1, 2, 3
Hidden Neurons 32, 64, 128, 256, 512
Optimizer SGD 1, Adam

1 Stochastic Gradient Descent.

2.3. Performance Metrics

As common choice for learning, the Mean Squared Error (MSE) was used as the loss function,
representing the averaged error of each output pixel value when compared to the same pixel in
the original image [30,31]. Training stopped when no change in loss value was reported during
50 consecutive training iterations.
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Considering the CAE training, the optimization criterium was based on the Mean Squared Error
(MSE) value computed [32]. As a feature learning task, and even though a perfect reconstruction
does not ensure the best set of learned features to be applied in the transfer learning approach
under investigation, these experiments were conducted in order to optimize the input and its
reconstruction similarities.

To evaluate the malignancy classification performance, the Receiver Operation Characteristic
(ROC) curve was analyzed, as well as the AUC value. Additionally, Precision, Recall, and F-score
metrics were also computed to measure the generalization ability of the developed models. To assess
the reliability of the transfer learning approach adopted, the same architecture was also completely
trained from scratch and evaluated.

3. Results

We evaluated the malignancy predictions in two training methods: using transfer learning and
trained from the scratch. The results for the approach optimization and the classification performance
achieved are presented in this section.

3.1. Hyper-Parameters Selection

The hyper-parameters selected for the CAE training in the nodule reconstruction task that
achieved the best results were the following: mini-batches of four images with Stochastic Gradient
Descent (SGD) as the optimizer, learning rate of 0.01, and momentum with the value of 0.9.

Considering the classification task, the hyper-parameters values that achieved the best
performance on the test set are presented in Table 3. All the classification performance metrics
were computed in a hold-out test set with 5-fold cross-validation applied to the training data, over five
random train/test combinations to prevent some possible bias on results induced by a specific set
of inputs.

Table 3. Hyper-parameters values that achieved best performance.

Hyper-Parameter Value

Learning Rate 0.001
Batch-size 8
Momentum 0.9
Weight decay 0.0001
Dropout 0.5
Hidden Layers 1
Hidden Neurons 64
Optimizer SGD 1

1 Stochastic Gradient Descent.

3.2. Malignancy Classification

The classifier training convergence was achieved after 200 iterations. After this first training stage,
fine-tuning was applied by unfreezing the encoder’s last convolutional layer; finally, after the second
training convergence, gradients were updated for the last two convolutional layers for a final training.
This strategy obtained the best results by preventing the model to overfit, which occurred when it was
tried to add one more convolutional layer for retraining.

Mean values for each performance metric considered are presented in Table 4. By taking advantage
of cross-validation data, the decision threshold was tuned for F-score maximization by the recall.
This threshold optimization was employed by evaluating the precision-recall trade-off which, given the
context, represents the cost of a missing malignant nodule (false negative) over a false suspicious of a
benign tumor (false positive). Thus, as a missing malignant tumor should be a more penalized error,
recall was maximized over precision in this classification task. With the TL approach, the mean value for
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the classification threshold was 0.413± 0.101, which clearly illustrates the necessity of choosing a value
under 0.5, the default threshold value, to allow to increase the confidence in non-malignant predictions.

Figure 4 shows the ROC curve for the binary classification between benign and malignant cases
for our proposed method using the TL approach, with a maximum mean AUC of 0.936 ± 0.009.
The small gray shading in the figure shows the consistency of the results and the independence of
the performance with the subsets selected for training and testing, given the small variation on the
AUC obtained.

Table 4. Lung nodule malignancy classification results.

Performance Metrics (Mean ± Standard Deviation)

Training Method AUC Precision Recall F-Score

Transfer Learning 0.936 ± 0.009 0.794 ± 0.026 0.848 ± 0.035 0.817 ± 0.020

Trained from scratch 0.928 ± 0.027 0.842 ± 0.035 0.789 ± 0.069 0.808 ± 0.022

Figure 4. Averaged ROC curve for lung nodule malignancy classification using the transfer learning
approach. The ROC curve is computed for each iteration, the arithmetic average is then calculated and
represented by the blue line with a standard deviation represented by the gray shading area. The red
dashed-line represents an at-chance classifier ROC curve.

To better understand the relationship between the success of a prediction and the output
reconstruction of the correspondent nodule, Figure 5 shows one example for each case. Well and
wrongly classified examples are depicted, alongside with the correspondent MSE value obtained by
analysis of the CAE output. The reported MSE mean value for the successfully classified examples was
0.00162 ± 0.00088, in contrast with the value 0.00337 ± 0.00249, correspondent to wrong predictions.
It was possible to verify that, in general, a correct prediction was associated with a reconstructed image
with a lower pixel error, which might demonstrate the impact of the low-level features learning in the
detection of more relevant patterns for classification.
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Original nodule

Reconstruction

Label: benign
Prediction: benign

MSE: 0.00163

Label: benign
Prediction: malignant

MSE: 0.00242

Label: malignant
Prediction: malignant

MSE: 0.00168

Label: malignant
Prediction: benign

MSE: 0.00230

Figure 5. Testing examples, representing benign and malignant nodules, well and wrongly classified.
The MSE value reported for each example represents the mean squared pixel error between the original
image and its reconstruction.

4. Discussion

In the study, we proposed a deep structured algorithm to automatically extract features based on a
convolutional autoencoder and an end-to-end learning classification network to predict the malignancy
risk of nodules in CT images using TL techniques. A baseline experiment was also implemented,
where the proposed architecture was trained from the scratch, in order to assess the capability to use
the proposed TL strategy for this classification task. The results achieved suggest that the transfer
learning approach was able to perform as well as the network trained from scratch, which means
that the unsupervised learning ability of the proposed CAE represented a useful knowledge for the
classification task, helping the network to avoid overfitting.

Considering the previous works, it is not possible to make a fair and direct comparison of
the performance results, since the selection of the data and the criteria for final labelling of the
nodules were different, which impacts the final performance. The results obtained in the current
work did not overcome the performance obtained in some studies but achieve the same high level
(above 0.9 of accuracy) using an approach that is not dependent on the massive label data and without
needing feature engineering. In fact, the presented approach has several advantages that makes this
contribution relevant in the medical image classification: (1) end-to-end approach (automatic feature
extraction avoiding the ad hoc feature engineering); (2) unsupervised learning (allowing to use massive
datasets without annotations to train the feature extractor) and (3) transfer learning (use the knowledge
acquired with an unlabelled dataset to use in a different but related problem).

Additionally, studies using TL were usually based on pre-trained ImageNet models, since this is
a massive annotated dataset. In a comparison with this more conventional transfer learning strategy,
an important advantage provided by the proposed approach relies on the similarities between source
and target domains, which is often a problem when applying a model trained on natural images in a
medical imaging task like CT scans. This domain gap might compromise the feature extraction since the
pre-trained model might not be able to detect the relevant features for the classification task, which might
cause an impact on the required fine-tuning depth, alongside with the dataset size required for this
deeper fine-tuning. The approach presented in this study allows the use of public CT datasets to train
the feature extractor, ensuring that the model can capture the relevant features for the final problem.

One of the limitations of this work is the binary output characteristic. The classification performed
by the clinicians considers multiple classes since the malignancy evaluation in a clinical environment
is not limited by a binary benign/malignant result. Different classes might give additional and useful
information to help with diagnosis. As future work, a multi-class solution will be developed. However,
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a very clear annotated dataset must be labeled in order to decrease the label noise introduced by the
inter-observer variability of the annotations. With a fine-grained classification, it is expected a higher
disagreement between annotators, due to the higher difficult to distinguish between multiple classes.
Several scientific societies recommended guidelines for nodule management [33]. The first assessment
of the nodule is based on patient history and imaging studies. Further invasive investigation with
biopsies is performed for the ones evaluated with a higher risk of malignancy. The fact that the
malignancy label was based on subjective ratings by radiologists and not in an objective result such as
a biopsy for all cases on the dataset, represents a limitation that will limit the performance that can be
achieved by the developed models [14].

Some improvements might also be important to note to address other limitations in this work.
Lung nodules are 3D elements, and with 2D or even 2.5D analysis, a large portion of useful information
might be lost, which makes these perspectives sub-optimal ways of approaching this classification task.
However, besides consuming more computational resources, a 3D approach does not allow a slice
oversampling operation as employed in this study, which might be a problem given the lower amount
of available training data, as well as the class imbalance naturally present. In the proposed feature
learning task, the CAE is trained to minimize a cost function based on the pixel-wise error between
the input and the correspondent reconstruction. The use of this loss might lead to blurred areas in
the reconstructed images, meaning that the high-frequency components of the original image were
not clearly learned by the encoder. These areas often correspond to edges or other detailed shapes,
and clear learning of these low-level features might play an important role in the detection of relevant
patterns related to the lung nodule malignancy [34].

Finally, the proposed approach is still limited on the explainable level since it is an end-to-end
solution, which represents a black box for the clinicians. The importance of interpretability in machine
learning is increasing due to the need to trust the final classification and understand the information
used by the models for the prediction. The novel AI-based solutions should be transparent and
understandable in order to generate scientific knowledge [35]. As future work, there is a need to create
trustful models that allow the clinicians to understand which features contribute to the malignancy
prediction [35]. However, this work showed important results to prove that this approach can have
several advantages compared to other machine learning and deep learning solutions, maintaining the
performance level for lung nodule classification.

5. Conclusions

We developed and applied an approach based on two steps: features extraction and classification,
to help the diagnosis of lung nodules in CT images. This work was motivated by the need to explore
options to overcome the lack of annotated biomedical data, which have been limiting the development
of robust AI-based solutions in the medical field. In conclusion, this work showed that feature learning
achieved when reconstructing the input with an encoder-decoder based architecture can be considered
as useful knowledge in a transfer learning approach. This approach allows the use of data to learn
without labeling constraints, which is one of the biggest limitations when using medical data, since the
annotation is an expensive and extremely complex process.
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Abstract: An accurate prediction of the State of Charge (SOC) of an Electric Vehicle (EV) battery is
important when determining the driving range of an EV. However, the majority of the studies in
this field have either been focused on the standard driving cycle (SDC) or the internal parameters
of the battery itself to predict the SOC results. Due to the significant difference between the real
driving cycle (RDC) and SDC, a proper method of predicting the SOC results with RDCs is required.
In this paper, RDCs and deep learning methods are used to accurately estimate the SOC of an EV
battery. RDC data for an actual driving route have been directly collected by an On-Board Diagnostics
(OBD)-II dongle connected to the author’s vehicle. The Global Positioning System (GPS) data of the
traffic lights en route are used to segment each instance of the driving cycles where the Dynamic Time
Warping (DTW) algorithm is adopted, to obtain the most similar patterns among the driving cycles.
Finally, the acceleration values are predicted from deep learning models, and the SOC trajectory
for the next trip will be obtained by a Functional Mock-Up Interface (FMI)-based EV simulation
environment where the predicted accelerations are fed into the simulation model by each time step.
As a result of the experiments, it was confirmed that the Temporal Attention Long–Short-Term
Memory (TA-LSTM) model predicts the SOC more accurately than others.

Keywords: electric vehicle; real driving cycle; recurrent neural network; simulation; state of charge;
temporal attention

1. Introduction

Since Electric Vehicles (EVs) do not emit CO2, they have a great potential to prevent air
pollution [1]. In addition, it is attractive for drivers to use EVs, because the cost of charging
the battery of an electric vehicle is much cheaper than the cost of refueling [2]. In recent
years, the performance of electric vehicle batteries has greatly improved and, consequently,
there are EVs capable of driving more than 500 km when fully charged. However, there are
few battery-charging stations compared to conventional gas stations, and batteries take a
long time to charge [3]. Therefore, when driving an electric vehicle, it is very important to
predict the driving distance through the state-of-charge (SOC) of the battery.

Accurate battery SOC measurement is an important feature in the BMS of electric
vehicles, which can be implemented with microcontrollers (MCUs). Recently, as pre-trained
neural network models have been installed and used in automotive MCUs, it has become
possible to apply AI to the Battery Management System (BMS) [4]. In addition, among
recent studies, a method to more accurately measure SOC using a cloud data center that
provides high-capacity and high-performance calculations for big-data-based, data-driven
Deep Learning (DL), and interworking with the vehicle’s BMS, was also proposed [5].

Future applications for fully Connected and Autonomous Vehicles (CAVs) include an
AR-based navigation system, a video-conferencing application, real-time image-processing
and inferencing solutions implemented by a neural network model equipped on board [6,7].
Since these applications require a high level of computation power and low power con-
sumption, various hardware implementations such as a Graphics Processing Unit (GPU),
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field-programmable gate array (FPGA), and Application-Specific Integrated Circuits (ASIC)
are employed. Specifically, a Tesla Full Self-Driving (FSD) computer, built on ASIC, meets
50 Tera floating point operations per second (TFLOPS) of the Neural Network model, and
uses 100 W or less power consumption during computation [8]. To benefit from these
state-of-the-art embedded systems adapted to the full CAVs, it is important to both estimate
the current SOC and predict the future SOC to aid the drivers in decision-making.

It is important to accurately measure the current SOC, but it is also necessary to
predict the future SOC based on the current driving data. An accurate prediction of the
SOC can help determine the possible driving distance and charging time. There are two
main methods to predict the SOC of an EV battery. The first one is predicting the SOC
through simulation based on the vehicle dynamics. This approach was implemented
by [9], which used standard driving cycles (SDC) as input of the simulation model. The
second method consists of predicting the SOC through Machine Learning (ML) techniques
using the battery data collected while driving the electric vehicle [10]; for example, using
information from the battery itself (voltage, current, temperature) and ML algorithms to
predict the future SOC.

Recently, there have been studies to predict SOC through complex mathematical
formulas, considering the actual driving cycle of electric vehicles, but ML was not used.

In this paper, we propose an algorithm that accurately predicts the SOC of an EV
battery by acquiring actual driving information through OBD-II, dividing and preprocess-
ing this driving information by section based on GPS information and DTW, training a
neural network with the dataset and running simulations using Functional Mock-Up Units
(FMU).

2. Related Work

This section classifies the related studies into two major categories: modeling and
simulation, and SOC estimation and prediction in the EV domain. Since there have been
significant research efforts in these fields, we are focused on work that has been conducted
rather recently, and discuss the limitations of these works.

First of all, in the field of modeling and simulation, extensive research has been carried
out to improve the accuracy of EV energy consumption estimation with high-fidelity
simulation models [11–17]. By using simulation environments such as MATLAB/Simulink
and DACCOSIM, each physical component of an EV is mathematically modeled to form a
subsystem block, which is composed of primitive blocks. The simulation is performed by
the subsystem blocks mapping the input signals to the output values, which are passed to
the subsequent blocks over time during the simulation. Recently, distributed co-simulation
based on Functional Mock-up Interface (FMI), which provides a standardized interface
to ease the sharing of different models [18], has been widely used. Techniques to reduce
the simulation time while maintaining the simulation accuracy have also been developed.
S. Hong proposed a redundancy reduction algorithm (RRA) to increase the simulation
speed by adaptively adjusting the simulation step size, increasing it when a specific
pattern of the cycle is detected as repeated, and decreasing it when a zero-crossing point is
detected [19]. However, this is mainly applicable to the SDCs, especially the New European
Driving Cycle (NEDC), where many repetitive parts are known ahead of the simulation.

These studies heavily rely on the SDCs to validate the methods. However, as men-
tioned above, SDCs have inherent limitations, as they are not real driving cycles (RDCs).
Even though a variety of SDCs have been developed to emulate urban, rural, and high-
way environments, they do not reflect personalized factors, i.e., individual drivers’ habits,
which are highly complicated as they dynamically change over time [20,21]. Moreover,
they can hardly incorporate factors such as traffic conditions, traffic signals, and time of
driving, which are unique to each driving instance [22]. Therefore, in order to provide more
personalized simulation results, both the mathematically defined models and data-driven
methods that learn the drivers’ patterns from the previous RDCs are required.
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Next, there have been a myriad of studies in the area of SOC estimation and prediction.
In the application of the pure EV, accurate prediction of the battery SOC consumption
is highly important, since this would directly lead to an accurate prediction of the EV
range [23]. According to the literature [24–26], methodological approaches to the SOC esti-
mation can be divided into two: ML-based and non-ML-based methods. In brief, Coulomb
counting and open-circuit voltage (OCV) methods have been used as conventional meth-
ods, while, recently, ML models consisting of deep neural networks (DNNs) have been
intensely applied [24–26]. In the ML-based data-driven approach, the SOC values are pre-
dicted by automatically adjusting parameters to minimize the resultant error by learning
from the pattern of the input features such as current, voltage, and temperature [27–29]. In
this way, the models are fitted to the specific real-world measurement data, which enables
predictions with enhanced accuracy under similar conditions.

However, few studies have been conducted on the prediction of future SOC trends
through simulation. Most of the research has been focused on the internal parameters of the
battery management system (BMS) [30] to estimate the SOC value. That is, research on the
relationship between the EV subsystems in an integrated view to improve the performance
of the simulation, as well as reducing the overhead of the tedious model-based simulation,
has been insufficient. If an individual driver’s OBD data can be repeatedly collected on
the road, one can simulate the SOC patterns for the next cycle for the same segment of
the route with the velocity and acceleration data as inputs to an EV model. In this way,
an approximate trajectory of the SOC consumption can be obtained, which can, in turn,
help the driver be aware of the possible range and adjust her driving behavior from the
perspective of an SOC.

3. Overall Procedure for Real Driving Cycle-Based SOC Estimation

This paper proposes a method to predict SOC using a real-world driving cycle. The
proposed SOC prediction method using real-world driving cycle is as shown in the Figure 1.

Figure 1. Procedure of Real Driving cycle based SOC estimation.

The tested driving routes run from a fixed site to the other, i.e., from the homeplace of
one of the authors to a parking lot in the Hanyang University campus. The route consists
of several intersections between the start point and the destination point. The driving
data were collected onboard while the author was driving, using an application named
Torque Pro running on an Android device connected to a Bluetooth dongle, which supports
the OBD-II specifications. The OBD data were comprised of various second-by-second
temporal data, such as GPS latitude, longitude, velocities, etc., and were saved in a Comma-
Separated-Value (CSV) format. The route is highlighted, as shown in Figure 2. The route
was extracted and drawn on the map using the Google API with the GPS latitude and
longitude information from the OBD data.
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Figure 2. Real Driving Cycle with Google MAP.

Since the overall driving cycles are highly dependent on the operations of en-route
traffic lights, to enhance the accuracy of the predicted driving cycles, we first divided each
of the end-to-end routes into sub-routes by the traffic lights (as can be seen from Figure 2
as circular markers). The segments obtained from different instances of the route were then
compared to one another. To find the most similar intervals across all of the instances of
the route, a Dynamic Time Warping (DTW) algorithm was employed. After grouping the
segments of the route by their similarity, different Machine Learning (ML) algorithms were
used to learn from them and predict future driving cycles.

To validate the performance of the prediction of the SoC consumption, we generated
the eventual SoC values by an Electric Vehicle (EV) simulation model, implemented based
on Functional Mock-up Units (FMU). The FMU-based EV simulation model reads as inputs
the velocities, calculates the electric current from power consumption and regeneration by
acceleration and deceleration, respectively, and writes as outputs the resultant SoC values
to a file at each second. As expected, the test results showed that the SoC values could be
predicted with high accuracy, as long as the driving cycle was predicted with high accuracy.

The paper is structured as follows: first, we proposed the preprocessing method using
the DTW algorithm to group the driving intervals by similarity. Secondly, we proposed
a deep learning algorithm that accurately predicts the speed after learning from similar
driving cycles. The speed was also predicted using the existing Seasonal Autoregressive
Integrated Moving Average (SARIMA) model. Finally, to evaluate the models, the predicted
speeds by both algoritms were used as input to a simulation model, which computes the
SOC of the driving cycle.

4. Methodology

4.1. Dynamic Time Warping (DTW) for Similarity of Real Driving Cycles

First proposed by [31] in the speech recognition field, the DTW is an algorithm that
measures similarity between time series, which may vary in length. The technique performs
non-linear warpings so that the time series are stretched or shrinked in order to find the
optimal alignment between them. It has a wide range of applications, such as data mining,
gesture recognition, robotics, speech-processing, manufacturing and medicine [32].

We propose a method to find similar driving routes based on the DTW algorithm,
using the acceleration of the vehicle as input. The reason why acceleration is used is that
the SOC is closely related to power consumption, which, in turn, is closely related to the
acceleration of the vehicle. There were more than 30 driving-cycle-related data collected
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and, due to the large noise and uncertainty existent in the dataset, only similar segments
were used for the prediction. Therefore, the goal of the algorithm is to find the most similar
acceleration time series segments to use them as input to the ML models.

The algorithm that was used can be described in the following manner:

• First of all, the base time series which we want to use to find other similar time series
must be defined. For this present work, we defined the route shown in the map of the
Figure 2, represented by the time series in the Figure 3, as the base route to which the
remaining 30 time series will be compared.

• Secondly, the base time series may further be split into an arbitrarily number of base
segments. Considering the Figures 2 and 3, the markers from A to F and the dotted
black vertical lines represent situations in which the velocity of the car reached zero
or, in other words, the start and the end points of each of the four segments (A to
C, C to D, D to E, E to F). Note that the point B was not taken into account, because
we regarded it as noise due to its proximity to point A, and that the each of the base
segments are shown in greater detail in the subfigures of Figure 4.

• Thirdly, for each of the four base segments, we set the lower bound and the upper
bound times for the similar patter- finder algorithm by subtracting and adding an ε
arbitrary small amount of time. For example, the second base segment was extracted
from second 69 to 135 of the base time series. If ε = 50, then the lower-bound and
upper-bound times for a similar pattern-finder algorithm will be, respectively, 19 s
and 185 s, as shown in Table 1.

• With the lower and upper bounds of the algorithm defined, we split the period
between the lower and upper bounds into smaller search periods, spaced by an
arbitrary time interval. Intuitively, the lower the interval is, the higher the accuracy of
the algorithm. These smaller search periods are shown in Table 1 for an interval of
five seconds between each period.

• Next, we looped through the search periods.
• Inside the search-periods-loop, we loop through the remaining 30 time series, which

will be compared to the base time series.
• Next, we extract the corresponding search period of the time series to be used in the

comparison.
• Next, we obtain the distance between the extracted time series and the base segment

by DTW.
• Finally, after the two loops are finished, we rank the all the extracted time series

according to their cost, computed by DTW, and obtain the 10 periods that have the
lowest cost, which will form the training and test datasets for the machine learning
models.

(a) (b)

Figure 3. Speed and acceleration over time of the base time series. (a) Speed × time of the base time
series. (b) Acceleration × time of the base time series.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4. Speed and acceleration over time of the four base segments. (a) Speed × Time (A to
C segment); (b) Acceleration × Time (A to C segment); (c) Speed × Time (C to D segment); (d)
Acceleration × Time (C to D segment); (e) Speed × Time (D to E segment); (f) Acceleration × Time
(D to E segment); (g) Speed × Time (E to F segment); (h) Acceleration × Time (E to F segment).
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Table 1. Table showing the start and end time of the segments and the search periods.

First Base

Segment

Second Base

Segment

Third Base

Segment

Fourth Base

Segment

Start Point (s) 0 69 135 224
End Point (s) 69 135 224 404
Search Start

Point (s)
0 19 85 174

Search End
Point (s)

119 185 274 454

examles of
Search periods

for interval = 5 s
(start, end)

(0, 69),
(5, 74),

...
(45, 114),
(50, 119)

(19, 85),
(24, 90),

...
(114, 180),
(119, 185)

(85, 174),
(90, 179),

...
(180, 269),
(185, 274)

(174, 354),
(179, 359),

...
(269, 449),
(274, 454)

A summary of the algorithm is shown in Algorithm 1.

Algorithm 1 Similar time series finding algorithm

1: Set base_time_series
2: Split base_time_series into base_segments
3: for bs in base_segments do
4: Set lower_bound and upper_bounds
5: Set interval
6: Compute search_periods
7: Initialize empty list costs
8: for period in search_periods do
9: for ts in time_series_list do

10: Extract period from ts
11: cost ← DTW(extracted_ts_period, bs)
12: Append cost to costs
13: end for
14: end for
15: get_n_series_least_cost(costs, num_series)
16: end for

4.2. Deep Learning-Based SOC Prediction

In this section, our intention is to predict the future speed from the past speed of the
EV; hence, we consider this task as a univariate time series prediction task. Given the
observed time series data x = [x1, x2, . . . , xT ] ∈ R

T , the task is to predict the future value
xT+1 ∈ R. Formally, we intend to predict x̂T+1 ∈ R through a function f , as follows:

x̂T+1 = f (x1, x2, . . . , xT), (1)

where f (·) is a linear or nonlinear function that needs to be learned.
Our main contribution is presenting a model for predicting speed, which is based on

an LSTM with a temporal attention mechanism. The architecture of the prediction model is
shown in Figure 5. First, we use an LSTM layer to encode the information from the input
sequence into a feature representation. The final prediction is then made by utilizing the
temporal attention mechanism over the output features of the LSTM layer.
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Figure 5. Architecture of TA-LSTM.

Recurrent Neural Network (RNN) is one of the family of neural networks specialized
in processing sequential data. If a general feed-forward neural network approach is used
to process fixed-length data, the network has separate parameters for each input feature,
so it needs to learn them separately at each time position. In contrast, an RNN shares
weights across multiple time steps. This sharing of weights is important, as it allows for the
generalization of unseen sequences and the sharing of statistical strength across time steps.
Long short-term memory (LSTM) and gated recurrent unit (GRU), which are variants of
RNN, are commonly used for handling sequential data such as language modeling [33,34]
and time series prediction [35,36]. LSTM outperforms RNN and GRU for many sequence
prediction tasks because of its gating systems, so we chose LSTM for this task. The forward
process of an RNN cell is defined as:

ft = σ(W f [xt, ht−1] + b f ) (2)

it = σ(Wi[xt, ht−1] + bi) (3)

c̃t = tanh(Wc[xt, ht−1] + bc) (4)

ct = ft · ct−1 + it · c̃t (5)

ot = σ(Wo[xt, ht−1] + bo) (6)

ht = ot · tanh(ct) (7)

where W f , Wi, Wc, Wo ∈ R
m×(m+1) are weight matrices, and b f , bi, bc, bo ∈ R

m are bias
to be learned. ft is the forget gate, which determines how much previous information is
forgotten, it is the input gate, which determines how much new information is added, and
ot is the output gate, which, along with the current cell state ct, determines the output of
this cell.

Recently, researchers have proposed multiple attention mechanisms for time series
tasks and achieved better results than LSTM and GRU [37–39]. Inspired by the dynamic
spatial–temporal attention mechanism [39], we employ the temporal attention mechanism
to predict the acceleration of EVs in this work, since our task is univariate time series
forecasting, which does not require consideration of spatial attention. Therefore, the
temporal attention mechanism assigns a weight to each hidden state by correlating the
output at each time step with the output at the last time step. Intuitively, for the prediction
of the next time step, the current state is very important, but we cannot ignore the state of
previous time steps. A general RNN-based prediction model either uses a fully connected
layer to connect the hidden states of all time steps, giving a relatively accurate view of the
hidden states of all time steps, or uses the last hidden state for prediction. However, we
believe that temporal attention chooses the balanced option of adaptively attributing all
time steps an attention score according to the relevance of different time steps to the state
of the last time step, and finally connecting the fused context vector with the last hidden
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state for prediction, which, in turn, enhances the contribution of the current state to the
prediction of the next time step.

First, the attention score is computed based on the relevance between the current state
and the last state.

Attention Score(ht, hT) = hT
t WshT , 1 ≤ t ≤ T (8)

where Ws ∈ R
m×m is learnable weights, which can be trained jointly with the LSTM layer

to adaptively learn the correlation of hidden state of each time step with the last time step.
Then, for each time step, the attention score is converted into probabilistic form using

the Softmax function, and the attention weight for this timepoint is obtained by

βt =
exp(Attention Score(ht, hT))

∑T
j=1 exp(Attention Score(hj, hT))

(9)

where the attention weight βt ∈ R demonstrates the importance of hidden state ht for
prediction and the Softmax function is applied to ensure all β sum to 1.

Next, the context vector is obtained by aggregating the hidden states of the RNN
layer:

c =
T

∑
t=1

βtht (10)

where c is a weighted sum of all hidden states and can be considered as an adaptive
selection of relevant hidden states among all time steps.

Finally, the prediction x̂T+1 can be obtained through the linear combination of context
vector and the last hidden state:

x̂T+1 = WT
l [c, hT ] + bo (11)

where Wl ∈ R
2m and bo ∈ R are learnable parameters.

The proposed model is differentiable, so the learnable parameters can be updated by
back propagation. The mean squared error (MSE) is applied as loss function:

Loss(xT+1, x̂T+1) =
1
N

N

∑
i=1

(xi
T+1 − x̂i

T+1)
2 (12)

where N is the number of samples.

5. Experimental Results

Before applying the proposed method to the RDCs, we checked the prediction results
of an SDC using Seasonal Auto Regressive Integrated Moving Average (SARIMA), a
conventional time-series forecasting model. This model is an extended version of ARIMA,
supporting the modeling of the seasonal components of the time-series data. We used
NEDC as the SDC and predicted the velocity after training the model. The mean absolute
percentage error (MAPE) is used as criteria for evaluating the performance.

MAPE =
1
N

N

∑
t=1

∣∣∣∣ xt − x̂t

xt

∣∣∣∣ (13)

where xt and x̂t are ground truth and predicted value, respectively.
As can be seen from Table 2, the SDC can be predicted accurately enough without

using the DL model. However, the accuracy for the RDC is much lower than the SDC.
Therefore, we will use the proposed DL method to improve the predictions for the RDC.
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Table 2. MAPE velocity results of SARIMA for the SDC (NEDC) and RDC.

Model SDC (NEDC)
RDC (Four Road Segments)

AtoC CtoD DtoE EtoF

SARIMA 0.014 0.06 0.06 0.12 0.35

To validate our proposed model using RDC, we collected real EV driving data through
OBD II. Our dataset of EV speed was obtained from actual driving and divided into four
road segments: location A to location C, location C to location D, location D to location E,
and location E to location F. Each route has 11 driving cycles, and we took the seen driving
cycles of each route as the training set and the rest as the test set. We first verified the
performance of our speed predictions. by analyzing the performance of our model using the
grid search method with different combinations of hyperparameters. The purpose was to
find the best combination of hyperparameters and then verify the effect of each component
on the results. Once we obtained the best model, we predicted the speed/acceleration
along with the SOC values and compared them with some commonly used methods.

5.1. Speed/Acceleration Prediction
5.1.1. Performance with Different Hyperparameters

First, we integrated all the training sets in the dataset and adopted a five-fold cross
validation (CV) method to find the best combination of hyperparameters. We implemented
our model using the pytorch library and trained and tested it on an Nvidia GTX 1080 Ti
GPU. Adam optimizer was used to train the models. The hyperparameters we need to
consider here are the time step length T and the hidden state size m of the LSTM layer.
For the proposed model, we set T as varying among [5, 10, 15] and m as varying among
[16, 32, 64, 128]. The average RMSE results for the 5-fold CV are tabulated in Table 3. First,
we describe the effect of the time step length T. It is obvious from Table 3 that the average
RMSE results for T = 10 and T = 15 are notably larger than for the case of T = 5. Therefore,
for speed prediction, the best choice of time step length is 5. Then, for the case T = 5,
the average RMSE value is the smallest when the hidden state size m equals to 32. In
deep learning, too few parameters can lead to underfitting problems while too many
parameters can lead to overfitting problems. Therefore, we believe that m = 16 belongs to
underfitting, m = 64 and m = 128 belong to overfitting. Thus, the optimal combination of
hyperparameters for our model for this dataset is {T = 5, m = 32}.

Table 3. RMSE results of 5-fold CV.

Hyperparameters
Average RMSE

T m

5 16 0.4908
32 0.4880
64 0.4926

128 0.4926

10 16 0.4988
32 0.4998
64 0.5013

128 0.4982

15 16 0.5007
32 0.5055
64 0.5025

128 0.5059
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5.1.2. Performance with Different Models

First, to verify that the LSTM in TA-LSTM is the preferred encoding layer, we com-
pared LSTM and other RNN variants on four road segments of the dataset. RNN and GRU
are commonly used for time series forecasting, and all three models follow the five-fold
CV approach introduced in the previous section to identify the best combination of hyper-
parameters. All three models obtained the minimum average RMSE at {T = 5, m = 32}.
The first seven driving cycles of each road segment were used as the training set and
the remaining four driving cycles were used as the test set, and each road segment was
trained and tested separately. In addition, 20% of the data in the training set were randomly
selected as the validation set during the training process, and the best-performing model in
the validation set was saved for testing. The best test results for each model after training
multiple times are shown in Table 4, as can be seen in Table 4, LSTM performs the best in
all four road sections. Therefore, we choose LSTM as the coding layer in this task.

Table 4. RMSE results of different models.

Models AtoC CtoD DtoE EtoF

RNN 0.4485 0.3702 0.4549 0.4924
GRU 0.4369 0.3689 0.4572 0.4873

LSTM 0.4240 0.3556 0.4524 0.4864

Then, to verify the effectiveness of temporal attention, we compared the LSTM with
TA-LSTM. The training process and the allocation of training and test sets are the same as
in the previous experiment. The results of the comparison are depicted in Figure 6. The
comparison shows that the addition of temporal attention yields better results.

Figure 6. The effect of temporal attention on RMSE results.

Since temporal attention can be combined with various variants of RNN, we compared
the performance of different encoding layers combined with temporal attention. From
Tables 4 and 5, it can be seen that adding temporal attention to all three different encoding
layers can improve the prediction accuracy. TA-LSTM has the best performance. Therefore,
we chose TA-LSTM for the task of predicting speed. The comparison between the predicted
and true values of each driving cycle for each road section is shown in Figures 7–10. As
can be observed from these figures, our model can fit the real data very well in most cases.
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(a) (b) (c) (d)
Figure 7. Speed prediction of route A to C: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.

(a) (b) (c) (d)
Figure 8. Speed prediction of route C to D: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.

(a) (b) (c) (d)
Figure 9. Speed prediction of route D to E: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.

(a) (b) (c) (d)
Figure 10. Speed prediction of route E to F: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.

Table 5. RMSE results of temporal attention with different models.

Models AtoC CtoD DtoE EtoF

TA-RNN 0.4412 0.3614 0.4515 0.4870
TA-GRU 0.4295 0.3586 0.4527 0.4832

TA-LSTM 0.4171 0.3456 0.4461 0.4821

5.2. SOC Prediction Using FMI-Based EV Simulation

After predicting the speed of the EV, we subsequently utilized the predicted results
and our simulator to predict the SOC.

166



Appl. Sci. 2021, 11, 11285

We used FMI-based EV simulation with the previously predicted velocity and acceler-
ation as inputs to predict the EV’s SOC. Our EV Simulation model is shown in Figure 11.
As can be seen in the figure, given the inputs, the FMU2 to FMU6 are responsible for
computing the SOC using the Formulas (14)–(38), whose variables are detailed in Table 6.
Additionally, the lookup2d function in Formulas (29)–(31) performs the same operation as
lookup2d in MATLAB/Simulink. The necessary efficiency values of the electric machine
were obtained through the efficiency curves given in [9].

Figure 11. FMI-based model for EV power consumption.

Table 6. Parameters for FMU-based EV simulation (Default setting).

Parameters Description Values

m Mass of the vehicle (kg) 1000
rw Wheel radius (m) 0.2736
g Gravity acceleration (m/s2) 9.81
ρ Air density 1.2
A Front area of vehicle (m2) 2.36
α Angle of driving surface (rad) 0

μrr Rolling resistance coefficient 0.015
Cd Aerodynamic drag coefficient 0.3
ηg Gearbox efficiency 0.98
G Gearbox ratio 8.59
C0 Initial capacity (C) 720,000
Rbi Internal resistance (Ω) 0.008
Eb0 Open-circuit voltage (V) 53.6

Kct
Linear t dependency of the

capacity C 6.084436× 10−10

tbu battery usage time (s) 0
Tre f Reference temperature (◦C) 20 ◦C
Tcurr Ambient temperature (◦C) 20 ◦C

alphaC Linear temperature coefficient
of capacity (K−1) 0

Ft = Frr + Fad + Fhc + Fla + Fwa (14)

Frr = μrrmg (15)

Fad =
1
2

ρACdv2 (16)
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Fhc = mg sin(α) (17)

Fla = ma (18)

Fwa = 0.05× Fla (19)

Tt = Ft × rw (20)

Pt = Ft × v (21)

ωw =
v

rw
(22)

Sw =
30
π
×ωw (23)

Ts =
Tt

ηg × G
(Pt > 0) (24)

Tsr = −ηg × Tt

G
(Pt < 0) (25)

Ss = Ssr = G× Sw (26)

Ps = Ts × Ss × π

30
(27)

Psr = Tsr × Ss × π

30
(28)

Efficiency(η) = lookup2d(Torque(Nm), Speed(rpm)) (29)

ηm = lookup2d(Ts, Ss) (30)

ηr = lookup2d(Tsr, Ssr) (31)

Pbm =
Ps

ηm
(32)

Pbr = ηr × Psr (33)

Pbc(t) =
{

Pbm(t) + Paux, Ft(t) > 0
Pbr(t) + Paux, Ft(t) < 0

(34)

IB(t) =
EB0

2× RBi
−

√(
EB0

2× RBi

)2
− Pbc

RBi
(35)

Q(t) =
∫ t

0
IBdt (36)

C = C0 ∗ (1− KCt ∗ tbu) ∗
(

1 + alphaC ∗
(

Tcurr − Tre f

))
(37)

168



Appl. Sci. 2021, 11, 11285

SOC(t) =
C−Q(t)

C
(38)

To verify the effectiveness of our speed prediction model for the final SOC prediction,
we compared the proposed model results with the speed and SOC prediction obtained
with the Seasonal Autoregressive Integrated Moving Average (SARIMA) model. The final
SOC prediction results are shown in Table 7. As can be seen from the table, the RMSE of
TA-LSTM drops 56.69%, 84.97%, 82.34%, and 91.62% compared to SARIMA in the AtoC,
CtoD, DtoE, and EtoF sections, respectively.

Table 7. RMSE (×10−2) results of SOC prediction.

Models AtoC CtoD DtoE EtoF

SARIMA 0.0820 0.0998 0.1512 0.3938
TA-LSTM 0.0356 0.0150 0.0267 0.0330

The predicted SOC results made by TA-LSTM and SARIMA for the driving cycle
of each road section are shown in Table 8 and Figures 12–15. From Table 8, we can see
that TA-LSTM performed better than SARIMA in every driving cycle. In addition, the
RMSE results of TA-LSTM for all driving cycles in the CtoD and DtoE sections are less
than 0.0004. Although the RMSE for the AtoC and EtoF section is slightly worse than the
first three sections, the RMSE results are less than 0.0006. The comparison between the
real SOC and the predicted values shows that the predicted results of our model are very
close to the real values. This indicates that our proposed method is able to perform SOC
prediction properly.

Table 8. RMSE (×10−2) results of SOC prediction of each driving cycle.

Cycle
AtoC CtoD DtoE EtoF

SARIMA TA-LSTM SARIMA TA-LSTM SARIMA TA-LSTM SARIMA TA-LSTM

8 0.0892 0.0161 0.1288 0.0170 0.1236 0.0195 0.2505 0.0176
9 0.0792 0.0499 0.0411 0.0139 0.1179 0.0237 0.5170 0.0252
10 0.0604 0.0368 0.1429 0.0163 0.1408 0.0381 0.2615 0.0288
11 0.0950 0.0310 0.0339 0.0122 0.2060 0.0214 0.4711 0.0509

(a) (b) (c) (d)
Figure 12. SOC prediction of route A to C: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.

(a) (b) (c) (d)
Figure 13. SOC prediction of route C to D: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.
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(a) (b) (c) (d)
Figure 14. SOC prediction of route D to E: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.

(a) (b) (c) (d)
Figure 15. SOC prediction of route E to F: (a) cycle 8; (b) cycle 9; (c) cycle 10; (d) cycle 11.

In addition, in order to simulate the battery model by reflecting more realistic situ-
ations, we checked the change in SOC by varying the ambient temperature and battery
usage time. The real driving cycle, the parameters of the battery model, and the ambient
temperature and battery operating time values for the simulation are shown in Table 9.

Table 9. Parameters for the battery model simulation.

Parameters Description Values

Driving cycle Real driving cycle Cycle 8
Kct Linear t dependency of the capacity C 6.084436× 10−10

tbu battery usage time (s) 0, 157,698,305 s (5 years),
315,396,610 s (10 years)

Tre f Reference temperature (◦C) 20 ◦C
Tcurr Ambient temperature (◦C) 0, 20, 30 ◦C

alphaC Linear temperature coefficient of capacity
(K−1) 0.03 (0)

From the results in Figure 16, it can be confirmed that the battery SOC decreased faster
because the battery capacity decreases as the temperature decreases.

From the results of Figure 17, it can be confirmed that the battery SOC decreased more
quickly because the battery capacity decreases as the battery usage time increases.
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Figure 16. Temperature effect on the battery SOC.

Figure 17. Battery aging effect on the battery SOC.

6. Conclusions

In our paper, we proposed a method for predicting the real driving-cycle-based SOC
for EV batteries using deep-learning-based algorithms. For the RDC data, the authors used
the data collected through the OBD II standard while driving from home to university in
an actual vehicle. The proposed method first classifies detailed routes based on the section
with traffic lights using GPS information, and finds the most similar patterns through DTW
among the driving cycles of each section. Next, we predicted these sections by learning
speed using TA-LSTM based on temporal attention, and predicted SOC based on this
predicted speed. From the experimental results, it was confirmed that the case of using
TA-LSTM could most accurately predict the speed, and that this could be very close to the
actual values when used as a basis to predict the SOC. Therefore, if the proposed method
is applied to the Real Driving Cycle, in which the same section is repeatedly driven, an
accurate SOC prediction can be expected.

All the algorithms we propose can be implemented as an in-vehicle embedded system.
It has been confirmed that DL models can be pre-trained and executed in an MCU. FMU
simulation for the battery SOC can also be executed in an embedded system, such as an
MCU or a sensor node [4,40]. If a high-capacity memory is required due to an increase
in the demands of storing a massive amount of data or improving the calculation speed,
a prediction can be performed in conjunction with a cloud data center or an edge server
through the vehicular network, such as the Vehicle to Infrastructure (V2I) network.

The idea of the paper is to propose an algorithm that accurately predicts the SOC
value of the next time step. However, predicting the SOC after multiple time steps may
also be useful to the driver. Therefore, in a future work, the algorithm could be adapted so
that it may predict, for example, the SOC after the completion of the entire driving cycle.
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Abbreviations

ASIC Application Specific Integrated Circuits
BMS Battery Management System
CAVs Connected and Autonomous Vehicles
CSV Comma Separated Value
CV Cross Validation
DL Deep Learning
DNNs Deep Neural Networks
DTW Dynamic Time Warping
EV Electric Vehicle
FGPA Field-programmable gate array
FMI Functional Mock-up Interface
FMU Functional Mock-up Units
FSD Full Self-Driving
GPS Global Positioning System
GPU Graphics Processing Unit
GRU Gated recurrent unit
MAPE Mean Absolute Percentage Error
MCU Microcontroller
ML Machine Learning
MSE Mean Squared Error
NEDC New European Driving Cycle
OBD On Board Diagnostics
OCV Open circuit voltage
RDC Real Driving Cycle
RMSE Root Mean Squared Error
RNN Recurrent Neural Network
RRA Redundancy reduction algorithm
SARIMA Seasonal Autoregressive Integrated Moving Average
SDC Standard Driving Cycle
SOC State of Charge
TA-LSTM Temporal Attention Long Short-Term Memory
TFLOPS Tera floating point operations per second
V2I Vehicle to Infrastructure
Variables

α Angle of the driving surface, rad
ηg Gearbox efficiency
ηm Efficiency of power consumed (motoring mode)
ηr Efficiency of power generated (regenerative braking mode, W
αc Linear temperature coefficient of the capacity C, K−1

μrr Coefficient of rolling resistance
ρ Density of the air
A Frontal area of the vehicle, m2

a Aceleration of the vehicle, m/s2

C Battery capacity, Ah
Cd Aerodynamic drag coefficient
Eb0 Open-circuit voltage of the battery, V
Ft Traction force of the vehicle, N
Fad Aerodynamic drag, N
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Fhc Hill climbing force, N
Fla Force required to give linear acceleration, N
Frr Rolling resistance force of the wheels, N
Fwa Force required to give angular acceleration to the rotating motor, N
G Gear ratio of differential
g Gravity acceleration, m/s2

IB Battery current
m Vehicle mass, kg
Ps Shaft power of electric machine (motoring mode), W
Pt Traction power, W
Paux Power consumed by auxiliary loads, W
Pbc Total power consumed in the EV, W
Pbm Power consumed by electric machine (motoring mode), W
Pbr Power consumed by electric machine (regenerative braking mode), W
Psr Shaft power of electric machine (regenerative braking mode), W
Q Total charge of the battery
rw Wheel radius, m
RBi Internal resistance of the battery, Ω
Ss Shaft angular velocity of electric machine (motoring mode), rpm
SW Angular velocity of the wheels, rpm
Ssr Shaft angular velocity of electric machine (regenerative braking mode), rpm
Ts Shaft torque of electric machine (motoring mode), Nm
Tt Traction torque, Nm
Tre f Reference temperature, K
Tsr Shaft torque of electric machine (regenerative braking mode, Nm)
v Velocity of the vehicle, m/s
wW Angular velocity of the wheels, rad/s
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Abstract: The Electric Energy Consumption Prediction (EECP) is a complex and important process
in an intelligent energy management system and its importance has been increasing rapidly due to
technological developments and human population growth. A reliable and accurate model for EECP
is considered a key factor for an appropriate energy management policy. In recent periods, many
artificial intelligence-based models have been developed to perform different simulation functions,
engineering techniques, and optimal energy forecasting in order to predict future energy demands on
the basis of historical data. In this article, a new metaheuristic based on a Long Short-Term Memory
(LSTM) network model is proposed for an effective EECP. After collecting data sequences from the
Individual Household Electric Power Consumption (IHEPC) dataset and Appliances Load Prediction
(AEP) dataset, data refinement is accomplished using min-max and standard transformation methods.
Then, the LSTM network with Butterfly Optimization Algorithm (BOA) is developed for EECP. In
this article, the BOA is used to select optimal hyperparametric values which precisely describe the
EEC patterns and discover the time series dynamics in the energy domain. This extensive experiment
conducted on the IHEPC and AEP datasets shows that the proposed model obtains a minimum error
rate relative to the existing models.

Keywords: butterfly optimization algorithm; electric energy consumption prediction; long short-term
memory network; time series analysis; transformation methods

1. Introduction

In recent decades, the demand for electricity has been rising on a global scale due to
the massive growth of electronic markets [1], the development of electrical vehicles [2],
the use of heavy machinery equipment (e.g., line excavators, pile boring machines) [3],
technological advancements, and rapid population growth [4,5]. As a result, accurate elec-
tric load forecasting has greater importance in the field of power system planning [6]. An
underestimation reduces the reliability of the power system, while overestimation wastes
energy resources and effectively enhances operational costs [7]. Therefore, a precise electric
load forecasting system is necessary for power systems, the electrical load series being
affected by several influencing factors [8]. Currently, several electrical load forecasting
models are being developed. The models fall into two categories: multi-factor forecasting
models and time series forecasting models [9]. The time series forecasting models are
quicker and easier in EECP compared to the multi-factor forecasting models. Numerous
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non-objective factors and electric load series are affected in practical applications, and it is
difficult to control these with multi-factor forecasting models [10–12]. Hence, the multi-
factor forecasting models simply evaluate the relations between forecasting variables and
influencing factors [13–15]. In this research, a novel metaheuristic based on an LSTM model
is developed to generate a more effective EECP. The main contributions are specified below:

• Input data sequences are collected from IHEPC and AEP datasets, and data refinement
is accomplished using min-max along with standard transformation methods in order
to eliminate redundant, missing, and outlier variables.

• Next, the EECP is generated using the proposed metaheuristic based on the LSTM
model. The proposed model superiorly handles the irregular tendencies of energy
consumption relative to other deep learning models and conventional LSTM networks.

• The effectiveness of the proposed metaheuristic based on the LSTM model is evaluated
in terms of mean squared error (MSE), root MSE (RMSE), mean absolute error (MAE)
and mean absolute percentage error (MAPE) on both IHEPC and AEP datasets.

This article is structured as follows. Previous existing research studies on the topic
of EECP are reviewed in Section 2. The mathematical explanations of the proposed meta-
heuristic based on the LSTM model and a quantitative study including experimental results
are specified in Sections 3 and 4, respectively. Finally, the conclusion of this work is stated
in Section 5.

2. Related Works

In this section, previous works in the area are reviewed in order to justify the con-
tribution of the proposal and the selection of strategies considered for comparison in the
experimental section.

Le et al. [16] combined a Bidirectional Long Short-Term Memory (Bi-LSTM) network
and a Convolutional Neural Network (CNN) to forecast household EEC. Firstly, the CNN
was employed to extract the discriminative feature values from the IHEPC dataset and
then the Bi-LSTM network was used to make predictions. Ishaq et al. [17] introduced a
new ensemble-based deep learning model to forecast and predict energy consumption
and demands. Initially, data pre-processing was performed using transformation, nor-
malization, and cleaning techniques, and then the pre-processed data were fed into the
ensemble model, the CNN and Bi-LSTM network extracting discriminative feature values.
In this work, an active learning concept was created on the basis of the moving window to
improve and ensure the prediction performance of the presented model. In the resulting
phase, the effectiveness of the presented model was tested on a Korean commercial build-
ing dataset in light of MAPE, RMSE, MAE, and MSE values. Lin et al. [18] integrated an
Extreme Learning Machine (ELM) and Variational Mode Decomposition (VMD) techniques
for electrical load forecasting. Firstly, the VMD technique was employed to transform the
collected electric load series into components with dissimilar frequencies, which helps to
eliminate fluctuation properties and enhances the overall accuracy of prediction. Finally,
EEC forecasting was carried out utilizing ELM with a differential evolution algorithm.

Xu et al. [19] combined a Deep Belief Network (DBN) and linear regression techniques
to predict time series data. In this study, the linear regression technique captures the
non-linear and linear behaviors of the time series data. Initially, the linear regression
technique was used to obtain the residuals between input and predicted data, and then
the residuals were fed into the DBN for the final forecasting. In the time series forecasting,
the DBN significantly extracts the features between self-organization properties and layers.
Maldonado et al. [20] applied Support Vector Regression (SVR) to the time series data for
electric load forecasting. The SVR technique successfully modelled the nonlinear relation
between the target variables and the exogenous covariates. Wan et al. [21] developed a new
multivariate temporal convolutional network for time series prediction that has been ex-
tensively used in applications such as transportation, finance, aerology, and power/energy.
In the time series data forecasting, the presented convolution network superiorly enhanced
the results of EECP. Further, this study concentrates on the trade-off between prediction
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accuracy and implementation complexity. Bouktif et al. [22] combined a genetic algorithm
and a Particle Swarm Optimization (PSO) algorithm to select optimal hyperparameters in
LSTM for an effective EECP.

Qiu et al. [23] introduced an oblique random forest classifier for time series forecasting.
In the developed classification technique, every node of the decision tree was replaced by
the optimal feature-based orthogonal classifier. Additionally, the least square classification
technique was used to perform feature partition. The efficiency of the oblique random
forest classifier was investigated using five electricity load time series datasets and eight
general time series datasets. Further, Kuo and Huang [24] presented a new deep learning
network for short term energy load forecasting. The obtained results showed that the deep-
energy model was robust and had a strong generalization ability in data series forecasting.
Similarly, Qiu et al. [25] combined DBN and empirical mode decomposition for electricity
load demand forecasting. Initially, the acquired data series were decomposed into several
Intrinsic Mode Functions (IMFs). Further, the DBN was applied to model each of the
extracted IMFs for accurate prediction. Pham et al. [26] implemented a random forest
classifier to forecast household short-term energy consumption. The effectiveness of the
random forest classifier was tested on five one-year datasets. The evaluation outcome
showed that the presented random forest classifier obtained better predictive accuracy by
means of MAE.

Galicia et al. [27] introduced an ensemble classifier by combining random forest, gra-
dient boosted trees and decision trees to forecast big data time series. The evaluation
results showed that the developed ensemble classifier performed well in time series data
prediction compared to other models and individual ensemble models. Khairalla et al. [28]
presented a new stacking multi-learning ensemble model for forecasting time series data.
The presented model includes three main techniques—SVR, linear regression, and a back-
propagation neural network—and the presented ensemble model comprises four major
steps: integration, pruning, generation, and ensemble prediction tasks. Jallal et al. [29]
introduced a hybrid model that integrates a firefly algorithm and an Adaptive Neuro
Fuzzy Inference System (ANFIS) classifier for EECP, though the improved search space
diversification in the presented model enhances its predictive accuracy. Bandara et al. [30]
introduced a new LSTM Multi-Seasonal Net (LSTM-MSNet) for time series forecasting
with multiple seasonal patterns. The evaluation outcome showed that the presented LSTM-
MSNet model achieved better computational time and prediction accuracy compared to
existing systems. Abbasimehr and Paki [31] combined multi-head attention and LSTM
networks to predict the time series data precisely. Sajjad et al. [32] initially used min-max
and standard transformation techniques to eliminate outlier, redundant, and null values
from the IHEPC and AEP datasets. Then, EECP was accomplished using CNN with a Gated
Recurrent Units (GRUs) model. The experimental evaluation showed that the presented
model obtained a significant performance in EECP by means of MAE, RMSE, and MSE.

Khan et al. [33] combined a Bi-LSTM network and dilated CNN to predict power
consumption in local energy systems. As can be seen in the resulting phase, the presented
model effectively predicts multiple step power consumption that includes monthly, weekly,
daily, and hourly outputs. Khan et al. [34] has integrated multilayer bi-directional GRU and
CNNs for household electricity consumption prediction. The effectiveness of the presented
model was evaluated in terms of MAE, RMSE, and MSE on the IHEPC and AEP datasets.

Nowadays, artificial intelligence techniques are applied more in the application of
EECP because of its reliability and high performance results. The artificial intelligence-
based techniques, such as CNN, GRU, multi head attentions, ANFIS, and the ensemble
schemes, are extensively applied for energy forecasting and time series issues. The GRU
technique obtained a better outcome in EECP related to conventional techniques, but it
is ineffective in handling long-term time series data sequences, and it is also historically
dependent. In addition, the aforementioned techniques failed in long-term consequence
forecasting and includes vanishing gradient issues [35]. To overcome the above stated
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concerns, a new metaheuristic based on the LSTM network is proposed in this article to
predict and handle the short-term and long-term dependencies in energy forecasting.

3. Proposal

The proposed metaheuristics based on the LSTM network includes three major phases
in EECP, namely, data collection (AEP and IHEPC datasets), data refinement (min-max
transformation and standard transformation methods) and consumption prediction (using
metaheuristics based on the LSTM network). The flow-diagram of the proposed model is
specified in Figure 1.

Figure 1. Flow-diagram of the proposed model.

3.1. Dataset Description

In the household EECP application, the effectiveness of the proposed metaheuristics-
based LSTM network is validated with AEP and IHEPC datasets. The AEP dataset contains
29 parameters related to appliances’ energy consumption, lights, and weather information
(pressure, temperature, dew point, humidity, and wind speed), which are statistically
depicted in Table 1. The AEP dataset includes data for four and half months of a residential
house at a ten-minute resolution. In the AEP dataset, the data are recorded from the outdoor
and indoor environments using a wireless sensor network, the outdoor data being acquired
from a near-by airport [36]. The residential house contains one outdoor temperature sensor,
nine indoor temperature sensors, and nine humidity sensors; one sensor is placed in the
outdoor environment and seven humidity sensors are placed in the indoor environment.
The humidity, outdoor pressure, temperature, dew point, and visibility are recorded at the
near-by airport. The statistical information about the AEP dataset is depicted in Table 1.
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Table 1. Statistical information about the AEP dataset.

Attributes Information Units

Dew point Outside dew point recorded from Chievres
Weather Station (CWS) C

Visibility Outside visibility recorded from CWS Km
Wind speed Outside wind speed recorded from CWS m/s

Rho Outside humidity recorded from CWS %
Pressure Outside pressure recorded from CWS Mm Hg

To Outside temperature recorded from CWS C
RH1 Humidity of parents’ room %
T1 Temperature of parents’ room C

RH2 Humidity of teenager’s room %
T2 Temperature of teenager’s room C

RH3 Humidity of ironing room %
T3 Temperature of ironing room C

RH4 Outside humidity of building %
T4 Outside temperature of building C

RH5 Humidity of bathroom %
T5 Temperature of bathroom C

RH6 Humidity of office room %
T6 Temperature of office room C

RH7 Humidity of laundry room %
T7 Temperature of laundry room C

RH8 Humidity of living room %
T8 Temperature of living room C

RH9 Humidity of kitchen %
T9 Temperature of kitchen C

Light Total energy consumption by lights Watt-hour (Wh)
Appliances Total energy consumption by appliances Wh

In addition, the IHEPC dataset comprises of 2,075,259 instances, which are recorded
from a residential house in France for five years (From December 2006 to November
2010) [37]. The IHEPC dataset includes nine attributes like voltage, minute, global intensity,
month, global active power, year, global reactive power, day and hour. Three more variables
are acquired from energy sensors: sub metering 1, 2, and 3 with proper meaning. The
statistical information about IHEPC dataset is represented Table 2. The data samples of
AEP and IHEPC datasets are graphically presented in the Figure 2.

Table 2. Statistical information about IHEPC dataset.

Attributes Information

Sub metering 1 Energy utilized in kitchen (Wh)
Sub metering 2 Energy utilized in laundry room (Wh)
Sub metering 3 Energy utilized by water heater (Wh)

Date dd/mm/yyyy
Time hh:mm:ss

Voltage Minute averaged voltage of household (volt)
Global reactive voltage Minute averaged global reactive voltage of household (kilowatt (kW))
Global active voltage Minute averaged global active voltage of household (kW)

Global intensity Minute averaged global intensity of household (ampere)
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(a) 

 

(b) 

Figure 2. Data samples of (a) the AEP dataset and (b) the IHEPC dataset.

3.2. Data Refinement

After the acquisition of data from the AEP and IHEPC datasets, data refinement
is performed to eliminate missing and outlier variables and to normalize the acquired
data. In the AEP dataset, a standard transformation technique is employed for converting
the acquired data into a particular range. In the AEP dataset, the feature vectors range
lies between 0 and 800, and by using the standard transformation technique the feature
vectors range is transformed into −4 and −6. The mathematical expression of the standard
transformation technique is defined in Equation (1):

Tstandard = (X−U)/S (1)

where S indicates standard deviation, X denotes actual acquired data, and U represents
the mean. In addition, the IHEPC dataset comprises redundant, outlier, and null values,
so a min-max scalar is applied to eliminate non-significant values and to bring the feature
vectors into a particular range of values. In the IHEPC dataset, the feature vectors range
lies between 0 to 250, and by using the min-max transformation technique, the feature
vectors range is transformed into −2 and −3. The mathematical expression of the min-max
transformation technique is defined in Equation (2):

Tmin−max =
X− Xmin

Xmax − Xmin
(2)

where Xmax and Xmin indicates maximum and minimum values of the IHEPC dataset. A
total of 2890 and 25,980 missing values are eliminated in the AEP and IHEPC datasets
utilizing the pre-processing techniques. The refined data samples of AEP dataset and
IHEPC dataset are presented in Figure 3.
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(a) 

(b) 

Figure 3. Refined data samples of (a) the AEP dataset and (b) the IHEPC dataset.

3.3. Energy Consumption Prediction

After refining the acquired data, the EECP is accomplished using the metaheuristics-
based LSTM network. The LSTM network is an extension of a Recurrent Neural Network
(RNN). The RNN has numerous problems, such as short-term memory and vanishing
gradient issues, when it processes large data sequences [38]. In addition, the RNN is
inappropriate for larger data sequences because it removes the important information
from the input data. In the RNN model, the gradient updates the weights during back
propagation, where sometimes it reduced highly and the initial layers get low gradient and
stops further learning. To tackle these issues, the LSTM network was developed by Hochre-
iter [39]. The LSTM network overcomes the issues of RNNs by replacing hidden layers
with memory cells for modelling long-term dependencies. The LSTM network includes
dissimilar gates, such as a forget gate, input gate, and output gate, along with activation
functions for learning time-based relations. The LSTM network and the individual LSTM
unit are graphically depicted in Figures 4 and 5.
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Figure 4. Graphical presentation of the LSTM network.

Figure 5. Graphical presentation of the LSTM unit.

The mathematical expressions of the input gate int, forget gate ft, cell ct, and output
gate out are defined in Equations (3)–(6):

int = σ(Winhht−1 + Winaat + bin) (3)

ft = σ(Wf hht−1 + Wf aat + b f ) (4)

ct = ft � ct−1 + int � tan h(Wchht−1 + Wcaat + bc) (5)

out = σ(Wouhht−1 + Wouaat + bou) (6)

where t represents different time steps, at = A[t, .] ∈ R
F represents temporal quasi-

periodic feature vectors, tanh (.) denotes a hyperbolic tangent function, σ(.) states a
sigmoid function, and W and b work coefficients. The output of the LSTM unit ht−1
is mathematically specified in Equation (7), and it is graphically presented in Figure 5:

ht = out � tanh(ct) (7)

The cell state {ct|t = 1, 2, ..T|} learns the necessary information from at on the basis
of the dependency relationship during the training and testing mechanism. Finally, the
extracted feature vectors are specified by the last LSTM unit output hT . The hyperparamet-
ric values selected using BOA for the LSTM network are listed as follows: the number of
sequences are 2 and 3, the sequence length is from 7 to 12, the minimum batch size is 20, the
learning rate is 0.001, the number of the LSTM unit is 55, the maximum epoch is 120, and
the gradient threshold value is 1. The BOA is a popular metaheuristic algorithm, which
mimics the butterfly’s behavior in foraging and mating. Biologically, butterflies are well
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adapted for foraging, possessing sense receptors that allow them to detect the presence of
food. The sense receptors are known as chemoreceptors and are dispersed over several of
the butterfly’s body parts, such as the antennae, palps, legs, etc. In the BOA, the butterfly
is assumed as a search agent to perform optimization and the sensing process depends on
three parameters such as sensory modality, power exponent and stimulus intensity. If the
butterfly is incapable of sensing the fragrance, then it moves randomly in the local search
space [40].

Whereas, the sensory modality is in the form of light, sound, temperature, pressure,
smell, etc. and it is processed by the stimulus. In the BOA, the magnitude of the physical
stimulus is denoted as M and it is associated with the fitness of butterfly with greater
fragrance value in the local search space. In the BOA, the searching phenomenon depends
on two important issues: formulation of fragrance q and variations of physical stimulus M.
For simplicity purpose, the stimulus intensity M is related with encoded-objective-function.
Hence, q is relative and is sensed by other butterflies in the local search space. In the BOA,
the fragrance is considered as a function of the stimulus, which is mathematically defined
in Equation (8):

qi = zld (8)

where z denotes the sensory modality, l the perceived magnitude of fragrance, M the
stimulus intensity and d indicates the power exponent. The BOA consists of two essential
phases: a local and a global search phase. In the global search phase, the butterfly identifies
the fitness solution that is determined in Equation (9):

xt+1
i = xt

i +
(
levy (λ)× g∗ − xt

i
)× qi (9)

where xt
i indicates the vector xi of the ith butterfly, t represents iteration, g∗ the present

best solution, qi states fragrance of the butterfly and levy (λ) denotes a random number
that ranges between 0 and 1. The general formula for calculating the local search phase is
given in Equation (10):

xt+1
i = xt

i +
(
levy (λ)× xt

k − xt
i
)× qi (10)

where xt
k and xt

i are the kth/ith butterflies from the solution. If xt
k and xt

i belongs to the
same flight, Equation (10) performs a local random walk. The flowchart of the BOA is
depicted in Figure 6.

In this scenario, the iteration phase is continued until the stopping criteria is not
matched. The pseudocode of the BOA is represented as follows (Algorithm 1):
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Algorithm 1 Pseudocode of BOA

Objective function q(x), xi (i = 1, 2, . . . .n)
Initialize butterfly population
In the initial population, best solution is identified
Determine the probability of switch P
While stopping criteria is not encountered do

For every butterfly do

Draw rand
Find butterfly fragrance utilizing Equation (8)
If rand < P then

Accomplish global search utilizing Equation (9)
Else

Accomplish local search utilizing Equation (10)
End if

Calculate the new solutions
Update the best solutions
End for

Identify the present better solution
End while

Output: Better solution is obtained

 

Figure 6. Flowchart of the BOA.
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4. Experimental Results

In the EECP application, the proposed metaheuristic based on the LSTM network
is simulated using a Python software environment on a computer with 64 GB random
access memory, a TITAN graphics processing unit with Intel core i7 processor and Ubuntu
operating system. The effectiveness of the proposed metaheuristic based on the LSTM
network in EECP is validated by comparing its performance with benchmark models,
such as a Bi-LSTM with CNN [16], an ensemble-based deep learning model [17], a CNN
with GRU model [32], a Bi-LSTM with dilated CNN [33], and multilayer bi-directional
GRU with CNN [34] on the AEP and IHEPC datasets. In this research, the experiment is
conducted using four performance measures, MAPE, MAE, RMSE, and MSE, for time series
data prediction. The MAPE is used to estimate the prediction accuracy of the proposed
metaheuristic based on the LSTM network. The MAPE performance measure represents
accuracy in percentage, as stated in Equation (11):

MAPE =
1
n

n

∑
1
|y− ŷ

y
| (11)

The MAE is used to estimate the average magnitude of the error between actual and
predicted values by ignoring their direction. The MSE is used to determine the mean
disparity between actual and predicted values. The mathematical expressions of MAE
and MSE are stated in the Equations (12) and (13). Correspondingly, the RMSE is used to
find the dissimilarity between the actual and predicted values, and then the mean of the
square errors is computed. Lastly, the square root of the mean values is calculated, where
the mathematical expression of RMSE is stated in Equation (14):

MAE =
1
n

n

∑
1
|y− ŷ| (12)

MSE =
1
n

n

∑
1
(y− ŷ)2 (13)

RMSE =

√
1
n

n

∑
1
(y− ŷ)2 (14)

where n represents the number of instances, y the actual value and ŷ the prediction value.

4.1. Quantitative Study on AEP Dataset

In this scenario, an extensive experiment is conducted on the AEP dataset to evaluate
and validate the proposed metaheuristic based on the LSTM network’s effectiveness and
robustness for real-world issues. The refined AEP dataset is split into a 20:80% ratio for
the proposed model’s testing and training. The proposed metaheuristic based on the
LSTM network utilizes 20% of data during testing and 80% of data during training. As
seen in Table 3, the proposed metaheuristic based on the LSTM network obtained results
closely related to the native properties of energy and the actual consumed energy level.
By inspecting Table 3, the proposed model achieved effective results compared to other
existing models, such as linear regression, CNN, SVR, the LSTM network and the Bi-LSTM
network in light of MAPE, MAE, RMSE and MSE. Hence, the irregular tendencies of energy
consumption are easily and effectively handled by the proposed metaheuristic based on the
LSTM network. Hence, the proposed model attained a minimum MAPE of 0.09, an MAE of
0.07, an RMSE of 0.13, and an MSE of 0.05. In addition to this, the proposed model reduces
prediction time by almost 30% compared to other models for the AEP dataset. A graphical
presentation of the experimental models for the AEP dataset is depicted in Figure 7.
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Table 3. Performance of the experimental models on the AEP dataset.

Models MAPE MAE RMSE MSE Predicting Time (s)

Linear regression 1.54 1.99 2.12 1.24 38
CNN 0.34 0.40 1.02 0.49 29
SVR 0.72 0.88 1.92 0.82 49

LSTM network 0.28 0.17 0.92 0.29 21
Bi-LSTM network 0.24 0.13 0.78 0.14 18

Metaheuristic based on the LSTM network 0.09 0.07 0.13 0.05 12

Figure 7. Graphical presentation of the experimental models for the AEP dataset.

In Table 4, the hyperparameter selection in the LSTM network is carried out with
dissimilar optimization techniques, such as BOA, Grey Wolf Optimizer (GWO), Particle
Swarm Optimizer (PSO), Genetic Algorithm (GA), Ant Colony Optimizer (ACO), and
Artificial Bee Colony (ABC), and the performance validation is done using four metrics,
namely, MAPE, MAE, RMSE, and MSE on the AEP dataset. As evident from Table 4, the
combination of the LSTM network with BOA obtained an MAPE of 0.09, an MAE of 0.07,
an RMSE of 0.13, and an MSE of 0.05, which are minimal compared to other optimization
techniques. Due to naive selection of the hyperparametric values and the noisy electric data,
the LSTM network obtained unacceptable forecasting results. An optimal LSTM network
configuration is therefore needed to discover the time series dynamics in the energy domain
and to describe the electric consumption pattern precisely. In this article, a metaheuristic-
based BOA is applied to identify the optimal hyperparametric values of the LSTM network
in the EEC domain. The BOA effectively learns the hyper parameters of the LSTM network
to forecast energy consumption. Graphical presentation of dissimilar hyperparameter
optimizers in the LSTM network on the AEP dataset is depicted in Figure 8.

Table 4. Performance of the dissimilar hyperparameter optimizers in the LSTM network on the
AEP dataset.

LSTM Network

Optimizers MAPE MAE RMSE MSE Predicting Time (s)

GWO 0.23 0.18 0.56 0.15 30
PSO 0.19 0.09 0.31 0.11 43
GA 0.26 0.13 0.82 0.19 64

ACO 0.22 0.17 0.44 0.13 29
ABC 0.12 0.11 0.37 0.08 25
BOA 0.09 0.07 0.13 0.05 12
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Figure 8. Graphical presentation of the dissimilar hyperparameter optimizers in the LSTM network
on the AEP dataset.

4.2. Quantitative Study on IHEPC Dataset

Table 5 represents the extensive experiment conducted on the IHEPC dataset to
evaluate the efficiency of the proposed metaheuristic based on the LSTM network by means
of MAPE, MAE, RMSE, and MSE. The proposed metaheuristic based on the LSTM network
obtained a minimum MAPE of 0.05, an MAE of 0.04, an RMSE of 0.16, and an MSE of
0.04, which are effective compared to other experimental models, such as linear regression,
CNN, SVR, the LSTM network, and the Bi-LSTM network on the IHEPC database. In
addition, the prediction time of metaheuristic based on LSTM network is 25% minimum
compared to other experimental models. In this research, the metaheuristic based on the
LSTM network superiorly handles the complex time series patterns and moderates the error
value at every interval related to the other experimental models. Graphical presentation of
the experimental models for the IHEPC dataset is depicted in Figure 9.

Table 5. Performance of the experimental models on IHEPC dataset.

Models MAPE MAE RMSE MSE Predicting Time (s)

Linear regression 0.82 0.62 0.90 0.23 34
CNN 0.13 0.14 0.29 0.17 22
SVR 0.47 0.26 0.82 0.38 29

LSTM network 0.11 0.12 0.31 0.19 19
Bi-LSTM network 0.09 0.12 0.19 0.11 18.20

Metaheuristic based on the
LSTM network 0.05 0.04 0.16 0.04 13

The LSTM network with BOA achieved better results in energy forecasting compared
to other optimizers in light of MAPE, MAE, RMSE, and MSE. As seen in Table 6, the
BOA reduced the error value in energy forecasting by almost 20–50%, and the prediction
time by 25% compared to other hyperparameter optimizers in the LSTM network for
the IHEPC dataset. The experimental result shows that the metaheuristic-based BOA
model obtained a successful solution, and it effectively reduces computational complexity
in determining the optimal parameters in the context of EECP. Graphical presentation
of dissimilar hyperparameter optimizers in the LSTM network on the IHEPC dataset is
depicted in Figure 10. Additionally, the fitness comparison of different optimizers by
varying the iteration number is graphically presented in Figure 11.
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Figure 9. Graphical presentation of the experimental models for the IHEPC dataset.

Table 6. Performance of the dissimilar hyperparameter optimizers in the LSTM network on the
IHEPC dataset.

LSTM Network

Optimizers MAPE MAE RMSE MSE Predicting Time (s)

GWO 0.12 0.23 0.29 0.11 18
PSO 0.18 0.12 0.23 0.17 18.20
GA 0.09 0.07 0.20 0.07 17

ACO 0.12 0.21 0.20 0.11 16
ABC 0.14 0.17 0.18 0.12 14
BOA 0.05 0.04 0.16 0.04 13

Figure 10. Graphical presentation of the dissimilar hyperparameter optimizers in the LSTM network
on the IHEPC dataset.
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Figure 11. Fitness comparison of different optimizers achieved by varying the iteration number on
the IHEPC dataset.

The prediction performance of the metaheuristic-based BOA model for the AEP and
IHEPC datasets are graphically presented in Figures 12 and 13. Through an examination
of these graphs, the proposed metaheuristic-based BOA model was shown to generate
effective prediction results in the EECP domain.

 

Figure 12. Prediction performance of the proposed model for the AEP dataset.

 
Figure 13. Prediction performance of the proposed model for the IHEPC dataset.
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4.3. Comparative Study

In this scenario, the comparative investigation of the metaheuristic-based LSTM
network and the existing models is detailed in Table 7 and Figure 14. T. Le et al. [16]
integrated a Bi-LSTM network and a CNN for household EECP. Initially, the discriminative
feature values were extracted from the IHEPC dataset using a CNN model, then the EECP
was accomplished with the Bi-LSTM network. Extensive experimentation showed that the
presented Bi-LSTM and the CNN model obtained an MAPE of 21.28, an MAE of 0.18, an
RMSE of 0.22, and an MSE of 0.05 for the IHEPC dataset. M. Ishaq et al. [17] implemented
an ensemble-based deep learning model to predict household energy consumption. In the
resulting phase, the presented model performance was tested on the IHEPC dataset by
means of MAPE, RMSE, MAE, and MSE. The presented ensemble-based deep learning
model obtained an MAPE of 0.78, an MAE of 0.31, an RMSE of 0.35, and an MSE of 0.21
on the IHEPC dataset. M. Sajjad et al. [32] combined CNN with GRUs for an effective
household EECP. Experimental evaluations showed that the presented model attained
MAE values of 0.33 and 0.24, RMSE values of 0.47 and 0.31, and MSE values of 0.22 and
0.09 for both the IHEPC and AEP datasets.

Table 7. Statistical comparison of the proposed model with the existing models for the AEP and
IHEPC datasets.

Models Dataset MAPE MAE RMSE MSE

Bi-LSTM with CNN [16] IHEPC 21.28 0.18 0.22 0.05
Ensemble-based deep learning model [17] IHEPC 0.78 0.31 0.35 0.21

CNN with GRU model [32]
IHEPC - 0.33 0.47 0.22

AEP - 0.24 0.31 0.09
Bi-LSTM with dilated CNN [33] IHEPC 0.86 0.66 0.74 0.54

Multilayer bidirectional GRU with CNN [34] IHEPC - 0.29 0.42 0.18
AEP - 0.23 0.29 0.10

Metaheuristic based on the LSTM network
IHEPC 0.05 0.04 0.16 0.04

AEP 0.09 0.07 0.13 0.05

 
Figure 14. Comparison of the proposed model with the existing models.

Similarly, N. Khan et al. [33] integrated a Bi-LSTM network with a dilated CNN
for predicting power consumption in the local energy system. Experimental evaluation
showed that the presented model achieved an MAPE of 0.86, an MAE of 0.66, an RMSE of
0.74, and an MSE of 0.54 on the IHEPC dataset. Z.A. Khan et al. [34] combined a multilayer
bidirectional GRU with a CNN for household electricity consumption prediction. The
experimental investigation showed that the presented model achieved MAE values of 0.29
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and 0.23, RMSE values of 0.42 and 0.29, and MSE values of 0.18 and 0.10 for the IHEPC
and AEP datasets. As compared to the prior models, the metaheuristic based on the LSTM
network achieved a good performance in EECP and also obtained a minimum error value
for the IHEPC and AEP datasets. Hence, the obtained experimental results show that the
metaheuristic based on the LSTM network significantly handles long and short time series
data sequences to achieve better EECP with low computational complexity.

5. Conclusions

In this article, a new metaheuristic based on the LSTM model is proposed for effective
household EECP. The metaheuristic based on the LSTM model comprises three modules,
namely, data collection, data refinement, and consumption prediction. After collecting the
data sequences from the IHEPC and AEP datasets, standard and min-max transformation
methods are used for eliminating the missing, redundant, and outlier variables, and for
normalizing the acquired data sequences. The refined data are fed into the metaheuristic-
based LSTM model to extract hybrid discriminative features for EECP. In the LSTM network,
the BOA selects the optimal hyperparameters, which improves the classifier’s running time,
and reduces system complexity. The effectiveness of the proposed model was tested on
the IHEPC and AEP datasets in terms of MAPE, MAE, RMSE, and MSE, and the obtained
results were compared with existing models, such as a Bi-LSTM with CNN, ensemble-
based deep learning model, a CNN with a GRU model, a multilayer bidirectional GRU
with a CNN, and a Bi-LSTM with a dilated CNN. As seen in the comparative analysis,
the proposed metaheuristic based on the LSTM model obtained an MAPE of 0.05 and
0.09, an MAE of 0.04 and 0.07, an RMSE of 0.16 and 0.13, and an MSE of 0.04 and 0.05
for the IHEPC and AEP datasets, and these results were better than those generated by
the comparative models. As a future extension of the present work, many non-linear
exogenous data structures, such as monetary factors and climatic changes, will be explored
in order to investigate power consumption.
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Abbreviations

ABC Artificial Bee Colony
ACO Ant Colony Optimizer
AEP Appliances Load Prediction
ANFIS Adaptive Neuro Fuzzy Inference System
Bi-LSTM Bidirectional Long Short-Term Memory network
BOA Butterfly Optimization Algorithm
CNN Convolutional Neural Network
CWS Chievres Weather Station
DBN Deep Belief Network
EECP Electric Energy Consumption Prediction
ELM Extreme Learning Machine
GA Genetic Algorithm
GRUs Gated Recurrent Units
GWO Grey Wolf Optimizer
IHEPC Individual Household Electric Power Consumption
IMFs Intrinsic Mode Functions
kW kilowatt
LSTM Long Short-Term Memory network
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
MSE Mean Square Error
PSO Particle Swarm Optimization
RMSE Root Mean Square Error
SVR Support Vector Regression
VMD Variational Mode Decomposition
Wh Watt hour
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Abstract: Various modern security systems follow a tendency to simplify the usage of the existing
biometric recognition solutions and embed them into ubiquitous portable devices. In this work, we
continue the investigation and development of our method for securing identification documents.
The original facial biometric template, which is extracted from the trusted frontal face image, is stored
on the identification document in a secured personalized machine-readable code. Such document is
protected from face photo manipulation and may be validated with an offline mobile application.
We apply automatic methods of compressing the developed face descriptors to make the biometric
validation system more suitable for mobile applications. As an additional contribution, we introduce
several print-capture datasets that may be used for training and evaluating similar systems for mobile
identification and travel documents validation.

Keywords: artificial neural networks; biometrics; document handling; face recognition

1. Introduction

Document security has been an important issue since the appearance of the first
documents and banknotes. Physical documents are still the first and ultimate authentication
method and that is why their protection against spoofing attacks is important. Since the
face image is one of the most important biometric components of ID and travel documents,
its security is a prominent concern for official issuing organizations [1].

Face recognition techniques have been drawing a lot of attention in the last decade
and, particularly, with the development of deep learning tools such as convolutional neural
networks, they achieve outstanding accuracy levels.

Facial recognition technology impacts the overall security, allowing to automate ID
document validation. The pipeline of this process usually follows the differential scenario,
which implies that, during the verification procedure, the trusted reference is available.
As a source of this reference, various systems may use the face image, a template that is
previously stored and secured, or the trusted live captured image of a person from the
border control camera.

The scenario of 1-1 authentication (verification) is a form of identity validation of
a tested individual. At this scale, it is not required to store the remote biometric tem-
plate/samples database, which eliminates the risks related to identity database theft or
fraud at the point of control. The limitation of such a scenario provides face recognition
systems with a number of benefits. They can be convenient and safe in applications, such
as accessing the security area of personal devices or proving the identity during auto-
mated border control when trusted live capture is compared with the face image printed in
the passport.

The particular case of 1-1 authentication is the so-called match-on-document scenario,
which assumes that the trusted and secured biometric template is stored on the documents
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themselves. This strategy allows performing document validation in an offline mode to
reduce the information security risks when storing or accessing databases of face images
and templates are not allowed. The approach we discuss in this paper is directed to the
applications for this scenario.

Various face recognition systems usually follow a 1-N authentication scenario which
has some peculiarities but which is indeed less relevant to this work.

Face recognition systems are threatened by presentation attacks (spoofing attacks)
of different kinds. In general, they usually intend to disguise the real subject identity or
deceive the system to be impersonated as a different identity [2]. Such impostor attacks
can lead to the gaining of illegitimate access by the fraudulent user and pose significant
threads for security fields in companies and government sectors [3].

In applications of facial biometric recognition technologies in security systems for
ID documents, several aspects are relevant. These solutions tend to become embedded
in portable devices, such as smartphones. The specific tendency of certain solutions is
to accomplish the offline validation of documents, to avoid risk related to compromising
the network connectivity at any level. In this case, the minutia information is extracted
from sources of biometric data (faces, fingerprints, iris, etc.), without storing or accessing
databases of face images/templates.

The face recognition task for document security is usually constrained by considering
frontal face images (in accordance with the ISO/IEC 19794-5 [4]). Since our method is
focused on protecting ID and travel documents, we follow that statement. However, it
is worth noting that, conceptually, instead of the frontal face image, any other source
of biometric data (e.g., fingerprint pattern or iris) may be used in the design of such a
validation system.

The designed biometric validation system secures the ID document by extracting the
template from an enrolled frontal face image and encoding it into an MRC, which is further
printed on the document in the specified area (Figure 1). The choice of MRC and encoding
strategy is provided by the requirement that the bona fide MRC cannot be generated by an
unauthorized issuer, which complicates producing fraudulent identification documents for
deceitful impersonating.
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Figure 1. Pipeline of the proposed system: (a) ID card generating; and (b) ID card validating.

The validation of such document is performed by extracting two biometric templates
from the frontal face photo and the MRC which are printed on its exterior. The templates
are compared to determine if they belong to the same identity. The pipeline of the process
in such a match-on-document scenario does not require network access, and the validation
may be performed totally offline. However, the proposed approach in practical applications
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indeed may be expanded straightforwardly by including biographic data (name, date of
birth, etc.) into the MRC.

It should be pointed out that the formulation of the face recognition problem in our
method is specific. The main task being solved is to protect the particular instance of
the issued document at the moment of its personalization with variable data. With this
formulation, we do not focus on matching several photos of a single identity, although the
designed method may be expanded for deployment in such a scenario. That is stated due
to the fact that any newly issued document will contain the secured encoded biometric
template, which corresponds to the particular face image to be printed on this document.
However, in the scope of this work, the mentioned limitation is provided only by the choice
of the training and test datasets. That is why we clarify the formulation of a problem as
the protection of the particular face image of the ID document from various biometric
impostor attacks.

Furthermore, one must notice that the matching between the two templates is not
expected to be a perfect one, since the minutiae extracted from the frontal face are always
different each time the validation occurs, due to image color and radiometric distortion,
lighting conditions and the camera’s intrinsic and extrinsic parameters, thus complicating
the problem of matching different identities.

Summing up, the research and development of security solutions for match-on docu-
ment scenario is important and for instance have been performed in our initial study [5].
In this work, which is the extended version of the paper presented at the BIOSIG2020 con-
ference, we continue this investigation towards a compact offline mobile solution to secure
ID and travel documents. By employing the secured MRC to embed the ID document with
a carefully designed facial descriptor, we perform the document validation without storing
biometric samples and templates in the remote database.

In comparison with the previous work, we modify the facial biometric template by
including texture components. Our implementation of the facial descriptor is compact and
optimized for usage in mobile devices. We also estimate the effect of template compression
following the concept of match-on-document verification. Finally, we present several
collected print/capture datasets which may be useful for analyzing the performance.

The paper is organized in the following way. In Section 2, we review some recently
published works related to our research. Section 3 represents the discussion of the improved
face descriptor implementation approach of differential validating and compressing the
designed descriptors. Section 4 is devoted to the choice and application of machine-
readable code (MRC) to our work. In Section 5, we present the details of the acquired
in-house datasets. The discussion on the experimental results is performed in Section 6.

2. Related Work

The conventional pipeline of processing the input digital image (which may be ac-
quired in different ways) in face recognition systems usually includes face detection [6] with
optional alignment [7], followed by the face representation [8]. The last stage may be gen-
erally formulated as transforming the preprocessed face image into the low-dimensional
feature space where various recognition tasks can be easily performed. This recognition
scenario is usually defined by the practical purposes of the system. Intense efforts have
been expended for the search of a better feature domain that possesses high face dis-
criminative power and enough separability for distinguishing images corresponding to
disjoint identities.

2.1. AAM in Face Recognition

Significant improvements in engineered methods for face recognition were achieved
with the development of various techniques for automatic detection of special landmarks
that allow localizing semantic regions on the face image. The list of selected face features
is usually included in the standardized active appearance model (AAM) [9]. Such an
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approach gives huge opportunities for analyzing the face structure and processing the raw
face images which have become very useful for face recognition applications.

For example, Abdulameer et al. [10] used facial features extracted with the use of
AAM for the purposes of face verification that was performed with the trained classifier.
Ouarda et al. [11] analyzed geometric face distances and characteristics of the seman-
tic face shapes for face recognition purposes. The face recognition method reported by
Juhong et al. [12] is based on face geometric invariances.

Another approach to face recognition with the use of an active appearance model
is based on detecting semantic regions and extracting local texture features for further
analysis. For instance, Ahonen et al. [13] considered both shape and texture information
to discriminate face images. The face descriptor in this method is based on Local Binary
Pattern (LBP) histograms extracted from the partitioned image. The dissimilarity metric
between the descriptors is estimated by the nearest neighbor classifier.

Many improvements were introduced to this technique. For instance, Shen et al. [14]
adopted discriminative LBP features for different color channels to enhance the perfor-
mance for images with severe changes in illumination and face resolutions.

Another popular technique for face recognition that deals with image texture is the
histogram of oriented gradients (HOG) method, which usually implies sub-sampling
images to small blocks and counting proportions of gradient orientation in these localized
segments of an image. The extracted coefficients may further serve as discriminative
features of the image.

The example of such an approach was reported by Shu et al. [15] who analyzed
different factors that affect the HOG-based face descriptor and the performance and com-
putational efficiency in comparison with other texture-based techniques.

Deniz et al. [16] considered the HOG descriptor with sub-sampling based on the
facial landmarks. Various methods for increasing the robustness of extracted HOG features
were considered by analyzing the impact of facial feature location error and replacing the
detected features with the regular grid.

Other texture analysis techniques are generally less popular but also attract the interest
of face recognition research. The Gabor feature method is widely used in computer vision
for pattern recognition tasks. Applying special Gabor filters, it is possible to extract the
directivity and frequency of the content within the vicinity of some point or region. For
example, Yunfeng et al. [17] used concatenated Gabor wavelet coefficients, which are
extracted in the vicinity area of each detected facial landmark. Further, the descriptors are
distinguished with a support vector machine classifier.

In [5], the face recognition solution for the match-on-document scenario is introduced.
It employs the process of encoding the biometric template into the secured MRC to be
printed on the document. By comparison with this work, we revisit and improve the im-
plementation of the facial biometric template, considering the methods of its compressing,
which are important for the target platform (mobile devices).

2.2. Face Recognition with Machine Learning

Modern face recognition intensively uses recent achievements in machine learning.
These tools are usually served to learn the discrimination of face descriptors, for example
by solving a classification task to estimate the similarity between images. The face repre-
sentation in these approaches is usually engineered and based on low-level face image
information [10,13].

Another approach to face recognition came with convolutional deep networks which
give the ability to efficiently learn discriminative face features themselves even from uncon-
strained images. These learned features generally do not include local image characteristics
and realize the face description in a high-level manner [8]. Significant popularity in face
recognition systems was gained by metric learning approaches which are focused on
straightforwardly optimizing the face representation. For example, Schroff et al. [18]
introduced a triplet loss for face recognition which minimizes the distance in the feature
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domain between samples of the same identity and maximizes it for the disjoint identities.
However, such methods usually require unreasonably large datasets accompanied by a
carefully designed sample mining strategy for successful convergence.

The best performance in unconstrained face recognition is achieved by methods that
consider the problem as a classification task separating images by their identities. These
approaches usually utilize softmax-based classification loss [8] which allows learning the
discriminative face features, which may be further used for distinguishing tasks with
trivial similarity metrics. Nowadays, investigation is focused on modifying softmax loss by
different means. The main purpose of most of the published improvements is enlarging the
inter-class variance and reducing the inter-class compactness [19]. For example, particular
attention was paid to constraining the target feature distribution with a margin of a different
kind [20,21].

Some deep learning methods also find their application in face recognition systems for
document security. As an example, Shi et al. [22] proposed a method for 1-1 authentication
for the differential automatic border control scenario. In their system, the face photo on the
ID document is validated with the help of life face capture. The two images are processed
by separate networks to estimate the similarity of their deep representations.

However, the intricacy and the lack of a clear sense of extracted deep representations
may be an obstacle in practice while embedding these approaches in portable devices. The
computational complexity requirements of deep learning approaches are still high for most
of the smartphones on the market.

At the same time, the differential manner of match-on-document scenario implies 1-1
verification of templates extracted from an original digital image and its copy, which is
printed on the ID document. With such a scenario, the engineered features, which may
catch characteristic peculiarities of the particular image, have better usage perspectives
than learned high-level features. However, machine learning tools indeed may be applied
for distinguishing such engineered face feature representations.

2.3. Industry Solutions

Industry solutions also follow the advances in facial recognition for protecting ID and
travel documents with modern techniques. Two noticeable products were developed by
Jura (Digital IPI) [23] and IDEMIA (Lasink and DocSeal) [24]. These approaches attempt
to embed face recognition systems into ubiquitous portable devices (e.g., smartphones).
Such validation solutions may broadcast the convenience of authenticity verification of
documents and products, while at the same time allowing to reduce the requirements for
the sophisticated equipment. Their main idea is to augment the document with printed
elements that store encoded personalized data to be further extracted and decoded with
the use of a portable device with a digital camera.

In our work, we adopt a similar approach for protecting ID and travel documents.
However, the above methods are included in proprietary commercial systems and are not
publicly available, which does not allow completing benchmarks and comparison. That
is why existing benchmarks (e.g., the NIST FRVT challenge [25]) have some submission
restrictions and usually accept the solutions in the compiled form without the requirements
of submitting the source code.

3. Materials and Methods

In the scope of this work, we followed the motivation of developing a simple and
compact method for offline document validation that includes an in-house solution for
face description and their verification. We also followed the trends of modern validation
applications that rely on biometric recognition and emphasized portability and ubiquity.

3.1. Facial Biometric Template

In our investigation, we focus on the search for a method for facial description which
is optimized for encoding into MRC and embedding into mobile devices. We combine
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our facial biometric template from several types of discriminative features which include
information about face geometry and texture.

The process of extracting features from the frontal face image starts with the apply-
ing active appearance model and detecting facial landmarks (Figure 2). We employ the
standard appearance model that includes 68 facial landmarks and entirely specifies face
semantic regions to be further processing by the algorithm.
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Figure 2. The process of extracting facial biometric template from the input face image.

The coordinates of the detected set of landmarks carry all discriminative geometric
information given by the chosen model. However, due to the uncertainty of face parameters
(e.g., size or pose) on the source image, these raw data cannot be directly used for making
biometric comparisons and require some normalization procedure.

To achieve that, we define some fixed set of landmarks that serves as a reference for
alignment. In that case, if two sets of landmarks from different arbitrary face images are
aligned to the defined supporting set, they also become aligned to each other. In our work,
we choose this supporting set by extracting facial landmarks from averaged face image in
Figure 2.

The alignment of the input set of points {xi, yi} with the supporting set, is imple-
mented as a coordinate transformation to {x′i , y′i} by rotating, scaling and shifting oper-
ations, defined by Equation (1). The α rotation is determined to achieve the horizontal
face pose. Scaling is performed by the relation of values of face contour perimeters (Psup
corresponds to the supporting set and P to the input set), which is the selection of points
with indices in the range [0–26] (depicted with blue color in Figure 2). The shift S(sx, sy) is
defined as the difference between the centers of supporting and scaled input sets of points.[

x′i
y′i

]
=

Psup

P
∗
[

cos(α) −sin(α)
sin(α) cos(α)

]
∗
[

xi
yi

]
+

[
sx
sy

]
(1)

A facial biometric template for two aligned sets of landmarks is composed as a result
of element-wise subtraction of their coordinates. However, the result values signify some
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pixel distance between coordinates and thus depend on the image characteristics. To
avoid that, we normalize the template elements to the constant perimeter Psup. Due to the
parameters of the employed active appearance model, the resultant descriptor includes
136 values.

Many other geometry-based descriptor implementations usually consider subsets on
the landmarks or rely on hand-crafted features which are manually designed by selecting
special relations within the active appearance model. Our implementation retains the
geometric data in its entirety and gives a profound geometric description. However, the
impact of discriminative power for different template elements is not equal and requires
proper analysis or weighting which we achieve by learning methods.

To increase the template robustness against specific biometric distortion attacks (e.g.,
when the fake face image is warped to fit the geometry of the original image), texture
features are also included in it. The texture descriptor in our method is based on the
combined usage of HOG and LBP techniques. In order to define the image regions from
which the features are extracted, we perform the segmentation of aligned input face image
by ten characteristic semantic sections. The contours of the sections are depicted in Figure 2.
The particular choice of the region’s borders is based on intensive experiments of searching
for a better selection. For each region, we extract eight HOG and eight LBP texture features
with conventional computer vision tools. As a result of extracting sixteen features for each
of ten regions, we get 160 texture components that are combined with geometric ones in a
complete biometric template which includes D_size = 296 features {di}.

3.2. PCA Template Compression

The designed template provides a holistic description of the face, which may include
some redundancy. To eliminate it and make the system more compact, we employ com-
pression techniques and evaluate the effect of template compression on the performance of
validation. As an automatic approach for compressing the designed descriptor, we use the
well-known principal components analysis (PCA) algorithm.

PCA is used for reducing the dimensionality of a template by projecting its elements
onto a lower number of principal components, while at the same time maximizing the
variance of the data.

3.3. Differential Template Verification

The process of document validation follows the differential scenario when the com-
parison is performed for two facial biometric templates extracted from this document.
The first one {d_testi} is extracted from the printed face photo, which is potentially coun-
terfeited. Another template {d_origi}, which is securely encoded with MRC, acts as a
trusted reference. The match comparison decision signifies the genuineness of the tested
document sample.

The superficial comparison indeed may be performed by applying the Euclidean
distance metric (Equation (2)). This simple similarity score can be used to make the
validation decision by comparison with the fixed threshold. However, different template
elements can have different impact weight on the verification decision, which is not
accounted for in this trivial linear estimation.

E =
D_size

∑
i=1

|(d_testi − d_origi)| =
D_size

∑
i=1

|d_subi| (2)

Instead of tuning the similarity metric parameters manually, at this stage, we rely on
the learning approaches. For such robust verification, we train a binary match/non-match
classifier which is designed as a fully connected artificial neural network with a sigma
activation function along with the network architecture.

As input, the classifier takes the absolute values of Its first layer receives the absolute
result of element-wise subtraction of biometric templates d_subi.
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The final layer of the architecture includes a single node that outputs a scalar S in the
range [0,1], where 0 corresponds to the ideal match decision. We train the classifier in the
regression manner with the use of standard sequential back-propagation [26].

In order to normalize the values of network input and fit it better with the first
layer activation function at the initialization stage, we introduce the coefficient N (see
Equation (3)). In our experiments, the best optimization is achieved by setting N = 0.015
for geometrical template components and N = 0.1 and N = 0.05 for HOG and LBP texture
components.

d_inpi = max(1,
|d_subi|

N
) (3)

4. MRC Application

The match-on-document scenario implies embedding the document sample with
additional machine-readable data, which can be implemented in various ways. In our
work, we follow the trend to employ computer vision tools to make the document readable
with a digital camera. Such an approach may be conveniently implemented with a machine-
readable code printed on the surface of the document (see Figure 3). For this work, we
utilize the Graphic Code [27] that can be customized for security purposes.

Figure 3. Stages of MRC processing: (a) Generated MRC sample to be printed on the ID document;
(b) detected MRC on the ID document printed sample; (c) frontalized MRC image; and (d) MRC
message reconstruction [5].

We assume that the MRC sample for a particular biometric template is secured to
store the trusted reference data for differential comparison, which is crucial for our ap-
proach. However, we refer to the detailed consideration of security issues to corresponding
work [27]. We can summarize this discussion as follows.

During the process of creating the MRC sample, several layers of security and attack
robustness can be introduced. These methods usually follow the symmetrical security
approach, where various parameters of the system remain obscured and act as a key
for both encryption and decryption. While the algorithm of assembling MRC remains
open, the Graphic Code ensures the security performance by specifying its private internal
parameters (e.g., unit cell characteristics and dictionary). To increase the security level,
various cryptography methods over the data themselves may also be employed. For
instance, to magnify the computation complexity of cryptanalysis, the message to be
encoded may be encrypted to ciphered text. However, the usage of only these symmetrical
methods leads to the overall risks, when compromising the application on a single portable
device poses a threat to the full system.

This may be mitigated by adapting any asymmetric encryption approach. Indeed, to
prove the originality of the printed MRC during the decoding process, it is required just to
validate the document issuer’s authority. To achieve that, the message with a biometric
template can be protected with the digital signature which is a well-tested method for
similar applications. This method requires the issuer to generate its private and public
keys. The hash, which is extracted from the template data, is signed with a private key and
added to the result message, which is encoded into the MRC. In that scenario, having the
public key, the authority of the issuer of the document may be verified. The offline mode of

202



Appl. Sci. 2021, 11, 6134

this verification can be maintained by uploading the public key of the issuer once during
the initial installation.

4.1. Encoding

The Graphic Code allows an arbitrary choice of the outline image to ease the coordi-
nation with standards, which are usually applied to the appearance of the ID document.
As an example in the scope of this work, we use one depicted in Figure 3a. The required
alphabet defines the correspondence between N (120 in this work) characters and various
unit cells composed of 3 × 3 pixels. To encode the biometric template to the MRC, the
result message is transferred into the alphabet space by quantization process. To compose
the MRC instance, each character in the message is replaced by the corresponding pattern
basing on the defined dictionary. The total amount of information I that is carried by the
encoded template results to ∼260 bytes, which is estimated by Equation (4).

I = K · log2 N (4)

Practical application may also require the encoding of some biographical data (ID
card number and name) in addition to the biometric template to ease automatic document
processing. To verify the correct decoding, a set of check digits is concatenated with the
message. If any empty cells are left, they may be replaced with random non-dictionary
unit cells.

4.2. Decoding

During the process of decoding, the captured image of the detected MRC is processed
with conventional computer vision algorithms to achieve the properly aligned binary form
suitable for decoding (Figure 3b,c). Next, the rectified image (Figure 3d) is aligned and
examined to find unit cells defined in the dictionary for combining the result message.

The print/capture process introduces various distortions to the image of the MRC.
Errors that occur due to various illumination conditions, reflection and MRC surface
attrition may be detected with the use of check digits. We performed various tests with the
various acquisition parameters and MRC deformations, to prove the overall robustness of
the decoding algorithm. However, in practical applications, most of the inaccuracies can
be compensated by processing the stream of frames captured by a digital camera.

5. Datasets

It is important to note that the deployment of a mobile face recognition system for
document security purposes implies dealing with images that are captured by the portable
digital camera from the physically printed documents.

As an example, some works directed on document scanning scenario (which is con-
strained with the absence of perspective transformations) introduce collected print-scan
datasets to deal with that problem [28] or methods for generating such print/scan datasets
automatically [29]. However, the last option usually can barely cover all aspects of illumi-
nation and acquisition distortions with various capture devices.

The document acquisition with a portable digital camera introduces even more vari-
able noise to the captured images, which applies to the perspective inaccuracies and more
severe lighting distortions.

Following the original purpose of protecting the ID document at the moment of
its personalization, for all images from the chosen original dataset, we collected their
print/capture digital copies trying to cover possible noise and distortion variations dur-
ing the process. Acquired images were then automatically frontalized (see examples in
Figures 4 and 5).

The differential verification with such an approach implies estimating the similarity
between the original and the captured images in a single verification iteration. In order to
retain such differential manner of the processing scenario, we labeled the sets of collected
images similarly for original and captured ones.
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A similar print/capture dataset (Print/Capture Aberdeen [30]) was obtained by
Medvedev et al. [5]. We extend that approach to several other datasets that contain frontal
face images complied with travel document standards [4] (Utrecht [30] and AR [31]), in-
cluding various level of acquisition parameter variations. As a result, we obtain several
print/capture datasets (https://github.com/visteam-isr-uc/trustfaces-template-verification
(accessed on 30 June 2021)) which we call as follows :

• Print/Capture Aberdeen v2 (89 identities, 15 k captures);
• Print/Capture Utrecht (67 identities, 16 k captures); and
• Print/Capture AR (135 identities, 29 k captures).

Figure 4. Example images from the Print-Capture Aberdeen dataset: (a) original digital image; and
(b) captured photo image.

Figure 5. Example images from the Print-Capture AR dataset: (a) original digital image; and (b)
captured photo image.

In the process of training on the templates extracted from such datasets, the network
learns the proper weighting for the particular template components. At the same time,
such an approach optimizes the further face verification process by learning existing
irregularities related to printing, digital capture, misalignment and rectification process.

At the same time, practical deployment in the mobile application assumes handling
the stream of frames from which only a few are selected for processing when the bad
quality ones (over illuminated or occluded) may be skipped. Such practical details are
usually important to be accounted in the early research stage. That is why one has to be
careful choosing the strategy for selecting images to be included in the dataset, reducing
ones that will likely be skipped during the deployment.

We achieve that by carefully designing a rectification process that is primarily directed
on the eliminating perspective deformation of the document on the captured image.

5.1. Document Rectification

In a comparison with the automatic border control (ABC) scenario, the document
validation with a mobile device deals with variations of the document alignment. That is
why document rectification is usually a mandatory step in the validation pipeline. This
operation allows obtaining frontalized and standardized images of the document for
further processing and extracting data embedded in it.

This operation indeed may be performed in various ways. We assume that the
ID document is flat and perform rectification by the trivial perspective transformation
(Figure 6). The parameters of the transformation matrix are estimated by matching the
detected features of the specific regions of the document [32]. Despite the fact that during
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that process we require a specific document appearance, it is used only as a reference to
achieve the main goal—frontalize the face images. This automatic process indeed also
introduces additional warping noise to the result images.

Figure 6. Rectification process with the featured detected by the document appearance: (a) captured
document image; and (b) original card layout.

5.2. Train and Test Protocols

As stated above, the face recognition task in the target scenario is to verify the par-
ticular face image sample. That is why we define the training and testing protocols as
follows. From the labeled sets of original and printed/captured images, we select pairs
for extracting templates and computing their element-wise subtracts {d_subi}. This set is
also labeled in binary form, depending on their cross identity label. If images in the pair
belong to a single identity, this pair is labeled as bona fide. Pairs with images from different
identities are labeled as a biometric impostor attack.

In order to make the extracted data balanced in terms of the presence of match and
non-match pairs, we significantly reduce the number of non-match ones to be included in
the resulting protocol. This choice is randomized based on the overall dataset statistics. In
our experiments, the result data were divided into train and test protocol parts with split
proportions of 80% and 20%, respectively. The identities lists are disjoint in these two parts.

6. Results

In a recent work [5], we focused on the search for a better classifier architecture to
optimize it in terms of the balance between efficiency and complexity. In this study, we
mostly focused on estimating the impact of template compression on the overall system
performance. We employed an ANN-based classifier with the following combination of
hidden layer numbers: 300-400-200-100. The template was compressed by selecting a
number of the first PCA components (compressed features) (Figures 7–10). To demonstrate
the compression effect for each template part, we separately applied PCA to the geometric
and texture sections. For geometric template, we first took 120 and 100 components. For
texture template, we took 140 and 120 components (features).

With these settings, we performed intensive experiments and trained the set of clas-
sifiers for compressed collections of templates according to defined protocols. In each
iteration, we defined the number of epochs equal to 20 and chose the best result at the end
of the training.

As a metric for evaluating the performance, we estimated ROC (receiver operating
characteristic) curves and computed their corresponding AUCs (area under curve) (see
Figures 7 and 8 and Table 1).

We also estimated the performance with false acceptance rate and false rejection rate
metrics (see Figures 9 and 10).

From the obtained results, one can see that the compression of the designed geo-
metrical features does not significantly affect the performance. Indeed, this is related to
the redundancy of defined descriptors as the locations of neighbor landmarks are highly
correlated. At the same time, the drop in the performance with the compression of the
texture features is more significant as they have much less redundancy. These features are
extracted holistically from the semantic regions which do not intersect.
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Figure 7. ROC curves of ANN classifier for various various compression of geometric features (PCA components): (a)
Print/Capture Aberdeen; (b) Print/Capture Aberdeen v2; and (c) Print/Capture Utrecht; and (d) Print/Capture AR.
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Figure 8. ROC curves of ANN classifier for various compression of texture features (PCA components): (a) Print/Capture
Aberdeen; (b) Print/Capture Aberdeen v2; (c) Print/Capture Utrecht; and (d) Print/Capture AR.
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Figure 9. FAR/FRR of ANN classifier for various various compression of geometric features (PCA components): (a)
Print/Capture Aberdeen; (b) Print/Capture Aberdeen v2; (c) Print/Capture Utrecht; and (d) Print/Capture AR.
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Figure 10. FAR/FRR of ANN classifier for various compression of texture features (PCA components): (a) Print/Capture
Aberdeen; (b) Print/Capture Aberdeen v2; (c) Print/Capture Utrecht; and (d) Print/Capture AR.

Table 1. Performance characteristics (AUC/FNMR@FMR = 0.01/Equal Error Rate(EER)) of classifiers
for various sizes of compressed templates and datasets.

Template Size
Geometric +

Texture

Print/Capture
Aberdeen

Print/Capture
Aberdeen v2

Print/Capture
Utrecht

Print/Capture
AR

136 G + 160 T. 0.999438/0.0027 0.999179/0.0036 0.99592/0.023 0.994624/0.029
0.0047 0.0048 0.016 0.023

120 G + 160 T. 0.999465/0.0034 0.999394/0.0059 0.998035/0.027 0.992643/0.073
0.0047 0.0073 0.018 0.018

100 G + 160 T. 0.999452/0.0027 0.999277/0.0063 0.995276/0.033 0.994577/0.078
0.0054 0.0077 0.020 0.024

136 G + 140 T. 0.999262/0.0068 0.998991/0.0061 0.992228/0.044 0.987724/0.030
0.0074 0.0077 0.024 0.043

136 G + 120 T. 0.999297/0.0075 0.99912/0.0081 0.991232/0.059 0.982557/0.038
0.0081 0.0087 0.026 0.047

The expected feature of the results is that the experiments on the different datasets
demonstrate slightly different performance, which occurs due to the different level of
illumination condition variations (exposure, relative position of light source and camera
and applied shadows) during the process of their harvesting.

Another observation is that, depending on the template size, the parameters of the
architecture (sizes of the hidden layer), which may be optimized to achieve the best
accuracy, indeed depend on the template size (the size of the input layer). However, here
we do not follow that suggestion, limiting ourselves to only estimating the compression
effect with the fixed parameters of the setup.

7. Conclusions

This paper is devoted to the development of an efficient method for protecting ID
and travel documents by augmenting them with a secured facial biometric template to be
encoded in the machine-readable code. The approach is optimized for portable devices
(e.g., smartphones) in terms of the CPU usage and solves the frontal face verification
problem in the offline match-on-document scenario. Our demo application on an iPhone 7
is able to perform the complete card validation process (including detection, rectification,
extracting templates and verification) in 0.2 s.

We introduce the improved facial biometric descriptor and estimate the effect of its
compression on the performance of the system in various experiments.

As an additional contribution of this work, we introduce several print/capture datasets
that may be useful for the research related to face recognition for mobile document security
applications. They can be employed to analyze the robustness of face recognition algo-
rithms to various distortions caused by the combined impact of printer and digital camera.
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The overall results show the high performance of the developed method against
biometric impostor attacks. At the same time, it may be customized with the use of
biographical data or adapted for other biometric characteristics (such as fingerprints and
iris). The method may be applied without sophisticated equipment, in a very cheap and
convenient way. Our future work will be directed towards increasing the robustness of
the developed facial template, more detailed analysis of the performance with a multi-fold
approach and adapting deep learning techniques for the match-on-document scenario.

8. Patents

The results of our work on the project TrustFaces were published in the patent [33].
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Abstract: With the widespread use of surveillance image cameras and enhanced awareness of
public security, objects, and persons Re-Identification (ReID), the task of recognizing objects in
non-overlapping camera networks has attracted particular attention in computer vision and pattern
recognition communities. Given an image or video of an object-of-interest (query), object identifi-
cation aims to identify the object from images or video feed taken from different cameras. After
many years of great effort, object ReID remains a notably challenging task. The main reason is that
an object’s appearance may dramatically change across camera views due to significant variations in
illumination, poses or viewpoints, or even cluttered backgrounds. With the advent of Deep Neural
Networks (DNN), there have been many proposals for different network architectures achieving
high-performance levels. With the aim of identifying the most promising methods for ReID for future
robust implementations, a review study is presented, mainly focusing on the person and multi-object
ReID and auxiliary methods for image enhancement. Such methods are crucial for robust object ReID,
while highlighting limitations of the identified methods. This is a very active field, evidenced by the
dates of the publications found. However, most works use data from very different datasets and
genres, which presents an obstacle to wide generalized DNN model training and usage. Although
the model’s performance has achieved satisfactory results on particular datasets, a particular trend
was observed in the use of 3D Convolutional Neural Networks (CNN), attention mechanisms to
capture object-relevant features, and generative adversarial training to overcome data limitations.
However, there is still room for improvement, namely in using images from urban scenarios among
anonymized images to comply with public privacy legislation. The main challenges that remain in
the ReID field, and prospects for future research directions towards ReID in dense urban scenarios,
are also discussed.

Keywords: person ReID; computer vision; deep neural networks; image enhancement

1. Introduction

The task of object ReID on image cameras has been studied for several years by the
computer vision and pattern recognition communities [1], with the primary goal to ReID a
query object among different cameras.

Multi-object ReID, based on a wide range of surveillance cameras, is nowadays a vital
aspect in modern cities, to better understand city movement patterns among the different
infrastructures [2], with the primary intention of rapidly mitigate abnormal situations, such
as tracking car thieves, wanted persons, or even lost children.

This is still a challenging task, since an object’s appearance may dramatically change
across camera views due to the significant variations in illumination, poses or viewpoints,
or even cluttered backgrounds [2] (Figure 1). According to the state-of-the-art research
studies, existing object ReID methodologies can be divided into two main categories:
image-based and video-based object ReID.

Appl. Sci. 2021, 11, 10809. https://doi.org/10.3390/app112210809 https://www.mdpi.com/journal/applsci
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(a) ID 1 (b) ID 1 (occluded) (c) ID 2 (d) ID 2 (occluded)

Figure 1. Some common problems found in object ReID.

The former category focuses on matching a probe image of one object, with an image of
the object with the same ID among gallery sets, which is mainly established based on image
content analysis and matching. In contrast, the latter category focuses on matching two
videos, exploiting different information, such as temporal, and motion-based information.
A gallery corresponds to a collection of object images gathered from different perspectives
over time. In both approaches, the pairs of objects to be matched are analogous. However,
in real scenarios, object ReID needs to be conducted between the image and video. For
example, given a picture of a criminal suspect, the police would like to quickly locate and
track the suspect from hundreds of city surveillance videos. The ReID under this scenario is
called image-to-video person ReID, where a probe image is searched in a gallery of videos
acquired from different surveillance cameras.

Although videos contain more information, image-to-video ReID share the same
challenges with image-based and video-based objects ReID, namely, similar appearance,
low resolution, substantial variation in poses, occlusion, and different viewpoints. In
addition, an extra difficulty resides on the match between two different datasets, one static
and another dynamic, i.e., image and video, respectively.

Image and video are usually represented using different features. While only visual
features can be obtained from a single image, both visual features and spatial–temporal
features can be extracted from a video. Recently, CNN has shown potential for learning
state-of-the-art image feature embedding [3,4] and Recurrent Neural Network (RNN) yields
a promising performance in obtaining spatial–temporal features from videos [5,6].

In general, there are two major types of deep learning structures for object ReID;
namely, verification models and identification models. Verification models take a pair of
data as input and determine whether they belong to the same object or not, by leveraging
weak ReID labels that can be regarded as a binary-class classification or similarity task [7].
In contrast, identification models aim at feature learning by treating object ReID as a
multi-class classification task [4], but lack direct similarity measurement between input
pairs. Due to their complementary advantages and limitations, the two models have been
combined to improve the ReID performance [8]. However, in the image-to-video object
ReID task, a cross-modal system, directly using DNN and the information provided by the
target task still cannot perfectly bridge the “media gap”, which means that representations
of different datasets are inconsistent. Therefore, most of the current works directly rely on
weights from pre-trained deep networks as the backbone to obtain initial values for the
target model and initiate the pre-trained network structure to facilitate the training of the
new deep model. Figure 2 depicts the common base architecture for person ReID.
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Figure 2. Common base architecture for person ReID.

With this problem in mind, we focus on identifying the promising techniques and
methods for ReID that lead to a unified use in public urban scenarios, in adversarial and
challenging conditions. This research article is organized toward identifying the main
methodologies and key aspects. The following section presents an overview of the deep
learning method for object ReID, and the most widely employed models proposed for
ReID tasks. The main goal is to improve existing methods and derive new approaches to
the ReID tasks. In the methods section, we detail the search used for this review article.
The results section presents the main findings achieved with the selected works grouped
by the person ReID and the multi-object ReID, with temporal constraints in consideration.
The final section provides a critical discussion of the results and draws the conclusions.

2. Deep Learning for Object Re-Identification

A turning point in the history of machine learning and computer vision was reached
by researchers of the University of Toronto, who proposed a new image classification
approach and achieved excellent results in the ImageNet [9] competition [10]. The winning
proposal, defined as AlexNet, consisted of a CNN composed of a set of stacked deep
layers and dense layers that enabled the reduction of the error drastically. However, the
first appearances of CNN dated from 1990, when Lecun et al. [11] proposed a CNN
method addressing the task of hand-written digit recognition to alleviate the work of the
postal office.

A CNN multi-layer contains at least one layer to perform convolution operations
from image inputs, by using filters of kernels that are translated across and down the
input matrix, to generate a feature representation map of the original image input. The
characteristics of these filters can be widely different, and each one of them is composed
of learnable parameters, updated through a gradient descent optimization scheme. The
same layer can employ other filters. For the same part of the image, each filter produces a
set of local responses, enabling correlation of specific pixel information with the content
of the adjacent pixels. After the proposal by [10], many different network architectures
were developed to address such a problem, each one with its inner characteristics, to name
a few, the VGG [12], Inception [13], and ResNet [13] architectures. Many other network
architectures were proposed, but in summary, they all share some building blocks.

In regard to the ReID task, the most used backbone model architecture is ResNet [14],
due to its flexibility and ease of reusing and implementation to solve new problems. Most
of the ReID tasks explore the use of pre-trained ResNet as backbones for feature extraction
for the object ReID task.

ResNets can address the vanishing gradient problem when the networks are too deep,
making the gradients quickly shrink to zero after several chain rule applications, leading
toward "not updating" the weights and, therefore, harming of the learning process. With
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ResNets, the gradients can flow directly through the skip connections backward from later
layers to the initial filters.

ResNets can have different sizes, depending on how big each model layer is, and
how many layers it contains. As an example, ResNet 34 [15] contains one convolution and
pooling layer step, followed by four similar layers (Figure 3). Each layer follows the same
pattern by performing 3× 3 convolutions with a fixed feature map dimension, and by
bypassing the input every two convolutions. A concern with the special characteristics of
ResNet 34 is the fact that the width W and height H dimensions remain constant during the
entire single layer. The size reduction is achieved by the stride size used in the convolution
kernels, instead of the polling layers commonly used in other models.

Every layer of a ResNet is composed of several blocks, enabling it to go deeper.
This deepness is achieved by increasing the number of operations within a block, while
maintaining the total number of layers. Each operation comprises a convolution step, batch
normalization, and a ReLU activation to a particular input; except for the last operation of
the block, which does not contain a ReLU activation function.

Figure 3. A common ResNet block architecture.

The aforementioned characteristics make ResNets particularly suitable for object ReID,
since it enables shallow lower-level features to be reused at higher-level stages. This scheme
allows exploring relevant information for ReID task from all layer feature maps, instead of
relying only on more abstract summarized features provided by the higher layers.

3. Evaluation Metrics

Cumulative Matching Characteristic curve (CMC) is a common evaluation metric for
person or object ReID methods. It can be considered a simple single-gallery-shot setting,
where each gallery identity only has one instance. Given a probe image, an algorithm will
rank the entire gallery sample according to the distances to the probe, with the CMC top-k
accuracy given as:

Acck =

{
1 if top-k ranked gallery samples contain the query identity,
0 otherwise,

, (1)

which is a shifted step function. The final Cumulative Matching Characteristics (CMC)
curve is built by averaging the shifted step functions over all the queries.

Another commonly used metric is the mean Average Precision (mAP), which is very
often employed on each image query, and defined as:

MAP =
∑Q

q=1 AveP(q)

Q
, (2)
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where Q is the number of queries

4. Methodology

The current bibliographic analysis involved two steps: (a) collecting related work and
(b) a detailed review and analysis of the gathered work.

The research methodology consisted of a keyword-based search of conference papers
or journal articles from scientific databases; namely, IEEE Xplore and Science Direct, and
from web scientific indexing services: Web of Science, Google Scholar, and arXiv. As
search keywords, one performed the following query: [“deep learning”] AND [“reid” OR
“re-identification” OR “person reid” OR “object reid”] The gathered information excluded
filtered out articles referring to DNN, but did not apply to the ReID domain. Articles were
initially identified from this process.

Restricting the search to articles in combination with connected papers, a web tool, the
initial number of articles was lessened to 47. In the second step, the 21 articles selected from
the previous step were analyzed one-by-one for the task of a person ReID, considering the
following research questions:

1. What was the ReID- or multi-object ReID problem addressed?
2. What was the general approach and type of DNN-based models employed?
3. What were the datasets and models proposed by the authors? Were there any varia-

tions observed by the authors?
4. Was any pre-processing of data or data augmentation technique used?
5. What was the overall performance in (depending on the adopted metric)?
6. Did the authors test their model performances on different datasets?
7. Did the authors compare their approaches with other techniques? If yes, what was

the difference in performance?

5. Person Re-Identification

Person ReID is the problem of matching the same individuals across multiple image
cameras or across time within a single image camera. The computer vision and pattern
recognition research communities have paid particular attention to it due to its relevance
in many applications, such as video surveillance, human–computer interactions, robotics,
and content-based video retrieval. However, despite years of effort, person ReID remains a
challenging task for several reasons [16], such as variations in visual appearance and the
ambient environment caused by different viewpoints from different cameras.

Significant changes in humans pose—across time and space—background clutter
and occlusions; different individuals with similar appearances present difficulties to the
ReID tasks. Moreover, with little or no visible image faces due to low image resolution,
the exploitation of biometric and soft-biometric features for person ReID is limited. For
the person ReID task, databases and different approaches have been proposed by several
authors, which are summarized in the following sections.

5.1. Person Re-Identification Databases

The recognition of human attributes, such as gender and clothing types, has excellent
prospects in real applications. However, the development of suitable benchmark datasets
for attribute recognition remains lagged. Existing human attribute datasets are collected
from various sources or from integrating pedestrian ReID datasets. Such heterogeneous
collections pose a significant challenge in developing high-quality fine-grained attribute
recognition algorithms.

Among the public databases that have been proposed for person ReID, some examples
can be found in the open domain, such as the Richly Annotated Pedestrian (RAP) [17],
which contains images gathered from real multi-camera surveillance scenarios with long-
term collections, where data samples are annotated, not only with fine-grained human
attributes, but also with environmental and contextual factors. RAP contains a total of
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41,585 pedestrian image samples, each with 72 annotated attributes, as well as viewpoints,
occlusions, and body part information.

Another example is the VIPeR [18] database, which contains 632 identities acquired
from 2 cameras, forming a total of 1264 images. All images were manually annotated, with
each image having a resolution of 128× 48 pixels.

A summary of the public available databases for person ReID, with main characteris-
tics, is presented in Table 1.

Table 1. Global overview of the found public available databases for person ReID.

Dataset
#

Identities
#

Cameras
#

Images
Label Method Size

Tracking
Sequences

VIPeR 632 2 1264 Hand 128× 48 NO
ETH1,2,3 853,528 1 8580 Hand Vary YES
QMUL iLIDS 119 2 476 Hand Vary NO
GRID 1025 8 1275 Hand Vary NO
CAVIAR4reid 72 2 1220 Hand Vary NO
3DPeS 192 8 1011 Hand Vary NO
PRID2011 934 2 24,541 Hand 128× 64 YES
WARD 70 3 4786 Hand 128× 48 YES
SAIVT-Softbio 152 8 64,472 Hand Vary YES
CUHK01 971 2 3884 Hand 160× 60 NO
CUHK02 1816 10

(5 pairs)
7264 Hand 160× 60 NO

CUHK03 1467 10
(5 pairs)

13,164 Hand Hand/DPM NO

RAiD 43 4 6920 Hand 128× 64 NO
iLIDS-VID 300 2 42,495 Hand Vary YES
MPR Drone 84 1 - ACF Vary NO
HDA Person
Dataset

53 13 2976 Hand/ACF Vary YES

Shinpuhkan
Dataset

24 16 - Hand/ACF 128× 48 YES

CASIA Gait
Database B

124 11 - Background
subtraction

Vary YES

Market-1501 1501 6 32,217 Hand/DPM 128× 64 NO
PKU-reid 114 2 1824 Hand 128× 64 NO
PRW 932 6 34,304 Hand Vary NO
Large scale
person search

11,934 - 34,574 Hand Vary NO

MARS 1261 6 1,191,003 DPM+GMMCP 256× 128 YES
DukeMTMC-
reid

1812 8 36,441 Hand Vary NO

DukeMTMC4reid 1852 8 346,261 Doppia Vary NO
Airport 9651 6 39,902 ACF 128× 64 NO
MSMT17 4101 15 126,441 Faster RCNN Vary NO
RPIfield 112 12 1,601,581 ACF Vary NO

DPM—deformable part models, ACF—pyramid features, GMMCP—generalized maximum multi clique.

Although many other datasets suitable for object ReID can be found, the ones listed in
Table 1 are widely used by most of the authors as benchmarks for performance evaluation
and comparison of the proposed works.

5.2. Person Re-Identification Methods

In this section, deep learning-based person ReID methods are grouped into four main
categories, as represented in Figure 4, including methods for feature learning, sequence
learning, generative learning, and deep learning metrics. These categories encompassed
several methods, and they are discussed in the following in terms of their main aspects
and experimental results.
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Figure 4. Deep learning-based person re-identification methods.

5.2.1. Feature Learning

Considering the features extracted from images, person ReID methods can explore
the extracted feature from a global and local perspective, to better represent the object of
interest. Global feature learning usually provides a single feature from the target image,
making it difficult to capture detailed information of the person image. To overcome this
problem, distinguishable local features are also used to capture subtle invariant features
that are often combined in a fusion scheme.

An example of the use of a fusion scheme to combine global and local features for
person ReID is presented by [19]. It consists of the formulation of an image-to-video person
ReID as a classification-based information retrieval problem, where a model of “person
appearance” is learned from the gallery images, and the identity of the interested person is
determined by the probability that the corresponding probe image belongs to one of the
gallery images.

To learn a model of person appearance, two kinds of features, Kernel Descriminator
(KDES) [20] and CNN, are extracted from each person’s image. Then, a Support Vector
Machine (SVM) model is employed to learn the model. For ReID, three fusion schemes,
early fusion, product rule, and query-adaptive late fusions, are proposed to aggregate the
features. A ranking scheme in descending order of similarity is employed between the
query image and the learned model to determine the most likely image pair. The work was
evaluated in two benchmark datasets, CAVIAR4reid [21] and RAID [22], and by using
CMC [23] as evaluation measures for person ReID. The model achieved a CMC of 96.11%
when using the CAVIAR4reid dataset, and contained balanced cases combined with data
augmentation during training, while employing late adaptive feature fusion. In contrast,
when using the same dataset containing imbalanced cases and the same training and fusion
methods, the model obtained an CMC of 93.33%. As for the RAID database, the model
presented a CMC of 94.29% when using data augmentation during training and late feature
fusion.

The same author refined in [24] its previous image-to-video person ReID frame-
work [19] by adding two extra features: the Gaussian of Gaussian (GOG) [25] and learned
features from Residual Neural Network (ResNet) [14]. The same feature fusion method-
ology employed in its previous work [19] was used, and the newly added features were
evaluated using the same CAVIAR4reid and RAID databases. The model on CAVIAR4reid,
containing balanced cases, and using late adaptive fusion combined with data augmen-
tation during training attained an CMC of 86.39%. In contrast, on CAVIAR4reid and
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with imbalanced cases, as well as the same fusion scheme and augmentation, the model
achieved a CMC of 91.94%. Conducted experiments on the RAID database using the
same fusion scheme and augmentation techniques achieved a CMC of 92.80%, proving
the effectiveness of the newly added features. When compared to the previous work, the
performance fell by approximately 2% on both datasets, mainly due to DNN co-adaptation
that led to some degree of overfitting. While these works are somehow complementary,
the suggested approach can overcome the difficulties in learning cross-scale features by
learning multi-scale complementary features.

Jointly learning of local and global features using a CNN is proposed by [26], exploring
advantages of jointly learning local and global features in a CNN, in order to obtain
correlated local and global features in different contexts scenarios for person ReID. A
deep two-branch CNN architecture was proposed, with one branch being responsible for
learning localized features (local branch) and the second directed to learning global feature
(global branch); the two components were not independent, but synergistically correlated
and jointly learned, concurrently. The proposed joint learning multi-loss (JLML) CNN
model consists of two branch CNN networks.

The local branch aims to learn the most discriminating local visual features of the
surroundings of a people bounding box. In contrast, the second branch is responsible for
learning the most discriminating global level features from the entire person’s image. The
joint learning scheme is employed for concurrently optimizing per-branch discriminative
feature representations, and discovering correlated complementary information between
local and global features by subjecting both local and global branches to the same identity
label supervision. For sharing low-level features, a multi learning methodology is explored,
as in the work proposed by [27]. An inter-branch common learning inter-permutation
is to be shared on the first convolution layer, with the intuition that lower convolution
layers capture low levels features, such as edged and corners that are common patterns
to all images, while the complementary discriminative features from local and global
representations are learned independently, and related to a given identity label. Moreover,
a structure sparsity-induced regularization [28] is introduced to discourage the use of
irrelevant features while encouraging discriminative features, to learn concurrently on
both local and global contexts, and to maximize a shared identity matching objective. The
final global feature representation corresponds to a sparsity measure with LASSO [29].
Cross-entropy is then used as the loss function for both global and local branches, in order
to optimize person identity classification and a pairwise person ReID. Concerning the
distance metrics for person ReID, a 1024-D deep feature representation is employed using
only a generic distance metric without camera-pair specific distance learnable metrics. The
models were evaluated on the CUHK01, VIPeR [30], CUHK03, Market-1501, and GRID
datasets. On CHUK03, with the proposed method achieving a CMC of 83.2% Rank-1 using
labeled objects and 80.6% with automatically detected objects. On Market-1501, the method
achieved an CMC Rank-1 of 85.1% on single query, and 89.7% for multi-query. On CHUK01,
the method achieved a CMC for Rank-1 of 91.2% when applying an 871/100 dataset split
and 76.7% using a 486/485 split. For a GRID dataset, the method obtained a CMC Rank-1
of 37.5%. Finally, as to the VIPeR dataset, the method achieved a CMC Rank-1 of 50.2%. In
most datasets, the proposed method surpassed the compared state-of-the-art approaches
except for the VIPeR dataset. The combination of local and global features potentiates
model generalization, avoiding overfitting to image-specific features.

In [31], a novel deep ReID CNN is proposed for omni-scale feature learning (OSNet).
The model is based on residual blocks composed of multiple convolutional streams, with
each detecting feature at a certain scale. A novel unified aggregation gate is then introduced
to dynamically fuse multi-scale features with output-dependent channel-wise weights.
To efficiently learn spatial-channel correlations and to avoid over-fitting, pointwise and
depth-wise convolutions are used. Depth-wise separable convolutions are also adopted
to reduce the number of parameters. Person matching is based on the ζ2 distance from
512-D feature vectors extracted from the last layer. Two OSNet models were trained for
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comparison proposes, with the first model being trained from scratch during 350 epochs
using Stochastic Gradient Descent (SGD) as an optimizer. In contrast, a second model
was fine-tuned using ImageNet [9] weights and AMSGrad optimizer [32]. The images
were resized to 256× 128, and common data augmentation techniques, such as random
flip, random crop, and random image patch, and random erase [33], were applied. Model
experiments were conducted on six widely used person ReID datasets: Market-1501,
CUHK03, DukeMTMC-reid, MSMT17, VIPeR, and GRID datasets. Collected results showed
that the model achieved overall supremacy when compared with most of the state-of-art
methods, attaining a CMC Rank-1 of 94.8% on Market-1501, 72.3% on CUHK03, 88.6% on
Duke, and 78.7% on MSMT17. The proposed fusion scheme shows the effectiveness of the
omni-scale features in different scales to comply with a large range of possible viewpoints
from image pairs.

To improve the capabilities of attention mechanisms and obtain fine detailed features
for person ReID, ref [34] proposes a feature refinement process in combination with filter
network, by weakening the high response features and eliminating the interference raised
by the background information. The model includes a network formed by the weaken
feature convolution blocks based on ResNet, in combination with a multi-branch scheme.
An attention mechanism is also set in place to act as an attention feature map in the
convolution module, with higher values corresponding to regions where the model has
paid more attention.

Extensive experiments were conducted in the Market-1501, DukeMTMC-reID, CUHK03
and MSMT17 person ReID benchmarks datasets, with the proposed model achieving a
mAP of 94.2% in Market-1501.

An automatic search for a CNN architecture, specifically suited for the ReID problem-
atic was proposed by [35], and denoted as Auto-ID. The method is based on the neural
architecture search (NAS) [36] to automate the process of architecture design without
human effort, directed to the task of ReID, by using a retrieval search-based algorithm. This
design enables to obtain more optimal architectures that make the best use of human body
structure information for person ReID, eliminating human expert efforts in the manual
design of CNN models for the task. The model starts by integrating structural body cues
into the input tensors, and then by vertically splitting the input feature tensor into four
body part features, averaging each tensor part into a vector, and transforming each of
the tensors into a new part feature vector using a linear layer. The obtained part vectors
interact between them via a self-attention mechanism, enabling each part of the vectors
to incorporate more specific body part information. Each obtained part vector is repeated
and concatenated to recover the original spatial shape as the input tensor. Finally, the
formed global feature tensor is fused with the original input tensor, using a one-by-one
convolutional layer. A class-balance data sampler to equal the sample batch data for the
triplet loss is used to overcome the original sensitivity of triplet loss to the batch data. This
sampler first samples some identities, uniformly, and then, for each identity, it randomly
samples the same number of images. To better explore the benefits from the cross-entropy
and triplet losses, a mixture retrieval loss between sample loss and triplet loss is considered.
Experiments were conducted on the Market-1501, CUHK03, and MSMT17 public databases,
with the proposed Auto-ID model achieving a CMC rank-1 of 95.4% on Market-1501, when
using the re-ranking technique, 77.9% on CUHK03 with labeled examples, and 73.3% on
detected ones. On MSMT17, the model achieved a CMC Rank-1 of 78.2%. The proposal
work enables increasing the ReID performance by taking into consideration attention
mechanisms combined with triplet loss methods.

A dropout technique was proposed by [4] for learning deep feature representations
from multiple domains with CNN. Multi-domain learning is frequently directed toward
solving the problem of using datasets across different domains simultaneously, by using
all data they provide for the task of multi-domain learning, while robustly handling data
domain discrepancies. The central problem in multiple learning relies on the fact that
samples from the same domain follow the same underlying data distribution, which
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degrades the model performance since some neurons may gain focus on some domain
representation, while discarding the remainder domains, and leading to a bad model
generalization. To overcome this problem, a domain guided dropout algorithm was
proposed to avoid the model to learn only from domains where samples follow the same
underlying data distribution. The CNN models are trained from scratch using all data
domains using a single Softmax loss, creating a solid baseline. For each domain, a forward
pass was performed on all data domains, and the impact that each neuron had on the
objective function was quantified. After a few epochs of training, the standard network
dropout layer was replaced by the proposed domain guided dropout layer, and the training
process continued for several epochs to guide the neurons to the effective domain, enabling
the CNN to learn more discriminative features for all of them. Experiments were conducted
using the CUHK03, CUHK01, CUHK03, and PRID datasets, and compared with state-
of-the-art methods using the CMC metrics. The proposed method outperformed the
studied state-of-the-art methods, achieving a CMC Rank-1 of 75.3% on CUHK03, 66.6% on
CUHK01, and 64.0% on PRID. The introduced domain dropout layer acts as regularized
mechanism, avoiding the neurons co-adaptation to specific domains, reducing overfitting
that degraded the ReID performance.

Attention mechanism has gained relevance in recent years, showing good performance
in many fields, and it is often used as a local feature learning mechanism, which is useful
for the task of ReID.

One example of an attention mechanism for deep learning networks was presented
by [37] to provide simultaneously masks-free and foreground-focused samples for the
inference phase. The main objective was to generate synthetic data that are composed
of interleaved segments gathered from the original learning image set, while using class
information only from specific segments. The proposed augmentation technique was
evaluated using a baseline method proposed by [38], based on a deep learning-based
classification framework using the ResNet-50 as a feature extractor, with weights initialized
on ImageNet [9], along with a bag of tricks, known to be particularly effective for person
ReID tasks. Since the richly annotated pedestrian (RAP) [17] dataset does not provide
human body segmentation annotations, human binary segmentation masks were extracted
using Mask-RCNN [39] to obtain the human body segmentation binary masks. Afterwards,
fake images were generated to enlarge the dataset. For a matter of performance evaluation
of the augmentation method, the default parameter settings detailed on the official project
and the same weights were reused without modifications. The models were evaluated on
two different loss schemes: Softmax and Triplet, with the results being slightly better when
using triple loss on the RAP dataset. Accurately, the model presented a mAP Rank-1 of
62.9% when considering the upper body part, and 65.7% for the full body. The proposed
augmentation technique enabled an increase in the performance of the baseline method by
almost 20%.

Another attention mechanism based in Deep Learning (DL) models was proposed
by [40] to overcome the problem of learning fine-grained pedestrian features that are
useful for pedestrians ReID. A self-denominated HydraPlus-Net (HP-net), which multi-
directionally feeds the multi-level attention maps to different feature maps and to different
feature layers, is used. The method enables the model to capture multiple attention from a
low-level to a semantic level by exploring the multi-scale selectiveness of attentive features,
to enrich the final feature representations for the pedestrian image. The proposed approach
was evaluated on three publicly standard datasets: CUHK03, VIPeR, and Market-1501
datasets. The model achieved a CMC Top-1 of 91.8 % on CUHK03 , 56.6% on ViPer, and
76.9% on Market-1501. The proposed method achieved top performance results, proving
the effectiveness of attention mechanisms to capture relevant features maps for ReID tasks.

Attention mechanisms are also explored by [41], by introducing a bilateral complemen-
tary network (BiCnet), formed by a two-branch scheme; the first operating in the original
image resolution, and the second called context branch, operating in downsampled resolu-
tion to capture long-range context. A specific attention mechanism, called diverse attention
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operation, was added to enforce consecutive frames to focus on different body charac-
teristics regarding each identity. The mining of spatial clues was carried by a temporal
kernel selection to jointly combine the short- and long-term temporal relations. Exhaustive
experiments were conducted in the MARS, DukeMTMC-VideoReID, and LS-VID datasets,
with the model obtaining a mAP of 0.860 on MARS dataset.

Attention mechanisms used to obtain more robust salient features from images are
proposed by [42]. Since complex backgrounds can generate salient features that can degrade
the performance of the ReID task, a joint weak saliency, in combination with an aware
attention mechanism, is set in place to obtain refined global features, while weakening
some of the saliency features. Similar to [34], this model employs a ResNet scheme from the
weekend saliency block, where an attention mechanism is set in place, and final results of
both processes are fused together to form the final feature. The performance of the method
is evaluated using the Market-1501 and DukeMTMC-ReID datasets, with the method
achieving a mAP of 89.2% in the Market-1501 dataset.

A performance evaluation of the reviewed methods for person ReID that explore
Feature learning is presented in Table 2.

Table 2. Performance evaluation of the reviewed person ReID using feature learning methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

Fusion

[19]
KDE and CNN features,
late fusion, SVM model

CAVIAR4reid
CMC 0.933

Robust,
simple

[24]
GOG and ResNet features,
Data augmentation

CAVIAR4reid
CMC 0.919

Simple,
lack train data

[26]
Joint learning multi-loss,
two-branch CNN

CHUK03,
CMC 0.832 Simple, efficient

[31]
Residual blocks,
multi-scale feature

Market-1501
CMC 0.948

Hard to train,
can over fit

[34]
Weaken feature convolution,
ResNet

Market-1501
mAP 0.942

Robust,
reusable

Strip [35]
Neural architecture,
search (NAS)

Market-1501
CMC 0.954

Hard to train,
complex,
not reusable

Drop [4] Modified dropout layer
CUHK03
CMC 0.666

Easy train,
data domain,
problematic

Attention

[37]
ResNet-50 as feature extractor,
attention mechanism

RAP
mAP 0.862

Simple to replicate,
reusable

[40]
ResNet-50 as feature extractor,
multi-directional
and level attention maps

CUHK03
CMC 0.918

Complex,
not reusable
state-of-the-art

[41]
Two Branch,
multi-scale
and attention maps

MARS
mAP 0.860

Complex,
reusable
state-of-the-art

[42]
Attention,
saliency maps
ResNet

Market-1501
mAP 0.892

Complex,
generalizes well,
state-of-the-art

CMC—cumulative matching characteristic (higher the better), mAP—mean average precision (higher the better),
all measures range: [0.0, 1.0].

A performance comparison among the described works is depicted in Figure 5.
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Figure 5. Performance summary of the evaluated feature learning methods.

Although the Fusion scheme of local and global features is a reasonable approach to
explore, the use of attention mechanisms enables leveraging the performance of person
ReID, by capturing important aspects that are relevant to objectives set-in place.

5.2.2. Deep Learning Metrics

Deep learning metrics is one commonly used strategy that aims to learn the dissimi-
larity or similarity between two given objects. The main objective is to learn a projection
mapping from the original image into the embedding feature space, enabling to deter-
mine the degree of similarity between two-person images. This helps with learning the
discriminate features by the design of loss-specific functions for the DNN model.

One standard metric corresponds to the contrast loss, which enables quantifying the
similarity or dissimilarity between pairs of data, commonly used on the training of Siamese
Networks, with the function expressed as:

Lc = yd(xa − xb)
2 + (1− y)

[
m− d(x1 − xb)

2
]
+

, (3)

where [·]+ = max(0, x), with xa and xb corresponds to the two image pairs of the Siamese
Network, and a distance metric d(xa, xb), usually the Euclidean distance, quantifies the
degree of similarity among the pairs, m corresponds to a training parameter, and y is the
corresponding matching label. When y = 1 the two input mages belong to the same ID
(positive sample pair); on the other hand, when y = 0, it reflects the opposite case (negative
sample pair).

One example of a Siamese Network for person ReID is explored by [43], by applying
different distance metrics to corresponding feature maps. Defined as MSP-CNN, the
approach starts by using image pairs as network input, with all images going through
the same share-weighted deep CNN network, formed by small convolution filter layers
followed by a simple inception module [44]. To attain the distinct characteristics from
the diverse feature maps, similarity constraints are applied to both low-level and high-
level feature maps during the training stage to effectively learn discriminative feature
representations at different levels. The objective function was designed to emphasize
low-level features that are frequently related to schoolbags, T-shirts, and higher-level
special textures, which are shared among persons from the same personality to propagate
those relevant features to the upper layers. At the higher-level feature maps, a Euclidean
distance after L2normalization [45] is used to represent the abstract global similarities.
The approach enables the CNN to extract robust feature representations without any
complicated distance metric to be learned in the process, contrary to those found in more
traditional hand-crafted systems. This enables easily incorporating constraints, forming a
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unified multi-task network with similar constraints. Model evaluations were conducted
using the CUHK03 [46] and Market-1501 [47] datasets, and the small CUHK01 dataset [48],
being evaluated by the use of the CMC metric. Results on the CUHK03 dataset show
that the proposed model achieved an CMC Rank-1 accuracy of 85.7% when using manual
hand-labeled object boxes, and 83.6% when using a deformable parts model detector for
object extraction. While the proposed model obtains competitive results, it still requires
some degree of human annotation to achieve good performance.

A novel filter pairing neural network (FPNN) was proposed by [46], which is com-
posed of six layers to jointly handle misalignment, photometric and geometric transforms,
occlusions, and background clutter in person ReID tasks. The network was initially com-
posed by a convolution and max-pooling layer that operated on two pair of RGB or Lab
Color space (LAB) images from different cameras, generating the responses from local
patches as local features. Each feature map is partitioned into H1 ×W1 stripe sub-regions,
and only the maximum response in each sub-region is taken into account, with the max-
pooling layer outputting a H1 ×W1 × K1 feature map. The computed feature maps are
processed by a patch matching layer to match the filter responses from local patches across
the different views. Considering that each input image contains M horizontal patches,
these image patches are only compared with the corresponding stripe from the other pair
images, forming displacement matrices to encode the spatial patterns of each matching
patch under the different features representations. The patch matching is then further
refined by dividing the patch displacement matrices into T groups, and within each group,
a max out-grouping layer is used. Only prominent feature activations are passed to the next
layer, allowing each feature to be represented by multiple redundant channels, enabling
the modeling of a mixture of photometric transforms. For body parts, convolution and a
max-polling layer are added to the patch displacement matrices to obtain the displacement
matrices of body parts on a larger scale. For the final identity recognition, a Softmax
function is used to measure the degree of similarity between two input person images,
given the global geometric transforms detected on the previous layer. During the model
training, several conventional techniques, such as dropout [49], data augmentation, and
bootstrap were employed. The model was evaluated using the constructed CUHK03 [46],
and the results were collected and compared with other state-of-the-art methods using the
CMC metric, with the proposed method achieving a 20.65% when considering Rank-1 rate.
The partial region patch makes the method suitable for partial pairs matching, enabling
refining similarity metrics, according to the context of the image.

In contrast, an unsupervised learning approach is explored by [50], where an unsuper-
vised incremental learning algorithm, denominated TFusion, aided by the transfer learning
of pedestrian spatial–temporal patterns from an unlabeled target domain, is used for person
ReID. The algorithm transfers the visual classifier trained on a small labeled source dataset
to the unlabeled target dataset and learns pedestrian spatial–temporal patterns. A Bayesian
fusion model is then used to combine the learned spatial–temporal patterns with extracted
visual features to create an improved classifier. A learning-to-rank based on the mutual
promotion procedure is used to optimize the classifiers based on the unlabeled data domain
incrementally. The proposed framework explores a Siamese Network scheme [8] based on
two ResNet50 [14] CNN pre-trained networks to extract visual features from different pair
object images. The outputs of the Siamese Network are flattened into two one-dimensional
vectors, with the model predicting the identities of each of the input pair images and
their similarity score by using cosine similarity. A spatial–temporal pattern learning is
formulated considering pedestrian patterns among different cameras and corresponding
time intervals of objects that were previously considered similar by the model. In the last
stage, the Bayesian fusion model combines the visual features with the spatial–temporal
features to achieve a composite similarity score of the given pair of images. Exploring
the fact that the Bayesian fusion model is based on the Bayes theorem, it is possible to
access the likelihood of the scores of each image that belong to the same object. Model
experiments were conducted using the GRID [51], Market-1501 [47], CUHK01 [48], and
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VIPeR [30] datasets using a cross-validation strategy, where one of the datasets is selected as
the source and another one as the target dataset to test, enabling performing cross-dataset
person ReID evaluation. The results show that the proposed TFusion model achieved
an CMC in Rank-1 of 64.10%, when using the GRID dataset, and 73.13% when using the
Market-1501 dataset. The results, when compared to the work of [24] using fusion schemes,
are much lower, mostly since the author relies only on ResNet50 as backbones, and uses
simple cosine similarity metrics that may not capture other image similarity domains.

A deep convolutional network with layers, specially designed to address the problem
of ReID, was proposed by [52], by outputting a similarity value, indicating whether the
two input images are from the same person. The network encompasses two layers: the
neighborhood difference layer for comparing convolutional image features from each patch
and a subsequent layer where features are summarized. For the extracted features to be
comparable across the two images in later layers, the first two layers are set to perform a
tied convolution, with weights shared across the two views, ensuring that the same filters
are used in both image pairs to compute the corresponding features. Two tied convolution
layers enable providing a set of feature maps for each input image, from where relations
between the two views are learned and supplied to a cross-input neighborhood difference
layer, to compute the differences between the two views around a neighborhood of each
feature location, generating a set of 25 neighborhood difference maps. Subsequently, a
patch summary layer summarizes these neighborhood difference maps by producing a
holistic representation of the differences in each view 5× 5. The learning of the spatial
relationships across neighborhood differences is achieved by employing a convolution
layer using 25 filters of size 3 × 3 with stride 1, and the resulting features are passed
through a max-pooling kernel to reduce the height and width. Finally, a fully connected
layer captures the relations by combining information from patches that are far from each
other and with a Softmax layer to output the similarity of both images. The proposed
methods were evaluated using the CUHK03, CUHK01, and VIPeR datasets and the CMC
curve. The model achieved a CMC Rank-1 accuracy of 54.74% on CUHK03-labeled and
44.96% on CUHK03-detected; in VIPeR, the method obtained a 34.81% Rank-1 accuracy,
while in CUHK01, it achieved a Rank-1 recognition rate of 65%. The use of shared weights
ensures fair feature selection; however, some specific image domains can be neglected,
harming the ReID process.

Triplet loss is one of the most widely used deep learning metrics used in person
ReID problems, aiming to minimize the intra-class distance while maximizing the intra- to
intra-class distance of the given samples. The triplet loss can be expressed as:

Ltrip =
[
m + d(xa, xp)− d(xa, xn)

]
+

. (4)

When compared to contrast loss, the input of the triplet Loss consists of three images,
with each triplet set containing a pair of a positive sample xp, a negative sample xn, with
a corresponding anchor image xa. xa and xp correspond to images with the same ID,
while the pair xa and xn to images with different IDs. During model training, the distance
between the same ID pairs xa and xp is minimized, while the distance between different ID
pairs xa and xn is set apart. To increase the performance during training, a combination of
classification loss and triplet loss [53] is used, enabling learning discriminatory features.

One example of the use of triplet loss is in the work by [53], which also explores
a modification of the triplet loss, defined as TriNet, to perform end-to-end deep metric
learning to tackle the person ReID problematic. Triplet loss has been proposed previously
by [54], and vastly explored on FaceNet [45], where a CNN is used to learn an embedding
for faces. Two approaches were explored in the proposed work, with the first being based
on a ResNet-50 [14] architecture and the weights provided from the ImageNet pre-training
procedure, with the last layer being discarded and replaced by two Fully Connected
(FC) layers. The first contains 1024 units, followed by batch normalization [55] and
Rectified Linear Unit (ReLU) [56], and the second goes down to 128 units, forming the final
embedding dimension. The second approach consists of a network trained from scratch,
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denoted as LuNet, which follows the style of [57], but uses leaky ReLU [58], nonlinearities,
multiple 3× 3 max-polling’s with stride 2, and omits the final average pooling of feature-
maps in favor of a channel-reducing final res-block. Distinct training parameters were used
to train both networks, being the TriNet trained with the modified batch triplet loss, by
setting the batch size to 72 to circumvent memory issues, due to the number of parameters
(25.74 M); while in the second network, LuNet contains 5.00 Million parameters, and
was trained using a large batch size (128). Model experiments were conducted on the
CUHK03, Market-1501, and MARS [59] datasets, and several triplet variations and model
comparisons were evaluated. One advantage of the use of triplet loss is that it allows
performing end-to-end learning between the input image and the target embedding space,
directly optimizing the network for the final task. Person comparison is performed by
computing the Euclidean distance of their embeddings. The proposed pre-trained TriNet
achieved a CMC of 89.63% when using CUHK03 and labeled box sets, and of 87.58% when
automatically detecting box sets. Additionally, the proposed LuNet achieved competitive
performance. One of the main disadvantages of using pre-trained networks is the flexibility
to try out new advances in deep learning or to make task-specific changes in a network.

Once traditional triplet loss randomly selects three images from the training set
during training, on many occasions, the sample combinations may evidence the lack of
complex sample combinations that correspond to the more difficult cases, degrading the
generalization capabilities of the model. To overcome this, many researchers improved the
triplet loss to mine hard samples.

A multi-channel parts-based on CNN under a modified triplet framework for person
ReID was proposed by [60]. The CNN network consists of multiple channels to jointly
learn both the global full-body and local body-part features of the input image. The person
ReID modeled network is trained using a modified triplet loss function to pull the feature
instances of the same person together, while setting those instances further, corresponding
to different persons in the learned feature space. Three CNN with the same sets of weights
and biases are used, with the triplets from image I1 space being mapped into a learning
feature space from Ii. The multi-channel CNN model is composed of the following distinct
layers: one global convolution layer, one full-body convolution layer, four body-part
convolution layers, five channel-wise full connection layers, and one network-wise full
connection layer. A global convolution layer acts as the first layer of the CNN network. It
is split into four equal parts, with each part forming the first layer of the independent body-
part channel, responsible for learning features of the corresponding body parts. Moreover,
a full-body channel that considers the entire global convolution layer as its first layer is
added to learn the global full-body features of the persons. The four body-part channels,
together with the full-body channel, constitute five independent channels that are trained
separately from each other. The final outputs of the channel-wise full connection layers,
from the five separate channels, are concatenated into one vector and fed into the final fully
connected layer. For model training, a novel data augmentation technique is performed
by cropping the center of each image region of 80× 230 pixels and introducing a small
random perturbation to augment the training data, a technique close to [61]. Experiments
were conducted in the VIPeR, i-LIDS [62] and PRID2011 [63] datasets. The models were
assessed using the CMC metric for quantitative evaluation on each of the referred datasets,
and several model variations were also evaluated, with the best-proposed model variation
formed by the full version of the proposed multi-channel CNN model trained with the
modified triplet loss function achieving a CMC Rank-1 accuracy of 60.4% on i-LIDS, a 22.0%
CMC Rank-1 on PRID2011, 47.8% on VIPeR, and 53.7% on CUHK01. The proposed method
showed promising performances in competitive scenarios and positive ReID person in
partially occluded environments.

A performance evaluation of the reviewed methods for person ReID using deep
learning metrics is given in Table 3.
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Table 3. Performance evaluation of the reviewed person ReID using deep metric methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

Contrast Loss

[43]
Unsupervised, ResNet50
features, Siamese networks,
Bayesian fusion

CUHK03,
CMC 0.857

Good dataset
generalization,
Cross domains,
Complex

[46]
Filter pairing neural
network

CHUK03,
CMC 0.206

Bad performance
Complex,
Not robust

[50]

Unsupervised, ResNet50
features, Siamese networks,
Bayesian fusion,
spatial–temporal model

CUHK03,
CMC 0.857

Good dataset
generalization,
Cross domains,
Complex

[52]
Siamese networks,
Tied convolution

CUHK03
CMC 0.547 Simple, reusable

Triplet Loss

[53]
Triplet loss,
pre-trained ResNet

CUHK03
CMC 0.876

Simple to replicate,
architecture poses
restraints

[60]
Three CNN with shared
weights, modified triplet
loss

i-LIDS
CMC 0.604

Simple train
Scalable
Efficient

CMC—Cumulative matching characteristic (higher, the better), mAP—-mean average precision (higher, the
better), all measures range: [0.0, 1.0].

A performance comparison among the described works is depicted in Figure 6.

Figure 6. Performance summary of the evaluated deep learning metric methods.

Concerning the use of deep learning metrics, the use of contrast loss and triplet loss are
the most common and usual methods employed in the person ReID task. This preference is
mainly related to the simplicity of the methods, without major modifications to the existing
pre-trained backbone, with the Siamese scheme being extremely suitable for pair image
comparison.

5.2.3. Sequence Learning for ReID

One common approach to capture the spatial–temporal cues for the task of ReID is
to explore a sequence of videos or a small set of images to train RNN models that can be
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employed in the person ReID task. Many approaches explore 3D CNN to capture temporal
and spatial features simultaneously [64].

The 3D CNN, in combination with a non-local attention mechanism, was proposed
by [64] for person ReID, inspired by video action recognition models that involve the
identification of different actions from video tracks. For the task, 3D convolutions on
video volume, instead of using 2D convolutions across frames, are used to extract spatial
and temporal features simultaneously. To handle misalignments, a non-local block is
employed to capture spatial–temporal long-range dependencies, resulting in a network
being able to learn useful spatial–temporal information as a weighted sum of the features in
all space and temporal positions from the input feature map. Triplet loss function with hard
mining proposed by [53] and a Softmax cross-entropy loss function with label smoothing
regularization are employed to train the network. As for the network, 3D convolutions are
replaced with two consecutive convolution layers, one one-dimensional (1D) convolution
layer acting purely on the temporal axis, followed by a two-dimensional (2D) convolution
layer to learn spatial features on the residual block. The modified 3D ResNet-50 is pre-
trained on kinetics [65] to enhance the generalization performance of the model, and the
final classification layer is replaced to output person identity. Experiments were performed
using three datasets, namely, the iLIDS-VID, PRID-2011, and MARS datasets, and the results
were compared with the ones of several state-of-the-art methods and of an established
baseline model, which corresponds to a ResNet50 trained with Softmax cross-entropy loss
and triplet with hard mining on an image-based person ReID. The proposed framework
showed competitive results, outperforming several state-of-the-art approaches by a large
margin on multiple metrics, attaining a mAP of 84.3% on the MARS dataset.

In [66] is proposed a two-stream convolution network to extract spatial and temporal
cues for video-based person ReID. A temporal stream network was built by inserting
several multi-scale 3D (M3D) convolution layers into a 2D CNN network. The M3D
convolution network introduces a fraction of parameters into the 2D CNN to gain the
ability of multi-scale temporal feature learning. In addition, a temporal stream was included
using residual attention layers to refine the temporal features further. The jointly learning
of spatial–temporal attention masks in a residual manner enables the identification of the
discriminative spatial regions and temporal cues. Model evaluations were performed on
three widely used benchmarks datasets: the MARS, PRID2011, and iLIDS-VID datasets,
with the proposed model obtaining a mAP on 0.740 on the MARS dataset.

RNN in the form of Long Short-Term Memory (LSTM) of Gated Recurrent Unit (GRU)
are commonly employed to capture temporal or spatial features. In ReID tasks, often the
use of RNN is applied into sequences of images or video frames to capture spatial features
extracted from CNN.

One example of use of LSTM is presented by [6], to progressive aggregate frame-wise
human region representation at each frame extracted from the Local Binary Patterns (LBPs)
detector, yielding a sequence feature representation. LSTM enables remembering and
propagating previously accumulated representative features while forgetting irrelevant
ones. The proposed RNN acts as a feature aggregation, generating highly discriminating
sequence-level object representations. The evaluations of the models were conducted using
the iLIDS-VID and PRID 2011 datasets, obtaining a Rank 1 of 49.3 on iLIDS-VID.

A RNN to jointly use spatial and temporal features is presented by [67], enabling ex-
ploring all relevant information useful for the person ReID task. The method encompasses
a temporal attention mechanism to automatically pick the most discriminating features
in a specific frame obtained from a CNN, while integrating surrounding information.
Experiments were carried out using the iLIDS-VID, PRID 2011, and MARS datasets, with
the proposed model achieving a Rank-1 of 70.6 on MARS.

A performance evaluation of the reviewed methods for person ReID using sequence
learning is given in Table 4.
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Table 4. Performance evaluation of the reviewed person ReID Sequence methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

3D CNN
[64]

3D CNN,
Attention, triple loss

MARS
mAP 0.834

Simple to replicate,
reusable
state-of-the-art

[66]
3D- Two stream CNN,
Residual attention

MARS
mAP 0.740

Replicable,
SOTA

RNN
[6]

LSTM,
LBP features

iLIDS-VID
Acc1 0.493

Not robust,
Old

[67]
LSTM,
CNN features

MARS
Rank1 0.706

Simple,
replicable

CMC—cumulative matching characteristic (higher, the better), mAP—mean average precision (higher, the better),
all measures range: [0.0, 1.0].

A performance comparison among the described works is presented, as depicted in
Figure 7.

Figure 7. Performance summary of the evaluated sequence model methods.

While the use of RNN networks seems to e a natural choice to capture relevant features
for the person ReID task, recently, authors have relied on 3D CNN to automatically capture
these dependencies, obtaining models that are less complex to train and achieve superior
performance when compared with traditional RNN, such as LSTM or GRU.

5.2.4. Generative Learning for ReID

One of the main difficulties in ReID tasks is the small diversity of images from the
same object with different surroundings and conditions, which poses difficulties for models
to generalize well to unseen image contexts. Among the identified datasets, one of their
main limitations concerns the uniform illumination, and similar image poses. The use
of generative learning, mainly by Generative Adversarial Network (GAN) to increase
the amount of training data while presenting the model with more complicated cases,
is one common practice in the field of computer vision, and was recently used in ReID
tasks. GAN commonly employ the use of two neural networks that compete against each
other to become more accurate and output more precise predictions. They are composed
of the generator responsible for generating artificial data that can be mapped into the
unknown training data distribution. In contrast, a discriminator tries to identify with the
generator outputs that correspond to the real examples or the generated ones. The GAN
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training is performed in an adversarial way, improving the capabilities of the generator,
simultaneously representing the natural data distribution, and the discriminator to identify
the artificially generated images, overcoming the training data limitations. One of the main
problems in person ReID concerns the reduced number of images from different poses.

To overcome this limitation, a feature distilling generative adversarial network (FD-
GAN) is proposed by [68] in combination with a Siamese CNN structure to learn identity-
related and pose-unrelated representations. In addition, a novel same-pose loss was also
formulated and integrated, requiring the appearance of the same person’s generated images
to be similar. The proposed FD-GAN explores the Siamese scheme, where an image encoder,
an image generator, an identity verification classifier, and two adversarial discriminators
are included. The corresponding branch of the network takes a person image and a target
pose landmark map as inputs. The image encoder at each branch initially transforms the
input person image into feature representations. Then, the identity verification classifier is
used to supervise the feature learning for person ReID. The image generator starts by taking
the encoded person features and target pose map as inputs, and outputs another image of
the same person in a different target pose. The target pose map is represented by an 18-
channel map, with each channel representing the location of one pose landmark’s location,
and with the one-dot landmark location being converted to a Gaussian-like heatmap. The
encoding is performed by using a 5-block convolution-Batch Normalization (BN)-ReLU
subnetwork, generating a 128-dimensional pose feature vector. The visual features, target
pose features, and an additional 256-dimensional noise vector, sampled from standard
Gaussian distribution, are then concatenated and input into a series of 5 convolution-
BN-dropout-ReLU upsampling blocks to output the generated person images. Concerning
training, it was performed in three main stages. Initially, the Siamese network baseline
built on ResNet-50, using the weights from ImageNet [9], was established. The network
was firstly optimized with SGD and trained during 80 epochs. In the second training stage,
the encoder and validation classifier were fixed, and the generator was integrated. Adam
optimizer [69] was employed to optimize the generator, while the identity discriminator
and posed discriminator were optimized with SGD. Lastly, a global fine-tuning was done
on the model through all blocks in an end-to-end fashion. For performance evaluation,
Market-1501, CUHK03, and DukeMTMC-ReID datasets were used, with mAP and CMC
Rank-1 accuracy metrics being adopted for performance evaluation on all the three datasets,
and the proposed FD-GAN obtained a CMC of 90.5% on Market-1501, 92.6% on CUHK03,
and 80.0% on DukeMTMC-ReID. The inclusion of the FD-GAN and pose encoder enables
a substantial increase in model performance.

Another standard limitation concerns the lack of diversity in the image domain,
namely, different images gathered and subjected to other illumination conditions. A style
transfer GAN is proposed by [70] to serve as a data argumentation approach to smooth
camera style disparities. The method employs CycleGAN [71] to style transfer trained
labeled mages from different cameras aiming an increase of the diversity of training
examples, avoiding model overfitting. Focusing on a better handling of noise, a smooth
label regularization is introduced. The style transfer method is evaluated on the ReID task
using the Market-1501 and DukeMTMC-ReID datasets, with the proposed model achieving
a mAP of 71.55% in the Market-1501.

The vast domain range of images poses difficulties to the ReID tasks. To reduce the
impact of image domain diversity, ref [72] proposes a joint learning scheme to improve
domain adaptation, to disentangle ID-related/unrelated features, which enforces adapta-
tion to focus on the ID-related features space only. The disentangle module is responsible
for encoding cross-domain images into a shared appearance and two separated structure
spaces, with the adversarial alignment being performed by the adaptation module. Exten-
sive experiments using the Market-1501 and DukeMTMC-ReID datasets were performed,
with the model achieving a Rank-1 of 83.1 in the Market-1501.

A careful evaluation of methodologies for person ReID was performed by [38]. The
evaluation starts by setting a baseline backbone architecture based on ResNet-50 [14] with
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weights initialized on ImageNet [9], and changing the dimension of the fully connected
layer to the number of identities in the training set. Similar assumptions were made
for all experiments for training as described in the article [38]. Several training tricks
were evaluated, such as warm-up learning rate [73], to bootstrap the network for better
performance; random erasing augmentation [33], where an image I in a mini-batch has
the probability of undergoing random erasing of pe; label smoothing [44] to prevent the
model from overfitting the training ID, where a small constant ε is introduced to avoid the
overfit of the training set; last stride [74] to obtain a higher spatial resolution, enriching the
granularity of features. To embedded different features distances to accommodate different
class distributions in different sub-spaces on the ID loss during inferring stage several
strategies are employed, such as BNNeck, which adds only BN layer after features and
before classifier FC layers; and, finally, a center loss [75], to simultaneously learning deep
features of each class, while penalizing the distances between the deep features and their
corresponding class centers, avoiding the drawbacks of the triplet loss. The performance
and contribution of each of the tricks were evaluated, with the best model using all the
described tricks used, achieving a CMC Rank-1 of 94.5% on Market-1501 and CMC Rank-1
of 86.9% on DukeMTMC-ReID. While the study shows the effectiveness of the DNN tricks
to the ReID task, in [76] is proposed a k-reciprocal encoding method to re-rank the ReID
results, to increase the accuracy. The main underline consideration concerns the fact that if
a gallery image is on par with the probe in the k-reciprocal nearest neighbors, it is more
likely to be a true match. In detail, given an image, a k-reciprocal feature is calculated by
encoding its k-reciprocal nearest neighbors into a single vector used for re-ranking under
the Jaccard distance.

A performance evaluation of the reviewed methods for person ReID using Generative
learning and other complementary methods is given in Table 5.

Table 5. Performance evaluation of the reviewed person ReID using generative methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

GAN

[68]
GAN, ResNet-50,
pre-trained, pose generator

Market-1501
CMC 0.905

Uses GAN,
hard to train
state-of-the-art

[70]
GAN, style transfer,
smooth regularization

Market-1501
mAP 0.715

Uses GAN,
simple
replicable

[72]
GAN, joint learning,
domain adaptation

Market-1501
Rank 1 0.831

Uses GAN,
complex
replicable

Others [38]
Evaluation of techniques,
Pre-trained,
Modified Triple loss

Market-1501
CMC 0.945

Simple to reuse,
reusable
explanatory

CMC—cumulative matching characteristic (higher, the better), mAP—mean average precision (higher, the better),
all measures range: [0.0, 1.0].

A performance comparison among the described works is depicted in Figure 8.
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Figure 8. Performance summary of the evaluated generative model methods.

5.2.5. Summary of Person ReID

The different techniques reviewed in this section focus on solving the person ReID
problematic. The study about the different methods, which researchers among the literature
have proposed, reveals that very few methods can achieve accurate results on a wide range
of datasets that contain different varying position, occlusions genres, shapes, and the
illumination of the person in the scene. The performance of the enlisted methods is useful
for comparison purposes, giving insight on how to devise a robust, yet simple, person
ReID method that can achieve high accuracy. The best performing models are mostly
based on pre-trained deep neural network models for feature extraction, combined with
schemes and modified triplet loss for person ReID. New approaches are focusing on 3D
CNN networks by transfer learning their embedding and reusing them into person ReID.
Other methods explore baseline models and complement then using data augmentation
and other tricks to improve their performance for ReID tasks. Moreover, a clear trend in the
ReID research community relates to the use of GAN methods, in combination with ResNets,
to increase model robustness against different object poses, overcoming the number of
pair examples in the training dataset, and achieving superior results. A recent trend in
person ReID is the use of attention mechanisms to capture relevant features, leading to a
significant improvement in model performance.

An important issue regarding the person ReID is the use of biometric characteristics,
such a human faces or people’s skin. In [77], an important study was conducted using
obfuscated and non-obfuscated person faces, and most of the case models performed in
the majority of benchmark datasets were better when trained and used people’s faces as
expected. However, this can lead to biased models (discriminating ones). The public usage
of these models can collide with current policies in law practices in several countries; it is
helpful to always have a side-by-side comparison of both modalities.

6. ReID and Spatial–Temporal Multi Object ReID Methods

One of the main difficulties of object ReID is to operate in distributed scenarios and
account for spatial–temporal constraints for multi-object ReID. Main techniques explore
the use of RNN models to construct tracklets to assign IDs to objects, enabling to robustly
handle occlusions. In contrast, others rely on 3D CNN to attain temporal dependencies of
the object in track.

6.1. Multi Object ReID Datasets with Trajectories

Multi-Object ReID considers attributes, such as shape and category combined with
trajectories, and is one of the objectives that go towards the objective to perform multi-object
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ReID in a real urban scenario. However, the development of suitable benchmark datasets
for attribute recognition remains sparse. Some object ReID datasets contain trajectories
collected from various sources, and such heterogeneous collection poses a significant
challenge in developing high-quality fine-grained multi-object recognition algorithms.

Among the publicly available datasets for ReID, one example is the NGSIM dataset [78],
a publicly available data set with hand-coded Ground Truth (GT) that enables evaluating
multi-camera, multi-vehicle tracking algorithms on real data, quantitatively. This dataset in-
cludes multiple views of a dense traffic scene with stop-and-go driving patterns, numerous
partial and complete occlusions, and several intersections.

Another example is the KITTI Vision Benchmark Suite [79], which is composed of
several datasets for a wide range of tasks, such as stereo, optical flow, visual odometry, 3D
object detection, and 3D tracking, complemented with accurate ground truth provided by
Velodyne laser 3D scanner and real GPS localization system, Figure 9. The datasets were
captured by driving around the mid-size city of Karlsruhe, in Germany, in rural areas, and
on highways, and on average, there are up to 15 cars and 30 pedestrians per image. A
detailed evaluation metric and evaluation site are also provided.

Figure 9. Example of the multi-object tracking and segmentation system (MOTS).

A summary of the public available databases for multi-object car ReID with trajectories
is presented on Table 6.

Table 6. Global overview of the public available databases for multi-object car ReID with trajectories.

Dataset
#

Identities
#

Cameras
# Images Label Method Size

Tracking
Sequences

NGSIM
KITTI - - - R-CNN 1392× 512 Yes
UA-DETRAC 825 24 1.21 M Manual 960× 540 Yes
VehicleID 26,267 - 221 K Manual Vary Yes
VeRi-776 776 18 50 k Manual Vary Yes
CompCar 1687 - 18 k Manual Vary Yes
PKU-Vehicle - - 18 M Manual Cropped Yes
MOT20-03 735 - 356 k R-CNN 1173× 880 Yes
MOT16 - - 476 k R-CNN 1920× 1080 Yes
TRANCOS 46,796 - 58 M HOG Vary Yes
WebCamT - 212 60 k - - No

R-CNN—region proposals with CNN, HOG—histogram oriented gradients.

In addition, the PASCAL VOC project [80], provides standardized image datasets
for object class recognition, with annotations that enable evaluation and comparison of
different methods. Another useful dataset is ImageNet [10]. This image database is
organized according to the WordNet hierarchy (currently only the nouns), where each
node is represented by hundreds and thousands of images. Currently, each node contains
an average of over 500 images. The dataset encompasses a total of 21,841 non-empty sets,
forming a total number of images of around 14 million, with several images with bounding
box annotations of 1 million. In addition, it contains 1.2 million images with pre-computed
SIFT features [81]. Pre-trained networks on these two datasets are commonly reused as
backbones for feature extraction to perform several tasks, such as object ReID.
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6.2. Spatial–Temporal Constrained and Multi Object ReID Methods

In this section, deep learning-based vehicle ReID methods are grouped into four
main categories, as represented in Figure 10; which includes methods for feature learning,
sequence learning, deep learning metrics, and tracking, with these categories encompassing
several methods. The main aspects of each category method and their experimental results
are discussed in the following.

Figure 10. Deep learning-based vehicle re-identification methods.

6.2.1. Deep Learning Metrics for Vehicle ReID

Similar to person ReID, triplet loss are a excellent tool for vehicle ReID tasks. A
variation of the triplet loss commonly used in deep learning methods, defined as a group-
sensitive-triplet embedding (GS-TRE), was proposed in [82] to recognize and retrieve
vehicles, where the intraclass variance is elegantly modeled by incorporating an interme-
diate representation “group” between samples and each vehicle in the triplet network
learning. The main objective is to address the car ReID problematic, namely the fact that
common deep metric learning with a triplet network common configuration ignores the
impact of intra-class variance-incorporated embedding on the performance of vehicle
ReID, where robust fine-grained features for large-scale vehicle ReID have not been fully
studied. In addition, a clustering strategy to derive group labels, and in particular, an
online clustering method, is employed, and a mean-valued triplet loss [83] is also proposed
to enhance the learning of discriminative features. The performance of the proposed
group-sensitive-triplet embedding (GS-TRE) was evaluated on the VeRi-776 and VehicleID
datasets, with the model obtaining a mAP of 0.743 on the VehicleID dataset, with the
modified triplet loss well suitable to help in the ReID task.

An improvement of triplet loss is presented by [84], focusing on two aspects: first, a
stronger constraint, namely classification-oriented loss augmented with the original triplet
loss; second, a new triplet sampling method based on pairwise images is proposed in
combination with a classification-oriented loss to implicitly impose a constraint for the
embedded features of the images of the same vehicle to be similar, and also by ensuring
negative samples in one triplet act as positive samples in another triplet. The system
architecture consists of three parts: a shared deep CNN to learn a mapping from raw
images to Euclidean space, with the distance reflecting the relevance between the images, a
triplet stream for calculating the distances and providing the constraint of the triplet loss,
and a classification stream for ID level supervision provided by the classification-oriented
loss, with the image triplets being generated by the proposed triplet sampling method. The
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deep CNN for feature extraction was fine-tuned from VGG CNN using the pre-trained
weights from the ILSVRC-2012 dataset [10]. Stochastic gradient descent was employed
during the training process. Results were gathered based on the VeRi dataset using the
CMC and mAP, with model obtaining a mAP of 0.5740 on this dataset. While the results
show a lower level of performance, making evident that simple triplet usage is not sufficient
for robust ReID systems.

Contrast loss is a useful tool for pair-wise marching, enabling the model to focus
on discriminate features. A novel deep learning-based approach to progressive vehicle
ReID, called PROVID, was proposed by [85]. The approach starts by addressing the ReID
as two distinct search processes: coarse-to-fine search that operates in the feature space
and near-to-distant search to address real-world scenarios. The first searching process
employs the appearance attributes of the vehicle for coarse filtering, while simultaneously
exploring Siamese Neural Network architecture for license plate verification for vehicle
identification. The near-to-distant search process enables to retrieve vehicles´ identity by
searching from near to faraway cameras and from close to a distant time. To account for
the spatial–temporal domain, an assumption is that two images have a higher probability
of being the same object, if they have a small space or time distance among frames, and a
lower probability of being the same vehicle if they have large space or time distance. With
this in mind, for each query image i and test image j, a spatial–temporal similarity ST(i, j)
is defined, and with a re-ranking strategy in combination to model the spatial–temporal
information with the appearance and plate features. The model was evaluated using the
VeRi-776 dataset, showing that the proposed method achieved a 0.277 mAP. The results
are much lower when compared with related works. In addition, the use of discriminating
features, such as the vehicle identification plate, may cause problems in the usage on public
surveillance systems and comply with legislation in place.

A unified multi-object tracking (MOT) framework is presented in [86], enabling ex-
ploring the full potential of the long-term and short-term cues for handling complex cases
in MOT scenes. For better association, a switcher-aware classification (SAC) is proposed,
exploring the potential of the identity-switch causer (switcher). Specifically, the proposed
method incorporates a single object tracking (SOT) subnet to capture short-term cues, a
ReID subnet to extract long-term cues and a switcher-aware classifier to make matching
object decisions, using extracted features from the main target and the switcher. The main
objective of short-term cues is to help find false negatives, while long-term cues avoid
critical mistakes when occlusion occurs, with the SAC learning used to combine multiple
cues in an effective way to improve robustness. The SOT subnet and the ReID subnet are
trained independently. For the SOT subnet, image pairs of targets are generated according
to the GT of the videos, and the pairs are extended to include part of the background
according to the training schema of Siamese-RPN. On the other hand, for the ReID subnet,
each target is regarded as one class, with the network trained to predict the class of the
input target. Extensive model evaluations were performed using the challenging MOT16
benchmarks [87], achieving a CLEAR MOT of 71.2%, proving the effectiveness of the
switcher to robustly assign long-term occluded objects to corresponding tracklets.

Performance evaluation of vehicle ReID using deep learning metrics is resumed
in Table 7.

Since it is similar to person ReID, several authors explore the Siamese and triplet loss
for the ReID task. Because the scheme is similar in what concerns the job itself, the leaned
features are very distinct, hampering the use of Siamese and triplet loss, both for person
and vehicle ReID in a single unified framework.
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Table 7. Performance evaluation of the reviewed vehicle ReID using deep leaning metric methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

Triplet
[82]

CNN features,
group-sensitive-triplet emb.

VehicleID
mAP 0.743

Reproducible,
ranking problems

[84]
VGG features,
triplet sampling method

VeRi-776
mAP 0.574

reproducible,
robust

Contrast loss

[85]
Siamese Neural Net,
spatial–temporal similarity

VeRi-776
mAP 27.77

Simple,
not robust

[86]
Siamese-RPN, switcher
-aware classification (SAC)

MOT16
CLEAR 0.712

Complex,
trajectory ID handled

mAP—mean average precision (higher, the better; range: [0.0, 100.0]).

6.2.2. Sequence Models for Vehicle ReID

To capture temporal features, RNN are commonly employed.
In [88], two end-to-end deep architectures, defined as the spatially concatenated CNN

and CNN LSTM bi-directional loop, were proposed to address the problematic of vehicle
viewpoint uncertainty. The models exploit the great advantages of CNN and LSTM to
learn transformations across different viewpoints of vehicles, enabling to attain multi-view
vehicle representation containing all viewpoints; information that can be inferred from the
only one input view, and then used for learning to measure distance. The evaluation of
the model was performed using a new proposed toy car ReID dataset with images from
multiple viewpoints of 200 vehicles and the public multi-view car, VehicleID, and VeRi
datasets. Conducted experiments showed that the proposed model could achieve a mAP
of 18.13 on the VeRi dataset.

In [89], a deep spatial–temporal neural network is proposed to solve the task of se-
quentially counting vehicles from low-quality videos acquired by city cameras (citycams).
Citycam videos are characterized by low resolution, low frame rate, high occlusion, and
broad perspective, making most existing methods lose efficacy. To overcome the limitations
of the current methods and incorporate the temporal information of traffic video, a novel
FCN-rLSTM network was proposed to jointly estimate vehicle density and vehicle count
by connecting Fully Convolutional Network (FCN) with LSTM in a residual learning ap-
proach. The design enables leveraging the strengths of FCN for pixel-level prediction and
the strengths of LSTM to learn complex temporal dynamics. The residual learning connec-
tion reformulates the vehicle count regression as a learning residual function concerning
the sum of densities in each frame, leading to a significant reduction in network training.
To preserve feature map resolution, a hyper-atrous combination was proposed to integrate
atrous convolution on the FCN, and combine feature maps of different convolution lay-
ers. FCN-rLSTM enables refined feature representation and a new end-to-end trainable
mapping from pixels to vehicle count. The proposed method was extensively evaluated on
different counting tasks using three datasets, with experimental results demonstrating their
effectiveness and robustness. In particular, the proposed FCN-rLSTM reduced the Mean
Absolute Error (MAE) from 5.31 to 4.21 on the TRANCOS dataset, showing the abilities of
LSTM in combination with FCN to track objects in low-resolution videos.

A practical vehicle tracking framework and trajectory-based weighted ranking method,
which significantly improves the performance of cars ReID, were proposed in [90]. The
proposed approach makes use of a ResNet50 [14] as the backbone for feature extraction,
trained using the set of AI City Challenge [91] and VisDrone2018 [92] datasets, and only
considering only the vehicle category. In the inference phase, the image is resized into
1440× 800, to capture small vehicles in the video. By using the unified multi-object tracking
framework proposed by [86], long-term and short-term cues are fully used as a detector
with high recall, considering only boxes with higher confidence as input for the multiple
target tracking algorithm. The similarity between the two features space is calculated
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through cosine similarity with the overall loss function containing the cluster loss, tra-
jectory consistency loss, and classification loss. During the inference phase, a re-ranking
with spatial–temporal cue is used, with all trajectories encoded in a feature vector of 2048
dimensions. A density clustering DBSCAN is used to gather similar vehicles with the
different ID that belong to the same class. Finally, a ranking with weighted features and
trajectory information is set in place to identify individual trajectories from the class group.
Conducted experiments using the AI city challenge dataset achieved a mAP of 0.730,
showing competitive tracking results in real urban scenarios.

In [93] is proposed an extension to the prevalent task of multi-object tracking and
segmentation (MOTS). It explores widely annotated dense pixel-level annotations of two
existing tracking datasets using a semi-automatic annotation procedure, containing the
masks for 977 distinct objects (cars and pedestrians) in 10,870 video frames. To tackle
detection, tracking, and segmentation, i.e., the MOTS task, a neural network is employed
jointly with a baseline method built upon the famous Mask R-CNN [39] architecture, which
extends the faster R-CNN [94] detector with a mask head.

The TrackR-CNN model provides mask-based detection and association features. Both
are used as input to a tracking algorithm that decides which detection to select, and how to
integrate temporal context information. The temporal context of the input video is explored
by the integration of 3D convolutions (to account for time), into Mask R-CNN on top of a
ResNet-101 [14] backbone. The 3D convolutions layers are used to extract the backbone
features and to obtain a temporal augmentation context. These new augmented features
are then used by the Region Proposal Network (RPN) for the ReID task. For evaluation
purposes, the proposed method was set as a baseline that jointly addresses detection,
tracking, and segmentation with a single CNN. Conducted experiments demonstrated the
relevance of the constructed datasets, enabling them to achieve considerable improvements
in performance when trained on MOTS annotations. The datasets, proposed metrics,
and baselines, such as MOTSA and sMOTSA, were considered with the baseline model
achieving a sMOTSA of 52.7% and MOTSA of 66.9% on the KITTI MOTS dataset, enabling
to account for temporal multi-object ReID.

Table 8 summarizes the discussed works and establish comparisons among the perfor-
mance and used datasets.

Table 8. Performance evaluation of the reviewed vehicle ReID using sequence learning methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

LSTM

[88]
Spatially Concatenated CNN,
CNN-LSTM bi-directional loop

VeRi-776
mAP 18.13

Simple,
applicable

[89]
CNN features, gFCN-
rLSTM network + Atrous

TRANCOS
MAE 4.21

Reproducible,
ranking problems

[90]
ResNet50, LSTM
+ clustering DBSCAN

AI City
MAE 0.730

Complex,
trajectory problems

3D [93]
Mask R-CNN,
3D convolutional layers

KITTI
MOTS 0.669

Robust,
Short term ID handled

mAP—mean average precision (higher, the better; range: [0.0, 100.0]).

6.2.3. Feature Learning for Vehicle ReID

Feature learning are sometimes implicit when using pre-trained backbones, such as
ResNets. However, many works explore the use of specialized schemes to explore the
potentialities of global and local features, often by using fusion schemes.

In [95], the authors proposed an approach on vehicle ReID without any knowledge
about localization or movements of the cars. This method obtains real-time traffic informa-
tion based on linear regression with SVM, according to feature vectors, which consist of
a color histogram and oriented gradients. First, the vehicles are detected in the video by
an object classifier model that creates 3D bounding boxes around the cars. Only the side
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and front (or back) faces vehicle images are extracted. The extracted image is then fitted
into a grid and color histograms to be found in another vehicle image set by simulating
a different camera view to be used for the first-round regression. Vehicles with positive
first-round regression results are then tested on the second-round regression, where the
average Histogram of Oriented Gradients (HOG) vector is used. Cars with both regression
results positive are added to another set and are considered as highly potential positive
ReID candidates. Experiments were performed on pre-selected semi-automatically 1232
image pairs likely to be matching vehicles, and using a web interface and crowd-sourced
people’s opinion of vehicles that “are likely to be the same vehicle”. The findings showed
that 60% of matches could be retrieved (TPR), with only about 10% of False Positive (FP)
being included. The proposed method lacks robustness and relies on great percentages on
non-robust features that are not optimal to be used in a variety of urban scenarios.

A two-branch CNN scheme was presented in [96] to learn deep features and the
distance metric simultaneously. The proposed model uses the late fusion scheme to
combine attributes and color features (FACT). It is the late fusion scheme that starts by
ranking scores of all test images with the semantic feature learned by GoogLeNet [97]
separately. Conducted experiments were performed against other methods, with the rank
scores being calculated by the Euclidean distance. The model evaluation was performed
on the VeRi dataset, with the proposed model achieving a mAP of 19.92.

In [98], the authors proposed a new spatially constrained similarity measure (SCSM)
to handle object rotation, scaling, viewpoint change, and appearance deformation for object
ReID in combination with a robust re-ranking method with the k-nearest neighbors of
a given query for automatically refining the initial search results. The retrieval system
is implemented with SIFT descriptors [81] and fast approximate k-means clustering [99]
creating a bag of words (BoW) classification scheme. Extensive performance evaluations
on INRIA dataset achieves a mAP of 0.762.

In [100], the authors presented a forecasting mechanism to forecast pedestrian desti-
nations in a large area with a limited number of observations. To address the challenges
posed by a limited number of observations (e.g., sparse cameras), and change in pedestrian
appearance cues across different cameras, a new descriptor is defined as social affinity
maps (SAMs) to link broken, or unobserved trajectories of individuals in the crowd. To
continuously track the pedestrians, a Markov-chain model is used to connect every inter-
mediate track xi

t in trajectory T, to subsequent track xi+1
t with a given probability encoded

as priors over Origin and Destination (OD) preferences. In addition, the proposed work
also introduces a dataset of 42 million trajectories collected in train stations. The conducted
experiments were performed using SAM features, and results showed that the performance
of OD forecasting with a different number of in-between cameras increased, and more
accurate trajectories were predicted, obtaining an overall OD error rate of 0.672. The
SAM enables the extraction of relevant features to maintain continuous track in occluded
pedestrians over time.

The fine-grained recognition of vehicles, mainly in traffic surveillance applications,
is addressed in [101]. The approach is based on recent advancements in fine-grained
recognition: automatic part discovery and bilinear pooling. In contrast to other methods
that focus on fine-grained recognition of vehicles, viewpoints are not limited only to a
frontal/rear viewpoint, but it allows the vehicles to be seen from any viewpoint. The
approach is based on 3D bounding boxes built around the vehicles that are automatically
constructed from traffic surveillance data. An CNN based on ResNet50 is used for the
estimation of the directions towards the identified vanishing points by feeding the vehicle
image into a ResNet50 with three separate outputs regarding the probabilities for directions
of vanishing points in quantized angle space. A new annotated dataset BoxCars116k is
proposed, focusing on images gathered from surveillance cameras. Several experiments
were conducted, with the proposed method significantly improving the CNN classification
accuracy, achieving a 12% increase (80.8%) on bounding box determination.

A summary regarding the methods for vehicle ReID is presented in Table 9.
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Table 9. Performance evaluation of the reviewed vehicle ReID using feature learning methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

Fusion

[95]
SVM,
HOG

Own
- Not replicable,

[96]
GoogLeNet,
Feature fusion

VeRi-776
mAP 19.92

Simple,
Baseline

[98]
SIFT + BOW,
re-ranking

INRIA
mAP 0.762

OLD fashion,
Not SOTA

[100]
Social Affinity Maps (SAM),
Markov-chain model

Own
–

Complex,
Only indoors

[101]
3D box prediction,
ResNet

BoxCars116k
ACC 0.808

Not useful,
simple

mAP—mean average precision (higher, the better; range: [0.0, 100.0]).

6.2.4. Tracking for Vehicle ReID

Continuously tracking of objects of interest is a common requirement for any ReID
system that has been addressed using different strategies ranging form Kalman filtering
based, Optical flow, and many combinations of those with other mechanism.

In [102], the authors proposed an object tracking and 3D reconstruction method to
perform 3D object motion estimation. Object tracking and 3D reconstruction are often
performed together, with tracking used as input for the 3D reconstruction. To improve
tracking performance, a novel method is proposed to close this gap, by first tracking and
reconstructing to track. The proposed multi-object tracking, segmentation, and dynamic
object fusion (MOTSFusion) approach exploits the 3D motion information extracted from
dynamic object reconstructions to track objects through long periods with complete oc-
clusion and recover missing detections. The method first builds up short tracklets using
2D optical flow and then fuses them into dynamic 3D object reconstructions. The precise
3D object motion of these reconstructions is used to merge tracklets through occlusion
into long-term tracks and to locate objects in the absence of detection. Conducted exper-
iments were performed on the KITTI platform [93,103], with the reconstruction-based
tracking reducing the number of ID switches of the initial tracklets by more than 50%.
CLEARMOT [104] was adopted as evaluation metric for bounding box tracking to rank it
in terms of MOTA [103], which incorporates FP, False Negative (FN), ID switches (IDS)
and sMOTSA to account the segmentation Intersection over Union (IoU) accuracy, with
the method achieving a MOTA of 84.83%. The method enables to robustly incorporate
long-term occluded objects in an optimized manner.

A recent and widely used tracking-by-detection algorithm is the DeepSort [105].
Simple online and real-time tracking (SORT) enables tracking multiple objects for more
extended periods. The method relies on object detector backbones, such as Yolo [106],
where an appearance integration is integrated into the Kalman filter to effectively track
uniquely similar objects in strong occluded environments, while reducing the number
of tracking or ID switch. When an object in track by the Kalman filter, the update of the
filter is performed considering the dynamics, the association mechanism based on the
Mahalanobis distance, with an extra feature concerning the object appearance, for each
object bounding box appearance, a gallery of associated appearance descriptors is kept
for each track. Cosine similarity on new observation is used to compute the distance of
the current object in track and the new observation, enabling to correctly associate the
observation even for an object with high dynamics that cannot be handled solely by the
Kalman filter association metrics. The experimental evaluation shows that the inclusion of
deep features into the Kalman filter reduces the number of identity switches by 45%.

Table 10 summarizes the discussed works and establish comparisons among the
performance and used datasets.
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Table 10. Performance evaluation of the reviewed vehicle ReID Tracking methods.

Cat Ref. Main Technique(s)
# Data
Success

Pros/Cons

[102]
3D reconstruction,
2D optical flow

KITTI
MOTA 0.848

Robust,
Short term ID handled

[105]
CNN features,
Kalman + Association

-
-

Robust,
Short term ID handled

mAP—mean average precision (higher, the better; range: [0.0, 100.0]).

6.2.5. Summary of Vehicle ReID Methods

Several research works concerning object ReID with spatial–temporal constraints
can be identified in the literature. However, the ReID in non-overlapping cameras with
tracking is commonly accepted to be difficult task, and the range of works that address this
problem is not vast. However, there is a clear trend in the use of deep learning features
or 3D CNN commonly used in action recognition, explored in the ReID task to capture
spatial–temporal invariant features to improve ReID generalization performance in unseen
objects over time; however, ReID with spatial–temporal constraints is a difficult task to
accomplish soon, mainly in urban scenarios due to the infinite number of partial occlusions,
uneven, and dynamic illumination conditions.

7. Methods for Image Enhancement

Severe weather conditions, such as rain and snow, adversely may affect the visual
quality of the images acquired under such conditions; thus, rendering them useless for
further usage and sharing. In addition, such degraded images usually drastically affect
the performance of vision systems. Mainly, it is essential to address the problem of single
image de-raining. However, the inherent ill-posed nature of the situation presents several
challenges.

In [107], it is proposed an image de-raining conditional generative adversarial network
(ID-CGAN) that account for quantitative, visual, and also discriminative performance into
the objective function. The proposal method explores the capabilities of conditional genera-
tive adversarial networks (CGAN), in combination with additional constraint to enforce the
de-rained image to be indistinguishable from its corresponding GT clean image. A refined
loss function and other architectural novelties in the generator–discriminator pair were
also introduced, with the loss function aimed towards the reduction of artifacts introduced
by GAN, ensuring better visual quality. The generator sub-network is constructed using
densely connected networks, whereas the discriminator is designed to leverage global and
local information and between real/fake images. Exhaustive experiments were conducted
against several State-of-the-Art (SOTA) methods using synthetic datasets derived from
the UCID [108] and BSD-500 [109] datasets, and with external noise artifacts added. The
experiments were evaluated on synthetic and real images using several evaluation metrics
such as peak signal to noise ratio (PSNR), structural similarity index (SSIM) [110], universal
quality index (UQI) [111], and visual information fidelity (VIF) [112], with the proposed
model achieving an PSNR (DB) of 24.34. Moreover, experimental results evaluated on
object detection methods, such as FasterRCNN [94], demonstrated the effectiveness of the
proposed method in improving the detection performance on images degraded by rain.

A single-image-based rain removal framework was proposed in [113] by properly
formulating the rain removal problem as an image decomposition problem based on the
morphological decomposition analysis. The alternative to applying a conventional image
decomposition technique, the proposed method first decomposes an image into the low
and high-frequency (HF) components by employing a bilateral filter. The HF part is then
decomposed into a “rain component” and a “non-rain component” using sparse coding.
The model experiments were conducted on synthetic rain images built using an image
software, with the model achieving a VIF of 0.60. While the method has some degree of
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performance with common rain conditions, it has difficulties to handling more complex
rain dynamic scenarios.

In [114], an effective method based on simple patch-based priors for both the back-
ground and rain layers is proposed, which is based on the Gaussian mixture model (GMM)
to accommodate multiple orientations and scales of the rain streaks. The two GMMs for
the background and rain layers, defined as GB and GR, are based on a pre-trained GMM
model with 200 mixture components. The method was evaluated using synthetic and real
images, and the results compared to SOTA methods, with the proposed method achieving
an SSIM of 0.88.

In [115], it is proposed a DNN architecture called DerainNet for removing rain streaks
from an image. The architecture is based on a CNN, enabling the direct map of the
relationship between rainy and clean image detail layers from the data. For effective
enhancement, each image is decomposed into a low-frequency base layer and a high-
frequency detail layer. The detail layer corresponds to the input to the CNN for rain
removal to be combined at a final stage with the low-frequency component. The CNN
model was trained using synthesized images with rain, with the model achieving an SSIM
of 0.900, increasing by 2% the performance in comparison to [114] using GMM.

A performance evaluation of the reviewed image de-raining methods is given in
Table 11.

Table 11. Performance evaluation of the reviewed image de-raining methods.

Reference Main Techniques
# Data
Success

Pros/Cons

[107]
GANS,
conditional GAN

UCID
PSNR 24.34

Robust,
SOTA

[113]
Bilateral filter,
image decomposition

Systeticg
VIF 0.60

Simple,
Parameter dependent

[114]
GMM,
image decomposition

Systetic
SSIM 0.880

Simple,
Pre-trained dependent

[115]
CNN,
HF component layer

Systetic
SSIM 0.900

Simple,
Robust

PSNR—peak signal to noise ratio (higher, the better; range: [0.0,−]), VIF—Information Fidelity (higher the better,
range: [0.0, 1.0]), SSIM—structural similarity index (higher, the better; range: [0.0, 1.0]).

While many other methods can be found, the aforementioned ones highlight the
most common approaches to the image enhancement problematic when operating in urban
scenarios, where illumination conditions are not constant, due to rain, fog, and illumination,
which potentially hamper the performance of the ReID methods.

8. Conclusions

A detailed overview of SOTA methods to date were presented in this paper, including
comparisons to identify the main advantages and problems the methods present. In
addition, the most commonly used image datasets and their main characteristic were
identified.

Image enhancement is a vital component of any computer vision system. It can im-
prove the performance of the initial object detectors and classification, leading to improved
ReID systems. Most of the works explore the use of pre-trained DNN, acting as a backbone
for feature extraction, with most of them exploring a residual network, enabling to easily
reuse the extracted feature maps for ReID model variations. However, the person and
vehicle ReID are addressed separately, and fewer research studies have proposed long-term
tracking with ReID simultaneously.

The published articles for person ReID concerned DNN using Siamese networks are
the most prominent, exhibiting good performance results. Most of the identified works
explore novel augmentation and dropout techniques during training, framed with different
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triplet loss variations. Most of the research studies have obtained competitive results in
the common ReID datasets. However, without proper generalization evaluation in real
scenarios where light conditions are more challenging.

In this review, the focus was only on object ReID methods; however, a reliable system
comprehends two stages for the task, the detection process and the ReID mechanism
by itself. However, a fully end-to-end object ReID requires high precision of the object
detection, as well as unlabeled ones, and difficulties on the effective combinations of object
detection and ReID in a fully integrated ReID system are directions that require attention
in the near future.

From this review, it is possible to conclude that there is a lot of room for improvement
regarding the multi-object ReID and long-term tracking that is still not explored in the
scientific community, combined with the object detection stage, is still an open problem,
and commonly not addressed in the identified ReID works.
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Abstract: Learning to recognize a new object after having learned to recognize other objects may be a
simple task for a human, but not for machines. The present go-to approaches for teaching a machine
to recognize a set of objects are based on the use of deep neural networks (DNN). So, intuitively, the
solution for teaching new objects on the fly to a machine should be DNN. The problem is that the
trained DNN weights used to classify the initial set of objects are extremely fragile, meaning that any
change to those weights can severely damage the capacity to perform the initial recognitions; this
phenomenon is known as catastrophic forgetting (CF). This paper presents a new (DNN) continual
learning (CL) architecture that can deal with CF, the modular dynamic neural network (MDNN). The
presented architecture consists of two main components: (a) the ResNet50-based feature extraction
component as the backbone; and (b) the modular dynamic classification component, which consists
of multiple sub-networks and progressively builds itself up in a tree-like structure that rearranges
itself as it learns over time in such a way that each sub-network can function independently. The
main contribution of the paper is a new architecture that is strongly based on its modular dynamic
training feature. This modular structure allows for new classes to be added while only altering
specific sub-networks in such a way that previously known classes are not forgotten. Tests on the
CORe50 dataset showed results above the state of the art for CL architectures.

Keywords: continual learning; neural networks; catastrophic forgetting; object recognition

1. Introduction

Learning to recognize new objects may be a simple task for humans (even for small
children), but successful implementations of this in machines prove to be very difficult.
While the challenge of teaching machines how to distinguish (i.e., classify) between a set
of pre-learned objects has already seen many solutions which present impressive results,
e.g., ResNet50 [1], the challenge of teaching the same machine on the fly how to learn to
classify new objects on top of those already known remains very much unsolved [2].

In this context, artificial neural networks (NN) have been extensively researched and
proven to function with outstanding levels of precision over a variety of applications.
The go-to approaches for the first part of the problem (teaching a machine to classify an
initial set of objects) are typically based on the application of deep neural networks (DNN).
So, intuitively, the solution for the next part of the problem (teaching a machine new objects
on the fly) is to elaborate on the existing solutions, but the problem with this is that the
trained weights in neural networks are extremely fragile, meaning that any change to
accommodate new objects can severely damage their capacity to perform the functions
they were trained for. This phenomenon is known as catastrophic forgetting (CF) [3].

The usual approach for avoiding the problems associated with the addition of new
classes (objects) (i.e., avoiding catastrophic forgetting) is to simply retrain the entire network
from scratch, using data from all the classes that are intended for the network to be able to
classify. The issue with this is that the training process tends to be very computationally
heavy and, therefore, time-consuming, even when performed on powerful machines. This
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may not be a problem in some situations, but it is a problem if the goal is to consistently add
new classes regularly. Given that when using currently accessible hardware, the training
process often takes between hours and days, it is, therefore, impossible to expect networks
to learn multiple classes per day with this approach. This type of learning problem, learning
a new class without retraining the entire network, is known as continual learning (CL) [4],
where several other names are also commonly used, such as sequential learning [5], lifelong
learning [3] and incremental learning [6]. For a comprehensive explanation about this
subject, see [7].

This paper presents a new continual learning architecture for object classification, the
modular dynamic neural network (MDNN), with the intention of creating a framework
capable of learning new classes (on the fly) without forgetting the previously learned ones.
As already mentioned, the current state of the art (see next section) shows that the methods
most effectively used for object classification are DNN based. The presented framework
is also DNN based and is divided into two main components: (a) the ResNet50-based [1]
feature extraction component; and (b) the modular dynamic classification component,
which consists of multiple sub-networks structured in such a way that they can function
independently from one another. In more detail, it consists primarily of a static feature
extraction component that passes extracted image features onto a modular dynamic classifi-
cation component. The modular dynamic classification component is made up of multiple
neural networks that serve as binary classifiers which are joined together to form a tree-
like structure, where internal classifications dictate the path to follow down the tree of
networks. The modules function independently of one another, which means the structure
can be dynamic and that, after initializing with at least two classes, new modules can be
added as more classes are learned to avoid affecting other modules. Another important
advantage of the implemented structure is that classifications can be made using only a
percentage of the modules, meaning that the addition of new modules will not have the
same negative impact on scalability as it would if every new module had to be processed
for every classification. While the scalability of the presented framework has not yet been
proven on large datasets, the use of a percentage of the network is undoubtedly lighter in
terms of computational requirements compared to the use of the entire network.

The main contribution of this paper is a framework that can learn new classes without
having to retrain its entire network of classifiers, with features that help it to cope with the
scalability problems that generally come with this type of expanding architecture. The pre-
sented framework is in itself original, as the methodology behind its architecture does not
directly fit into any of the categories normally used to define CL methods, such as regular-
ization, memory/replay, architecture or parameter-isolation-based methods [3,8], where it
is, in fact, a kind of mixture of the mentioned categories. It is partially regularization-based
because parts of the network are selectively not interfered with while training; partially
memory/replay based because some data are stored and re-used; partially architecture-
based because the network of modules does expand over time; and partially parameter
isolation-based because specific parts of the network are assigned specific tasks. On top of
being original in itself, the presented framework possesses a feature that is of particular
interest in terms of innovation, which is the modular dynamic training component that
is the main reason it is able to learn continuously, as modules can be added over time
which are responsible for recognizing classes or groups of classes, and the assignment of
which classes are attributed to which modules is done automatically as the network grows
progressively.

The test results on the CORe50 dataset [9] show state-of-the-art results when compared
with other CL architectures and, in some cases, the MDNN was even able to almost match
results obtained on the same data without CL restrictions (i.e., the final accuracy after
learning classes incrementally was similar to that of another network presented with all the
data at once). The tests made primarily evaluate the framework’s ability to learn classes
incrementally and to re-evaluate its accuracy on old classes as new ones are added to make
sure they were not forgotten.
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The present section introduced the context and goals. Section 2 includes the related
work on continual learning along with some background concepts. Section 3 addresses
the presented architecture, Section 4 shows the tests and results of the implemented CL
architecture and, finally, the conclusions and future work are presented in Section 5.

2. Related Work

Neural networks are currently receiving a large amount of interest and are being
applied to a large variety of real-world problems. They are currently the go-to choice for
image detection, image recognition and the classification of persons, objects or scenes.
While they are widely used and considered to be very effective, if the goal is to add
new classes to the previously learned ones, and therefore continue the learning process
from where they left off, they fail. This is because after learning new classes on the
fly, the network’s ability to recognize the previously known classes would be severely
reduced; this phenomenon is known as catastrophic forgetting [3] (as already mentioned in
the Introduction).

In this context, continual learning [4] means being able to update the prediction model
for new tasks while still being able to reuse and retain knowledge from previous tasks.
CL challenges assume an incremental setting, where tasks are received one at a time and,
in addition, most studies on the matter also consider the non-storage of data to be an
essential characteristic of a continual learner. Usually, continual learning studies refer to
humans as ideal examples of continual learners, examples can be seen in [2,3,5,8]. This is
because, as is the case with NN, a large part of the ideas behind CL are inspired by how
researchers presume human brains work, including how the process of consolidation and
reconsolidation from short- to long-term memory can occur [10].

Lesort et al. [11] presented possible learning strategies, opportunities and challenges
for CL, but one of the major problems when dealing with developing CL architectures is
the lack of datasets available to test them with. There is a huge amount of datasets to test
regular object classification (popular examples include ImageNet [12] and CIFAR [13]),
but none of them has the fundamental characteristics to test CL, such as rules dictating
how many classes should be learned at a time, if new data from known classes should
be presented later, and how frequently they should be tested. Lomonaco and Maltoni [9]
proposed CORe50, a dataset and benchmark that is more suitable for testing CL methods
when compared with the “usually” used image datasets for object classification. CORe50
takes a variety of factors into account, such as intermediate testing, the order of image
capture, different levels of occlusion and illumination, the number of classes to be learned
at a time and the use or non-use of new data for previously known classes. The same
authors presented a leaderboard (CORe50 benchmark: https://bit.ly/3klHhhK, accessed
on 15 October 2021), where they keep track of both published and unpublished results
achieved on the CORe50 benchmark so that they can be easily compared with other CL
strategies; however, these results are not necessarily up to date. She et al. [2] tested a variety
of continual learning methods on this dataset in order to evaluate their performance in
real-world environments and concluded that the currently employed algorithms are still
far from ready to face such complex problems.

Maltoni and Lomonaco [14] proposed AR1, a CL approach combining architectural
and regularization strategies, where they were able to sequentially train complex models
such as CaffeNet and GoogLeNet by limiting the detrimental effects of catastrophic for-
getting. The reported results on CORe50 [9] and CIFAR-100 [13] showed that AR1 was
able to outperform other models such as elastic weight consolidation (EWC) [15], learning
without forgetting (LwF) [16] and synaptic intelligence (SI) [17].

Additionally, Delange et al. [8] studied a variety of CL methods and proposed a
taxonomy, where they categorized 29 different methods. They came to the conclusion
that iCaRL [18] had the best performance for replay-based methods, MAS [5] had the best
performance for regularization-based methods, and PackNet [19] had the best performance
for parameter isolation methods. However, each method had its own advantages and limi-
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tations, e.g., PackNet demonstrated the best accuracy, but even though it can learn a large
number of tasks, there is a limit based on the size of the model. For more details about each
method please see [8]. It is also important to mention the approach by Requeima et al. [20],
which consists of a multi-task classification that uses conditional neural adaptive processes;
while it might not be directly considered a CL method, it can be applied in CL settings.

van de Ven and Tolias [21] applied an array of CL methods to three different CL
scenarios with increasing difficulties in order to compare their performance in different
situations. In the first scenario, each model is aware of the identity of the task being
performed, meaning that they can opt to use the best-suited components for the given
task. In the second scenario, the task’s identity is no longer known, but the models are
only expected to solve the task and not necessarily identify its nature. In the third scenario,
the model must be capable of not only solving a given task, but also identifying it.

Parisi et al. [3] explored three different continual learning approaches (they referred to
it as lifelong learning). The first approach is based on the retraining of the entire network us-
ing regularization, meaning that catastrophic forgetting is dealt with by having constraints
applied to the training of the neural network’s weights. The second approach trains specific
sections of the network and expands when necessary, operating as a kind of dynamic
architecture, adding new neurons which are dedicated to newly learned information. The
third approach is made up of methods that model complementary learning systems for
memory consolidation, where they make a distinction between memorizing and learning.

Pellegrini et al. [22] presented latent replay for real-time CL. The authors make a
separation between low-level feature extraction and high-level feature extraction. They
also control the rate at which each level is trained so that, when training on new information,
the low-level feature extraction is modified only slightly or not at all. This strategy enables
them to store intermediate data to be re-used alongside new data when new classes are
being learned, avoiding the need to re-perform the low-level feature extraction on the
stored data. Very recently, from 2021, two CL surveys were made available [8,23] that
present overviews of this subject.

To summarize, while there may be references to CL as far back as the 1990s, where
ideas and concepts are discussed, almost all the research with practical tests and applica-
tions is very recent. The fact that a large number of the research papers employ different
terms for CL, and the fact that standardized categories are absent for CL methods or con-
sistent descriptions of CL are indications of just how “new” this area of study is when it
comes to practical applications. The state of the art shows, especially in recent studies,
that there are various CL approaches with a lot of differences between them. They vary so
much that it is hard to find a scenario where they could all be tested equally. Nevertheless,
some of the mentioned papers share similarities with the proposed architecture, and those
are discussed throughout the paper.

3. Modular Dynamic Neural Network

Throughout the literature, the main goals for building CL architectures are very similar:
to solve the catastrophic forgetting problem while at the same time reducing memory
consumption and allowing for scalability. In the present framework, those goals are
considered to be of great importance, but for a CL method to be functional and applicable
to real-world problems, avoiding catastrophic forgetting is considered to be the most
important objective to follow (the same happens in the majority of the papers that deal
with CL). With the elimination of catastrophic forgetting being the main focus (and to
consider memory and network size constraints as secondary goals), the presented approach
prioritizes accuracy.

The modular dynamic neural network (MDNN) architecture is comprised of modular
sub-networks that, as it learns continuously, continuously grows and re-arranges itself.
It is structured in such a way that the modules function independently of one another.
This configuration means that, as new classes are learned, only certain sub-networks are
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modified, making it so that old knowledge is retained. The network is divided into two
main components: (a) feature extraction and (b) modular dynamic classification.

Figure 1 shows a global flowchart of the MDNN training and production processes,
which are later explained in detail in the present section, where it can be seen that the
feature extraction component is general to both training and “production” (inference) and
how, based on decisions made by algorithms that are discussed in the paper, some recursive
processes can occur.

For the first component of the network, (a) feature extraction, a pre-trained (ImageNet)
ResNet50 [1] was used as a backbone, which is known to provide excellent results for
image classification; see [24]. This component is only used for extracting generic “low-
level” features, while smaller and more basic (modular) networks exist for extracting
class-specific features in the dynamic classification component. The feature extraction part
of the presented architecture is the only component that is never altered when new classes
are being learnedbecause the modules in the next component rely on it to be consistent, so
if the feature extraction part changed, they would be invalidated.

Figure 1. A global flowchart of the MDNN architecture (see the text for a detailed explanation).
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The second component of the network, the (b) modular dynamic classification com-
ponent, is made up of numerous small modules. These modules serve the purpose of
classifying specific classes or groups of classes that, as new ones are learned, are automati-
cally split into groups of modules and sub-modules based on their class’s similarities. This
grouping of classes can also be done manually if desired, but the standard operation of the
network is to place them automatically based on the algorithms explained in Section 3.2.
Figure 2 demonstrates how the modules fit into the proposed architecture: the modules
with information inside brackets contain their own sub-modules (e.g., [X1, X2, . . . , Xnx ]) or
groups of sub-modules in the case of nested brackets (e.g., [[X1, X2, . . . , Xnx ], . . .]), where
X1 to Xnx are modules with no children and nx represents the number of sub-modules
belonging to their parent. The modules containing their own sub-modules are designated
as node modules and they have one binary classifier per direct child module. The modules
with no children are named endpoint modules and contain nothing but feature data obtained
during the training process.

Figure 2. Generic representation of the modular dynamic neural network architecture.

As the network learns new classes, the extracted feature values are stored within
the endpoint modules for future use, specifically for when some binary classifiers have
to be retrained in order to avoid confusion with a new class. It is crucial to emphasize
that the data preserved from each class are not the input data in their original format
(“image”), but the resulting feature values obtained by the feature extraction component,
which have smaller dimensions. In the case of the ResNet50, after being re-sized using
nearest-neighbor interpolation, each sample image with a dimension of 224 × 224 pixels
(px) and 3 color channels (224 × 224 × 3) is reduced to a 1 × 2048 vector (represented in
Figure 2 as f1, f2, . . . , f2048).

The module-based structure allows the network to grow dynamically while still being
able to cope with the scalability-related issues that usually accompany dynamic approaches.
This is possible because the modular structure makes it possible to make classifications
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without needing to use the entire network (see Section 3.1). In addition, the fact that certain
parts of the network are able to work independently from one another means that it is
possible to add new modules or modify existing ones without affecting others. In short,
the modularity of the networks’ sub-sections and each one being responsible for a given
class or group of classes allow for parts of the networks’ knowledge base to be safely added,
removed or altered without affecting the rest.

Finally, it is important to mention that other viable options could substitute the chosen
feature extraction method (ResNet50), such as VGG16, Inception, or EfficientNet [25–27].
In future work, tests will be done using feature extraction sections from different networks
to compare them to each other. In the following sections, the modular dynamic classifica-
tion component is presented in detail, as well as how the network is trained and how the
stored data are used.

3.1. Modular Dynamic Classification

As mentioned, there are two different types of modules present in the presented
arquitecture: (a) endpoints, which are responsible for storing feature data extracted from
a single class during training, and (b) nodes, which contain references to two or more
sub-modules along with a binary classifier (BC) for each one. Each sub-module can either
be an endpoint or a node. The top part of Figure 3 shows the difference between nodes and
endpoints with a simple example of a potential network structure with three classes.

Each node module has its own set of binary classifiers, which, in this case, are simple
NN with two output values: a certainty value for “true” and a certainty value for “false”
(both between 0 and 1), where the definition of what is true or false depends on the module
in question and its location in the network. Each binary classifier represents one of a
nodes’ sub-modules. The binary classifiers that represent endpoints define “true” as the only
class they are responsible for, and “false” as the classes present in all the other modules
and sub-modules in parallel with that endpoint. The binary classifiers representing nodes
consider all of their sub-module classes as “true” and all the classes present in the other
parallel modules and sub-modules as “false”. During the classification process, these binary
classifiers are used to select which sub-module to continue with and end up defining a
type of path that eventually leads to a final prediction. During the training process, they
are used similarly to determine the best positions in which to “insert” new modules (see
Section 3.2).

Figure 3. Illustration of the difference between node modules and endpoint modules, using a demon-
stration of a potential network structure with three classes. The two bottom rows show a different
representation of the same example used in the top row, including an analogy with real-world objects.
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Going back to Figure 3, the bottom two rows show the same example as shown at
the top but using a different representation, with the last one including an analogy with
real-world objects. Classes B and C are joined as children of a node (node [B, C]) and class
A is on its own. This means that when this network was constructed, the algorithms in
the training process calculated that classes B and C were similar to each other, grouped
them together and trained new binary classifiers to distinguish between A and B ∪ C.
Afterwards, a pair of sub-classifiers were trained to specialize in differentiating between
classes B and C. To clarify, in this example, there are 4 binary classifiers present: A (against
[B, C]), [B, C] (against A), B (against C), and C (against B).

Going into further detail, each binary classifier has the same structure, but naturally,
different trained weights. In other words, the number of neurons per layer, the number
of layers, the connections, the activation functions, etc., are all the same for every BC; the
only difference between them is their trained weights. The main reason for this is to ensure
consistency and provide all the BCs with an equal chance of success and avoid “favoritism”.
This is important because both the classification and training processes have moments
where comparisons are made between the predictions of the different classifiers.

The composition of the binary classifiers consists of six fully connected layers with
the following numbers of neurons, 128, 64, 64, 32, 32 and 2, respectively, with rectified
linear activation functions (ReLU), except for the last layer. The last layer’s activation
function is a Sigmoid function. This is because the algorithms that use the output of these
classifiers only make use of the true values, so there is no reason to let the false values
interfere with the true values, which is what would happen in the case of an activation
function, e.g., SoftMax. The architecture of the binary classifier, including the numbers
of layers and neurons per layer, are determined empirically. In the future, this classifier
will be the object of further studies in a way to improve the scalability of the network and
save memory. It is important to justify at this point, the reason behind having a neuron
representing the false value when it is not used. The reason is quite trivial: it is much more
straightforward to implement and train a binary classifier this way, as this allows for the
use of standard backpropagation for the true and false classes as if they were two normal
classes. Nevertheless, in the future, the false values will be taken into account and also
become part of the decision-making algorithms.

Figure 4 shows a more detailed view of the MDNN architecture (complementing
Figure 2): the left side shows the ResNet50 [28] feature extraction, with the 2048 vector of
extracted features, and the right side shows the network’s flexibility and how the number
of sub-modules that a node can have is not limited, including sub-modules of sub-modules.
The figure also shows the use of the maximum value for deciding which sub-module
should be used to continue the process. For the proposed network to meet its purpose of
distinguishing between classes, the minimum number of classes for initialization is two.
Therefore, the root module will always be a node, as endpoints only ever represent one class
and nodes are the only modules that can contain more modules.

It is worth remembering that whenever a binary classifier is called upon, no matter its
position in the network, the input values will always be the same feature values (2048 length
vector) which are extracted once from the data sample being classified. The positions of
modules within other modules are symbolic and serve only to decide if and which other
modules are to be used, but the extracted feature data are never altered. This is important
to clarify because, when visualizing tree-like structures that are based on NN, one might
easily mistake the presented architecture for a single network with a tree format, similar to
what is shown in [29], where everything is backwards dependent. Therefore, it must be
emphasized that the “tree” serves only as a representation of the order in which things are
done and which data are used by each binary classifier. The main takeaway from this is
that the feature data are not altered intermediately, i.e., the input data for the last modules
are the same as those for the first modules.
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Figure 4. MDNN architecture: on the left, the ResNet50-based feature extraction component [28],
with the 2048 vector of extracted features; on the right, the modular dynamic classification component.

The nesting of modules within modules means that the classification process can be
recursive. This is because, when applied to a node, the results dictate whether it should be
re-applied to another sub-node, i.e., the classification process is (i) initially applied to the
network’s root node and then, potentially, (ii) recursively applied to more nodes depending
on the intermediate results.

So, to make a classification, the first step is for all the binary classifiers in the current
node to process the extracted features and then for all their outputs to be evaluated. Keeping
in mind that these binary classifiers indicate the certainty that the input sample data belong
to the module they represent, the application of the input sample’s extracted feature
values to each of the binary classifiers (displayed in Figure 4 as BC, with BC(X) ∈ [0, 1]),
results ina group of values between 0 and 1 (because of the final layer’s sigmoid activation
function) that represent the likelihood of the input sample belonging to each of the modules
in the node being analyzed. Then, the highest value from these results is sought out, which
indicates which module is the most likely to include the correct class. This selected module
can then either be an endpoint or a node, where each one has a different next step. If the
chosen module is of the endpoint type, then the classification process ends here, and the
output prediction is the class represented by that endpoint. If, on the other hand, the chosen
module is of the node type, then it is necessary to enter that node and keep repeating this
process until eventually an endpoint module is selected, resulting in a final classification.

This implementation plays a big role in one of the mentioned objectives, which is to
avoid or at least attempt to minimize scalability issues. The main reason this implemen-
tation contributes toward this is because only the binary classifiers from the top-scoring
sub-nodes are used, meaning that, for many cases, classifications are made using only a small
percentage of the overall network. This means that, as the network grows, the classification
speed is only slowed down for classes that get grouped with lots of other similar classes
because they require a bit more time to be distinguished between them; for non-similar
classes, only a very small fraction of time is required to make distinctions between them.
In future work, the optimization of the classification process will be explored.

The next section is fundamental in understanding the architecture and explains how
the network is trained (the second component; we stress that the first component, feature
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extraction, always remains unchanged—frozen), as it is not similar to the most “tradi-
tional” networks.

3.2. Modular Dynamic Training

The process for the addition of a new class starts (as usual) with the network being
fed a set of data samples along with a label. With this, the network will (i) process the
data samples, (ii) decide where best to place the new endpoint, (iii) make any necessary
adjustments to the existing modules, and (iv) train the necessary classifiers so that when
the network is presented with data from the same class, in the future, it can identify them.

Following the scheme presented in Figure 3, the right side of Figure 5 shows an
example of how the network changes as classes are added over time. Here, it is shown how
it can classify three classes (shown in Figure 3) (A—rose, B—cat, and C—dog), where B
and C are grouped together, and then another four classes are added sequentially(D—tree,
E—fish, F—bush, and G—frog), making the network capable of classifying a total, in this
example, of seven classes.

The positions in which new modules are placed within the network are not random.
There are several procedures behind the calculation of the optimal position for a new
module (some of which can be recursive). Learning a new class essentially means that the
network can distinguish the new class from the ones which were previously learned.

The most main goal of this class placement process is to avoid conflict or confusion
between classes. In avoiding confusion between classes, the goal is to (i) group them by
their similarities and then (ii) focus on their differences. This notion of grouping classes
by similarities is referring to the parallel placement of modules within nodes, as shown in
Figure 5, where, among other examples, in the network’s initial state, class B is grouped in
a node with class C.

Figure 5. The right side shows the network growing progressively as modules are added and grouped. The modules
highlighted in green are new and the modules highlighted in blue are pre-existing ones that needed to be retrained either to
reduce confusion or to ensure that the parent nodes became aware of the new module. The left side describes the steps taken
for the addition of each new module (see text for details).
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The binary classifiers are used to see if any existing classes share any resemblance
with the class being added. The procedure for checking if classes are similar is relatively
similar to the classification process, but instead of just searching for the most similar class,
here, the goal is to search for any classes that could be partially similar, i.e., it looks for
“somewhere” to place the new class.

Upon entering a node, there are n possible paths to follow, which can be a mix of
endpoints and/or nodes. The idea here is that any node or endpoint binary classifiers that,
without any alteration, might accidentally mistake the new class for their own should be
grouped with that new class and retrained so that, in future, when presented with samples
of the new class, they do not repeat the same mistake. To achieve this, it is necessary to first
verify which nodes and or endpoints share any resemblance with the new class. Therefore,
the first step here is to classify all the data samples (extracted feature values) of the new
class with each of the binary classifiers in the current node and then use these results to
decide how best to proceed.

After obtaining all the current node’s classifier results from all the new data samples,
the next step is to calculate the average confidence per classifier, which returns a single
value for each node/endpoint, representing the likelihood of mistaking the new class with
the existing class (or classes if it represents a node). It should be noted that the use of
the average for this task was a natural choice, but in the future, other solutions will be
investigated in order to attempt to achieve even better discrimination between classes.

Next, the obtained average values are analyzed to see which classes are the most
similar to the new one. Each value is compared with an established threshold value, AVc,
which makes it possible for a final decision to be made on whether a class should be
considered similar, where this threshold value dictates the necessary confidence value for
two classes to be considered similar.

To establish this threshold value (AVc), logic says it should not be too high because
some similar classes could be missed, but should also not be too low so that only reasonably
similar classes are considered. Different values between 0.1 and 0.5 were tested, and the
best results were achieved with AVc = 0.3. These tests were done with three different
datasets or subsets of those datasets, namely Core50 [9], ImageNet [12] and CIFAR-10 [30].
The ideal value depends on how accurate the binary classifiers are and it essentially dictates
how grouped or separated the final network is. Future work for this component includes
the use of a dynamic threshold value that is re-calculated as the network expands.

After comparing the averages of the classifications of all the input samples with the
threshold value (AVc), it is known which, if any, modules are similar to the input class.
This results in one of five possible outcomes in the function of how many similar nodes
and/or endpoints are found (see also Figure 5 left side): (a) 0 similar modules (0 similar
nodes and 0 similar endpoints); (b) 1 similar node and 0 similar endpoints; (c) 0 similar nodes
and 1 similar endpoint; (d) more than 1 similar node and/or endpoint but not all, and (e) all
nodes and endpoints are similar. Each outcome is dealt with differently, as detailed next for
each case:

(a) 0 similar modules (0 similar nodes and 0 similar endpoints): Place a new endpoint
in the current node for the new class. Train the classifier for the new endpoint with
true data as data from the new class and false data as a balanced distribution of
data (see Section 3.3 for the explanation) from the other endpoints and nodes present
within in the current node.

(b) 1 similar node and 0 similar endpoints: Enter the similar node and repeat the posi-
tioning process on its children.

(c) 0 similar nodes and 1 similar endpoint: Create a new node and place a new endpoint
inside it for the new class as well as the endpoint that was matched with the new
class. Train the classifier for the new endpoint with true data as data from the new
class and false data as data from the class it was matched with (see Section 3.3).
Retrain the classifier for the pre-existing endpoint that was moved into the new node
with true data as the data it has stored and false data as data from the new class.
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(d) More than 1 similar node and/or endpoint: Create a new node and place inside it a
new endpoint for the new class as well as all the endpoints/nodes that were matched
with the new class. Train the classifier for the new endpoint with true data as data
from the new class and false data as a balanced distribution of the data from all the
other nodes/endpoints it was matched with (see Section 3.3). Retrain the classifiers for
all the pre-existing nodes and endpoints which were moved into the new node using
balanced distributions of their own data as true data and balanced distributions of
all their sibling’s data as false data. The child modules of the nodes that were moved
into the new node do not need to be touched, as they are not dependent on their
parents and only relate to each other.

(e) All nodes and endpoints are similar: Place a new endpoint in the current node for the
new class. Train the classifier for the new endpoint with true data as data from the
new class and false data as a balanced distribution of data from the other endpoints
and nodes present in the current node. Retrain the classifiers for all the pre-existing
nodes and endpoints in the current node using balanced distributions of their data as
true data and balanced distributions of all their sibling’s data as false data.

Out of these processes, case (b) is the only one that does not involve the placement of
the new class or the training of any networks, but it repeats the entire process applied to a
selected sub-node and, eventually, there is a point where there are no more sub-nodes and
case (b) is no longer be a viable option; therefore, the new class is guaranteed to be placed
somewhere in the network eventually.

After the new module is placed within the network, the parent node has to be re-trained
so that it considers the new class as true, thereby increasing the chance of success for the
classification process in production. This is because it increases the probability of future
samples of the new class reaching the correct endpoint. The retraining of parent nodes must
be recursive, i.e., the process must then also be applied to the parent of the parent until the
root node of the network is reached. This process helps to ensure that the initial nodes are
more likely to send samples of the new class down the correct path during production.

It is important to stress that the use of the same classifiers during the training process
as those used during the classification of new data immediately makes huge improvements
to the overall classification process. This is because with this strategy, it is possible to
predict and correct the modules most likely to cause errors related to the addition of the
new class before they are even a problem. The next section is dedicated to explaining how
the data are balanced when train or re-training the binary classifiers.

3.3. Balanced Training Data

Research shows that neural networks have higher success rates when trained with
balanced data [31], meaning that they should be trained with a similar number of samples
per class. As this architecture deals with binary classifiers (true or false), it should aim to
use an equal number of true and false samples, leaving us with the problem of deciding
what to do when there is a different number of each.

The algorithm implemented for the selection of training samples starts by calculating
the maximum number of samples per class that can maintain an ideal distribution based
on where they are positioned in the network. In this situation, where various groups of
classes have their own sub-groups, an ideal distribution does not mean using an equal
number of samples per class. It means the same number of samples should be used from
each of a nodes’ children, i.e., if one of these children is an endpoint and one is a node, then
the same number of samples should be used from each, where the nodes’ samples are a mix
of their children’s samples and so on.

For example, recalling Figure 3, if a classifier were trained to recognize an endpoint
A as true and a node [B, C] as false, and A, B and C all had m samples each, the balanced
distribution of samples for this classifier would be m samples of A and m samples of [B, C].
Then, to continue aiming for an equal distribution, the m samples of [B, C] would consist
of m/2 samples of B and m/2 samples of C.
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This example makes the problem appear straightforward, but with different numbers
of samples per class and a more complex network structure (more known classes and more
nested nodes on the true and false sides), an algorithm is needed for calculating the ideal
distribution in any situation and making use of as many samples as possible. Using this
equal distribution means classes with fewer samples will reduce the number of samples
that can be used from other classes with more samples. So, to minimize this effect, it is
recommended to establish a minimum number of samples (MNS) for when classes are
added to the network. The currently applied MNS value was determined empirically
and was set to 175; nevertheless, when using the MDNN architecture in a real-world
situation, there is no knowledge of how many samples will be available per new class,
and so a minimum value must be defined. Using MNS = 175 presented good results
over the various tests performedand, during intermediate tests with the three datasets
mentioned before, increased MNS values provided better results. Data augmentation
would normally be a solution for increasing the amount of data available for the classes
with fewer samples, but as the stored data consist of feature vectors and not raw images
(as mentioned), the produced samples would not be reliable.

There are two main steps involved in computing the maximum number of samples to
obtain a balanced training set: (i) calculate the largest number of samples that allows for
the use of the distribution explained above and (ii) recursively divide this number by the
number of children in a node until all endpoints are reached.

For the first step, (i), the number of sub-modules in the node is multiplied by the
number of samples of the sub-module with the largest number of samples. The numbers
to be calculated for the sub-modules which are also nodes are calculated in the same way.
This means that the algorithm is applied recursively until all the sub-modules belonging
to the node in question have been calculated and the node in question itself has also been
calculated. When this process is complete, it results in the maximum number of samples
that allows for an even distribution of samples for the node in question.

So, with Mp representing the maximum possible number of samples that can allow for
an equal distribution for the node being calculated, Mp,i represents the maximum number
of samples that can be used by one of the node’s sub-modules, with p representing the path
created by the indexations that lead to the location of the node in question and i being the
index of a sub-module. For example, in the final state of the network shown in Figure 5,
the path required to reach the node “[cat, dog]” would be the second sub-module of the
root node and then the first sub-module of that node. Meaning that for the node “[cat, dog]”,
the indexations represented by p would be “2,1”, and the number of samples present in the
endpoint “dog” would be “M2,1,2”. The value of np represents the number of sub-modules
present in the node being calculated, and Mp the number of samples which is computed
(sometimes recursively) as follows:

Mp = np ×max(Mp,1, Mp,2, . . . , Mp,np).

The second step (ii) is to keep dividing Mp equally between the children in nodes
until all the endpoints are reached, resulting in the numbers of samples to use per class.
For that, the value obtained from the first step is used, Mp (the maximum possible number
of samples that allows for an even distribution), and is progressively divided throughout
the network. The node being calculated distributes its number evenly between its children.
The children that are also nodes then do the same thing with their values to their children,
resulting in sub-divided values. This is repeated until all the sub-modules of the initial node
are reached and eventually results in a final number of samples to be used for each class
(Ep). So, with the value of Mp calculated in part one, it is possible to compute Ep,i, which
is essentially the value of Mp evenly distributed between each of the node’s sub-modules.

While in step (i) the parent’s values depended on the the children’s values, in step (ii)
the children’s values depend on the parent’s values. To initialize this process, the value
for the node being calculated is set with Ep = Mp and then its sub-modules values are
calculated as Ep,1 = Ep,2 = · · · = Ep,np = Ep/np. Afterwards, each sub-modules’ values
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are calculated the same way until all the endpoints that are descendants of the node being
calculated are reached, which eventually results in a series of final numbers of samples to
be used from each endpoint.

4. Tests and Results

One of the most common image classification datasets is ImageNet [12]. In the
literature, numerous benchmarks use this dataset, and others like it, where the net-
works/methods are trained to learn all the classes at once. Although their leaderboards
show outstanding accuracy in their results, these are not the datasets and benchmarks
used to validate CL methods. As mentioned, to validate continual learning architectures,
we need to feed images (data/classes) to the network incrementally. To properly test a
networks’ capacity for learning continually, a dataset and benchmark with pre-established
CL-related rules and guidelines is needed; one of the most used datasets of this type is
CORe50 [9].

The CORe50 dataset consists of 50 classes (10 categories with 5 classes each). The 10 cat-
egories are as follows: plug adapters, mobile phones, scissors, light bulbs, cans, glasses,
balls, markers, cups and remote controls. Figure 6 shows an example of each class and how
they are divided into the mentioned categories. The data were collected over 11 distinct
sessions (8 indoor and 3 outdoor) characterized by different backgrounds and lighting.
For each session and each object, a 15-s video (at 20 fps) was recorded using a Kinect
2.0 sensor producing 300 RGB-D frames. The objects were handheld by the operator,
and the camera’s point-of-view is that of the operator’s eyes. The full dataset consists of
164,866 128 × 128 RGB-D images obtained from 11 sessions × 50 objects × (around 300)
frames per session. More details can be seen in [9].

Figure 6. Example images of the 50 classes present in the CORe50 dataset (one image of each class). The 10 columns
correspond to the 10 categories in which the classes are divided (5 classes per category).

In summary, each class has around 2398 training images and 900 test images which
are split into various test/train batches (the number of batches and their contents depend
on the CL scenario being considered). Here, batches represent sets of data (images) that are
fed to the network in blocks [9]. The dataset considers three continual learning scenarios:
(a) new instances (NI), where all the classes are learned in the first batch and then new data
for each class are added over the following batches; (b) new classes (NC), where the first
batch includes 10 classes and then the following batches introduce 5 classes at a time until
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reaching the total 50; and (c) new instances and classes (NIC), where both new instances
and classes are presented over time.

We opted to test our framework on the NC scenario, as its implementation is the one
most comparable with the paper’s objectives. However, of course, we do plan in the future
to implement the use of new instances to improve knowledge of already known classes,
which will allow us to show results on NI and NIC.

As mentioned, the NC test begins with learning 10 classes and then continuing to
learn more classes in groups of 5 until reaching a total of 50; this makes for 9 total steps.
The first batch (the 10 initial classes) consists of one class from each of the 10 categories, and
the rest of the batches consist of 5 random classes each (different for each run). We executed
30 runs of this test using the algorithms and parameter values described throughout this
paper, where the feature extractor (ResNet50) maintained all its default parameters and
pre-trained weights, the binary classifiers used the layer structure mentioned in Section 3.1,
and the minimum number of samples (MNS), which we typically set to 175, was not needed,
as each class had a relatively large number of samples (approximately 2398 as mentioned
above). The hyperparameters for the binary classifiers were as follows: RMSprop [32] as the
optimizer, the loss was set to sparse categorical cross-entropy, the metrics were set to only
sparse categorical accuracy, 4 epochs, and validation split equal to 10%. The 30 runs were
all that were executed, i.e., there was no preferential selection (cherry-picking). The tests
were made on a 64-bit 3.20 GHz i5-3470 CPU accompanied by 8 GB RAM, and each run
took between 12 h and 13 h (approximately 15 min per class). In the future, the whole
process will be converted to be processed by GPUs, where it is expected that by using
state-of-the-art GPUs, the framework will be able to learn new classes at a much faster rate,
potentially approaching real time.

The graphs shown in Figure 7, left and right, are adapted from [9] and show the
MDNN results obtained from the tests mentioned in the previous paragraph (black line)
compared with three other methods. The copy weight with reinit (CWR) results (in green)
are from the CL method presented in [9]; naive (red line) simply continues training as
batches become available; and cumulative (blue line) uses the current batch and all previous
batches to demonstrate the potential accuracy of a network without CL restrictions and
behaves as a kind of upper bound, but not quite, as Lomonaco and Maltoni [9] state that
“in principle a smart sequential training approach could outperform a baseline cumulative
training”. Going back to the figure, the results we are comparing MDNN with on the
left are based on a CaffeNet [33] and the ones on the right are based on a VGG-CNN-M
model [34], but our results are the same on both graphs (the presented MDNN network
was not based on a CaffeNet or a VGG, but simply structured as discussed in the paper).

When it comes to test data, Lomonaco and Maltoni [9] considered what they refer to
as a “full test set” where, at any moment during the continual learning process, the tests
include all the classes from the dataset, so with that in mind, as the total dataset includes
50 classes and is initialized with 10 classes, the maximum possible accuracy is 20% and not
100%. So, where the x-axis in the graphs in Figure 7 shows the 9 steps mentioned above
and the y-axis represents the test accuracy at that point, after training on the first set of
classes (step 1–10 classes) all the methods hover around 20%, which means that, based on
the data available, they are all performing at close to 100% accuracy. The results shown
in the last step (step 9–50 classes) are the accuracies achieved after adding 5 classes at a
time and reaching 50 total classes. Here, when using the full test set (all 50 classes), as the
networks were presented with all the training data, the accuracy values on this last step are
a “normal” accuracy representation, where MDNN finished with 69.8% accuracy, and CWR
ended just over 40% accuracy when based on a CaffeNet and just under 40% accuracy
when based on a VGG. The cumulative results are similar to MDNN in both instances,
showing that, in some cases, the presented network is capable of keeping up with (and
outperforming) a method with no CL restrictions, i.e., demonstrating that based on the
quote from before, “in principle a smart sequential training approach could outperform a
baseline cumulative training”, and the presented approach can be considered “smart”.
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Figure 7. Average accuracy and standard deviation from 30 runs compared with CaffeNet-based
approaches (left) and VGG-based approaches (right). Adapted from [9].

The left graph in Figure 8 shows the average accuracy and standard deviation for each
batch over time, where the tests at each batch are only of the classes supposedly learned,
meaning that, in the first batch where 10 classes are learned, the network is only tested on
its capacity to recognize those same 10 classes. In the same figure, the graph on the right
shows the same results but considering the tests always being made with all classes (so
when only 10 classes of the total 50 are known, the best possible achievable accuracy is
20%). The results are shown in both formats because the former (left) is how we think the
results are the most understandable and gives a more clear idea of the networks’ overall
performance over time, while the latter (right) is how the results were demonstrated in [9],
allowing us to make a more direct comparison.

Figure 8. On the left: the average accuracy and standard deviation from 30 runs (only testing with
learned classes). On the right: the average accuracy and standard deviation from 30 runs (always
testing with all classes).

The table on the left in Table 1 gives a more detailed insight into the performance of
the network by showing the individual results from each run and their accuracies over
time after each set of 5 classes was added. The initial accuracy results from each run where
10 classes are learned sit between 84.4% and 96.5%, and the final accuracy results after all
50 classes are learned incrementally sit between 57.3% and 76.2%. It is also interesting to
note that in some cases, the accuracy can actually be seen to increase when more classes are
added (e.g., run 8 going from 35 to 40 known classes, there is a 7.4% increase in accuracy).
Additionally, in Table 1, the table on the right showcases all the increases and decreases in
accuracy between each batch by using the same row/column representation but instead
of showing the accuracy at each step, it shows the increase/decrease (delta) between
the current accuracy and that obtained in the previous batch. Increases in accuracy are
highlighted in green and decreases in accuracy are highlighted in red.
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Figure 9 also shows the MDNN accuracy (dashed black line) on the CORe50 dataset,
but this time compared with GoogLeNet [35] using the following methods: cumulative
(black line), naive (blue line), AR1 (turquoise line), CWR (purple line), CWR+ (pink line),
LWF (green line), EWC (orange line), and SI (red line) (see [14]). The dataset, context,
and method of testing are all identical to those discussed in relation to Figure 7. In the
GoogLeNet comparison, our method no longer reaches as close to the cumulative result
but is more in between AR1 and CWR+.

Figure 9. On the left: MDNN accuracy over time on CORe50 compared with cumulative, naive, AR1,
CWR, CWR+, LWF, EWC and SI based on CaffeNet (adapted from [14]). On the right: the same as
the left but the other methods (not MDNN) are based on GoogLeNet.

Before performing tests on CORe50, MDNN was also tested on ImageNet; although the
dataset is not designed for testing CL methods, the test still provided some insights into
the method’s performance. The test, shown in [36], was made using 11 randomly selected
classes. It consisted of the addition of one class at a time and evaluated the overall accuracy
after the addition of each class. The test ended with 81% accuracy, where the average was
brought down by two similar looking classes that generated confusion between each other
(alyssum and astilbe). On top of that test, two additional classes (not from ImageNet) were
added to the same network to measure the performance of the network when learning
from multiple sources of data. The overall accuracy after the additional two classes were
added was 82% and none of the pre-learned classes appeared to be negatively affected.

As the bottom line, a framework is presented that can learn new classes without the
need to retrain its entire network of classifiers, with features that help it to cope with the
scalability problems that generally come with expanding architectures. The test results on
the CORe50 dataset [9] show accuracy results just under 70% and in the case of comparisons
against VGG and CaffeNet based models, MDNN was even able to practically match and
even surpass results obtained on the same data without CL restrictions. The tests show that
the framework has the ability to learn classes incrementally and to maintain its accuracy
on old classes as new ones are added, making sure they are not forgotten.

5. Conclusions and Future Work

This paper presents a modular dynamic neural network framework: a continual learn-
ing solution that allows new classes to be learned incrementally, growing and structuring
itself as it learns while re-training only specific sub-modules as needed. This way, parts of
the network are not altered, allowing them to retain their knowledge.

The idea of constantly adding new smaller neural networks to a global main network
creates initial concerns for scalability, but the network is structured in such a way that
different parts are used for different tasks, which considerably reduces the severity of
this problem. In addition to this, the architecture functions in a completely different way
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compared to other CL methods. The most similar one is LR [22], where the main differences
are that (i) their feature extraction component is not static (its alterations are sometimes
slowed down during training), where for MDNN, that component is permanently fixed so
that the MDNN binary classifiers maintain validity. (ii) When they train new classes, they
re-use their stored samples from already known classes. This means that their high-level
feature extraction is not affected too badly for old classes by the slow training of their
low-level feature extraction. The presented architecture also re-uses samples of already
known classes during training but only from particular classes in specific cases, where it
depends on the location of the module in question. Finally, (iii) the classification part of
their network is made up of one NN of fixed size, whereas the presented architecture is
made up of multiple NNs with more being added progressively as needed.

In terms of future work, as mentioned, the framework is made up of many differ-
ent components, which leaves us with several areas that can be improved in terms of
performance and adaptability. The main six (future works) are presented in detail:

(a) Scalability and memory usage. With the elimination of catastrophic forgetting being
the main focus (and the consideration of memory and network size constraints as secondary
goals) priority is given to accuracy over scalability. While the presented approach does
make efforts toward scalability and performance-related issues by using only the necessary
sub-modules in both the training and classification processes, there is still more that can
be done by attempting to reduce the dimension/quantity of the stored features and by
attempting to reduce the algorithmic complexity of each module.

(b) Feature extraction. The currently implemented feature extractor (ResNet50), while
very performant, is not the only option for this task. As mentioned, there are other
viable solutions that could substitute it, such as VGG16, Inception, or EfficientNet [25–27].
The type of feature extractor also depends greatly on the data being used. One of the ideas
behind the structural separation between the feature extractor and the modular dynamic
component is that the feature extractor can be altered to whatever is best suited to the data
being dealt with, so, for instance, to apply MDNN to problems other than image-related
ones (such as audio, NLP, etc.), theoretically, one would only need to alter the feature
extractor (and, of course, the binary classifiers would need to be structured to have the
same input format as the feature extractor’s output). With this in mind, there is much work
to be done to achieve and prove/validate this claim.

(c) Binary classifiers. The binary classifiers implemented here are relatively simple
neural networks, and, like most other neural network applications, their structure and
parameters could be subject to a lot of alterations and still perform equally, making it hard
to know the “ideal” structure for any given situation. However, while an ideal structure
for each application is not necessarily known, there is still room for work to be done and
tests to be made concerning the binary classifiers seen here and to also look into alternative
classification methods (instead of neural networks).

(d) New module placement. The placement of new modules considers the average
accuracy value obtained by the binary classifiers using all the training data provided.
This method has proven to be functional, but some factors could be taken into account to
improve this algorithm. For instance, when the resulting similarity results from a set of
training data show a large standard deviation, this could indicate that only a sub-sample of
the class being learned is considered similar, and the current algorithm would not account
for this fact.

(e) Usage of new data of known classes. Currently, the architecture is not prepared to
make use of new data of an already known class. Once a class is learned from a certain set
of training data, that is it. The implementation of this feature will consist of preparing the
binary classifiers to resume training, the selection of which binary classifiers to continue
training (and how much they should be trained) and also the calculation of when to re-
arrange/re-structure the network in face of new data, e.g., upon continuing training parts
of the network with new data, new intermediate test/validation results could show that
some of the classes it considered to be similar are, in fact, not as similar as initially predicted
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and this situation could benefit from a re-structure. The implementation of this feature will
also allow us to make comparisons with other methods’ results achieved on the NI and
NIC benchmarks from the CORe50 dataset.

(f) More tests using different datasets. Finally, after doing the total or partial improve-
ments mentioned in (a–e) we will also test the method using different CL datasets.

In a final summary, this paper presents an extension to an initial proof of concept
for MDNN [36] that showed test results from ImageNet, which revealed it to be a viable
continual learning approach. Now, the present framework is detailed, improved, validated
and tested on a CL-specific benchmark. It is possible to conclude that the framework
presents similar or better results when compared with the state-of-the-art CL architectures.
Nevertheless, the framework still has space for improvement and the potential to achieve
even better performance results with real-time data, CL datasets and standard datasets.
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Abstract: Aiming at analyzing the temporal structures in evolutionary networks, we propose a
community detection algorithm based on graph representation learning. The proposed algorithm
employs a Laplacian matrix to obtain the node relationship information of the directly connected
edges of the network structure at the previous time slice, the deep sparse autoencoder learns to
represent the network structure under the current time slice, and the K-means clustering algorithm
is used to partition the low-dimensional feature matrix of the network structure under the current
time slice into communities. Experiments on three real datasets show that the proposed algorithm
outperformed the baselines regarding effectiveness and feasibility.

Keywords: evolutionary networks; graph representation; community detection; deep sparse autoen-
coder

1. Introduction

The evolutionary network refers to a network in which the nodes and edges change
over time. As a typical evolutionary network, social networks are very common in modern
life, such as Flickr, Facebook, Twitter, and so on. In the above-mentioned social networks,
an individual or a group of users may join and exit the network, and the intimacy with
friends is increased through obtaining to know friends of friends. Community detection
in an evolutionary network is a complex and challenging problem. The development and
change of the network structure under the adjacent time slices are slow, however, the
statistical characteristics of the network will change significantly over a long period.

Therefore, it is necessary to re-identify the community structure. As the organization
of a dynamic community changes constantly, a dynamic community tends to be more
complex. Network representation has gradually become the main supporting technology of
dynamic community detection, which provides great convenience for dynamic community
detection. The application of network representation technology can greatly improve the
detection performance [1,2].

Traditional community detection algorithms are mostly based on static networks,
and the influence of time on the network structure is ignored. For example, network
communication operators hope to reduce the communication costs in the same social circle
in different periods, proposing a flexible billing activity for their customers. The static
community is uncertain about the actual network connectivity, and this marketing policy
is obviously not effective. If considering the change of time for community detection,
the real-time community structure can be dynamically represented, which is beneficial to
providing individualized services for users.

Thus, it can be seen that the evolution of the network structure has an important impact
on community detection, which is likely to bring commercial value [3]. Early research on
the division of dynamic network communities [4–8] viewed the dynamic network as a
series of snapshot networks in chronological order, and obtained the community structure
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of each snapshot by using the static network community detection algorithm; however,
this kind of thinking does not make full use of the evolution information of the network
structure, and a fundamental drawback rooted in such schemes is that most of traditional
algorithms are sensitive to tiny changes in the network structure [9].

The DeepWalk [10] algorithm uses a random walk method to obtain the neighbors
of nodes in the network to generate a fixed-length node sequence, and the node sequence
is fed into the Skip-Gram model for learning representation to apply to other tasks. The
SDNE [11] algorithm uses a deep sparse autoencoder [12] to simultaneously optimize the
first-order and second-order similarity objective functions, conducting semi-supervised
learning representation, and it is applied to visualization, multi-label classification, link
prediction, etc. In machine learning research, scholars have proposed learning methods
for graph embedding [13–15]; however, these methods usually only work well on certain
networks.

To overcome these limitations, we propose a novel community detection algorithm
based on evolutionary network representation learning (Learning Community Detection
Based on Evolutionary Network, LCDEN). The LCDEN algorithm uses a Laplacian matrix
to obtain the node relationship information of the directly connected edges in the network
structure of the previous time slice, learns the network structure under the current time
slice through the deep sparse autoencoder, and uses a K-means clustering algorithm to
divide the community of the obtained low-dimensional feature matrix of the network
structure under the current time slice. Our contributions can be summarized as follows:

(1) We propose a novel algorithm for community detection in evolutionary networks,
which solves the limitation that traditional community detection algorithms were
unable to handle the temporal information of a network structure.

(2) The proposed algorithm can effectively use the historical temporal information of a
network structure and apply a deep learning model to the research of evolutionary
network representation learning.

(3) The proposed algorithm has advantages in different datasets and has higher detection
performance and computational efficiency.

2. Related Work

Community detection is one of the most active topics in the field of graph mining and
network science. With the continuous expansion of the real-world network scale and the
introduction of temporal information, the research on community detection in evolutionary
networks can explore community detection algorithms based on the network structure and
network information conforming to the real world.

Network representation learning. In the research of network representation learning,
one of the foremost requirements of network representation learning is preserving network
topology properties in learned low-dimension representations [16]. Researchers often use
methods based on matrix decomposition or random walking to learn the graph representa-
tion, such as LLE [17], Laplacian Eigenmaps [14], Deepwalk [10], and LINE [18]. However,
these methods typically have high computational complexity and poor generalization
ability. In addition, they lack the use of temporal information in evolutionary networks.

Evolutionary network. The research on the dynamic evolution of networks has been
an ongoing hotspot. The dynamic information in networks has proven to be crucial
for understanding networks. Many works have attempted to combine the research of
evolutionary network representation learning with the basic research of complex networks.
To reveal the dynamic mechanism of information dissemination networks, Rodriguez
et al. [19] modeled the information propagation process as several discrete networks with
continuous-time slices occurring at different rates.

Fathy et al. [20] realized the joint learning of the graph structure information and time
dimension information by combining the graph attention mechanism with the convolution
of the time dimension, and processing the dynamic graph structure data by using the
self-attention layer as time passes. It is of great significance to learn and fuse a network
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structure, multi-modal information, and temporal information based on effective methods,
which can obtain more accurate representations of evolutionary networks.

Community detection. In recent years, community structure detection has received
extensive attention, and communities play an important role in complex systems [21].
However, most of the traditional community detection algorithms for static networks are
not suitable for research on evolutionary network structures. Chen et al. [22] proposed
a community detection algorithm based on the minimum change granularity for evolu-
tionary networks (DWGD), which can complete dynamic community detection with time
slices as the minimum granularity. Wang et al. [23] proposed that Markov chain-based
community detection algorithm for evolutionary networks had better computational effi-
ciency and detection performance. In addition, many researchers also studied community
detection in evolutionary networks by the Coherent Neighborhood Propinquity of dynamic
networks [24], building compressed graphs [25], etc.

3. Preliminaries

3.1. Definitions

Given a network G = (V, E), where V = {v1, v2, . . . , vn} is the set of nodes, E =
{e1, e2, . . . , en} is the set of edges. The adjacency matrix A =

[
aij

]
n×n represents the

connection relationship between nodes, the value of the corresponding element in the
matrix indicates whether the edge exists, if there is an edge between node vi and node vj,
then aij = 1; otherwise aij = 0. In this paper, we take the adjacency matrix A as the closest
relation matrix in the network to describe the similarity between nodes in the graph and
their proximity relation.

(1) Node proximity

Given a network G = (V, E), u, v ∈ V, the proximity Nei(u, v) between node u
and node v is defined as

Nei(u, v) = eα(2−l), (1)

where l is the shortest path length from node u to node v, l ≥ 2, α is the degree of
attenuation, and the value range is (0, 1). If the path length l increases, the proximity
decreases, and α controls the degree of proximity attenuation. The larger the value of α, the
faster the proximity relationship between the nodes decays.

(2) Proximity matrix

Given a network G = (V, E), M =
[
mij

]
n×n is a matrix corresponding to the

network G, where we use the proximity formula to calculate the proximity between the
two corresponding nodes vi and vj in M, mij = Nei

(
vi, vj

)
, with vi, vj ∈ V; then, we call M

the proximity matrix of G.

3.2. Data Preprocessing

The data preprocessing mainly converts the adjacency matrix into a proximity matrix.
The breadth-first traversal algorithm is employed to obtain the path length, then we
calculate the neighbor relationship between nodes that are not directly connected by the
attenuation, and the topology of the community can be well exhibited. However, when
the path length is greater than a certain threshold, node pairs that are not in the same
community may also have a certain proximity value, which will lead to an ambiguous
partition of the community. Therefore, we set the threshold Le of the path length. By
adjusting the parameters empirically, we only calculate the proximity value between nodes
that are mutually reachable within the length of Le.

At the same time slice, we construct a loss function for directly connected nodes in the
network, this is formulated as

L1 =
n

∑
i,j=1

Ai,j|
∣∣(yi − yj

)|∣∣22 = 2tr
(

YT LY
)

(2)
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where i, j represent two adjacent nodes, n is the number of nodes, Aij is the adjacency
matrix, yi and yj are the representations of two adjacent nodes corresponding to the presen-
tation layer, and L is the Laplacian matrix of the network, obtained from the corresponding
diagonal matrix and adjacency matrix. The Laplacian matrix is calculated as

L = D− A, (3)

where D is a diagonal matrix, A is the adjacency matrix of the network. To ensure that
the evolutionary network can smoothly evolve with time, the relational information of the
directly connected nodes of the network structure of the last time slice are obtained by
using the Laplacian matrix. By employing the Laplacian matrix, the node information loss
function of directly connected nodes is constructed as

L′1 = 2tr
(

YT
t Lt−1Yt

)
, (4)

where Yt is the representation of the network structure of time slice t, Lt−1 is the Laplacian
matrix of the network structure of time slice t− 1.

Under different time slices, the scale of the evolutionary network varies. A zero-
filling operation is usually performed for training the data calculations in neural networks.
However, there may be such cases where non-zero elements are far less than the zero
elements in the data matrix. In this way, the increase of zero elements will affect the
sparsity of the matrix, and it is easy to increase the error of zero elements due to the
reconstruction of the deep autoencoder. Therefore, a sparsity constraint based on the
deep automatic encoder is beneficial to control the reconstruction difference of the deep
autoencoder. In the proposed algorithm, the sparsity parameter is added to the depth
autoencoder during the encoding process, and we obtain a deep sparse autoencoder, which
is helpful to express the information of the original data without loss.

The first layer to the second layer in the deep sparse autoencoder is an encoding
process as well as a dimensionality reduction process. According to the size of the data,
we set the number of data nodes in each layer, which is also the data dimension. By
setting the data dimension size in each layer, the deep sparse autoencoder will obtain the
low-dimensional vector corresponding to the input data after encoding. From the second
layer to the third layer, this is a decoding process. The deep sparse autoencoder decodes
the low-dimensional vector obtained from the input data and then outputs the vector of
the same dimension as the input data.

This process employs the backpropagation algorithm to train the data by adjusting
the parameters related to the encoder and decoder—for example, weights, deviations, etc.,
to minimize the reconstruction difference. Consequently, the output expression vector
approximates the input data information. Finally, the resulting representation of the coding
layer is exactly the low-dimensional Eigenmatrix that needs to be output.

In the proposed algorithm, a deep sparse autoencoder is used to represent and learn
the network structure under the current time slice of the evolutionary network. We adopt a
similar idea to calculate the reconstruction error of building deep sparse autoencoders [11],
and a backpropagation algorithm is employed to obtain the node information expression of
the network at the next time slice. The reconstruction error of the deep sparse autoencoder
is established, which is formulated as

L2 = ∑n
i=1

∣∣∣∣∣∣(x′ i − xi
) ∗ bi

∣∣∣∣∣∣22, (5)

where x′ i and xi are the input data and reconstructed data, respectively. bi = xi ∗ (β− 1)+ 1,
bi is a sparsely constrained parameter, and β is a tunable parameter.

To satisfy the temporal smooth transition of the evolutionary network structure, the
node information of the directly connected edges in the network of the last time slice is
employed to construct the loss function, and the reconstruction error of the deep sparse
autoencoder is incorporated to construct the overall loss function.
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In the proposed algorithm, to preserve part of the historical node information of
the network structure of the last time slice and, simultaneously, effectively present the
feature of the network structure of the next time slice, the overall loss functions are jointly
optimized to effectively train the data. The loss function on constructing the learning model
of the overall graph presentation is defined as

Lmin = θL′1 + γL2, (6)

where θ and γ are two tunable parameters.

4. Methods

The proposed algorithm employs a Laplacian matrix to map the nodes with directly
connected edges in the network structure of the last time slice to the deep sparse autoen-
coder representation layer. It is beneficial to retain the node information of the network
of the last time slice, and it is not easy to lose the historical evolution information of the
network. Meanwhile, the temporal smoothness affects the structure of the evolutionary
network and, thus, is taken into account in the graph representation learning algorithm.

Furthermore, the deep sparse autoencoder is used to represent the network structure
under the current time slice of the evolution network, to obtain a better expression of the
characteristics of the network structure, and then the representation vector of the node is
achieved. Finally, the K-means clustering algorithm is used to cluster the low-dimensional
feature matrix of the network structure under the current time slice to obtain the community
structure.

For the network structure of continuous-time slices, we successively utilize the in-
formation between the node pairs of the network structure under the last time slice. The
network structure of the current time slice is learned and presented through the deep
sparse autoencoder, and then the low-dimensional representation matrix of the network
structure of the current time slice is obtained.

The following shows the process of the proposed algorithm:

(1) Initialize the relevant parameters and load the dataset.
(2) Based on the breadth-first traversal algorithm to traverse the network structure

adjacency matrix of the current time slice.
(3) Calculate the degree by using the path length to obtain the proximity matrix.
(4) Use a Laplacian Matrix to obtain the information of directly connected nodes in the

network of a time slice, and the features of the proximity matrix of the network under
the current time slice are extracted by employing a deep sparse autoencoder.

(5) Use the K-means algorithm to obtain the network community structure under the
current time slice.

The proposed algorithm (Algorithm 1) is based on the TensorFlow framework, and its
pseudocode is as follows.

In this pseudocode, the Breadth-first traversal algorithm is used to convert the adja-
cency matrix At into the proximity matrix Mt, and then to input it into the deep sparse
autoencoder for encoding. Simultaneously, we use the adjacency matrix At−1 to calculate
the Laplacian matrix, to map the node information with directly connected edges to the pre-
sentation layer of the deep sparse autoencoder, and to obtain the result of the presentation
layer—that is, the required low-dimensional matrix representation vector Yt. Finally, the
K-means clustering algorithm is used to cluster the low-dimensional matrix representation
vector Yt, and the community results are obtained.
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Algorithm 1. LCDEN algorithm

Input: Evolution graph G, adjacency matrix At−1, adjacency matrix At, number of
communities k, path length threshold Le, degree of attenuation α, deep sparse
autoencoder with 3 layers, number of nodes in each layer of the deep autoencoder d(i),
i = 1, 2, 3.
Output: Community results Comt = {c1, c2, . . . , ck,}.

1. for i in G.nodes do

2. Initialize each node in graph G to an unvisited state
3. Initialize the queue, que
4. Initialize traversal path length set, length_dict
5. Mark i as the accessed state, initialize the path_length(i) = 0
6. Record path_length to length_dict
7. Add i to the que
8. while que ! = None do

9. Remove node j from que
10. for u from 0 to Length(v) do

11. if v ≤ L and u is unvisited state then

12. Mark u as the accessed state
13. path_length(i) = ∑v+1

l=i path_length(l)
14. Record path_length(u) and ∑v

l=i path_length(l) to length_dict
15. Add u to que
16. end if

17. end for

18. Set v to be accessed end state
19. end while

20. for u in G.nodes do

21. Calculate Nei(i, u) = eα(2−l)

22. end for

23. end for

24. Obtain neighbor degree matrix Mt
25. Build deep sparse autoencoder
26. Input neighbor degree matrix Mt to deep autoencoder
27. Calculate loss function L2
28. Obtain hidden layer representation y
29. Calculate Laplacian matrix Lt−1 = Dt−1 − At−1
30. Calculate local node information loss function L′1
31. Calculate Lmin = θL′1 + γL2
32. repeat

33. Joint optimization Lmin
34. until converge

35. Obtain a low dimensional feature matrix Yt
36. Run K-means clustering
37. Return community results Comt = {c1, c2, . . . , ck,}

5. Experiments

In this section, we evaluate the computational efficiency and detection performance of
our proposed algorithm on three different datasets. We use the Silhouette Coefficient [26]
and time-consumption as evaluation metrics to evaluate the performance of different
models.

5.1. Datasets

The following three network datasets were employed for the experiments.

(1) Superuser temporal network [27]

The stack exchange website super user network dataset is an interactive temporal
network on the stack exchange website. The relevant metadata stored are users and the
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interactions between users. Here, nodes represent users, and edges indicate interactions
between users.

(2) Wiki-Talk-Temporal dataset [27]

The Wikipedia network is a temporal network, and Wikipedia users edit each
other’s “conversation” pages. The directed edge (u, v, t) indicates that a user u edited the
conversation page of user v at time t.

(3) Twitter network dataset [28]

The data were purchased by The Numerical Analysis and Scientific Computing
research group in the Department of Mathematics and Statistics at the University of
Strathclyde, using a grant made available by the University of Strathclyde through their
EPSRC-funded “Developing Leaders” program. In the dataset, node i and node j represent
the node numbers.

5.2. Evaluation Metrics

We employed the Silhouette Coefficient and time-consumption to evaluate the experi-
mental results. The Silhouette Coefficient effectively combines the cohesion and separation
of the clustering for evaluation. The advantage of employing the Silhouette Coefficient
as a cluster result evaluation is that no real data information is needed for comparison.
The range of the Silhouette Coefficient is [–1, 1], and the larger the value is, the better the
clustering effect.

The calculation formula of the Silhouette Coefficient of each sample point is as follows:

s(i) =
b(i)− a(i)

max{a(i), b(i)} (7)

where i represents a sample point, a(i) represents the average distance between each
sample i and all other sample points in a cluster. It is used to quantify the cohesion of the
cluster. We select a cluster b, which does not contain sample point i, and then calculate the
average distance between sample point i and all sample points in cluster b. Similarly, we
traverse all other clusters until the nearest average distance is found. This is represented as
b(i), which is used to quantify the degree of separation between clusters.

We calculate the Silhouette Coefficient of the overall sample—that is, we find the
average value as the overall Silhouette Coefficient of the data cluster, to denote the closeness
of the data cluster.

5.3. Baselines

To verify the effectiveness of the proposed algorithm, we chose the DWGD algo-
rithm [22] for our comparative experiments. The DWGD algorithm can partition commu-
nities for dynamic weighted networks. The weight of the edges may increase, decrease,
or remain unchanged with the change of time. The DWGD algorithm can well deal with
the increase and decrease of the edge weight. Experiments on certain datasets verified the
effectiveness of the algorithm. The DWGD algorithm can perform community detection for
evolutionary networks and weighted networks. Therefore, the algorithm proposed in this
paper was compared with the DWGD algorithm on the problem of community detection
in dynamic weighted networks.

5.4. Experimental Analysis

The proposed algorithm (abbreviated as LCDEN) and the DWGD algorithm were
used to divide the network structure of the data set containing a time stamp under different
time slices, and the obtained Silhouette Coefficient and running time were compared. The
experimental results and analysis are as follows.

(1) The comparative experimental results on the Superuser temporal network are shown
in Figure 1. As shown in Figure 1a, we can conclude that, in the same time slice, the
Silhouette Coefficient of the proposed algorithm is higher than that of the DWGD
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algorithm, that is, the clustering effect is better. Figure 1b demonstrates that, in the
same time slice, the running time of the proposed algorithm is less than the DWGD
algorithm.

(2) The comparative experimental results based on the Wiki-Talk-Temporal network
(Wikipedia network dataset) are shown in Figure 2.

Figure 1. Comparison of the Silhouette Coefficient (a) and running time (b) on the Superuser temporal network.

Figure 2. Comparison of the Silhouette Coefficient (a) and running time (b) on the Wiki-Talk-Temporal network.

Figure 2a also shows that the Silhouette Coefficient of the proposed algorithm is higher
than the DWGD algorithm at the same time slice, indicating a better clustering effect of the
proposed algorithm. From Figure 2b, we can see that in the time slices of S0 and S4, the
running time of the proposed algorithm and the DWGD algorithm are close to each other,
and, in other time slices, the running time of the proposed algorithm is less than that of the
DWGD algorithm.

(3) The comparative experimental results based on the Twitter dataset are shown in
Figure 3.
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Figure 3. Comparison of the Silhouette Coefficient (a) and running time (b) on the Twitter network.

Figure 3a illustrates that the Silhouette Coefficient of the proposed algorithm is higher
than that of the DWGD algorithm, indicating a better clustering effect of the proposed
algorithm. Figure 3b discloses that the running time required for the proposed algorithm is
less than that of the DWGD algorithm.

6. Results and Discussion

The community structures are groups of nodes that are more strongly or frequently
connected among themselves than with others. Community detection is proposed to find
the most reasonable partitions of a network via the observed topological structures [29].
However, traditional community detection methods are usually oriented to static networks
and cannot deal with large-scale evolutionary networks, while the most common ones in
the real world are complex systems that change with time.

The proposed algorithm makes full use of the historical structure of the network and
uses the deep learning model to process the temporal information of the evolutionary
network, thus, obtaining the most reasonable communities in different time slices of the
given evolutionary network. By comparing with the baselines, the proposed algorithm
demonstrated advantages in computational efficiency and detection performance.

This is because the use of the deep learning model uses the historical structure of the
network as the prior knowledge of the community detection at the current time, and the
deep learning model obtains more input data when compared with the baselines. The
research in community detection will further promote the development of the optimization
of transportation network structures [30,31], the analysis of social networks [32,33], and
research of biological systems [3,34].

7. Conclusions

In this paper, we propose an evolutionary network community detection algorithm
that embeds nodes into vectors and uses the K-means algorithm for community member
clustering. To process the temporal data, the proposed algorithm employs a Laplacian
matrix to represent the historical network structural information and uses a deep sparse
autoencoder to encode the prior and the current information. The experimental results on
representative datasets showed that the proposed algorithm outperformed the baselines in
computational efficiency and detection performance.
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