
Cognitive Technologies

European 
Language 
Grid

Georg Rehm Editor

A Language Technology Platform 
for Multilingual Europe



Cognitive Technologies

Editor-in-Chief 

Daniel Sonntag, German Research Center for AI, DFKI, Saarbrücken, Saarland, 

Germany 



Titles in this series now included in the Thomson Reuters Book Citation Index and 

Scopus! 

 
The Cognitive Technologies (CT) series is committed to the timely publishing of 

high-quality manuscripts that promote the development of cognitive technologies and 

systems on the basis of artificial intelligence, image processing and understanding, 

natural language processing, machine learning and human-computer interaction. 

It brings together the latest developments in all areas of this multidisciplinary 

topic, ranging from theories and algorithms to various important applications. The 

intended readership includes research students and researchers in computer science, 

computer engineering, cognitive science, electrical engineering, data science and 

related fields seeking a convenient way to track the latest findings on the foundations, 

methodologies and key applications of cognitive technologies. 

The series provides a publishing and communication platform for all cognitive 

technologies topics, including but not limited to these most recent examples: 

 Interactive machine learning, interactive deep learning, machine teaching 

 Explainability (XAI), transparency, robustness of AI and trustworthy AI 

 Knowledge representation, automated reasoning, multiagent systems 

 Common sense modelling, context-based interpretation, hybrid cognitive 

technologies 

 Human-centered design, socio-technical systems, human-robot interaction, 

cognitive robotics 

 Learning with small datasets, never-ending learning, metacognition and 

introspection 

 Intelligent decision support systems, prediction systems and warning systems 

 Special transfer topics such as CT for computational sustainability, CT in 

business applications and CT in mobile robotic systems 

The series includes monographs, introductory and advanced textbooks, state-of-

the-art collections, and handbooks. In addition, it supports publishing in Open Access 

mode. 



Georg Rehm 
Editor 

 

European Language Grid 

A Language Technology Platform  

for Multilingual Europe



ISSN 1611-2482   ISSN 2197-6635 (electronic) 

Cognitive Technologies 

ISBN 978-3-031-17257-1   ISBN 978-3-031-17258-8 (eBook) 

https://doi.org/10.1007/978-3-031-17258-8 

 
© The Editor(s) (if applicable) and The Author(s) 2023. This book is an open access publication. 

Open Access  This book is licensed under the terms of the Creative Commons Attribution 4.0 International 

License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution 

and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) 

and the source, provide a link to the Creative Commons license and indicate if changes were made. 

The images or other third party material in this book are included in the book's Creative Commons license, 

unless indicated otherwise in a credit line to the material. If material is not included in the book's Creative 

Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted 

use, you will need to obtain permission directly from the copyright holder. 

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 

does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 

protective laws and regulations and therefore free for general use. 

The publisher, the authors, and the editors are safe to assume that the advice and information in this book 

are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the 

editors give a warranty, expressed or implied, with respect to the material contained herein or for any 

errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 

claims in published maps and institutional affiliations. 

 

This Springer imprint is published by the registered company Springer Nature Switzerland AG 

The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland 

Editor 

Georg Rehm 
Deutsches Forschungszentrum  

für Künstliche Intelligenz GmbH (DFKI) 

Berlin, Germany 

 

The European Language Grid has received funding from the European Union’s Horizon 2020 

research and innovation programme under grant agreement no. 825627. 

https://doi.org/10.1007/978-3-031-17258-8
http://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-7800-1893


Foreword

I was proud to have the opportunity to present my report on Language Equality in
the Digital Age to the European Parliament in 2018 and even prouder to see the over-
whelming support it received. It was one of my final achievements as a Member of
the European Parliament and I am delighted that it contributed to the groundbreak-
ing work being done on the European Language Grid project. Despite it not being a
legislative report, the level of cross-party support it received meant its recommenda-
tions could not be ignored.

When I first proposed a report on language equality in the digital age to the Eu-
ropean Parliament’s Culture and Education Committee it provoked a great deal of
interest, as it did in the Industry Committee. This was due to the clear language
inequality in Europe but also to the huge opportunities it presented for the digital in-
dustries. As both committees laid claim to the report, there was some debate before
it was resolved that it would be a Culture Committee report with a written opinion
from the Industry Committee. The latter’s participation strengthened the report and
its impact. It widened the scope to emphasise the importance of the role of private
companies alongside public bodies and of facilitating cross border trade in the Digi-
tal Single Market.

It was clear from the early days that the European Commission was keen to sup-
port the report and take the proposals forward. As a spokesperson for the Commis-
sioner stated in a conference I organised in parliament in September 2018, “You
are never so wealthy as when you can speak in your own language”. The European
Language Equality project is currently developing a roadmap to achieve language
equality by 2030, which will be presented to the European Institutions later this year.

Minority languages in particular have most to lose but also most to gain from the
digital age, given the right support. Cultural and linguistic diversity depends largely
on the technological resources available to all languages.

It was a report by the EU Panel for the Future of Science and Technology, STOA,
that sparked the idea of a parliamentary report. STOA highlighted the social and
economic consequences of language barriers and the widening of the technological
gap. As someone who had long campaigned for equal status for the Welsh language,
I was inspired by the potential that a major EU project could offer.
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world was obvious, the impact of this on other languages had not been adequately
explored. When the discussion began, the interest grew. The increase in technology
presented new threats and new opportunities. This was an issue which literally af-
fected everyone, and most notably children growing up in this digital world. The
role of education is crucial in teaching and understanding language technologies but
also in raising awareness of career opportunities in this industry across Europe.

The European Union itself, of course, could could play a major role. The institu-
tional framework for the provision of language technology could be improved con-
siderably. I believed that this was such a crucial issue that it deserved the specific
allocation of the portfolio to a European Commissioner. This did not materialise in
the appointment of a new Commission following the European elections in 2019,
but I believe the proposal should be maintained and could be adopted in future.

The strong support given to my report by the European Parliament was an indica-
tion of support for the exciting language equality work that is taking place now. The
report proposed a dedicated funding programme for research, development and inno-
vation in language technologies with the aim of closing the gap between European
languages.

This suggestion was a direct result of seeing the existing research being done in
many countries. Identifying the problem went hand in hand with discovering that
there were many individuals and organisations already addressing it and working to
overcome it. They had the information and expertise but needed far more support
and a higher profile. It was clear that the EU could become a trailblazer in research
on digital language technology, given the political will.

As a politician, the rights of minority languages like my own, Welsh, were at the
heart of my work for justice and equality. For me, language was not merely a means
of communication but central to our culture and identity. The EU claims equality
in diversity but when it came to language equality it fell far short. So in my role as
a Member of the European Parliament I saw an opportunity to help correct this. I
could play my role in parliament but to ensure the report was effective in achieving
its aim it needed the input of the experts, the practitioners and the pioneers in this
field of work to ensure that it was accurate and informed.

I never fail to be inspired by their work and their dedication and I repeat my thanks
to all those who contributed to the success of the Language Equality in the Digital
Age report and to the remarkable European Language Grid project which established
the primary platform for “language technologies for Europe built in Europe”.

Rhondda Valley, April 2022 Jill Evans

Even though the dominance of a few well-resourced languages in the digital
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The origins of this book date back to 2012. Back then, under the umbrella of the EU
Network of Excellence META-NET, we prepared the recommendations and priority
research themes specified in the first Strategic Research Agenda (SRA) for the Eu-
ropean Language Technology (LT) field in a complex, community-driven process.1
While the European LT community is quite extensive, with hundreds of commercial
and academic organisations working on a large and heterogeneous set of technolo-
gies, it is also extremely fragmented with many community members operating only
in narrow niches and limited regions, on very specific topics and quite often only
taking into account one or two regionally confined languages. Through the META-
NET SRA process, we have been able to identify the community’s need for a joint
technology platform that brings the European LT community together, that fosters
collaboration and synergies, that acts as a marketplace and deployment platform, that
functions like the “yellow pages” of the European LT community and through which
essentially all European resources, corpora, datasets and grammars as well as tools,
services and source code can be discovered and actually used, straight from the plat-
form itself. Back in 2013, in the published META-NET SRA, we called this concept
theEuropean Service Platform for Language Technologies. The SRA document only
contained a rather coarse-grained description of this ambitious technology vision,
which has been demanded, for a number of different reasons, by an overwhelming
majority of the members of the LT community.

Later on, in the three Strategic Research and Innovation Agendas prepared under
the umbrella of the EU project CRACKER (Cracking the Language Barrier; 2015-
2017), we refined the notion of the European LT Service Platform and we extended
the possible use cases and a large number of LT-driven applications, primarily fo-
cusing the multilingual digital single market. Further boosted by the scientific break-
throughs produced in the area of Artificial Intelligence, Machine Learning and Deep
Learning, early on applied to LT applications such as Machine Translation, not only
the topic of Language Technology but also the vision of a joint European Language
Technology Platform became more and more relevant. The topic was mentioned in

1 http://www.meta-net.eu/sra
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a prominent way in the STOA study Language equality in the digital age2, commis-
sioned by the European Parliament and also in a European Parliament resolution3
with the same title, adopted by the European Parliament in a landslide vote in 2018
(cf. Jill Evans’ foreword).

Roughly at the same time, in late 2017, we started preparing a project proposal
for the Horizon 2020 ICT call, topic ICT-29 a), European Language Grid, which
fortunately reflected the vast interest within the community in such a platform. After
various unsuccessful attempts at coming up with a good title for the proposal, we
decided to use the title of the actual call because it fit perfectly. Having passed the
evaluation with a positive result, the project started in January 2019. We had an
enthusiastic kick-off meeting, exciting hackathons and developed the first prototype
of the platform in a fast and agile way. It was first presented to the public at META-
FORUM 2019, which took place in Brussels in October that year.

Only a few weeks later, the global SARS-CoV-2 pandemic hit. The whole world
was affected and sowas our project plan.Wewere unable to have face-to-face project
meetings or additional hackathons, we were unable to organise any on-site work-
shops with our 32 ELG National Competence Centres as part of the “ELG Euro-
pean Roadshow”. All meetings, including our annual META-FORUM conferences
in 2020 and 2021, had to go virtual, which was new to us at first and quickly became
the new normal. Recently, in early June 2022, we had our last META-FORUM con-
ference under the umbrella of the ELG EU project. META-FORUM 2022 went back,
at least partially, to the old normal with approx. 100 participants in the conference
centre in Brussels and hundreds more participating remotely.

It was nothing but a pleasure to act as Coordinator of the European Language Grid
project and to work together with such a strong and dedicated team. Our original plan
in this Innovation Action was already quite ambitious yet we managed to exceed our
joint expectations in terms of the technology platform and its features, in terms of the
services and resources developed, collected and ingested into the platform, in terms
of the acceptance and feedback by the community and also in terms of the various
collaborations we conducted with other projects. Many of the features envisioned
for the European Service Platform for Language Technologies in 2013 are in fact
now finally available in the European Language Grid, which is, by a large margin,
the biggest all-purpose Language Technology platform on the planet covering the
whole breadth and technology spectrum of the field.

All of the activities and results produced by the nine partners of the ELG con-
sortium during the project’s runtime are described in this book in detail. I would
like to thank all consortium partners and team members for their extremely hard
and dedicated work towards our common goal of developing and establishing the
ELG platform, community and marketplace. In addition, I would like to thank the
15 selected pilot projects for their innovative proposals and the more than 200 organ-
isations who applied for funding through one of our pilot projects. Thanks are also
due to the projects ELG collaborated with, especially, in 2021/2022, the European

2 https://www.europarl.europa.eu/stoa/en/document/EPRS_STU(2017)598621
3 https://www.europarl.europa.eu/doceo/document/TA-8-2018-0332_EN.html

https://www.europarl.europa.eu/stoa/en/document/EPRS_STU(2017)598621
https://www.europarl.europa.eu/doceo/document/TA-8-2018-0332_EN.html
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Language Equality project, the results of which will also be documented in the form
of a book in the same series, but also others such as Bergamot, COMPRISE, ELITR,
EMBEDDIA, Gourmet, Prêt-à-LLOD, AI4EU, HumanEAI Net, VISION, TAILOR,
WeVerify, NTEU, Microservices at your Service, MAPA, QURATOR, PANQURA,
SPEAKER and many others.

This book is the definitive documentation of the EU project European Language
Grid.4 I would like to thank all colleagues from the ELG consortium and also from
the ELG pilot projects wholeheartedly for the chapters they contributed, without
which this book would not have been possible.

While this book can only cover the results achieved during the project’s runtime
(January 2019 until June 2022), the ELG initiative will continue. In the second half of
2022 we will establish a legal entity that will take over maintenance and operation of
the platform. We hope that ELG will serve its many purposes and, among others, ad-
dress the stark community fragmentation and contribute to digital language equality
in Europe, functioning indeed as one joint umbrella platform for the whole European
LT community. Furthermore, while none of these can be considered a direct follow-
up just yet, in a few projects (including OpenGPT-X, NFDI4DataScience and AI
as well as the EU projects DataBri-X and SciLake) we will have the opportunity to
continue our work with and on the ELG platform.

Berlin, July 2022 Georg Rehm

Acknowledgements The European LanguageGrid EU project has received funding from the Euro-
pean Union’s Horizon 2020 research and innovation programme under grant agreement no. 825627.

4 https://european-language-grid.readthedocs.io provides more details with regard to technical
aspects of the ELG platform. The online documentation is actively maintained and kept up to date.

https://european-language-grid.readthedocs.io
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Chapter 1
European Language Grid: Introduction

Georg Rehm

Abstract Europe is a multilingual society with 24 European Union Member State
languages and dozens of additional languages including regional and minority lan-
guages as well as languages spoken by immigrants, trade partners and tourists.While
languages are an essential part of our cultural heritage, language barriers continue
to be unbreachable in many situations. The only option to enable and to benefit
from multilingualism is through Language Technologies (LTs) including Natural
Language Processing (NLP), Natural Language Understanding (NLU) and Speech
Technologies. The commercial European LT landscape is dominated by hundreds of
SMEs that develop many different kinds of LTs. While the industrial and also the
academic European LT community is world-class, it is also massively fragmented.
This chapter is an introduction to the present volume, which describes the European
Language Grid (ELG) cloud platform, initiative and EU project. The ELG system
is targeted to evolve into the primary platform and marketplace for LT in Europe
by providing one umbrella platform for the entire European LT community, includ-
ing research and industry, enabling all stakeholders to showcase, share and distribute
their services, tools, products, datasets and other resources. At the time of writing, the
ELG platform provides access to more than 13,000 commercial and non-commercial
language resources and technologies covering all official EU languages and many
national, co-official, regional and minority languages.

1 Overview and Context

Europe is a multilingual society with 24 EU Member State languages and dozens of
additional languages including regional and minority languages as well as languages
spoken by immigrants, trade partners and tourists. While languages are an important
part of our cultural heritage, language barriers continue to be unbreachable in many
situations. The only option to enable and to benefit from multilingualism is through
Language Technologies (LTs) including Natural Language Processing (NLP), Nat-
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2 Georg Rehm

ural Language Understanding (NLU), and Speech Technologies. The commercial
European LT landscape is dominated by hundreds of SMEs and a few larger enter-
prises (Rehm et al. 2020b). While the European LT community is world class, it is
also very fragmented, significantly holding back its impact (Vasiljevs et al. 2019).

This book is the definitive documentation1 of the EU project European Language
Grid, which has developed the ELG cloud platform (Figure 1), available online at:

https://www.european-language-grid.eu

The European Language Grid is targeted to evolve into the primary platform for
Language Technology in Europe. We provide one umbrella platform for all LTs and
LRs developed by the whole European LT landscape, including research and indus-
try, addressing a major gap, i. e., the lack of a common LT platform, that has been
repeatedly raised by the whole community for many years (Rehm and Uszkoreit
2013; Rehm et al. 2016; STOA 2018; Rehm and Hegele 2018; European Parliament
2018). The ELG platform is also meant to be a virtual home and marketplace for
all products, services and organisations active in this space in Europe, significantly
boosting the EU Digital Single Market by helping to make it multilingual. ELG is
an initiative from the European LT community for the European LT community. It
provides one platform that can be used by all stakeholders to showcase, share and dis-
tribute their products, services, tools, datasets, corpora and other relevant resources.
At the time of writing, the ELG platform enables access to more than 13,000 com-
mercial and non-commercial language resources and technologies for all official EU
languages and many national, co-official, regional and minority languages.

The European LT community had been demanding a dedicated LT platform for
years – the ELG cloud platform fills this gap. The ambition of the ELG project
and initiative is to unite a strong and extensive network of European experts and
concentate on commercial as well as non-commercial LTs, both functional (analy-
sis, processing and generation for written and spoken language) and non-functional
(datasets, corpora, lexicons, models etc.). A related goal is to establish the ELG as a
marketplace for the fragmented European LT landscape (Vasiljevs et al. 2019; Rehm
et al. 2020b) to connect demand and supply, strengthening Europe’s position in this
field. The ELG platform enables the whole European LT community to upload their
services and datasets, to deploy them, connect with, and make use of those resources
made available by others (taking into account IPR and licences, as soon as the ELG
legal entity is in place, including payment and billing options, especially with regard
to commercial services and resources).

ELG is also meant to support digital language equality in Europe (STOA 2018;
European Parliament 2018), i. e., bringing about a situation in which all languages
are supported through technologies equally well. Currently, there is still an extreme
imbalance, characterised by a stark predominance of LRTs for English, while almost
all other languages are only marginally supported (Gaspari et al. 2022; Grützner-
Zahn and Rehm 2022). In fact, many of these languages are in danger of digital

1 The ELG cloud platform is actively being used, i. e., new services, tools and resources are made
available on or through ELG on a daily basis. The data, numbers and statistics presented in this
book regarding the use of ELG reflect the respective time of writing.

https://www.european-language-grid.eu
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Fig. 1 The European Language Grid cloud platform

language extinction (Rehm and Uszkoreit 2012; Kornai 2013). With an initial con-
sortium of 52 partners, ELG’s sister project ELE (European Language Equality;
Jan. 2021 – June 2022) and its immediate follow-up project ELE 2 (July 2022 – June
2023) are developing a strategic agenda and roadmap for digital language equality
in Europe by 2030 to address this issue by means of a coordinated, pan-European
research, development and innovation programme (Rehm and Way 2023).2

2 https://european-language-equality.eu

https://european-language-equality.eu
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2 The European Language Grid EU Project

The original proposal for the Innovation Action “European Language Grid” (ELG)
was prepared by a consortium of nine partners (Table 1) and submitted on 17 April
2018, responding to the European Commission Horizon 2020 call topic ICT-29-2018
(“Amultilingual Next Generation Internet”, sub-topic “European Language Grid”).3
The ELG EU project4 started in January 2019 and finished in June 2022.5

1 Deutsches Forschungszentrum für Künstliche Intelligenz GmbH
(Coordinator)

DFKI Germany

2 Athena Research and Innovation Center in Information, Commu-
nication and Knowledge Technologies, Institute for Language and
Speech Processing

ILSP Greece

3 University of Sheffield USFD UK
4 Charles University CUNI Czech Republic
5 Evaluations and Language Resources Distribution Agency ELDA France
6 Tilde SIA TILDE Latvia
7 HENSOLDT Analytics GmbH HENS Austria
8 Expert System Iberia SL EXPSYS Spain
9 University of Edinburgh UEDIN UK

Table 1 Consortium of the ELG EU project

The project was structured into three broader areas. The ELG Platform area
(WP1, WP2, WP3) took care of developing the technology platform, which was
built with robust, scalable, reliable and widely used open source technologies, en-
abling it to scale with the growing demand and supply. As an important part of the
platform, the ELG catalogue contains metadata records of all resources (including
services, datasets etc.), service and application types, languages as well as records
of LT companies, research organisations, projects, etc. This is where the first area
overlapped with the second, i. e., ELG Content (WP 4, WP5), referring to the actual
content of the European Language Grid in terms of processing or generation services,
tools, datasets, corpora, models, language resources etc. We distinguished between
functional content (running services that can be uploaded into and deployed from the
ELG cloud platform and integrated into other systems) and non-functional content
(datasets, corpora, lexicons, etc.). Functional LT services are created by container-
ising and ingesting them into ELG. One of our key goals was to make this process
as easy and efficient as possible for commercial and non-commercial LT providers.
These are two of the main classes of users of the third area, i. e., ELG Community
(WP 6, WP7), which includes all stakeholders of the ELG. Apart from commercial
or academic developers of LT, these stakeholders also include companies, NGOs or

3 https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/
ict-29-2018
4 https://cordis.europa.eu/project/id/825627
5 The original runtime of 36 months was extended by six months due to the COVID-19 pandemic.

https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/ict-29-2018
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/ict-29-2018
https://cordis.europa.eu/project/id/825627
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public administrations interested in purchasing or integrating Language Technolo-
gies into their own systems and applications. The ELG project collaborated – and
still collaborates – with various other EU-supported research and innovation projects
as well as with international networks and associations. Furthermore, ELG estab-
lished a network of 32 National Competence Centres (NCCs) in as many European
countries, who acted as national bridges to the project, generating interest in partici-
pating in the ELG initiative amongst relevant stakeholders from their own regions. In
2020, ELG published two open calls through which a total of 15 pilot projects were
financially supported. These pilot projects extended ELG’s catalogue with relevant
services or datasets and realised innovative applications based on the ELG platform
and available services and resources, demonstrating the usefulness of the platform.
Table 2 shows all work packages of the ELG EU project.

Area Work Package Lead

ELG Platform WP1 Base Infrastructure DFKI
WP2 Language Grid ILSP
WP3 Interactive Interface and Information System TILDE

ELG Content WP4 Services, Tools, Components USFD
WP5 Language Resources, Data Sets and Models ELDA

ELG Community WP6 Piloting the ELG CUNI
WP7 Communication and Competence Centres DFKI

WP8 Project Management and Coordination DFKI

Table 2 Work packages of the ELG EU project

The ELG project resulted in more than 40 deliverables, the public ones of which
are available online.6 In addition to what had been originally specified in the project
plan in early 2018, the project also worked on a number of activities that were not
foreseen to be executed in the project proposal or grant agreement. For example,
ELG organised the First InternationalWorkshop on Language Technology Platforms
(IWLTP 2020).7 Driven by the success of this workshop (Rehm et al. 2020a), a spe-
cial issue of the Language Resources and Evaluation journal focusing on LT Plat-
forms is currently in preparation, scheduled to be published in 2023. Motivated by
the very positive feedback we have received from many different stakeholders since
the beginning of the project, we decided, in 2020, to compile the present book as the
definitive documentation of the project.

6 https://www.european-language-grid.eu/deliverables
7 https://www.european-language-grid.eu/iwltp-2020

https://www.european-language-grid.eu/deliverables
https://www.european-language-grid.eu/iwltp-2020
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3 Beyond the ELG EU Project

Throughout the years it has been repeatedly argued that Europe should not outsource
its multilingual communication and digital language infrastructure to other conti-
nents and markets since the European demands are complex, challenging and above
all unique. Instead, Europe should support and make use of its own LT community.
One of the obstacles to overcome along the way has been the development of a
shared technology and community platform for all European stakeholders. Now that
the ELG cloud platform is finally in place, it is able to foster Language Technologies
for Europe built in Europe, tailored to our languages and cultures and to our soci-
etal and economical demands, benefitting European citizens, society, innovation and
industry. ELG plays the role of a shared, scalable cloud platform for the whole Eu-
ropean LT community and it also functions as a joint marketplace and broker for a
broad variety of services, products and datasets.

The ELG EU project was successfully completed in June 2022, and Release 3
of the ELG platform is ready to be used. At the time of writing, ELG provides ac-
cess to more than 13,000 commercial and non-commercial language resources and
technologies for all official EU languages and many national, co-official, regional
and minority languages. In addition, the ELG project has contributed to validating
and extending the platform with 15 pilot projects, building a pan-European commu-
nity of users and providers, establishing communication and outreach channels and
organising a number of large-scale conferences and smaller workshops.

Since the start of the project, we have been collaborating with the European AI
on demand platform, especially with the AI4EU project, to ensure compatibility of
our approaches in terms of describing resources semantically. Furthering these col-
laborative efforts will facilitate cross-platform search and discovery enabling ELG
resources and other assets to be visible, discoverable and usable by the wider AI com-
munity. Considering the EU’s plan to deploy the emerging European AI on demand
platform, ELG is ready to act as the central language-related AI hub and marketplace
providing access to and direct use of several thousands of LT services and datasets.

The ELG legal entity will take over further development andmaintenance of ELG
in the second half of 2022. At the same time, the ELG platform plays a role in sev-
eral new funded projects. ELE (Jan. 2021 – June 2022) and ELE 2 (July 2022 –
June 2023) have already been mentioned – ELG’s sister projects are developing a
strategic agenda and roadmap for achieving full digital language equality in Europe
by 2030.8 The ELG platform was and is heavily used in ELE – of special impor-
tance is the ELE dashboard, which provides a number of visualisations of the ELG
catalogue, enabling various comparisons of the technology support of Europe’s lan-
guages.9 The project OpenGPT-X (Jan. 2022 – Dec. 2024), funded by the German
Federal Ministry for Economic Affairs and Climate Action, develops large language
models that will enable new data-driven business solutions, specifically address-

8 https://european-language-equality.eu
9 https://live.european-language-grid.eu/catalogue/dashboard

https://european-language-equality.eu
https://live.european-language-grid.eu/catalogue/dashboard


1 European Language Grid: Introduction 7

ing European needs.10 In this project, many different language resources provided
by ELG are used for research and development purposes. In addition, ELG will
be further extended so that it complies to the specifications of the emerging Gaia-
X11 infrastructure and ecosystem, eventually integrating ELG into Gaia-X, making
available many of the OpenGPT-X results (and all ELG resources) through Gaia-X.
The project NFDI4DataScience and Artificial Intelligence (Oct. 2021 – Sept. 2026)
is part of the initiative Nationale Forschungsdateninfrastruktur (German Research
Data Infrastructure).12 In this project, the ELG platform will be integrated into the
emerging NFDI13 infrastructure. A similar goal will be addressed by the upcoming
EU project SciLake (Jan. 2023 – Dec. 2025), in which we will establish technical
bridges between the ELG platform and the EuropeanOpen Science Cloud (EOSC).14
Finally, the upcoming EU project DataBri-X (Oct. 2022 – Sept. 2025) will interlink
ELG and the emerging DataBri-X platform.

4 Summary of this Book

This book is structured into four different parts. Parts I, II and III describe the main
results of the ELG project, while Part IV focuses on the ELG open calls and the 15
pilot projects. Below we include short summaries of the four parts.

4.1 Part I: ELG Cloud Platform

Part I provides an in-depth description of the European Language Grid Cloud Plat-
form. First, Chapter 2 (p. 13 ff.) introduces the architecture and setup of the ELG
cloud platform, including fundamental concepts such as the user and provider roles,
the semantic metadata scheme and the different types of technologies currently sup-
ported by the platform. Afterwards, Chapter 3 (p. 37 ff.) concentrates on using ELG
as a consumer. For this purpose, the web-based user interface, the public-facing APIs
and the ELG Python SDK can be used. The complementary Chapter 4 (p. 67 ff.) ex-
amines using ELG as a provider of Language Technologies and Language Resources
including the corresponding dashboard, service integration and various helper tools.
Chapter 5 (p. 95 ff.) goes even deeper and provides a description of the ELG cloud in-
frastructure, e. g., the Kubernetes cluster, the storage solution etc. Finally, Chapter 6
(p. 107 ff.) examines the relation between ELG and other projects and infrastructures
in terms of various technical collaborations (e. g., metadata harvesting).

10 https://opengpt-x.de
11 https://gaia-x.eu
12 https://www.nfdi4datascience.de
13 https://www.nfdi.de
14 http://eosc.eu, https://eosc-portal.eu

https://opengpt-x.de
https://gaia-x.eu
https://www.nfdi4datascience.de
https://www.nfdi.de
http://eosc.eu
https://eosc-portal.eu
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4.2 Part II: ELG Inventory of Technologies and Resources

Part II focuses on the actual content of the ELG platform, i. e., it examines the ELG
Inventory of Technologies and Resources. First, Chapter 7 (p. 131 ff.) describes the
hundreds of functional Language Technology tools and services available in the
ELG platform, covering machine translation, automatic speech recognition, text-to-
speech synthesis as well as text analysis tools, among others. These tools and services
have been and are being provided by companies as well as academic organisations.
Chapter 8 (p. 151 ff.) then takes a look at the diverse set of Language Resources
covering datasets, corpora, language models and other types of resources for all Eu-
ropean languages. Many of these are hosted in ELG, available for direct download,
while for others metadata records are collected from external repositories, enabling
discovery through ELG as a one-stop-shop platform for the European LT community.
Chapter 9 (p. 171 ff.) concludes Part II and describes the organisations, i. e., compa-
nies and research institutions, as well as projects currently represented in ELG. Our
vision is for ELG to become the primary platform for Language Technology in Eu-
rope and, thus, for all organisations that develop LT to actively maintain their ELG
pages, provide language tools and services as well as language resources, linking
them to their own ELG pages.

4.3 Part III: ELG Community and Initiative

Part III provides an in-depth look at four different dimensions of theELGCommunity
and Initiative. First, Chapter 10 (p. 189 ff.) describes the main group of stakeholders
that the EU project ELG collaborated with including various LT providers, different
EU and national research projects as well as several wider initiatives. This chapter
also describes the different ELG communication channels including social media.
Chapter 11 (p. 205 ff.) focuses on the 32 National Competence Centres (NCCs) that
the ELG project set up. The NCCs function as an international network of national
networks, they support the overall mission of the ELG project. On a more abstract
level, Chapter 12 (p. 219 ff.) provides a glimpse at various aspects and processes
that revolve around open innovation and the marketplace concept as one of the main
visions we have for the European Language Grid. Finally, Chapter 13 (p. 233 ff.)
describes the ELG legal entity – including setup, challenges, products etc. – as the
main instrument to sustain the ELG initiative beyond the EU project.

4.4 Part IV: ELG Open Calls and Pilot Projects

Part IV is dedicated to the ELG Open Calls and Pilot Projects. A considerable
amount of the overall budget of the EU project European Language Grid was set
aside to support a number of pilot projects that either make use of the technologies
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and resources provided by ELG or that extend the ELG inventory and portfolio by
contributing additional technologies or resources. First, Chapter 14 (p. 257 ff.) de-
scribes the setup of the ELG open calls including designed and implemented pro-
cedures, boards, evaluation criteria etc. The following 15 chapters – Chapter 15
(p. 271 ff.) to Chapter 29 (p. 355 ff.) – report on the 15 pilot projects, selected from
more than 200 project proposals in an expert-driven evaluation procedure.
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ELG Cloud Platform



Chapter 2
The European Language Grid Platform:
Basic Concepts

Stelios Piperidis, Penny Labropoulou, Dimitris Galanis, Miltos Deligiannis, and
Georg Rehm

Abstract In the fragmented Language Technology (LT) landscape of multilingual
Europe, ELG has set out to bring together language resources and technologies
(LRTs) and boost the LT sector and its activities. The primary goal is to build a scal-
able and comprehensive cloud platform for providers, developers, integrators and
consumers of language resources and technologies. We describe the basic concepts
of the ELG platform in terms of its architecture, the functionalities and services
offered to its types of users and the policies it implements. We present the ELG
repository, its catalogue features, the LT services execution environment as well as
the metadata model underlying the platform operations and the resources life cycle,
from creation to publication. We also discuss the compliance of ELG with the FAIR
principles and the relation to other platforms and infrastructure initiativeswhich have
inspired certain aspects and with which ELG has been establishing strong links.

1 Introduction

The overarching objective of the European Language Grid (ELG, Rehm et al. 2021)
is to tackle the observed fragmentation in the European Language Technology (LT)
landscape by bringing together Language Resources and Technologies (LRTs), com-
mercial and non-commercial, and through multiple multi-level services support and
boost the LT sector and LT activities in Europe. The primary technological goal is
to build a scalable cloud-based platform through which developers and providers of
language resources and technologies can not only deposit and upload their resources
and technologies into ELG, but also deploy them through the platform and make
use of the services, technologies and resources made available by others. ELG is a
marketplace through which consumers and integrators of LRTs can discover, try out
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and integrate the resources and technologies they require for their own research and
application development.

The primary services of the platform are dedicated to the deposition, discovery,
distribution and deployment of Language Resources and Technologies. ELG already
offers access to thousands of commercial and non-commercial LTs and ancillary
LRs for all European languages and more. These include processing and generation
services, tools, applications for written and spoken language, as well as datasets,
corpora, lexical resources, language models and computational grammars.

ELG also supports the promotion and collaboration of LT stakeholders through an
extensive catalogue of organisations (companies, SMEs, academic and research or-
ganisations and groups, etc.) active in the LT community. Organisations can describe,
promote and distribute their services and resources all in one place. Complemented
with an expanding catalogue of European and national projects that have funded the
production of LRTs and related activities, the catalogue of the ELG platform offers
an overview of the European LT landscape. ELG, therefore, also acts as an observa-
tory of LT, consolidating existing and legacy tools, services, LRs, and information
about them, as well as newly emerging ones. This, in turn, enables the identifica-
tion of gaps and imbalances between the LRTs offered for all European languages,
a valuable instrument for the support of digital language equality in Europe.

ELG is conceived as a platform for the whole LT community. Primarily for Eu-
rope, ELG is a platform built by the European LT community for the European
LT community, including industry, innovation and research. For the population of
the catalogue of its platform, ELG builds bridges to existing initiatives and reaches
agreements for harvesting and importing information (i. e., metadata) and resources
from other infrastructures, platforms and repositories under mutually agreed condi-
tions, business policies, acknowledgement and attribution of the source, and collab-
orates in joint initiatives and crowdsourcing campaigns.

This chapter introduces the basic concepts of the ELG platform, while the subse-
quent chapters go intomore detail with regard to functionalities offered to consumers
(Chapter 3) and providers (Chapter 4), the cloud infrastructure (Chapter 5) and the
synergies with other initiatives (Chapter 6).We first give an overview of the platform
features (Section 2) and its users (Section 3). Section 4 presents the architecture of
ELG. Sections 5 and 6 present the models and policies that influence the design and
operations of the ELG platform, i. e., the metadata model, and the publication life
cycle of catalogue entries. Section 7 positions the ELG platform with regard to the
FAIR principles (Wilkinson et al. 2016).

2 Overview of the ELG Platform

The ELG platform combines the features of a catalogue (Section 2.1), a repository
(Section 2.2), and an execution environment for running services (Section 2.3).
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2.1 Catalogue

All LRTs are accessed through their metadata records in the catalogue (Figure 1).
Providers can describe and share their LRTs; they can upload them to be hosted
in ELG, or they can only describe them and provide access to them through other
locations, such as institutional or national repositories, or private repositories of com-
mercial organisations. They can also create dedicated pages for their organisations,
describe their offerings and services and interlink all their LRTs through their own
pages.

AbuseEval
version: 1.0

Extension of OLID/OffensEval data set with distinction of explicit vs implicit
offensive messages.Annotation of Abusive Language, distinguishing also
between explicit vs implicit offensive messages.

Keyword: Corpus Creation/Annotation

Language: English

Licence: Creative Commons Attribution Non Commercial Share Alike 4.0 International

41 views

Academic Written Catalan in Catalonia [CesCa: El Català
Escolar Escrit a Catalunya]
version: 1.0.0 (automatically assigned)

It is a reference corpus of the written scholar Catalan in Catalonia. It con-
tains 2.426 processed texts that have been produced by children between
the last year of childhood education (P5) and the last year of obligator

Keywords: schoolar · written · obligatory education period

Language: Catalan

Language resources &
technologies

Service functions

Languages

Media types

Licences

Conditions of use

Related entities

ELG integrated services
and data

for information

Search for services, tools, datasets, organizations... Search

RELEASE 3

Catalogue AboutDocumentation & Media

Fig. 1 Browse/Search page of the ELG catalogue

Additionally, the ELG catalogue includes metadata records imported automati-
cally from other sources, through standard harvesting protocols and dedicated con-
verters, thus resulting in an extensive and continuously growing inventory of LRTs
as well as of organisations and projects in the LT domain.

LRT consumers, i. e., users, and other interested parties can search for and dis-
cover LRTs using free text search and faceted views of the catalogue. Users can
select and view the detailed descriptions of LRTs to see if they fit the users’ needs.
Users can access the resources, either directly if hosted in ELG, or be re-directed
to the URL from where the resources are accessible. Users can also search for or-
ganisations, browse them, and view their activities on their profile pages. If these
organisations have also described the LRTs they developed, users can navigate to
the respective pages for more details. Last, users can also discover the LT-related
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projects in which organisations participated and that have helped fund the organ-
isations’ LRT development. Finally, users can export and download the metadata
descriptions or share the pages on social media.

2.2 Repository of Language Resources and Technologies

LRT providers can upload their resources to be hosted in the ELG cloud infrastruc-
ture, and to be made available to consumers for direct download. Providers must
specify the licensing conditions under which the resources can be used. Depending
on the terms, ELG will allow immediate download (for open access resources) or
impose further measures (authentication and authorisation). Commercial LRTs, dis-
tributed for download at a fee, will be available for purchase using a user-friendly
billing service.

ELG as a repository is committed to making data, services and their metadata
FAIR, i. e., findable, accessible, interoperable and reusable (Wilkinson et al. 2016).
The assignment of persistent identifiers in the form of Digital Object Identifiers
(DOIs)1 for the data and services hosted in ELG is among the main steps towards this
objective; the FAIR principles, detailed in Section 7, form an integral part of the ELG
policies aiming to support the requirements posed by research results reproducibility
objectives and practices.

2.3 Running Language Technology Cloud Services

To benefit from the advanced features of ELG, providers can integrate LT tools as
ready-to-deploy services, following our specifications (Chapter 4). In this case, con-
sumers can test the tools and services using the trial UIs or APIs offered by ELG,
and, ultimately, integrate them in their workflows and systems. For commercial ser-
vices, billing services will be available to allow pay-for-use services with seamless
access and use in the minimum possible number of steps.

ELG provides a set of standard APIs which cover all principal service types (see
Chapter 3, Section 3, p. 50 ff., for more details): information extraction and annota-
tion services for text and speech, text-to-text services (most notably machine trans-
lation services, but also summarisers, anonymisers, etc.), classification services for
text or image, such as language identifiers, fake news detectors, sentiment analysers,
etc., speech recognition services, text-to-speech synthesis services, and image OCR
(optical character recognition) services.

The technical specifications give service providers a set of easy-to-implement
integration options from which they can select the one that best fits their needs. All
that is required is that they upload an image of their tool or service using one of these
options in a container registry and provide access to ELG.

1 https://www.doi.org

https://www.doi.org
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ELG maintains a dedicated container registry for LT services.2 As the images of
LT services are partly pulled from registries external to the ELG project, this registry
serves as a point to collect LT service images when they are ingested into the ELG
and to apply versioning. This approach enables us to ensure that older versions of
images remain available even if their original site no longer provides them.

To provide easy access and interaction with the ELG platform also for program-
mers, a Python SDK has been developed on top of the various ELG programmatic
interfaces providing simplemethods to easily interact with the platform and consume
resources in Python (see Chapter 3, Section 4, p. 55 ff., for more details).

3 User Types and User Model

Specified by its mission, ELG targets various types of users, broadly classified into:

Providers of LRTs, both commercial and academic, albeit with different require-
ments (the former seek to promote and sell their products and activities, while the
latter wish to make their resources available for research or look for cooperation
to further develop them in new projects or commercialize them),

Consumers of LRTs, including companies developing LT tools, services and ap-
plications, integrators, researchers using LRT for their studies, etc.,

LT laypersons interested in finding out more about LT and its uses,
Funding authorities and stakeholders that wish to get an overview of the LT

field and landscape, trends and prospects with regard to languages, domains etc.

All users can browse the catalogue and access, view and inspect the detailed de-
scriptions of the assets listed in the catalogue, and download resources available with
open access licences. For further interactions with the ELG platform, registration is
required and can be performed with a simple and user-friendly self-service proce-
dure. The types of permitted actions and access level are determined by the user
role: registered consumers can run integrated services and download resources that
are available for free download to authenticated users; providers can, in addition,
describe all types of assets, upload content files, and integrate services according
to the ELG technical requirements; two specific user roles (validator and adminis-
trator) are reserved for ELG team members responsible for the management of the
catalogue, metadata records and data files, in accordance with the ELG policies (Sec-
tion 6) including the overall platform maintenance and administrative operations.

2 registry.european-language-grid.eu

http://registry.european-language-grid.eu


18 Stelios Piperidis, Penny Labropoulou, Dimitris Galanis et al.

4 Architecture

The ELG platform uses state-of-the art technologies and is designed to evolve over
time to address new requirements or technological advancements. The choices made
in the architectural design and implementation allow for scaling with the growing
demand and supply for compute resources and lay the foundation for interoperable
data and service spaces.

All subsystems are built with robust, scalable, reliable, widely used open source
technologies, as described below. Docker containers3 are used for all services and
applications which comprise the ELG platform, while Kubernetes4 is used for con-
tainer orchestration. Conceptually, ELG takes the form of a three-layered platform,
with each layer grouping together the main subsystems responsible for the platform’s
functionalities: base infrastructure, platform back end, platform front end (Figure 2).
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Fig. 2 ELG platform architecture

The base infrastructure is the layer on which all ELG software components are
deployed and run. It includes the supporting tools that facilitate development and
management of the ELG platform software. It is composed, first and foremost, of
the compute nodes running the platform, alongside their respective volume storage
and networking facilities; these are organised in two different clusters, one for de-
velopment and one for production purposes. It also comprises public and private

3 A Docker image of an application contains its actual code and all required dependencies required
to run it; e. g., the operating system, frameworks, settings, configuration files, libraries, etc. Con-
tainers are instantiations of images and can be thought of as lightweight virtual machines.
4 Kubernetes is a framework that enables and simplifies the deployment, scaling and management
of containers, see https://kubernetes.io.

https://kubernetes.io
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container registries, which host all images for the ELG platform components and for
the LT services integrated in the platform. In addition, it includes an S3-compatible
file and object storage, through which data resources uploaded by providers as well
as backups of core platform components are persisted. This layer also includes a set
of Git5 repositories for the source code of the platform software apps and for the
individual LT services implementations of specific providers. Chapter 5 (p. 95 ff.)
provides more information on the base infrastructure.

The platform back end consists of all the components that enable the operation
of the ELG platform, i. e., the catalogue core components, the component for pro-
cessing LT services and platform support as well as management components. The
catalogue component, implemented using Django6, interfaces with a PostgreSQL7
database for storing the metadata records and an index, which uses ElasticSearch8.
The LT service execution server offers a common REST API for calling LT ser-
vices integrated in the platform, and handles failures, time-outs, etc. Finally, sepa-
rate modules are used for the user management and authentication module (based on
Keycloak9, an identity and access management solution), the analytics, monitoring,
metadata harvesting and the proxy for interacting with the S3-compatible storage.

The platform front end layer consists of the static pages maintained in a Con-
tent Management System (CMS). These provide information on the ELG project
and initiative, and the platform UIs for the different types of users, i. e., consumers,
providers, validators, and administrators. These include the catalogue pages (browse,
search, view), and the dashboard pages customised for the different user types, UIs
for registering (describing and uploading) LRTs and other assets and supporting the
publication life cycle, implemented using React10, and the trial UIs for services in-
tegrated in ELG. The catalogue UI consumes REST services exposed by the ELG
platform back end (e. g., catalogue application, LT Service execution server).

Chapters 3 (p. 37 ff.) and 4 (p. 67 ff.) provide more information on the back end
and front end layers of the European Language Grid platform.

5 Catalogue Contents and Metadata Model

All types of LT assets as well as all LT-related meta-information are brought to-
gether, aligned and interlinked. This set of information11 is formally structured and
harmonised in ELG using the ELG-SHARE metadata model12 catering for the full

5 https://git-scm.com
6 https://www.djangoproject.com
7 https://www.postgresql.org
8 https://www.elastic.co
9 https://www.keycloak.org
10 https://reactjs.org
11 https://european-language-grid.readthedocs.io/en/stable/all/A2_Metadata/Metadata.html
12 https://gitlab.com/european-language-grid/platform/ELG-SHARE-schema

https://git-scm.com
https://www.djangoproject.com
https://www.postgresql.org
https://www.elastic.co
https://www.keycloak.org
https://reactjs.org
https://european-language-grid.readthedocs.io/en/stable/all/A2_Metadata/Metadata.html
https://gitlab.com/european-language-grid/platform/ELG-SHARE-schema
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Fig. 3 ELG entities

language data and services life cycle and their related entities (Labropoulou et al.
2020). The ELG model covers the following types of entities (Figure 3).

• Language resources and technologies (LRTs), further classified into:

– Corpora, i. e., datasets of mono/bi/multilingual text documents, audio/video
recordings, multimedia datasets, parallel corpora, translation memories, etc.

– Lexical/conceptual resources, including lexica, ontologies, gazetteers, term
lists, computational dictionaries, etc.

– Language descriptions, which mainly refer to computational grammars, sta-
tistical and machine learning models

– Tools/services, i. e., pieces of software offered as locally executable code or
web services, hosted and running in the ELG cloud platform or remotely

• Related/satellite entities, such as actors, be it persons or organizations that have
created or that curate resources, projects that have funded them or in which
they have been used, as well as licences and accompanying documents (e. g.,
publications related to the resource, user manuals, technical documents, etc.)

The ELG model lies at the heart of the platform and supports its key operations.
In particular, it aims to 1. support the discoverability of all catalogue contents; 2. en-
able accessibility by human users and, where possible or required, machines (e. g.,
including links to URLs that offer direct access to a resource or service); 3. address
(at the metadata level) interoperability requirements of resources belonging to the
same types and media, but coming from different sources with different descriptions,
as well as between resources of different types and media (e. g., between datasets
and services to be used for their processing); and, 4. finally, satisfy documentation
needs at different levels of granularity, ranging from the strict enforcement of tech-
nical metadata required for the deployment of ELG-compatible services to rather
loose descriptions of resources imported from general purpose catalogues.
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The metadata model builds upon previous work from the META-SHARE meta-
data model (Gavrilidou et al. 2012), which caters for the description of language
resources and language-processing technologies, and its application profiles, i. e.,
ELRC-SHARE (Piperidis et al. 2018a), OMTD-SHARE (Labropoulou et al. 2018),
CLARIN-SHARE (Piperidis et al. 2018b), which extend, restrict and adapt the basic
model to specific domains and areas (e. g., public domain resources, text and data
mining domain, etc.), and the MS-OWL ontology13 (McCrae et al. 2015; Khan et al.
2022), which is the RDF/OWL representation of the model.

The model builds along three key concepts, each of which is associated with a
distinctive set of metadata elements:

• resource type, with the four subtypes described above;
• media type, which specifies the form or physical medium of the resource. The
notion ofmedium is preferred over thewritten, spoken ormultimodal distinction,
as it has clearer semantics and allows us to view LRs as a set of modules, each of
which can be described through a distinctive set of features. Thus, the following
media type values are foreseen: text, audio, image, video and numerical text
(referring to numerical data, such as biometrical, geospatial data, etc.). To cater
for multimedia and multimodal language resources (e. g., a corpus of videos and
subtitles, or a corpus of audio recordings and transcripts, a sign language corpus
with videos and texts, etc.), language resources are represented as consisting of
at least one media part;

• distribution, which, following the DCAT14 model (Albertoni et al. 2020; Maali
and Erickson 2014), refers to any physical form of the resource that can be dis-
tributed and deployed by end-users.

These elements give rise to a modular structure, in which metadata elements are
attached to the appropriate level (“class”). The “LanguageResource” class includes
properties common to all resource and media types, such as those used for identifi-
cation purposes (title, description, etc.), recording provenance (creation, publication
dates, creators, providers, etc.), contact points, etc. More technical features and clas-
sification elements differ across resource and media types and are, thus, attached
to combinations thereof; for example, a corpus may take elements specific to an-
notation processes, while the description of a computational lexicon encodes, e. g.,
whether it includes lemmas, examples, grammatical information, translation equiva-
lents, etc. Technical features, such as format, size, information on licensing andmode
of access are properties of the distribution. They can also differ across resource type.
For example, corpora can be distributed as PDF files or as simple text files, lexical
resources in tabular form or queried through an interface, while tools may be avail-
able as source code, executable files or web services. Each of these forms can be
licensed under different terms: source code may be available at a price for integra-
tion in other applications, while an APImay be offered for research purposes without
any fee. Figure 4 illustrates a subset of the elements for a tool/service.

13 http://w3id.org/meta-share/meta-share
14 https://www.w3.org/TR/vocab-dcat-3/

http://w3id.org/meta-share/meta-share
https://www.w3.org/TR/vocab-dcat-3/
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Fig. 4 Excerpt of the minimal schema for tools/services

The schema allows for the description of the full life cycle of language resources
(see, e. g., Rehm 2016), from conception and creation to integration in applications
and usage. All this information leads to a complex and demanding schema; to ensure
flexibility and uptake by resource providers, the elements are classified into three
levels of optionality:

• mandatory: elements that are necessary
• recommended: elements that can help the current or future use of the resource,
or useful information that providers have not yet standardised

• optional: all remaining information

The minimal schema comprises all mandatory elements which must be filled for
a metadata record to be considered ELG-compliant and eligible to be registered in
the platform. Recently, a “relaxed” version of the ELG schema was introduced as
a way of handling metadata records with “lighter” information imported from other
catalogues in ELG, but this version of the schema is allowed only under specific
circumstances. Chapter 6 discusses this in more detail. Below, we summarise the
metadata categories consideredmandatory for the description of resources (Figures 6
to 10 in the Appendix provide an overview for each resource type).
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• Administrative information: these features are important for the identification
of an LRT (resource name, version, description which includes information on
the contents, provenance information, any other information deemed useful and
helpful for consumers, etc.), contact information (landing page with additional
information or a contact email).

• Classification information: one or more free text keywords that support the find-
ability of the resource.

• Usage information: separate distributions for each distributable form of the re-
source, with the following elements: the distribution form (i. e., whether it can
be downloaded, accessed through an interface, deployed as a web service, etc.),
the licensing terms under which it can be used (licence name and URL); if the
resource is not uploaded in ELG, an access or download link.

• Legal/ethical information for data resources: whether personal or sensitive data
is included and, if applicable, information on anonymisation.

• Technical information: depending on the resource type

– for tools/services: the function (i. e., the task it performs, e. g., named en-
tity recognition, machine translation, speech recognition, etc.), the techni-
cal specifications of its input (at least the resource type it processes, e. g.,
corpus, text, etc.), whether it is language independent and, if not, the input
languages; depending on the function, further information may be required
(e. g., the languages of the output resource for machine translation services);

– for all data resources15: features on the language following the BCP 4716
guidelines,multilinguality type, resource subtypewith different values (e. g.,
terminological glossary, ontology, etc. for lexical/conceptual resources, raw
or annotated for corpora); size and format information must also be added
separately for each distribution and media part;

– in addition, specifically for models: the intended application (e. g., machine
translation, named entity recognition, etc.), the model function (e. g., zero-
shot classification), and model type (e. g., embeddings, Bayesian model, n-
gram model, etc.);

– specifically for grammars and lexical/conceptual resources: the encoding
level of their contents (i. e., whether they contain morphological, syntactic,
semantic, etc. information).

For organisations and projects, all that is required is the name (official title). How-
ever, we also recommend a free text description with the activities of the organisation
or the project summary respectively, and the URL of its website. The LT area(s) in
which the organisation/project activities are related to and one or more keywords
increase its visibility and findability. For big organisations with multiple divisions
(e. g., academic institutions with schools, faculties, departments, or multinational

15 A resource can consist of one or more media parts, which must be described separately, for
example, for a corpus of video recordings and their subtitles in various languages, the language
value must be indicated separately for each part.
16 https://www.rfc-editor.org/info/bcp47

https://www.rfc-editor.org/info/bcp47
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companies with branches), both the parent organisation and division(s) can be regis-
tered and a link between them added.

For standardisation purposes, the ELG schema favours controlled vocabularies
over free-text fields, especially when these are associated with internationally ac-
knowledged standards, best practices or widespread vocabularies, e. g., ISO 3166
for region codes (ISO 2020), RFC 5646 for languages17 (Phillips and Davis 2009),
etc. The implementation in the form of an XML Schema Definition (XSD) im-
ports elements from two ontologies, i. e., the MS-OWL ontology, which includes
most elements and controlled vocabularies, and the OMTD-SHARE ontology18
(Labropoulou et al. 2018) reserved for the controlled vocabularies of LT categories
(also referred to as “LT taxonomy”), data formats, annotation types and methods.

6 Publication Life Cycle

ELG considers the quality of metadata records to be of primary importance as it
contributes to the discovery and usage of resources. We defined a set of policies that
take into account the source and the process through which a record has been entered
in the ELG catalogue.
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to create a new item

New item
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(not all mandatory 
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Fig. 5 ELG publication life cycle

The ELG publication life cycle consists of a set of states through which an entry
progresses, from its creation in the ELG platform until it is published (Figure 5). A
new item is created each time a provider adds a new metadata record. The record can
remain at the draft status as long as the provider wishes, in which case no validation
checks are made – apart from validation of the data types of the metadata elements
(e. g., that a URL is properly formulated). At the syntactically valid status, ametadata
recordmust complywith theminimal version of the ELG schema (i. e., all mandatory
elements must be filled in). The provider can still continue to edit it until they are
satisfied with the description and can then submit it for publication; once submitted,
the provider is notified by email. While the record is submitted for publication the

17 https://datatracker.ietf.org/doc/html/rfc5646
18 http://w3id.org/meta-share/omtd-share/

https://datatracker.ietf.org/doc/html/rfc5646
http://w3id.org/meta-share/omtd-share/
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entry is validated at the metadata, technical and legal level. The validation, which
is described in more detail in Chapter 3, aims to check the consistency of the de-
scription and, where required, its technical compliance with the ELG specifications;
it does not include any qualitative evaluation of the resource itself. The validation
is currently performed by the ELG team. When validators identify a problem, they
contact the provider and recommend changes and additions to the metadata; in such
cases, the status is changed to syntactically valid again and the provider is notified
to make the appropriate amendments. When the validators have approved an item, it
is automatically visible via the ELG catalogue. Published metadata records cannot
be edited any more, i. e., they are immutable.

Metadata records added by individuals go through the whole publication life cy-
cle. Human validation aims at ensuring a minimum level of quality included in the
records, which can be achieved through interactions with the provider. This pro-
cedure cannot be adopted for metadata records automatically imported from other
catalogues. For these, the responsibility for the quality and extent of information lies
with the source catalogue. The same policy, that of accepting records as is, has been
adopted for records added through bulk initiatives, such as the collaborative survey
of LRTs undertaken in the context of the European Language Equality project19 and
described in Chapter 6.

7 ELG and the FAIR Principles

The publication of the FAIR principles (Wilkinson et al. 2016) marked a landmark
for infrastructures that support the sharing and re-use of data resources. The FAIR
principles are guidelines set to enhance re-usability of data by improving their find-
ability, accessibility, interoperability and re-usability. They are intended both for
humans and machines, and put an emphasis on machine actionability, i. e., the ca-
pacity of computational systems to find, access, interoperate, and reuse data with no
or minimal human intervention.20 ELG has implemented mechanisms and policies
to ensure that resources (data and software) included in ELG as well as the metadata
that describe them are FAIR, i. e., adhere to the FAIR principles.21

Findability principles

• F1 – (Meta)data are assigned a globally unique and persistent identifier
Resources hosted in ELG and ELG-compatible services are assigned a DOI
(Digital Object Identifier)22 provided by DataCite23. Metadata for resources
will also have their own unique identifier created on the basis of the resource

19 https://european-language-equality.eu
20 https://www.go-fair.org/fair-principles/
21 https://force11.org/info/the-fair-data-principles/
22 https://www.doi.org
23 https://datacite.org

https://european-language-equality.eu
https://www.go-fair.org/fair-principles/
https://force11.org/info/the-fair-data-principles/
https://www.doi.org
https://datacite.org
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DOI. For metadata records that do not have an accompanying file and hence
cannot be assigned a DOI, we use their URL as an identifier.

• F2 – Data are described with rich metadata
The ELG metadata schema is rich in information. Providers are encouraged
to add not only the mandatory but also recommended information. The vali-
dation process for resources and services aims at improving metadata quality.

• F3 – Metadata clearly and explicitly include the identifier of the data they
describe
The element “identifier” (with the “identifier scheme” attribute) is included
in the metadata record.

• F4 – (Meta)data are registered or indexed in a searchable resource
All metadata records are indexed and searchable in the ELG catalogue and
also accessible to search engines. In addition, we expose the metadata records
of LRTs to Google’s dedicated search engine for research datasets.24

Accessibility principles

• A1 – (Meta)data are retrievable by their identifier using a standardised com-
munications protocol
All metadata in ELG are accessible via the ELG catalogue. Resources hosted
in ELG and ELG-compatible are accessible via their DOI and directly retriev-
able via a URL. The HTTPS protocol is used.

• A1.1 The protocol is open, free, and universally implementable
HTTPS is used for providing access to metadata and resources.

• A1.2 The protocol allows for an authentication and authorisation procedure,
where necessary
HTTPS is used for providing access to metadata and resources. ELG uses an
authentication and authorisation system.

• A2 – Metadata are accessible, even when the data are no longer available
When a resource or a metadata record is deleted, a tombstone page with all
the required elements following DataCite recommendations is put in place.

Interoperability principles

• I1 – (Meta)data use a formal, accessible, shared, and broadly applicable
language for knowledge representation
All metadata records are exported in XML format, a subset is available in
JSON-LD format; work is ongoing for the export into RDF using the MS-
OWL ontology.

• I2 – (Meta)data use vocabularies that follow FAIR principles
The metadata elements and values are taken from two RDF/OWL ontologies,
MS-OWL and OMTD-SHARE25.

24 https://datasetsearch.research.google.com
25 http://w3id.org/meta-share/omtd-share
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• I3 – (Meta)data include qualified references to other (meta)data
Qualified relations are used for linking between versions of the resources and,
in cases of imported records, for linking with their source metadata records.

Re-usability principles

• R1 – (Meta)data are richly described with a plurality of accurate and relevant
attributes
Alongside the “description” element where providers are advised to add as
much information as possible for the benefit of human users, the ELG schema
includes elements that can be used to identify potential uses of a resource and
properties that make clear where they can be of use, e. g., “intended applica-
tion”, “service function”, “domain”, etc.

• R1.1 – (Meta)data are released with a clear and accessible data usage license
All resources must have a licence; the licence value and a link to the licence
text are included in the metadata. Metadata are also permissively licensed
with a Creative Commons licence.

• R1.2 – (Meta)data are associated with detailed provenance
The source for the metadata record is explicitly added in the metadata record
(“metadata creator” or “source repository”). Properties about the creation of
a resource are included in the metadata.

• R1.3 – (Meta)data meet domain-relevant community standards
With regard to the metadata, the ELG schema is based on META-SHARE,
a well-established metadata vocabulary in the LT community. For the tools
and services added in the ELG catalogue, the technical specifications follow
current best practices (e. g., preparing a Docker image). For data, a set of rec-
ommendations, taking into account established file formats, standards, and
de facto best practices, is under construction.

8 Related Platforms and Infrastructures

ELG builds upon previous work of the ELG consortium partners and the wider Eu-
ropean LT community (Rehm et al. 2020b), especially META-NET26 and ELRC27.

The ELG platform shares common features and goals with other platforms, repos-
itories, projects or other initiatives: 1. a collection of LT/NLP tools or datasets, 2. a
platform, which harvests metadata records from distributed sources, 3. a platform
for the sharing of tools or datasets, 4. a platform for the deployment of services, 5. a
repository for storing data files. Comparisons can be made along various dimensions.
We include here an overview at the level of the main functionalities provided, while
the respective background and technical details are presented in Chapters 3 and 4. An
alternative and minimally outdated comparison is provided in Rehm et al. (2020a).

26 http://www.meta-net.eu
27 https://www.elrc-share.eu
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META-SHARE28 is a network of repositories (Piperidis 2012; Piperidis et al.
2014). Each repository, or node, hosts various types of resources (datasets, services,
etc.) described with the META-SHARE metadata schema (Gavrilidou et al. 2012).
Each node is deployed at a different organisation. The nodes periodically harvest
metadata records from each other. Architecture and conceptual design of the ELG
platform have been inspired by the META-SHARE setup but designed and imple-
mented from scratch. ELG adopts a different approach as it operates as a centralised
platform where individuals can directly register, download and run resources and
services. Harvesting is also performed but from external catalogues (e. g., ELRC-
SHARE29, LINDAT/CLARIAH-CZ30, etc.), as described in Chapter 6. From an en-
gineering point of view, ELG is a radically improved version of META-SHARE,
e. g., 1. ELG offers REST APIs while META-SHARE does not, 2. the ELG front
end and back end are implemented as different layers that can be developed in par-
allel, 3. the metadata schema has been updated and extended to cover new resource
types and description requirements.

The OpenMinTeD platform31 was designed as an open, service-oriented e-Infra-
structure for Text and Data Mining of scientific content (Labropoulou et al. 2018).
It includes a catalogue for datasets, NLP and text mining services, worfklows, lex-
ica etc., described with a rich metadata schema, OMTD-SHARE. REST APIs for
searching, metadata and resource upload/download are provided, as in the case of
ELG. OpenMinTeD was a centralised repository, and harvesting was employed as
a one-off procedure for importing metadata records from a few content providers.
It supported the creation of workflows from tools contained in the catalogue, and
their execution on datasets provided through the same platform; the functionality
was based on the Galaxy32 worfklow management system (Afgan et al. 2018).

ELRC-SHARE33 (Piperidis et al. 2018a) is an infrastructure developed by the
European Language Resource Coordination action34 with the objective to host, doc-
ument, manage and distribute LRs pertinent to MT, with a particular focus on the
needs of the eTranslation35 service of the European Commission. It is a centralised
repository with a catalogue of datasets, which are added and documented by individ-
uals. Metadata records of tools and services are listed as for information only.

The European AI-on-demand platform, as initiated by the EU project AI4EU
seeks to bring together the European AI community while promoting European val-
ues.36 The platform is a facilitator of knowledge transfer from research to multiple

28 http://www.meta-share.org
29 https://www.elrc-share.eu
30 https://lindat.mff.cuni.cz
31 https://github.com/openminted – the OpenMinTeD platform is not available online any more.
32 https://galaxyproject.org/learn/advanced-workflow/
33 https://www.elrc-share.eu
34 https://lr-coordination.eu
35 https://cor.europa.eu/en/engage/Pages/e-translation.aspx
36 https://www.ai4europe.eu
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business and industry domains. The AI catalogue37 is designed for hosting datasets
and services in the area of AI; for instance, it includes NLP resources, computer vi-
sion services, etc. The capabilities of the metadata schema used are rather limited
compared to the ELG schema. It also provides catalogues for organisations involved
in AI38, collaborating projects39 and educational resources40, but the catalogues are
all separate, without any linking between the entities as offered in the ELG catalogue.

CLARIN41 (Hinrichs and Krauwer 2014; Eskevich et al. 2020) is a European
Research Infrastructure providing access to digital language resources and tools to
researchers in the humanities and social sciences. CLARIN does not host a single
repository; instead, it is organised in the form of a network of centres that operate
their own repositories and catalogues. The individual centres are free in their choice
of repository software and metadata schema (Broeder et al. 2008). The CLARIN
Virtual Language Observatory42 is the central catalogue which harvests metadata
from all centres as well as other catalogues of interest to scholars in the target disci-
plines and displays them in a uniform way, although only a subset of the metadata
elements are common. Processing services are catalogued centrally in the Language
Switchboard 43, while some CLARIN centres make available processing services
connected to their catalogues or offered separately (e. g., LINDAT/CLARIAH-CZ44,
PORTULAN-CLARIN45, CLARIN:EL46, etc.). Unlike ELG, there is no central com-
pute infrastructure for deploying and running processing services.

The LanguageApplicationGrid (LAPPSGrid)47 (Ide et al. 2014, 2016) is an open,
interoperable web service platform for NLP research and development. It provides
facilities for selecting and combining NLP tools and services to create workflows,
composite services, and applications, and to evaluate, reproduce, and share them. It
is based largely on the Galaxy48 worfklowmanagement system and does not actually
include a catalogue. Some limited metadata have to be provided in order to create
the files that are required for adding tools used in Galaxy wokflows, e. g., the name
of the tool, a description, input parameters etc. For datasets no metadata are required
since they are not permanently stored in Galaxy.

Hugging Face49 is an AI/NLP company, offering repository and deployment func-
tionalities for machine learning (Wolf et al. 2020). It hosts a large set of models and

37 https://www.ai4europe.eu/research/ai-catalog
38 https://www.ai4europe.eu/ai-community/organizations
39 https://www.ai4europe.eu/ai-community/projects
40 https://www.ai4europe.eu/education/education-catalog
41 https://www.clarin.eu
42 https://vlo.clarin.eu
43 https://switchboard.clarin.eu
44 https://lindat.mff.cuni.cz
45 https://portulanclarin.net
46 https://inventory.clarin.gr
47 https://www.lappsgrid.org
48 https://galaxyproject.org/learn/advanced-workflow/
49 https://HuggingFace.co
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datasets that can be used for model training. It offers a catalogue with a limited REST
API, e. g., the API does not allow filtering search results, etc. Similar to this, there are
other catalogues and repositories, such as Kaggle50 and Papers With Code51, which
target the machine learning community. These are also community-driven, i. e., re-
sources are registered by individuals and have their own metadata schemas.

Finally, we should mention the long lasting initiative of ELRA and the LREC
community in establishing the LREC Map (Calzolari et al. 2010), as well as the
growing popularity of initiatives that include general (e. g., European Open Science
Cloud52) or federated catalogues (e. g., Gaia-X53) and also general repositories (e. g.,
Zenodo54), which bring together a large range of resources from and for various
disciplines. See Chapter 6 for more details.

9 Conclusions

ELG has been designed as the primary platform for the European LT community,
adopting a holistic view of technology development, deployment and use, bringing
together language data, resources and processing services as well as the commer-
cial and non-commercial LT actors and initiatives. ELG has established and imple-
mented a standardised resource life cycle catering for all stages, from creation to
publication and version evolution. The primary services offered are dedicated to the
deposition, discovery, distribution and deployment of language resources and tech-
nologies through appropriate interfaces for technical and non-technical providers,
developers, consumers and integrators. Such interfaces include web GUIs, REST
APIs and a Python Software Development Kit (SDK). Its operations are supported
by a metadata model underlying the description, search, discovery and distribution
of resources and services, conforming to the FAIR principles. On this basis, ELG
has started building bridges to existing initiatives for harvesting and importing in-
formation and resources from other infrastructures, platforms and repositories under
mutually agreed conditions, business policies, acknowledgement and attribution of
the source, and collaborates in joint initiatives and crowdsourcing campaigns.
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Appendix

LANGUAGE RESOURCE / 
TECHNOLOGY DISTRIBUTIONTOOL/SERVICE DATA

IDENTITY

IDENTITY

• Resource name
• Description
• Version

IDENTITY• Keyword

IDENTITY• Additional information

CONTACT

CATEGORIES

RELATED LRT'S

DOCUMENTATION

CATEGORIES

IDENTITY• Function

TECHNICAL

IDENTITY

• Software distribution form
• Private
• Docker download location *
• Download location *
• Access location *
• Execution location *
• Web service type *
• Licence

DATA

TECHNICAL

IDENTITY

• Language dependent
• Input content resource

• Resource type
• Language *

• Output resource *
• Resource type
• Language *

EVALUATION

Fig. 6 ELG minimal schema version for a tool/service

LANGUAGE RESOURCE / 
TECHNOLOGY DISTRIBUTIONPARTCORPUS DATA

IDENTITY

IDENTITY

• Resource name
• Description
• Version

IDENTITY• Keyword

IDENTITY• Additional information

CONTACT

CATEGORIES

RELATED LRT'S

DOCUMENTATION

TECHNICAL

IDENTITY

• Corpus subclass
• Personal data
• Sensitive data
• Anonymized *

TEXT PART *

IDENTITY• Language
• Multilinguality type *

TECHNICAL

IDENTITY

• Dataset distribution form
• Download location *
• Access location *
• Distribution location *
• Text features *

• Size
• Data format

• Audio features *
• Size
• Data format

• Video features *
• Size
• Data format

• Image features *
• Size
• Data format

• Numerical text features *
• Size
• Data format

• Licence

DATA

VIDEO PART *

IDENTITY

AUDIO PART *

IDENTITY
• Language
• Multilinguality type *

• Language
• Multilinguality type *
• Type of content

IMAGE PART *

IDENTITY• Type of content

NUMERICAL TEXT PART *

IDENTITY• Type of content

Fig. 7 ELG minimal schema version for a corpus
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LANGUAGE RESOURCE / 
TECHNOLOGY DISTRIBUTIONPARTMODEL

IDENTITY

IDENTITY

• Resource name
• Description
• Version

IDENTITY• Keyword
• Intended application

IDENTITY• Additional information

CONTACT

CATEGORIES

RELATED LRT'S

DOCUMENTATION

TECHNICAL

IDENTITY

• Model function
• Model type *
• N-gram model *

• Base item
• Order

UNSPECIFIED PART

IDENTITY• Language
• Multilinguality type *

TECHNICAL

IDENTITY

• Dataset distribution form
• Download location *
• Access location *
• Distribution location *
• Unspecified features

• Size
• Data format

• Licence

Fig. 8 ELG minimal schema version for a model

LANGUAGE RESOURCE / 
TECHNOLOGY DISTRIBUTIONPARTLCR DATA

IDENTITY

IDENTITY

• Resource name
• Description
• Version

IDENTITY• Keyword

IDENTITY• Additional information

CONTACT

CATEGORIES

RELATED LRT'S

DOCUMENTATION

TECHNICAL

IDENTITY

• Encoding level
• Personal data
• Sensitive data
• Anonymized *

TEXT PART *

IDENTITY• Language
• Multilinguality type *

TECHNICAL

IDENTITY

• Dataset distribution form
• Download location *
• Access location *
• Distribution location *
• Text features *

• Size
• Data format

• Audio features *
• Size
• Data format

• Video features *
• Size
• Data format

• Image features *
• Size
• Data format

• Licence

DATA

VIDEO PART *

IDENTITY

AUDIO PART *

IDENTITY
• Language
• Multilinguality type *

• Language
• Multilinguality type *
• Type of content

IMAGE PART *

IDENTITY• Type of content

Fig. 9 ELG minimal schema version for a lexical/conceptual resource
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LANGUAGE RESOURCE / 
TECHNOLOGY DISTRIBUTIONPARTGRAMMAR DATA

IDENTITY

IDENTITY

• Resource name
• Description
• Version

IDENTITY• Keyword

IDENTITY• Additional information

CONTACT

CATEGORIES

RELATED LRT'S

DOCUMENTATION

TECHNICAL

IDENTITY• Encoding level

TEXT PART *

IDENTITY• Language
• Multilinguality type *

TECHNICAL

IDENTITY

• Dataset distribution form
• Download location *
• Access location *
• Distribution location *
• Text features *

• Size
• Data format

• Video features *
• Size
• Data format

• Image features *
• Size
• Data format

• Licence

DATA

VIDEO PART *

IDENTITY
• Language
• Multilinguality type *
• Type of content

IMAGE PART *

IDENTITY• Type of content

Fig. 10 ELG minimal schema version for a grammar
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Chapter 3
Using the European Language Grid
as a Consumer

Ian Roberts, Penny Labropoulou, Dimitris Galanis, Rémi Calizzano, Athanasia
Kolovou, Dimitris Gkoumas, Andis Lagzdiņš, and Stelios Piperidis

Abstract This chapter describes the European Language Grid cloud platform from
the point of view of a consumerwhowishes to access language resources ormake use
of language technology tools and services. Three aspects are discussed: 1. the web-
based user interface (UI) for casual and non-technical users, 2. the underlying REST
APIs that drive the UI but can also be called directly by third parties to integrate ELG
functionality in their own tools, and 3. the Python Software Development Kit (SDK)
that we have developed to simplify access to these APIs from Python code. The
chapter concludes with a preview of the upcoming payment module that will enable
the sale of commercial LT services and resources through ELG, and a discussion of
how ELG compares and relates to other similar platforms and initiatives.

1 Introduction

The European Language Grid (ELG) platform (Rehm et al. 2021) provides access
to Language Technology (LT) tools and services, both basic Natural Language Pro-
cessing (NLP) tools and end-to-end applications, as well as data resources, such as
structured and unstructured datasets and corpora, Machine Learning models, lexica,
ontologies, terminologies, etc. Chapters 7 (p. 131 ff.) and 8 (p. 151 ff.) present the
current state of LT services as well as datasets and language resources included in
the ELG platform respectively.
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ELG enables consumers of Language Technology to browse through the ELG cat-
alogue and have an overview of its contents, search for specific resources and select
as well as view the features of a resource through its formal description (metadata
record). Users can download resources hosted in the ELG cloud infrastructure in
accordance with their licensing conditions, or, in the case of external resources, be
re-directed to the location where they can be downloaded from or accessed. They can
also try out services in order to assess whether they comply with their needs; for this
to happen, the services must comply with the ELG technical interoperability speci-
fications, which are outlined in Chapter 4. Furthermore, ELG includes a catalogue
of commercial companies and academic and research organisations that are active
in the LT domain and of EU and national projects that have funded the development
and maintenance of LRTs (see Chapter 9); LRTs, actors and projects are interlinked
offering a comprehensive image of the LT landscape in Europe.

Different types of users have different requirements and different levels of techni-
cal expertise, and the ELG platform provides a variety of access methods to address
these; all the principal functionality of the ELG is offered through both web-based
user interfaces (UIs, see Section 2) for interactive use and Application Programming
Interfaces (APIs, see Section 3) for programmatic access. In addition, the ELG team
supports the advanced needs of LT integrators with dedicated tools and helpers; most
notably a Software Development Kit (SDK) for Python (see Section 4), which is cur-
rently the most widely used programming language in the LT community.

Supporting consumers to easily discover resources is of utmost importance, espe-
cially when a catalogue contains many entries, as in the case of ELG (over 13,000
metadata records for LRTs and 1,800 related entities at the time of writing and con-
stantly increasing). Best practices and recommendations (Wu et al. 2019; Wilkinson
et al. 2016) have been taken into account in the design and implementation of the
ELG catalogue pages and interaction mechanisms with the consumers.

At present all functionality of the ELG platform is offered free of charge. All
users can view the catalogue and metadata descriptions as well as download open
access resources. In order to download resources with restrictive licences and try
out ELG-compatible services, users must register in the platform, as described in
Section 5. It should be noted that while the ELG platform does not currently charge
fees for access to any resources or services, restrictions may apply with regard to
the intended use(s) of the resource (e. g., available only for non-commercial use),
request for explicit consent to licensing conditions, etc. Resources available with
commercial licences are described in the ELG catalogue but for now re-directed
to the providers for further information. A prototype billing module, described in
Section 6, has been implemented and will be fully launched following the setup
of the ELG legal entity (see Chapter 13). Finally, in Section 7 we compare the ELG
platform to other similar services and initiatives, from the point of view of the service
or resource consumer. A similar comparison from the point of view of the provider
can be found in Chapter 4.
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2 Web-based Interface

The ELG platform targets a diverse set of user types with different needs and levels
of technical expertise. The primary access route for non-technical users is via the
web user interface (UI), which prioritises user-friendliness and ease of use alongside
raw performance considerations. The catalogue UI includes two main pages: the
catalogue page, which offers access to the catalogue contents, and the view pages
for each metadata record or resource (LT, LR, organisation, project).

2.1 Viewing the Catalogue

After ELG’s homepage, the dedicated catalogue page (Figure 1) is the primary entry
point through which users have access to the ELG platform contents and functions.
Users can browse through the entire catalogue to find entries that might interest them.
They can also look for specific entries, using the free text search bar, filtering the
catalogue with one or more facets, or combining these two modes.

AbuseEval
version: 1.0

Extension of OLID/OffensEval data set with distinction of explicit vs implicit
offensive messages.Annotation of Abusive Language, distinguishing also
between explicit vs implicit offensive messages.

Keyword: Corpus Creation/Annotation

Language: English

Licence: Creative Commons Attribution Non Commercial Share Alike 4.0 International

41 views

Academic Written Catalan in Catalonia [CesCa: El Català
Escolar Escrit a Catalunya]
version: 1.0.0 (automatically assigned)

It is a reference corpus of the written scholar Catalan in Catalonia. It con-
tains 2.426 processed texts that have been produced by children between
the last year of childhood education (P5) and the last year of obligator

Keywords: schoolar · written · obligatory education period

Language: Catalan

Language resources &
technologies

Service functions

Languages

Media types

Licences

Conditions of use

Related entities

ELG integrated services
and data

for information

Search for services, tools, datasets, organizations... Search

RELEASE 3

Catalogue AboutDocumentation & Media

Fig. 1 Browse/Search page of the ELG catalogue

The main section of the catalogue page shows all published entries sorted by
name in alphabetical order. Users can also sort the entries according to the update
date of the metadata record, so that they can view the most recently added entries
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first. The catalogue shows only the most recent version of each entry if multiple
versions are registered. The snippet informs the users of additional older entries,
which can be viewed and accessed through the view page of the newest version
(see Section 2.3). This allows users to always keep up to date with the most recent
version of a service, but also access older versions when needed, for instance, when
reproducing previously published experiments.

Each entry is shown with an informative snippet, designed to serve as a preview
of the full metadata record and to help users decide whether they want to explore
the entry further. Following well-established practices in catalogues, each entry is
represented by its name, an excerpt of its description, a set of metadata tags, and
popularity indicators. The set of metadata tags has been carefully selected to accom-
modate consumer requirements, as identified in a user survey conducted during the
ELG design and specification phase (Melnika et al. 2019) and subsequently enriched
based on user feedback. All types of entries include their free-text keywords. Entries
representing LRTs additionally include the resource type (represented with an icon),
language(s), and licence(s). The popularity indicators, displayed at the right hand
side of the snippet, consist of counts of visits of the view page of all versions of
an entry, counts of downloads (for ELG-hosted resources only) and number of calls
(for ELG-compatible services only; again for all versions of the entry). Finally, ded-
icated badges are shown for resources hosted in ELG and ELG-compatible services,
as well as for a subset of the metadata records that have been imported from other
catalogues with minimal metadata (see Chapter 6).

2.2 Searching the Catalogue

Search of the catalogue is supported in two different modes, which can be combined
in order to refine search queries and support users in easily finding entries of interest:
free text search (Section 2.2.1) and faceted search (Section 2.2.2).

2.2.1 Free Text Search

Users enter a word or phrase in the search box at the top of the catalogue page (see
Figure 1) and click the “Search” button to submit the query. By default, the search
functionality matches whole words using the OR operator. Advanced queries, util-
ising the Lucene query syntax1, are supported, allowing users to search for partial
or exact matches, words or phrases, etc. Only certain metadata elements have been
indexed to make them searchable; these include a resource’s name(s), short name(s),
keywords and a subset of technical elements appropriate for each entry type and
deemed important as a search criterion. For example, for all LRTs, additional in-

1 https://www.lucenetutorial.com/lucene-query-syntax.html

https://www.lucenetutorial.com/lucene-query-syntax.html
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dexed elements are the “resource type”, “language” and “licence”; for LT tools/ser-
vices, “service function” is also added to the search elements.

In addition, to improve recall of search results, for those metadata elements that
take values from controlled vocabularies, i. e., “service function”,“intended LT appli-
cation”, and “language”, the query is expanded with the use of synonyms. Synonyms
for the first two elements are derived from a taxonomy of LT activities2, which pro-
vides the values. For alternative names of languages, besides the official ones in-
cluded in the ISO 639-3 standard for language codes3 (International Organization
for Standardization 2007), we exploit open access vocabularies published as linked
data, i. e., the Glottolog list of languoids (families, languages, dialects)4, the lexvo
ontology of languages5, and the WALS list of languages6; all these vocabularies are
offered through Glottolog.

2.2.2 Faceted Search

Users can filter the catalogue or previous search results by selecting values from the
list of facets (Figure 2) on the left side of the catalogue page (Figure 1). For facets
with a long list of values, such as languages and licences, the facet values are broken
down into subsections or a search bar is included to refine the list.

Language resources &
technologies

Service functions

Bulgarian (634)

Croatian (512)

Czech (790)

Danish (576)

Dutch (793)

Languages

Type to narrow down Official EU
languages

Official EU languages

Show more

Fig. 2 Faceted search in the ELG catalogue

2 Part of the OMTD-SHARE ontology, see http://w3id.org/meta-share/omtd-share.
3 https://iso639-3.sil.org/code_tables/639/data
4 https://glottolog.org
5 http://lexvo.org/ontology
6 https://wals.info/languoid

http://w3id.org/meta-share/omtd-share
https://iso639-3.sil.org/code_tables/639/data
https://glottolog.org
http://lexvo.org/ontology
https://wals.info/languoid
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The facets were selected in the initial phase of the ELG development based on
user preferences collected through a survey conducted for the technical platform
specifications (Melnika et al. 2019). Important criteria for users searching for are
language coverage (62%), licence and access conditions (59%) and availability of
open source code (56%). Later on, more facets have been added to reflect updates
in the metadata schema and improve search capabilities (Wu et al. 2019).

There are two facets, based on the resource type and entity type elements, that cre-
ate dedicated subsets of the catalogue contents. The values are taken from the respec-
tive elements of the ELG metadata schema, but are tuned to current LT approaches.
Thus, with regard to LRTs, users can view specific catalogues of tools and services,
corpora, lexical/conceptual resources, models, grammars and other language descrip-
tions. In the ELG schema the last three are subclasses of the language description
type, but we opted to treat them as separate resource types primarily to improve the
visibility of models; these are what define the state of the art for many NLP tasks
and are likely to be particularly popular, so need to be easily discoverable. The two
catalogues of organisations and projects are a valuable asset for boosting and acti-
vating interactions within and across the LT community (including match-making in
the ELG marketplace) and eventually also for monitoring funding outcomes.

LRTs can be further filtered using the facet ELG integrated services and data to
restrict the catalogue view to the ELG-compatible services and resources hosted in
ELG, for users who wish to take advantage of the “try out” functionality offered by
ELG for services or of the direct download of resources uploaded in ELG.

The facet languages shows the language coverage of the LRTs in the ELG cata-
logue, i. e., the languages of the contents of data resources and the ones that tools/ser-
vices cater for. Given the scope of ELG, the official EU languages are presented in
a separate group shown at the top of the facet. The encoding of language values in
the catalogue follows the BCP 47 recommendations (Phillips and Davis 2009), i. e.,
it allows for users adding a tag consisting of subtags for language, region, script and
language variants, but for simplicity of the UI the facet browser includes only the val-
ues of the language subtag. Moreover, it includes only one of the known names of a
language; e. g., for “Catalan; Valencian”, only the first name is shown. For languages
and language varieties without an ISO 639 code, we show the name associated with
the respective Glottocode7 if it has one.

The facets intended LT application and service function are used for classifying
LRTs and related entities with concepts specific to the LT community; consumers
can search for services that perform specific functions (e. g., dependency parsers,
Machine Translation tools), but also for corpora or models that have been created
or can be used for a a specific application (e. g., bilingual or multilingual corpora to
be used for building machine translation models), as well as for organisations and
projects active in an LT area; the values of these two elements are both taken from
the taxonomy of LT areas8, and free text values that have been added by users.

7 https://glottolog.org/meta/glossary
8 http://w3id.org/meta-share/omtd-share/

https://glottolog.org/meta/glossary
http://w3id.org/meta-share/omtd-share/
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Licensing and access conditions are among the search criteria most requested
by users: licences gives the detailed list of licences used for LRTs in the catalogue.9
Themore coarse-grained facetConditions of use groups licences by the general types
of conditions they impose (e. g., “no commercial use”, “share-alike”), intended for
users with little knowledge of legal terms. Users are still advised to carefully read
the licence specified on the view page of each LRT for all terms and conditions.

The media types facet was introduced at a later stage when the number of mul-
timodal resources included in the catalogue increased. As for languages, this refers
to the media type of the contents of resources or the media type of the input/output
of tools, and can be used to quickly search not only for text-related applications and
resources, but also for audio, video and image ones.

The ELG catalogue includes both entries added by individuals and entries ag-
gregated from other catalogues.10 Thus, the facet source refers to the source of the
metadata record. It includes the name of the catalogue from which the record has
been imported or the value “ELG/ELE” for records originating in ELG or added by
the collaborating project European Language Equality (ELE)11 through processes
described in Chapter 6.

2.3 Viewing Metadata Records and Resources

By clicking the title of an entry on the catalogue page, users can view its full descrip-
tion. Figures 3 and 4 show the view page of a tool/service and a corpus respectively.
Specific view pages have been implemented for all LRT types published in ELG.
Their design takes into account user preferences and requirements, design and ac-
cessibility considerations and the ELGmetadata schema. They allow users to access
detailed information about an item, test it, if it is a service integrated in the platform,
and, finally, obtain and use it for their purposes.

Even though the types of information shown on the view pages differ for each
category, we apply a consistent visual look and feel for all of them. The information
on the view page of each item comes from the respective metadata record. Taking
into consideration the specificities and richness of the metadata schema, but also
user-friendliness, the information is layered along specific sections of the page. Thus,
view pages share a common layout that consists of a header, a right-hand sidebar, a
main content area and a bottom content region; the positioning of the elements on
the page and the formatting of the text is carefully thought through to draw users’
attention to the most important information.

The header shows the name and version of the resource, its resource type and op-
tionally important flags (e. g., to indicate that a certain service is deployed in ELG).

9 Chapter 6 discusses why this element was made mandatory.
10 See Chapters 4 and 6 for more information on the respective modes of population.
11 https://european-language-equality.eu

https://european-language-equality.eu
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Fig. 3 View page of an ELG-compatible service

At the top of the right-hand sidebar, the button “Claim” may appear for some of
the metadata records; these are records with minimal metadata that have been im-
ported through automatic harvesting and bulk collection procedures (see Chapter 6).
The claiming process enables interested users, i. e., the rightful owners of these LRTs,
to ask to curate and enrich them. The same area provides for all records information
on how they can be cited, according to data and software citation principles (Smith
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Fig. 4 View page of a corpus
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et al. 2016; Data Citation Synthesis Group 2014) and DataCite guidelines12. They
also have the option to share the URL link of the page by email or through social
media and export the metadata record as an XML file in the ELG-compliant schema.
Statistics of resource usage are shown both for the particular resource version and
for all versions (if there are multiple versions). Links to other versions of the same
resource are also displayed here.

In the content area, tabs split information into smaller views and enable users to
navigate to offered functionalities of the platform. The first tab provides an overview
of the main features of the entry that help users decide if the resource fits their needs.
In terms of layout it is similar across resource types, but the information types (meta-
data elements) differ. Compare, for instance, Figures 3 and 4 that show the overview
tab for a service and a corpus. The top shows a free text description for all record
types, followed by a section for classification information (keywords, domain, ser-
vice function, etc.) and an area for technical metadata, e. g., the media type(s) and
language(s) of a corpus, the input and output data formats for a service, etc. The
bottom section contains hyperlinks to useful documents, creation details, etc. and is
again specific to resource types.

Depending on the resource type, the “Download” or “Download/Run” tab presents
information related to the distribution of the resource, such as the licence under
which it can be accessed, a technical description of its content files (e. g., size and
format for data resources), and access to the resource itself – a direct download link
if the resource is uploaded into ELG (see Section 3.2), otherwise a redirect to the
resource on its provider’s site. Figure 5 shows the tab for a corpus hosted in ELG.

A third tab appears if the item is related to other items, e. g., a project with the
LRTs this project has funded, an organisation with the LRTs it has created and the
projects it is involved in.

Finally, ELG-compatible services have two more tabs that enable users to try out
the service (see Section 2.5) and inform them how to use it via the command line or
Python SDK (see Section 4).

2.4 Consumer’s Grid

Individuals can browse the catalogue, view detailed metadata cards and download
open access resources without any registration. To access restricted resources and
run ELG-compatible services, they must be registered with an ELG account and
also logged in. For registered users, ELG offers a dashboard (“grid”) for managing
and performing actions on catalogue items depending on their rights (see Chapter 2
for more information on user roles and rights). As for view pages, the grid follows
a similar layout which is customised for each user type.

The consumer’s grid (Figure 6) allows registered users to monitor their usage of
daily quotas, view details on downloads of LRTs they performed and of the services

12 https://datacite.org/cite-your-data.html

https://datacite.org/cite-your-data.html
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Fig. 5 Download tab for a corpus
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Fig. 6 Consumer’s grid (see Figure 4 in Chapter 4, p. 73, for the Provider’s grid)

they have deployed. Additional elements of the “My grid” section that are relevant
only to provider users are discussed in Chapter 4.

2.5 Try out UIs for Language Technology Services

One of the key benefits of having an LT service fully integrated in ELG is that users
have access to a “try out” UI from which they can test the service directly using their
web browser. ELG provides standard trial UIs13 covering all principal service types:

• Information Extraction (IE) & text analysis services take text input and produce
standoff annotations over that text.
In addition to this generic text analysis UI there is also a specific one for depen-
dency parsers that renders CoNLL-U style annotations as a tree structure.14

• Text-to-text services (most notablyMachine Translation, but also summarisation,
anonymisation, etc.) take text and return new text that is derived from the input.

• Text classification services take text input and classify it somehow (e. g., lan-
guage identification, “fake news” detection, etc.)

• Speech recognition services accept audio and return a text transcription.

13 Service providers whose tools do not fit one of the above UIs are free to provide their own.
14 https://universaldependencies.org/format.html

https://universaldependencies.org/format.html
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Fig. 7 An example “try out” UI for a named entity service

• Audio annotation services take audio and return standoff annotations over par-
ticular time segments of the audio stream.

• Text-to-speech services take text and return audio.
• Image OCR (optical character recognition) services take image data and return
text extracted from the image.

The trial UIs for services are available to any user who has logged in to the ELG
portal. The UI appears in the “Try out” tab when viewing a service in the catalogue;
Figure 7 shows an example for a simple service that only requires plain text. How-
ever, some services can be much more complex, requiring additional parameters or
providing snippets of sample data that users can test the service with – if a service
declares these kinds of items in its metadata record, then the try out UI will automat-
ically adapt, as shown in Figure 8. This service – also see Chapter 18 – declares two
optional parameters and offers a selection of samples in different languages.

The UIs have been designed to render all of the main service response types in a
user-friendly way, for example, annotations over text are shown as colour highlights
(Figure 9), translated text is displayed alongside the original, audio can be played
directly in the browser, etc.
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Fig. 8 A more complex “try out” UI for the Text2TCS service

Text to Terminological Concept System
Text2TCS
Version: 1.1.2 (15/09/2021)

Cite resource
Gromann, Dagmar (2021, September 15). Text to
Terminological Concept System. Version 1.1.2.
[Software (Tool/Service)]. Source: European
Language Grid. https://live.european-language-
grid.eu/catalogue/tool-service/8122 
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Fig. 9 Example result for the Text2TCS service showing rendered text annotations

3 Public REST APIs

The web user interfaces described above are built on top of a set of REST APIs, and
the sameAPIs can also be called directly by third parties, allowing ELG functionality
to be accessed programmatically and embedded into other tools. The current public
APIs break down into three principal groups: 1. accessing/using the catalogue (Sec-
tion 3.1), 2. accessing and downloading ELG-hosted data resources (Section 3.2),
3. calling ELG-hosted LT services (Section 3.3).

All APIs are HTTPS-based and use JSON as the primary data representation for-
mat. Where authentication is required, this is performed using OAuth2 access tokens
issued by the ELG user management layer (see Section 5).
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3.1 Accessing and Using the Catalogue

The ELG catalogue is a Python web application based on the Django REST Frame-
work.15 It offers a number of services as REST APIs, including the following ones
which are useful for consumers: 1. searching the catalogue, 2. authorising the down-
load of a resource or access of any resource or page, 3. retrieving the metadata de-
scription of a resource.

3.2 Downloading a Resource

ELG allows providers to upload and store the actual contents of their LRTs within
the platform (data files for corpora, source code for software, etc.), and the catalogue
offers an API to allow consumers to download this data subject to licensing terms.

LRT data is stored in a storage service compatible with the API of Amazon S3.
Access by consumers is mediated by a Storage Proxy.16 The proxy defers to a data
management module within the catalogue application (see Section 6) to determine,
based on authentication information provided by the user who attempts the down-
load, whether that user has the permission to download the requested resource. Fac-
tors considered in making a decision include whether the resource is open access to
all requesters (authenticated or not), if it requires authentication, or if the user must
explicitly accept the terms of the licence prior to download.

3.3 Language Technology Service Public API

One of the great strengths of ELG is its use of a single harmonised set of APIs for
all ELG-compatible LT services regardless of provider. This differs from other API
aggregator platforms such as RapidAPI17, where each service provider defines their
own API and the caller must adapt their code for each different service.

For each LT service the platform provides two endpoints at which the service
can be called, which implement synchronous and asynchronous modes of operation.
These endpoints are implemented in the LT Service Execution Server. The endpoint
URLs can be found in the service_info section of the metadata record JSON
structure returned by the catalogue API.

The synchronous mode simply consists of a single API call in which the caller
will POST the data to be processed and receive the results via the response to the
same request. The asynchronous mode accepts the same type of request but instead
of blocking the caller until the results are ready it returns a polling URL, which the

15 https://www.django-rest-framework.org
16 https://gitlab.com/european-language-grid/platform/s3proxy
17 https://rapidapi.com

https://www.django-rest-framework.org
https://gitlab.com/european-language-grid/platform/s3proxy
https://rapidapi.com
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caller must repeatedly poll for status updates. This requires more HTTP requests but
for long-running services (or those that take some time to scale up from idle) the
asynchronous mode is more resilient to connection failures or intermediary proxy
timeouts between the client and the ELG platform.

Any query parameters appended to the URL will be passed through to the service
and may affect its behaviour – each service declares the parameters that it supports
in its metadata. All available versions of a given service are exposed at the same
endpoint, the ?version=... parameter is used to select between them, with the
latest version used by default if no parameter is given.

The POST data must have an appropriate Content-Type header for the service
in question; services that take text (such as text analysis or MT services) expect
“text/plain”18, services that take audio (such as speech recognition) expect “audio/x-
wav” or “audio/mpeg”, and services that take images expect the “image/png”, “im-
age/jpeg”, etc. A few services expect their input to be “structured text” that has been
pre-segmented by the caller, for these the request must be presented in an ELG-
defined JSON format. The response will be in JSON, in one of a variety of formats
depending on the data type:

• Standoff annotations are represented in a style inspired by the format used by
Twitter, each type of annotation mapping to a JSON array of objects referenc-
ing the start and end locations of the annotation (characters for text, fractional
seconds for audio), and an optional set of features.

• Classifications of the whole input have their own format giving an ordered list
of classes, each with an optional score.

• New texts such as translations of text or transcriptions of audio are returned in a
structured format referred to as a “texts” response (note texts is plural). This is
described in more detail below.

• Audio responses such as text-to-speech are still represented in JSON. Short snip-
pets of audio can be returned inline in base 64 encoding, longer audio will typi-
cally be stored at a short-lived temporary URL for the caller to download via a
separate HTTPS request.

The full specification of these response types can be found in the ELG documen-
tation.19 The “texts” response type is the most complex one as it is able to encode a
nested tree structure of texts, where each node in the tree can be either a leaf node
containing a single string of content, or a branch node containing another level of
texts. The vast majority of services currently using this response format produce one
of the three basic forms shown in Listing 1: a single text, a flat list of segments or
alternatives, or a two-level list where each segment has a set of alternatives.

The property role is used to distinguish the cases. Not all services populate this
property but it is encouraged; conventionally a role of “sentence”, “paragraph” or
“segment” denotes segments of text that are all part of the same transcript or trans-
lation, and “alternative” denotes different translations or transcriptions of the same

18 UTF-8 encoding is the default but can be overridden by adding the charset=... parameter.
19 https://european-language-grid.readthedocs.io/en/stable/all/A3_API/LTPublicAPI.html

https://european-language-grid.readthedocs.io/en/stable/all/A3_API/LTPublicAPI.html
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1 // A single text
2 {
3 "response":{
4 "type":"texts",
5 "texts":[
6 {"content":"This is some text"}
7 ]
8 }
9 }
10

11 // A flat list of segments or alternatives
12 {
13 "response":{
14 "type":"texts",
15 "texts":[
16 {"content":"First sentence", "role":"sentence"},
17 {"content":"Second sentence", "role":"sentence"},
18 ]
19 }
20 }
21

22 // A two level list of segments that each have a number of alternatives
23 {
24 "response":{
25 "type":"texts",
26 "texts":[
27 {
28 "role":"sentence",
29 "texts":[
30 {"content":"Translation one", "role":"alternative"},
31 {"content":"First translation", "role":"alternative"}
32 ]
33 },
34 ...
35 ]
36 }
37 }

Listing 1 The three most common types of “texts” response

input segment. In the case of alternatives, each entry may also have a “score” repre-
senting the relative quality of the different options.

For errors (and also for warning messages), ELG, being a multilingual platform,
uses a format designed to be amenable to internationalisation (i18n). Each message
is represented as a JSON object with three properties “code”, “text” and “params”
(see Listing 2). The property “code” is the primary identifier for the error; there is
a list of standard message codes provided in the ELG documentation but providers
are free to create their own codes if the standard messages do not adequately cover
their needs. The property “text” is a string for the message text in English, and it
may include numbered placeholders {0}, {1}, etc. If the message has placeholders,
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1 {
2 "code":"elg.request.type.unsupported",
3 "text":"Request type {0} not supported by this service",
4 "params":["audio"]
5 }
Listing 2 An example “status message” object from the ELG API, designed to be easily translated
into many languages.

1 POST https://live.european -language -grid.eu/i18n/resolve?lang=fr
2 Content -Type: application/json
3

4 [
5 {
6 "code":"elg.request.type.unsupported",
7 "text":"Request type {0} not supported by this service",
8 "params":["audio"]
9 }
10 ]
11

12 // response
13 Content -Type: application/json
14

15 ["La demande du type audio n'est pas supportée par ce service"]
Listing 3 Resolving a status message to a translated string

the corresponding values are given in the “params” array (as a zero-based index, so
0 refers to the first item, 1 to the second, etc.). The error message may also include
an optional “detail” object providing more technical details about the error.

The standard ELG message codes have translations into a number of different
languages (twelve at the time of writing, with more in the pipeline), and ELG pro-
vides a special API endpoint that accepts an array of errors and an ISO 639 language
code, and returns an array of message strings in the requested language (if available)
with all placeholders filled in. If the requested message code is not available in that
language the endpoint falls back to English, and if the message code is not known
at all then the “text” fallback from the original error is used instead.

Listing 3 shows an example of calling the “resolver” API; the ?lang=... param-
eter specifies the desired language. If it is not provided then the resolver will respect
any Accept-Language HTTP header on the request.20 If no language is requested
by the parameter or the header then messages will be returned in English by default.

Some long running services will return more meaningful progress updates as they
work through their various stages of processing, and these updates will be passed
back to the caller if they use the asynchronous API mode – requests to the polling

20 For browser-based clients this will typically result in the messages being returned in the user’s
preferred browsing language.
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URL for a given job will return the latest progress update if the process is not yet
complete. These updates are represented as i18n message objects in the same way as
the errors and warnings described above, and they can be resolved to strings using
the same resolver API endpoint.

4 Python SDK for Users

ELGprovidesmanyAPIs to access the catalogue and search for specific resources, to
download corpora hosted in ELG, to call services or many other uses (see Section 3).
This provides ELG users with a lot of flexibility in the way they want to interact with
the platform, however, the basic APIs are rather low level. For example, the search
endpoint is paginated and returns only 20 results per call, which means that multiple
API calls are needed to obtain more than 20 results. Similarly, calling a service via
the public LT service API in the asynchronous mode requires multiple API calls to
be made at the correct times and in the correct sequence to perform what is, from
the user’s perspective, a single action.

In order to simplify interactions with the platform, we developed a Python SDK
that operates on top of the various ELG APIs and provides simple methods to easily
interact with ELG and consume the resources in Python. We chose Python as the
language for this first ELG SDK as it is probably the most widely-used programming
language within the LT community.

The SDK is included in the ELG Pypi package which can be installed using the
pip command familiar to any Python programmer. The basic SDK for consumer
use is installed using pip install elg. The SDK provides access to most ELG
functions through Python. It provides access to the cataloguewithmethods that allow
users to search the catalogue and look for corpora, services, and organisations. The
SDK enables users to call ELG-compatible services, and even to combine them using
a simple pipeline mechanism.

4.1 Browsing the Catalogue

The SDK enables access to the ELG catalogue. It uses the same filters as the
UI, i. e., we can filter for the type of resource or LT service, languages and licence;
free text search can also be used. Listing 4 shows how to search for an English
to French machine translation service. The SDK handles issues such as pagination
automatically and returns the result as a list of entities, where each entity is a Python
object that encapsulates the information about the respective ELG resource.
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1 from elg import Catalog
2

3 catalog = Catalog()
4

5 # Search and get the result as a list of Python objects
6 results = catalog.search(
7 resource = "Tool/Service", # "Corpus", "Lexical/Conceptual
8 # resource" or "Language
9 # description"
10 function = "Machine Translation", # only for "Tool/Service"
11 languages = ["en", "fr"], # string or list if multiple
12 # languages
13 )

Listing 4 Example code to use the ELG catalogue

4.2 Downloading a Resource

The Python SDK has a Corpus class that corresponds to a corpus or data set. It can
be initialised using the identifier of the resource. If the resource is stored in ELG,
it can be downloaded using the download method of the Corpus class. Listing 5
shows the most simple usage and parameters are available to choose the distribution
or specify the download location for example.

1 from elg import Corpus
2

3 corpus = Corpus.from_id(913) # initialise the Corpus using its ID
4 corpus.download() # download corpus method
Listing 5 Example code to download an ELG corpus

4.3 Obtaining an Access Token

Some functions are restricted to authorised users of ELG (see Section 5). For the
restricted APIs, an access token must be retrieved to identify the user behind the
API call. It is possible to obtain a short-lived valid access token through the UI but
this is not convenient for programmatic use.

To address this limitation, the Python SDK includes the Authentication class
that interacts directly with the ELGOpenID Connect authentication service to obtain
tokens, i. e., the access token to authenticate the API call and the refresh token which
is used to refresh the access token when it expires.
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1 from elg import Authentication
2

3 auth = Authentication.init()
4 # here the user is asked to authenticate in the browser
5

6 auth = Authentication.init(scope="offline_access")
7 # here we are requesting an ``offline'' token that remains valid until
8 # revoked, as opposed to the usual token that requires re-authentication
9 # after 6 hours
10

11 auth.to_json("tokens.json") # export the tokens to a json file
12

13 auth = Authentication.from_json("tokens.json")
14 # creation of an Authentication object from the tokens in the json file

Listing 6 Example of code to obtain, store, and retrieve authentication tokens

Listing 6 shows an example usage of the Authentication class. During the
process, the user has to authenticate using their browser and paste the resulting au-
thorisation code back to the Python program. Once the Authentication object is
initialised, it is possible to save the tokens in a json file and reuse them. Obtained
tokens are by default valid for only six hours. It is possible to get tokens that are
valid indefinitely by setting the scope parameter to offline_access.

4.4 Calling Language Technology Services

The Service class of the Python SDK corresponds to an ELG LT service, and can
be initialised using the identifier of the service. As users need to be authenticated to
use ELG services, a login step is necessary. Alternatively, it is possible to provide
an Authentication object or a json file containing the tokens during the initial-
isation of the service, which allows the login step to be skipped. Various ways of
authenticating during the service initialisation of a service are shown in Listing 7.

A service that is initialised in Python can be called easily (see Listing 8). The
Python SDK handles the creation of the input message, any necessary refreshing of
the access token, the communication with the REST API, etc.

When calling a service, the input request can be provided in various formats: a
plain text, a path to a text or an audio file, or a Request object.21 The result is a
Python object that corresponds to one of the response messages (see Section 3.3).

21 https://european-language-grid.readthedocs.io/en/stable/all/A1_PythonSDK/notebooks/Service
.html#Usage

https://european-language-grid.readthedocs.io/en/stable/all/A1_PythonSDK/notebooks/Service.html#Usage
https://european-language-grid.readthedocs.io/en/stable/all/A1_PythonSDK/notebooks/Service.html#Usage
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1 from elg import Service
2

3 lt = Service.from_id(474) # login step necessary (unless tokens
are cached) and the tokens will expire after 6 hours

4 lt = Service.from_id(474, scope="offline_access") # login step
necessary (unless tokens are cached) and the tokens will
never expire

5 lt = Service.from_id(474, auth_object=auth) # 'auth' is an
Authentication object. No login step and the expiration of
the tokens depends on the `auth` object

6 lt = Service.from_id(474, auth_file="tokens.json") # file
containing existing tokens. No login step and the expiration
of the tokens depends on the scope used to create them

Listing 7 Different ways of providing authentication during Service initialisation

1 from elg import Service
2

3 lt = Service.from_id(474) # initialise LT service using its ID
4 result = lt("Nikola Tesla did not live in Berlin.") # run service
5 print(result)
Listing 8 Example code for calling an ELG service

5 User Authentication

While general exploration and search in the ELG catalogue is open to all, various
other operations in ELG are restricted to certain users. For example, access to the LT
service public API (via the Python SDK, curl or the “try out” UIs) requires the caller
to be logged in so that the platform can enforce API call quotas to limit how much
data can be processed by each user per day, following the ELG licensing strategy
(see Section 6). Similarly, the submission of new resources and metadata records is
limited to users who are registered as providers; administrative tasks are restricted
to the technical ELG team.

Registering a regular user account is a simple self-service procedure. The regis-
tration form is available through the sign up/sign in icon in the top right corner of the
catalogue page. All registered users are assigned the consumer role by default. To
get provider status, users can submit a request through their profile page. All other
roles are assigned internally by the ELG administrators.

ELGusesKeycloak22, a usermanagement, authentication and authorisation server
based on the OAuth2 and OpenID Connect23 standards. Keycloak supports both in-
teractive authentication of users through the web UI, and programmatic access to
the REST APIs using JSON Web Tokens. Users sign in to Keycloak, then they (or

22 https://www.keycloak.org
23 https://openid.net/connect/

https://www.keycloak.org
https://openid.net/connect/
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the client tool they are using, such as the ELG Python SDK) can acquire an access
token, which is a cryptographically signed “permit” that encodes their identity and
permissions. API endpoints can verify the validity of the token by checking its sig-
nature, and then make access decisions based on the “claims” encoded in the token
without needing to check every request directly with the authentication server.

The adoption of OpenID Connect opens up the possibility for third party applica-
tions to allow their own users to authenticate using ELG accounts, in the same way
as many existing websites and applications support “sign in with Google” or “sign
in with Facebook”. The OpenID Connect specification allows this without compro-
mising the protection of users’ personal information. When a given user attempts to
“log in with ELG” to a particular third party application for the first time, Keycloak
requires the user to grant explicit consent before any of their data is shared with the
provider, and that consent can be revoked at any time. At the time of writing the first
proof of this concept is under development with one of the ELG pilot projects.

6 Licensing and Billing

ELG includes mechanisms that support the consumption of services and resources
that are available without any restrictions in terms of commercial aspects. It sup-
ports the download of resources under the condition that they are offered free of
charge with open access licences or with restrictive licences that require only user
authentication and, optionally, accepting the licensing terms. Technical safeguards
have been implemented to ensure that access to LRTs is granted in accordance with
the above terms, for example, access to LRTs distributed with restricted licences is
made available only to those users that fulfil the criteria specified in the licences.
With regard to LT services, only the “try out” functionality is available and only for
registered users. Each user has two independent daily quotas for the quantity of data
processed, one for plain text and the other for binary (audio or image) data, to reflect
the fact that binary formats generally require much more data than plain text.

In addition, we also designed and implemented the prototype of a billing module
that will enable ELG to offer resources and services distributed with commercial
licences. The module is based on the commercial platform Chargebee, which was
selected because it fulfilled our requirements: it ensures security and includes vari-
ous services, such as handling subscriptions, payments, pricing, taxes, emails, ensur-
ing customer satisfaction and conformance to all EU and national laws, and offers
several functionalities, such as checkout pages, self-service after the payment, can-
cellation, creating and managing subscription plans, subscription changes, etc. The
integration of the external billing module is based on the interaction between the
two platforms, ELG and Chargebee. Information about the pricing of a resource or
service is formally encoded in the metadata record in ELG; administrative and ex-
ecution costs may also be added and calculated on the ELG side. In the Chargebee
catalogue we maintain a set of all monetised products and plans, and their prices.
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The relationship between the ELG catalogue products and the Chargebee cata-
logue is not necessarily one-to-one; Chargebee can contain paid plans that allow the
use of multiple products from the ELG catalogue, or the download of multiple re-
sources. The relation between the two catalogues depends on the ELG business strat-
egy. All transactions, subscription changes, logs, billing information, subscription
data and similar information are stored on the Chargebee side, i. e., a database that
is external to ELG. Any information needed from Chargebee can be synchronised
through a webhook mechanism. For the ELG platform, this information includes the
identity of the user who has performed an action through a subscription plan and/or
a purchase, the action performed, the billing plan to which the user subscribed, etc.
Chargebee sends this information via HTTPS POST to the ELG back end so that it
can register changes in the ELG platform. The ELG back end monitors the user’s
quota usage and, taking into account the user’s subscription plans from the Charge-
bee platform, decides whether to allow or block a request for running a service. A
similar procedure is used for the download of a purchased resource.

7 Consumer-Related Functionalities in ELG and other Platforms

In this section we present platforms and catalogue-based systems that share features
with ELG, with a special focus on functionalities for consumers.

7.1 Catalogue and Repository Functionalities

With regard to the presentation and organisation of the contents of such a digital
catalogue of artefacts, the users of ELG can see all types of entities on the same
page or go through quick links from the top menu to the subset that interests them.
Offering such resource type-specific filtering functionalities is an approach adopted
by many catalogues, for example, Hugging Face24 has separate pages for models
and datasets, Papers with Code25 for datasets and benchmarks, some CLARIN cen-
tres distinguish between data resources and services (e. g., CLARIN-PL26, etc.), the
European AI on demand platform27 maintains separate catalogues for AI assets, or-
ganisations, projects and educational resources. This approach is particularly useful
for expert users with clear search objectives. In addition, distinguishing between
separate resource types allows for the selection of different metadata elements and
subgroupings of entries along the parameters most suitable to each type (e. g., group-
ing together services based on the tasks they perform or the degree of complexity

24 https://huggingface.co
25 https://paperswithcode.com
26 https://clarin-pl.eu
27 https://www.ai4europe.eu
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of use, and datasets based on modality or language). On the other hand, the one-
size-fits-all page has the benefit of allowing users to have an overview of resources
and activities using the same set of filters. ELG combines the two approaches by
providing quick links in the top menu and filters for the targeted pages.

With regard to search functionalities, free text search is the most popular one. In
some cases, an autocomplete function (e. g., Hugging Face) is used while advanced
queries are less used. Faceted search is also common, but in most cases with limited
facets (e. g., European AI on Demand platform, Hugging Face, etc.). Search with
programmatic modes through REST APIs is offered by many platforms on a limited
set of metadata elements in the same way that ELG does.

With regard to the functionalities offered for hosted data resources, direct down-
load of open access resources is common. A download link that can be used from
outside the platform (e. g., through a command line mode, or as a URL link) is pro-
vided in most cases. The deployment of integrated services on hosted resources is
a feature offered in only a few platforms (e. g., OpenMinTeD, clarin:el28). Machine
Learning platforms, like Hugging Face, can feed hosted datasets into applications,
but this is not among the objectives of the ELG platform.

7.2 Language Technology Service Execution

ELG’s LT service execution functionality has been designed and implemented from
scratch. Below, we compare this functionality with similar related infrastructures or
frameworks and highlight the similarities and differences in various aspects, e. g.,
interchange format, trial/visualisation UIs and support of workflows.

The DKPro29 family of tools and resources (Gurevych et al. 2007) consists of a
growing number of projects addressing different NLP tasks and aspects, such as
pre-processing, machine learning, and lexical resources. It offers a collection of
tools wrapped as UIMA components (Unstructured Information Management Ar-
chitecture)30, i. e., the components implement the interfaces and specifications of
the UIMA framework. AUIMA reader component should extend the ResourceCol-
lectionReaderBase class and also implement the getNext(CAS aJCas)method.
A processor must extend JCasAnnotator_ImplBase and, furthermore, implement
process(JCas aJCas) and awriter extends JCasFileWriter_ImplBase and im-
plements process(JCas aJCas). A UIMA reader loads data from a text file and
creates a Common Analysis System (CAS) object. A processor gets a CAS object,
runs the wrapped NLP tool and adds the results to the CAS object. A writer gets a
CAS object and serialises its content to a file in a specific format. UIMA is Java-
based but it can be used to wrap non-Java tools as well. UIMA allows to program-
matically define pipelines (workflows), i. e., chain a reader, various processors, a

28 https://inventory.clarin.gr
29 https://dkpro.github.io
30 https://uima.apache.org
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writer and run the pipeline locally; it does not run remote services as in the case of
ELG. The DKPro components are interoperable because they all follow the DKPro
typesystem31, which defines which annotations can be added to a CAS object, which
features an annotation can contain, how these are serialised etc. The typesystem is
actually an ontology for annotations, how they are organised etc. The ELG JSON
format does not follow a typesystem. Another difference with ELG is that a CAS
object is serialised (by default) in XML Metadata Interchange (XMI) format32, a
standard for exchanging metadata information via XML; other formats are also sup-
ported. If the results of a DKPro pipeline are exported in an appropriate format (e. g.,
XMI) they can be loaded, visualised and even edited with the annotation tool IN-
CEpTION33 (Klie et al. 2018), which is not possible in the ELG trial UIs.

GATE34 (Cunningham et al. 2013) is an open source toolkit capable of solving
numerous text processing problem. The GATE framework is written in Java and
similar to DKPro/UIMA. As with UIMA there are additional modules to support
integration with non-Java tools. It allows creating, either via a UI builder or progra-
matically, a pipeline of NLP tools for specific tasks. The completed pipeline can be
saved in the XML “recipe” format XGAPP, which can, in turn, be loaded into the
developer UI to process small numbers of documents and visualise the resulting an-
notations, run using a batch processing tool for larger scale processing, or packaged
as a service on either the ELG or GATE’s own GATE Cloud platform (see Chap-
ter 7, Section 4.2, 140 ff.). Each GATE processing component gets as input a GATE
Document which is enriched with annotations. Again, as in DKPro, GATE readers
and writers load the data and write the processing results. A GATE Document is by
default serialised to GATE XML, however, other formats are also supported. The
annotations that are added in GATE Document do not follow a specific typesystem
but follow some generic rules – each document has one or more sets of annotations,
each set can contain annotations of many types, each annotation can have zero or
more features, and while there is no enforced typesystem, all standard GATE com-
ponents share a set of informal conventions for the types and features they use. This
logic is very similar to the one adopted in ELG’s JSON-based format. Contrary to
ELG, the DKPro/UIMA and GATE tools are not dockerized (by default) and run as
command line tools locally. Furthermore, the ELG services always process raw text
while DKPro and UIMA components can also handle other formats such as PDF,
and documents that have already been partially annotated.

GATE Cloud35 (Tablan et al. 2013) is a platform very similar in spirit to ELG, but
specifically built around the requirements of GATE-based text analysis tools. It was
developed by the same team at the University of Sheffield that was responsible for
the initial design of the ELG LT service execution layer and thus shares many of the
same API design decisions. GATE Cloud offers a REST API accepting documents

31 http://dkpro.github.io/dkpro-core/releases/1.8.0/docs/typesystem-reference.html
32 https://www.omg.org/spec/XMI/2.5.1/About-XMI/
33 https://inception-project.github.io
34 https://gate.ac.uk
35 https://cloud.gate.ac.uk
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via HTTP post and returning annotations in the native JSON or XML formats of the
GATE framework. GATE Cloud services process only text (not audio or other media
types), but can accept formats such as XML, PDF (with machine-readable text) or
Word documents as well as plain text. As well as the single document API, GATE
Cloud also supports batch processing of larger amounts of data using on-demand
processing capacity from Amazon Web Services. GATE Cloud services are defined
as XGAPP “recipes” in the native GATE format, which are wrapped as Docker con-
tainers for the REST API or executed as-is by the batch processing engine. GATE
Cloud has recently added support for other types of APIs such as image OCR (a
service which has itself been integrated into the ELG platform).

The LAPPS Grid platform, as DKPro, is based on a typesystem, the LAPPSWeb
Service Exchange Vocabulary (Ide et al. 2016), “an ontology of terms for a core of
linguistic objects and features exchanged among NLP tools that consume and pro-
duce linguistically annotated data. It is intended to be used for module description
and input/output interchange to support service discovery, composition, and reuse
in the natural language processing domain.” In LAPPS Grid, as in ELG, tools are
wrapped as web services, packaged as Docker images and exchange JSONmessages.
However, LAPPS Grid also offers workflows by using Galaxy, a workflow manage-
ment system. Galaxy includes a visual editor for creating and parameterising work-
flows and an engine for executing these workflows. LAPPS Grid does not have a
catalogue and each service is described with a limited set of metadata elements that
are required for adding it to the Galaxy tool inventory. ELG was not designed to
offer workflows, i. e., it does not include a workflow editor or a workflow execution
engine. In addition, all services get as input raw text and they were not designed for
playing the role of components in a workflow. However, some pipelines can be cre-
ated by using external tools, e. g., the Python SDK and some code/adapters (Rehm et
al. 2020; Moreno-Schneider et al. 2022). For example, using the ELG Python SDK,
a Machine Translation service can be called, the result can extracted from the output
JSON message and fed to an ELG NER service.

The OpenMinTeD execution service (Labropoulou et al. 2018) is also built on
top of Galaxy. A large number of tools from the DKPro and GATE collections were
ingested to OpenMinTeD. Several tools from other providers were also added. All
tools were dockerized and are executed inside the container as command line tools,
i. e., not as web services. An OpenMinTeD workflow is executed by running a series
of Docker images (one after the other) in a cluster managed byMesos36, a framework
similar to Kubernetes37. The workflow itself is created using the Galaxy editor. In
OpenMinTeDno specific interchange format was enforced, the recommendationwas
to use the DKPro typesystem and XMI serialization. However, the GATE tools were
using GATE XML format and several others were using their own custom format
(e. g., based on JSON). In order to create a “mixed” workflow the creator had to com-
bine the respective components with corresponding format adapters. If the results of

36 https://mesos.apache.org
37 https://kubernetes.io
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the workflow were in XMI format, they could be visualised using WebAnno38, a
predecessor of INCEpTION.

The EuropeanAI onDemand platform39 covers the whole EuropeanAI landscape
rather than being restricted to LT or NLP. For example, computer vision is also in-
cluded. The services are gRPC-based (not REST-based as in ELG) and are packaged
as Docker images. The messages that they consume and produce are based on the
ProtoBuf serialisation format40 and no specific typesystem is used. The platform
does not offer an execution environment. However, the worfklows that are created
with the AI4EU Experiments editor41, an editor similar to the one offered by Galaxy,
are exported to a format that allows their execution in a Kubernetes cluster.

Hugging Face offers a large collection of Transformer-basedmodels for computer
vision, language processing, audio processing etc. Transformers are a specific type
of neural networks (Vaswani et al. 2017) that have revolutionised machine learning
since they achieve state of the art results in many tasks. Hugging Face allows training
of Transformer-based models via the AutoNLP API42, which is not free of charge.
While we have performed initial experiments, ELG does not offer integrated model
training. In Hugging Face, training as well model deployment is based on Amazon
SageMaker, which is built on top of Docker. Hugging Face users can call a model via
the trial UIs/widgets that are embedded in the respective page (as in ELG). For doing
the same in a programmatic way, Hugging Face offers an inference REST API along
with a Python client API43. Similar inference functionalities are offered through the
ELGRESTAPIs and the Python SDK. Upon request, Hugging Face also offers an in-
ference solution delivered as a container with the Transformer model for on-premise
usage.44 It can be used via a HTTPAPI (as in ELG). Finally, Hugging Face has devel-
oped a Python-based library (called “transformer”) that allows to download a model
and either fine-tune it in a specific task or use it for inference. Such functionality is
not offered by the ELG Python SDK.

8 Conclusions

The ELG platform has fully achieved all objectives it had set for serving consumers.
It allows consumers to browse through the whole ELG catalogue, already populated
with more than 13,000 metadata records, apply faceted filtering and exploration,
search for specific resources and services, download them (if hosted in ELG) and
try out more than 800 functional services, both basic processing NLP services and

38 https://webanno.github.io/webanno/
39 https://www.ai4europe.eu
40 https://developers.google.com/protocol-buffers
41 https://aiexp.ai4europe.eu
42 https://huggingface.co/autotrain
43 https://api-inference.HuggingFace.co/docs/python/html/quicktour.html
44 https://HuggingFace.co/infinity
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end-to-end applications. Users can also access the directory of LT-developing com-
panies and academic organisations, find organisations active in a specific LT area,
and initiate collaborations with them. The links between LRTs, organisations and
projects allows users to navigate between them and have an overview of the over-
all European LT landscape. Consumers can access all these functionalities through
user-friendly web user interfaces, or in programmatic ways, using the public REST
APIs and Python SDK.
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Abstract The ELG platform enables producers of language resources and language
technology tools and services to upload, describe, share, and distribute their services
and products as well as to describe their companies, academic organisations and
projects. This chapter presents the functionalities offered through web-based user
interfaces for describing LT resources or related entities with metadata and for man-
aging their publication. It gives a detailed description of the options that providers of
LT tools can exploit to integrate them into ELG as ready-to-deploy services and the
tools that ELG offers in their support during the preparation, upload and integration
phases. The tools and packaging recommendations for resources to be uploaded in
ELG are also presented. The chapter concludes with a discussion of functionalities
offered to providers by ELG and other related platforms.

1 Introduction

The European Language Grid platform (Rehm et al. 2021) offers various functional-
ities for providers of Language Resources and Technologies (LRTs) through which
they can share their assets with the Language Technology (LT) community and inter-
ested clients, customers or users of these technologies. The minimum requirement
is that they make them accessible (by uploading them to ELG or through another
website) and describe them with a metadata record that complies with the ELG spec-
ifications (see Chapter 2), where they specify the access location and licensing con-
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ditions under which they can be used. To take advantage of the advanced features
of ELG, providers can also integrate LT tools as ready-to-deploy services, following
the ELG specifications, or upload the resource itself, in which case it will be stored
and preserved according to the Data Management Plan (see Chapter 8) and made
readily available to LRT consumers. Furthermore, descriptions of organisations that
are active in the LT area can be added in order to promote their activities and prod-
ucts. Descriptions of projects that have been funded in the broader LT area can also
be included in the ELG catalogue. LRTs, organisations that have provided or created
them and projects that have contributed to their funding are linked together.

Detailed documentation is provided and a suite of helper tools have been devel-
oped aiming to make the contribution and integration of all entities briefly sketched
above as simple as possible, taking into account the technical expertise and prefer-
ences of users. In ELG, the provision and management of catalogue entries is sup-
ported through web user interfaces (UIs) and REST application programming inter-
faces (APIs). Section 2 describes the steps a provider must take to contribute entries
to the catalogue, and the tools provided by ELG to support this process. The ELG cat-
alogue intends to be a reliable source for resources that can be accessed and (re-)used
by commercial and non-commercial, research and public organisations as well as in-
dividuals. For this purpose, management and curation policies and processes for the
metadata, data and services included in ELG have been set up, albeit with variations
depending on the source and type of contribution. Only authorised and authenticated
individuals can add LRTs in ELG; the registration and assignment of the “provider”
user role is a simple process for all interested users (see Chapter 3). In addition, all
entries go through a formal publication life cycle (see Chapter 2). Before being pub-
lished in the catalogue, added metadata records are validated by the ELG core team
(Section 3). Section 4 looks into the requirements for the different types of resources
and entities in ELG, either integrated in ELG or available remotely and added to ELG
as metadata records only. Further technical specifications are set for LT services that
are intended to be deployed through the ELG cloud infrastructure, and for data re-
sources hosted in ELG. Before being published in ELG, these resources go through
a process that aims to ensure their technical validity and, for services, to set up the
required environment for their deployment. Section 5 presents similar platforms and
infrastructures and discusses the approach and tools they offer for providers of LRTs,
in analogy to the comparison made for the platform functionalities from the point of
view of consumers in Chapter 3.

2 Adding Resources to the ELG Platform

LRT providers come from a variety of backgrounds, some within Language Technol-
ogy fields such as NLP or Computational Linguistics, and others from neighbouring
fields such as Digital Humanities. Different providers have different levels of techni-
cal knowledge and familiarity with formal metadata descriptions, so ELG attempts
to offer an integrated environment suitable for both expert and non-expert users. The



4 Contributing to the European Language Grid as a Provider 69

functions exposed for registering and managing catalogue entries and their accompa-
nying data files are designed to be user-friendly while still offering advanced features
to users with the relevant skills.

All metadata records must comply with the ELG metadata schema (Labropoulou
et al. 2020). The schema offers a rich set ofmetadata elements for each type of LRT or
entity (organisation, project) to be added. Individual elements are either mandatory,
recommended or optional, depending on the record type. Providers can add entries
with only the mandatory elements, although they are also encouraged to add the
recommended ones. See Chapter 2 for more details.

2.1 Creating Metadata Records

Providers can add records in one of two ways: either by creating and uploading XML
files compliant to the ELG schema (Section 2.1.1), or by using the interactive editor
offered by ELG (Section 2.1.2). In practice many users will adopt a combination
of the two approaches, for example, a provider who wishes to submit many similar
records (such as MT services based on the same underlying engine but with models
for different language pairs) may create their first record using the editor, export it
as XML, and use this file as a template to generate the remaining records.

2.1.1 Creation and Upload of Metadata Files

This first option is probably more appealing to expert and technical users, especially
those that wish to register multiple related records or produce frequently updated
versions of LRTs registered in ELG. To facilitate the process of adding records, pre-
filled metadata templates and examples (with the mandatory and recommended ele-
ments) are available in the ELG GitLab repository1. As mentioned above, any exist-
ing metadata record can be exported from ELG as XML to be used as a template.

A REST endpoint for metadata validation of single files or zipped archives of
XML files is publicly available and offered for providers that want to validate their
metadata files and ensure they comply with the ELG schema before uploading them
to the platform.2 The XSD validator checks that all mandatory elements are filled in
and that filled-in values are consistent with the data type declared for the elements –
for example, if elements take values from controlled vocabularies or should follow
a specific pattern – and returns the results in JSON form.

Users can upload their metadata records through the provider’s grid (see Sec-
tion 2.3) as single files or in batch mode. The import step includes additional vali-
dation rules, which check the syntactic and, to a certain extent, semantic integrity of
the record. For example, checks are performed for metadata elements that depend

1 https://gitlab.com/european-language-grid/platform/ELG-SHARE-schema
2 https://live.european-language-grid.eu/catalogue/#/validate-xml

https://gitlab.com/european-language-grid/platform/ELG-SHARE-schema
https://live.european-language-grid.eu/catalogue/#/validate-xml
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on the presence or value of other elements (e. g., the element “multilinguality type”
which is mandatory for bilingual and multilingual resources), or for duplicate values
(e. g., the same “language” value used twice). Validation errors are reported to the
user for correction. If the file is valid, it is imported to the platform and the provider
can perform further edits with the editor or submit it for publication in accordance
with the publication life cycle (see Chapter 2).

2.1.2 Metadata Editor

The editor can be accessed through the provider’s grid (see Section 2.3). It supports
users in creating new metadata records, as well as editing and updating existing
ones. The editor includes themandatory and recommended fields of the ELG schema.
Chapter 2 provides a summary of all mandatory metadata elements.

The editor has been designed with non-expert users in mind, and intends to hide
the richness of the ELG schema. For this reason, we offer a full-fledged UI with
metadata elements grouped into semantically coherent sets and layered along hor-
izontal and vertical tabs, following the ELG conceptual structure. Different editor
forms with the same look and feel have been implemented for each resource or en-
tity type. Figure 1 shows the editor for tools/services; the horizontal tabs correspond
to the main classes of the schema – in this case, LRT, tool/service and distribution –
and the vertical tabs to categories of elements within that main section. The figure
shows the LRT horizontal tab, whose options include “identity” (identification meta-
data such as the resource name, long description, and name of the creator responsible
for the record), “categories” (classification elements such as keywords and subject
domain), and “documentation” (links to publications, user manuals, or other docu-
ments describing the resource).
CREATE A NEW SERVICE OR TOOL

Work in progress

ELG-compatible
service

LANGUAGE
RESOURCE/TECHNOLOGY

TOOL/SERVICE DISTRIBUTION DATA  Save draft  Save

LRT identifier
A string used to uniquely identify the language resource/technology

Description

LRT provider
The actor responsible for providing, curating, maintaining and making available (publishing) the language resource/technology

Source of metadata record
The entity (repository, catalogue, archive, etc.) from which the metadata record has been imported into the new catalogue

IDENTITY

CATEGORIES

CONTACT

DOCUMENTATION

RELATED LRΤS

The official name or title of the language resource/technology

Example service

select language

English

Fill in

An abbreviation, acronym, etc. used for the language resource/technology

Example

select language

English

This is an example of a metadata record for an ELG-compatible service.

Paragraph

select language

English

Recommended format: major_version.minor_version.patch (see semantic versioning guidelines at http://semver.org)

1.0.0

The date of the LRT version (latest update of the particular version if possible)

Select type and describe

Fill in

LRT name * language

LRT short name language

language

Version

Version date

Actor type

Go to catalogueMy grid My items My validations Feedback Administration

RELEASE 2

Ian R RobertsMy grid

Catalogue Documentation & Media About

Fig. 1 ELG metadata editor
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The editor guides the user to fill in at least all of the mandatory elements with
appropriate values. Help tips and examples are available for metadata elements, and
different editing controls are used for elements depending on their data type. For
instance, the elements of controlled vocabularies are shown using dropdown lists.
For vocabularies with many values (e. g., languages, service functions, etc.), we use
a combination of dropdown lists with suggested values as the user types in the text.

The combination of dropdown lists and dynamically suggesting values is also
applied to improve normalisation. For example, some elements such as keywords
allow free text entry, however as the user types, a popup suggests matching values
that have previously been used for the same element in other records, “nudging” the
user to choose identical values instead of slight variations. The same lookup mecha-
nism, of suggesting values from those already imported in the catalogue, is used for
reducing the chance for duplicates of related entities such as agents, projects, docu-
ments, licences, and other resources.3 For such entities, the ELG schema requires a
set of minimal information, a name/title, and, optionally, an identifier and metadata
elements that could uniquely distinguish it from similar entities (e. g., email for per-
sons, website for organisations, a URL with the text for licences, etc.). Thus, when
adding related entities through the editor, users type in a name/title, and are shown
matching entries (if any) to select from; if not, they are prompted to fill in the re-
quired elements mentioned above. The same set of metadata elements is also used
at the import of metadata records to uniquely identify the related entities.

Through the editor, providers have the option of saving incomplete metadata
records (“draft”), for which only the data type of the metadata elements is validated
(e. g., that they have entered a valid URL). When they decide to properly save the
metadata record, we validate the entry using the yup library4, implementing at least
the same rules used at the import of metadata files. In case of errors, messages de-
scribe the error and location where it occurred (see Figure 2); clicking on the error,
users are forwarded to its location.

2.2 Uploading and Managing Data Files

Data files, i. e., the physical files that contain the contents of a resource, must be
uploaded as a ZIP file. Section 4.2.2 presents recommendations for the packaging of
data resources, especially for those that can be split into subsets.

Providers can upload data files as a first step when they upload an XML file5, or
during the editing process with the editor. The editor includes a tab entitled “Data”
(Figure 3) through which users can manage the files (upload, replace and delete).

3 This is a well-known issue across catalogues; the adoption of unique persistent identifiers is rec-
ommended to resolve it, but not all entities are assigned such a unique identifier or it may not be
known to the provider that submits the metadata record.
4 https://github.com/jquense/yup
5 At the time of writing, the upload of data files during the batch import of XML metadata records
is not supported.

https://github.com/jquense/yup
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CREATE A NEW SERVICE OR TOOL

Correct the following errors in order to proceed

1. Language Resource/Technology > Identity > Description is required

2. Language Resource/Technology > Identity > Description language is required

Work in progress

ELG-compatible
service

LANGUAGE
RESOURCE/TECHNOLOGY

TOOL/SERVICE DISTRIBUTION DATA  Save

LRT identifier
A string used to uniquely identify the language resource/technology

Description

LRT provider
The actor responsible for providing, curating, maintaining and making available (publishing) the language resource/technology

Source of metadata record
The entity (repository, catalogue, archive, etc.) from which the metadata record has been imported into the new catalogue

LRT creator
The actor who created the language resource/technology

Funding project
The project that funded the creation, enrichment, extension, etc. of the language resource/technology

IDENTITY

CATEGORIES

CONTACT

DOCUMENTATION

RELATED LRΤS

The official name or title of the language resource/technology

Example service

select language

English

Fill in

An abbreviation, acronym, etc. used for the language resource/technology

Example

select language

English

Paragraph

select language

English

Recommended format: major_version.minor_version.patch (see semantic versioning guidelines at http://semver.org)

1.0.0

The date of the LRT version (latest update of the particular version if possible)

Select type and describe

Fill in

Select type and describe

The date when the language resource/technology became available to the public

The official title of the project

Upload an image file (e.g., JPG, PNG) or add the full URL for the LRT logo

Browse

 Save

The European Language Grid has received funding from the European Union’s Horizon 2020 research
and innovation programme under grant agreement № 825627 (ELG)

Technologies Resources Community Events Documentation About ELG Contact us

© 2022 ELG Consortium  Terms of Use

LRT name * language

LRT short name language

language

Version

Version date

Actor type

Actor type

Publication date

Project name

Logo

Go to catalogueMy grid My items My validations Feedback Administration

RELEASE 2

Ian R RobertsMy grid

Catalogue Documentation & Media About

Fig. 2 ELG metadata editor with error messages

A resourcemay be available in a range of distributable forms (“distributions”), for
example, in different file formats (e. g., as PDF, XML or TXT files). ELG supports
the upload of multiple data files for the same resource. For this reason, when users
upload more than one package of data files, they are prompted to associate each
package with the respective distribution (i. e., the one that includes the metadata that
describe the size and format of the particular set of files). This action is performed
by selecting the specific package on the “distribution” tab.

2.3 Managing Catalogue Entries

The ELG platform presents users that have the “provider” role set with a “grid” (dash-
board), through which they can access and manage the catalogue items they have
created, as well as create new items (Figure 4). Since every provider is by definition
CREATE A NEW CORPUS

Work in progressLANGUAGE
RESOURCE/TECHNOLOGY

CORPUS PART DISTRIBUTION DATA  Save draft  Save

Name Upload date Assigned to distribution Actions

AM-News.zip 13 April 2022 No

*In order to delete a dataset you should first unlink it from the corresponding distribution and save your record.

DATA
Upload data

 Save draft  Save

The European Language Grid has received funding from the European Union’s Horizon 2020 research
and innovation programme under grant agreement № 825627 (ELG)

Technologies Resources Community Events Documentation About ELG Contact us

© 2022 ELG Consortium  Terms of Use

Go to catalogueMy grid My items My validations Feedback Administration

RELEASE 2

Ian R RobertsMy grid

Catalogue Documentation & Media About

Fig. 3 ELG metadata editor – “data” tab for uploading data files
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Fig. 4 Provider’s grid (see Figure 6 in Chapter 3, p. 48, for the Consumer’s grid)

also a consumer, the provider’s dashboard is an extension of the consumer’s dash-
board shown in Chapter 3, adding a counter of the number of records this user has
created and links to the editor, XML upload, and XML validator tools.

Users can manage the metadata records they have created through a dedicated
page (“My items”, Figure 5), and, in accordance with their user rights and the pub-
lication status of the record, perform the following actions: edit a metadata record,
submit it for publication, create a new version of a published record, copy a metadata
record (in order to use it as a model and create a similar record), delete a metadata
record that has not yet been published, and request the unpublication of one of their
records.6 The “My items” page is a focused version of the catalogue, this time fil-
tering records according to each user’s role. This page also implements browse and
search functionalities like the main catalogue page.

6 Records cannot be completely deleted after publication except in exceptional circumstances, and
then only by request to the ELG administrators.
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Fig. 5 “My items” page

3 Validating and Publishing Metadata Records

Metadata records added by individuals7 enter a validation process, as specified in the
ELGpublication life cycle (see Chapter 2), before they are published in the catalogue:
we perform technical/metadata and legal validation for ELG-compatible services and
resources with uploaded data files, and validation at the metadata level only for all
other metadata records. ELG-compatible services also go through a set of actions
required for the registration of the service in the ELG platform (see Section 4.1.8).

Validators have access to the metadata records that have been assigned to them
through the “validator’s grid”, and more specifically the “My validations” page (Fig-
ure 6). The validation form includes fields in which the validator can add internal
comments (visible only to the other validators), and in the case of rejected records,
a field for noting the reasons and suggested changes that are communicated to the
provider for corrections. Providers can go through the changes and resubmit the
record, which initiates a new round of validation, until final approval. When the
metadata record has been approved by the responsible validator or validators, it is
automatically made visible in the public catalogue.

4 Entity-Type Specific Requirements

There are several technical requirements that need to be met for LT services (Sec-
tion 4.1) or resources (Section 4.2) to be deployed through or hosted in ELG success-
fully. We also present the requirements for metadata-only resources (Section 4.3).

7 For harvesting and batch import functionalities from other catalogues, see Chapter 6.
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Fig. 6 “My validations” page

4.1 ELG-compatible Services

A service is ELG-compatible if it is packaged in a Docker image and follows the
ELG LT internal API, i. e., the service consumes and produces messages in the ELG-
specified format, as defined in Section 4.1.1 below. When a provider adds a tool or
service to ELG either using XML metadata upload or through the metadata editor,
they are asked if the service will actually be integrated in ELG, so that conformance
to our specifications can be monitored.
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4.1.1 Internal LT API Specification

The ELG internal LT API is closely related to the public API described in Chapter 3.
The public API is a simplified derivative of the internal API. While both the internal
and public APIs make use of the same JSON messages for input and output, the
internal API is designed strictly around a single HTTP request-response transaction
for each processing task, rather than the multi-step asynchronous mode supported
by the public API.

For the internal API, services that accept text receive their requests as JSON,
while services that process binary audio or image data receive a MIME “multipart/-
form-data” request with the metadata in JSON and the binary data as the relevant
audio or imageMIME type. The endpoint must return the appropriate JSON response
message depending on its function (standoff “annotations”, classifications, audio, or
new “texts” – which could be a single text, a series of sentences, a list of alternative
translations, etc.). Examples include:

• Information extraction (IE) services for text accept a “text” request and return an
“annotations” response; i. e., annotations whose position is described in terms of
zero-based character offsets. Such services include tokenisers, sentence splitters,
sentiment analysers, named entity recognisers, dependency parsers, etc.

• Text classification services accept a “text” request and return a “classification”
response with the classes that have been assigned to the whole input text by the
service. Examples are language identifiers, text-level sentiment classifiers etc.

• Machine translation services receive a “text” request and generate a new text or
list of alternatives returned in a “texts” message. Services such as summarisation
would use a similar format.

• Information extraction services from speech take “audio” requests and return
the same standoff annotations as IE-from-text, but in this case the annotations
are time segments in the audio stream, e. g., keyword spotting for audio files.

• Speech recognition services take “audio” requests and return a text transcription
or a choice of n-best transcriptions, encoded as a “texts” message.

• Text-to-speech services take “text”messages and return “audio”messages, which
can either include the returned audio inline as base64-encoded data, or as a URL
reference to audio which has been uploaded to the temporary storage helper ser-
vice (see Section 4.1.2).

• Optical character recognition services take “image” requests and return the ex-
tracted text as a “texts” response.

• Image classification services take “image” requests and return “classification”
responses.

The formats of the input and output messages are generic and can be easily reused
for integrating new types or classes of services. For example, Speech-to-Text ser-
vices, such as a speech summariser that would consume an “audio” request and re-
turn a “texts” response in the same way as a pure speech recogniser, can easily be
added. Other examples can be found in Chapter 7.
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Detailed, up-to-date guidance on the process of integrating an LT service and
selecting the most appropriate integration option can be found in the ELG documen-
tation8; more information is provided in Section 4.1.3.

As described in Chapter 3, error, warning and progress report messages are rep-
resented as structured objects with a message code, representing a message that can
be localised into many languages. The ELG team provides a set of standard message
codes for common messages, and maintains their translations, but service providers
who use their own custom messages are welcome to contribute their own localisa-
tions for integration into the public message resolver by contacting the ELG team.

Services that take a long time to process data have the option of returning a se-
ries of “progress” messages prior to generating the final response using the standard
HTTP “server-sent events” format.9

4.1.2 Helper Services

ELG provides certain helper services that can be called at fixed URLs by LT ser-
vice containers if they run within the platform. Notably, ELG provides a temporary
storage helper which LT services can use in order to return data that does not natu-
rally map on to the standard JSON-based response formats. This helper allows an
LT service to store arbitrary blobs of binary data on a short-term basis (for any time
from ten seconds up to 24 hours), and receive a randomly generated URL that can be
included in the response JSON, and which the caller can retrieve up until its expiry
time. Typical uses for this service include text-to-speech services that need to return
larger chunks of audio data, or services that visualise structures such as parse trees
in a binary image format. This is discussed further in the context of the Text2TCS
service in Chapter 7, Section 5.1, p. 144 ff.

4.1.3 Integration Requirements and Options

The requirements for integrating an LT tool or service into ELG are as follows.

Expose an ELG-compatible endpoint: The provider needs to make sure that the
LT tool or service to be integrated into ELG exposes an HTTP endpoint, i. e.,
either such an endpoint already exists or it needs to be implemented. The cor-
responding endpoint application must consume HTTP requests that follow the
ELG JSON format, call the included or underlying LT tool and produce responses
again in the ELG JSON format as specified in the the ELG LT internal API (Sec-
tion 4.1.1). Developers working in Python or Java, Groovy, Kotlin, or other JVM-
based languages, can make use of helper libraries provided by the ELG team to
handle much of the boilerplate code for creating the HTTP listener, parsing and

8 https://european-language-grid.readthedocs.io/en/stable/all/3_Contributing/Service.html
9 https://html.spec.whatwg.org/multipage/server-sent-events.html#server-sent-events

https://european-language-grid.readthedocs.io/en/stable/all/3_Contributing/Service.html
https://html.spec.whatwg.org/multipage/server-sent-events.html#server-sent-events
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Fig. 7 Integration options

producing the JSON messages, etc., so that the provider can concentrate on their
own business logic (see Sections 4.1.6 and 4.1.5 for more details).

Provide the application in the form of a Docker image: Thewhole application
must be packaged as a container image using Docker or similar tools, and up-
loaded to a Docker registry, such as GitLab10, DockerHub11 or Azure Container
Registry12. More than one image might be needed for one service, depending on
how the service is made available. From the three options described in Fig. 7,
providers can pick the one that best fits their needs.

• LT tool packaged in one standalone image:One image is created that contains
the application that exposes the ELG-compatible endpoint and the actual LT
tool. This is themost common approachwhenwrapping tools that are callable
as libraries from custom code, such as Python machine learning models.

• LT tool running remotely outside the ELG infrastructure: In this case, one
proxy image is created that exposes one (ormore) ELG-compatible endpoints;
the proxy container communicates with the actual LT service that runs outside
the ELG infrastructure.

• LT tool requiring an adapter: This is a compromise between the standalone
and remote approaches. A tool that is available as a Docker image but whose
API is not natively ELG-compatible can be run alongside a separate ELG-
compatible adapter image as a single pod in the ELG infrastructure. The
adapter receives ELGAPI requests, communicates with the tool’s native API
in the pod, and translates the responses back to ELG format.

10 https://gitlab.com
11 https://hub.docker.com
12 https://azure.microsoft.com/en-us/services/container-registry/

https://gitlab.com
https://hub.docker.com
https://azure.microsoft.com/en-us/services/container-registry/
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1 # Base image.
2 FROM openjdk:8-jdk-alpine
3

4 # SET TARGET DIRECTORY
5 ENV TARGETDIR /elg/
6 # This is required for wait.sh
7 RUN apk update && apk add bash
8

9 # Install tini and create unprivileged user
10 RUN apk add --no-cache tini && \
11 addgroup --gid 1001 "elg" && \
12 adduser --disabled -password --gecos "ELG User ,,," \
13 --home /elg --ingroup elg --no-create -home --uid 1001 elg
14

15 # Create target directory
16 RUN install -d -o elg -g elg $TARGETDIR
17 # Copy everything to target directory
18 COPY --chown=elg:elg dockerCmd ${TARGETDIR}dockerCmd
19 # Copy/Rename server app jar.
20 ADD --chown=elg:elg /elg-ilsp-lt-services -rest-simple -0.0.1-

SNAPSHOT -exec.jar ${TARGETDIR}dockerCmd/app.jar
21

22 # Set working directory
23 USER elg:elg
24 WORKDIR ${TARGETDIR}dockerCmd
25

26 # Make sure script can be executed
27 RUN chmod +rx ./wait.sh
28

29 # The command that is run when the container starts
30 ENTRYPOINT ["sh", "runInContainer.sh"]

Listing 1 Example of a dockerfile for an integrated ELG LT service

4.1.4 Creation of Docker Images

The Docker image of an application contains the code of the tool and all dependen-
cies required to run it, e. g., the operating system, frameworks, settings, configuration
files and libraries etc. Containers are instantiations of images and can be thought of
as lightweight virtual machines.

The process of packaging a service as a Docker image involves creating a dock-
erfile that describes the build process, running that build, and pushing, i. e., copying
the resulting image to a Docker registry that is accessible to the ELG infrastructure.
An example dockerfile is shown in Listing 1. The most important parts are:

• Line 2 states that an image containing a lightweight Linux-based operating sys-
tem that includes Java programming language will be used as the base.

• Line 20 adds the Java-based application (.jar file) that exposes an ELG-compliant
LT service to the image (see Section 4.1.5 for more details).
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1 # Login to Gitlab container registry
2 $ docker login registry.gitlab.com
3

4 # Build the image and tag it with the name registry.gitlab.com/
ilsp-nlpli -elg/elg-ilsp-lt-services and a version number

5 $ docker build -t registry.gitlab.com/ilsp-nlpli -elg/elg-ilsp-lt-
services:1.0.0 .

6

7 # Push the image to the container registry
8 $ docker push registry.gitlab.com/ilsp-nlpli -elg/elg-ilsp-lt-

services:1.0.0
Listing 2 Example sequence of commands to build and push a Docker image to a registry

• Line 30 specifies the script (.sh) that is run when a container is created from this
image; this script starts the Java application.

A simple and robust way to build and store the image of a service in a registry
is to put the service code into a source code repository such as GitHub13 or GitLab,
and then to use the repository’s continuous integration (CI) mechanism. There are
various examples of services built like this, i. e., using GitLab CI, in the ELGGitLab
space.14 Gitlab CI is triggered immediately after a commit on the repository or on
demand and runs the build process specified in .gitlab-ci.yml.

An image can also be built and stored by running a set of commands locally. This
option is helpful because CI services are often restricted, e. g., Gitlab has monthly
quotas. In this case, users must first download the source code to a local folder (in-
cluding the dockerfile), and then run a sequence of commands similar to Listing 2.

Some languages and build systems provide alternatives for building Docker im-
ages that do not require developers to write their own dockerfile, or to use Docker
at all. For example, Java services based on the Micronaut15 helper described below
can use the Micronaut built-in dockerPush or dockerPushNative gradle tasks to
build and push an image in one step using an automatically generated dockerfile, or
Google Jib16, which is designed specifically around the needs of Java applications
and produces intelligently layered images that make more efficient use of space in
the container registry. Additional files such as models can also be included.

To be deployed in ELG, a Docker image must meet the following requirements:

• It must be built for the amd64 architecture (also known as x86_64); multi-
architecture images may be appreciated by users who want to run the service
on their own hardware, but ELG itself runs on amd64.

• It must be compatible with the Broadwell micro-architecture, which supports
SSE4.2, AVX and AVX2 but not AVX512 instructions.

13 https://github.com
14 https://gitlab.com/european-language-grid
15 https://micronaut.io
16 https://github.com/GoogleContainerTools/jib

https://github.com
https://gitlab.com/european-language-grid
https://micronaut.io
https://github.com/GoogleContainerTools/jib
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• The container must run in at most 6GB of RAM, but the smaller its foot-
print the better. By default, containers are limited to 512MB RAM; if the con-
tainer requires more memory, this must be specified in the metadata record (us-
ing additionalHWRequirements). Services requiring more than 6GB are ap-
proved only in exceptional cases.

• It must be tagged with an explicit version number such as :1.0.0, not the im-
plicit :latest tag which typically changes over time.

• The network socket on which the container listens for HTTP requests must bind
to all the container’s IP addresses (typically by using 0.0.0.0). Some HTTP
libraries only listen on the local loopback 127.0.0.1 by default, which will not
be sufficient in ELG.

• Ideally the container should run without needing outgoing network connections
to locations outside the hosting cluster. In particular, any model files must be
cached within the image at build time, not downloaded at runtime from a repos-
itory such as Hugging Face. If outgoing network access is required, the target
IP address ranges must be specified.

It is recommended for the service to only start listening once it is fully initialised
and ready to start handling requests. If this is not possible (e. g., if the code re-
quires some asynchronous initialisation process and the library used opens its sock-
ets before that process is complete), then a separate “readiness” endpoint should
also be provided at a separate URL path from the main service endpoint (typically
/elg-ready) that returns the response code 503 (“service unavailable”) if the ser-
vice is not yet initialised, and 200 or 204 once it is ready to handle requests.

Sections 4.1.5 and 4.1.6 present Java- and Python-based libraries for easily cre-
ating an application that offers an ELG-compatible service. Some of these include
utilities for creating the Docker image in which the service will be packaged.

4.1.5 Helper Libraries for Java

For LT service developers working in Java or other Java Virtual Machine (JVM) lan-
guages such as Groovy17 or Kotlin18, ELG provides helper libraries for two popular
frameworks, Spring Boot19 and Micronaut20. The programming style is similar in
both cases, though Micronaut is better optimised towards creating smaller, lighter
images with faster startup times, so if the service implementation does not already
have a dependency on Spring, Micronaut is the recommended option. Both libraries
depend on a common bindings library21 of Java model classes that represent the
various JSON message structures in a more Java-native way.

17 https://groovy-lang.org
18 https://kotlinlang.org
19 https://spring.io/projects/spring-boot
20 https://micronaut.io
21 https://javadoc.io/doc/eu.european-language-grid/elg-java-bindings

https://groovy-lang.org
https://kotlinlang.org
https://spring.io/projects/spring-boot
https://micronaut.io
https://javadoc.io/doc/eu.european-language-grid/elg-java-bindings
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An ELG-compatible LT service can be built in three steps22 using Micronaut:

1. Create a blank Micronaut application using the Micronaut Launch tool.23
2. Add the ELGhelper as a dependency, which is published to the central repository

– for Gradle this means
implementation("eu.european -language -grid:lt-service -

micronaut:1.0.0")

3. Create a controller that extends LTService (for services that process text-based
requests) or BinaryLTService (for services that process requests with binary
content) and implement the relevant handle or handleSync method.

The process24 is similar for Spring Boot:

1. Create a blank Spring Boot application using the “Spring Initializr”25 – addi-
tional dependencies are not needed, unless the specific code requires them.

2. Add the ELGhelper as a dependency, which is published to the central repository
– for Gradle this means
implementation("eu.european -language -grid:elg-spring -boot-

starter:1.0.0")

3. Create one or more beans annotated @ElgHandler, with one or more public
methods annotated @ElgMessageHandler. Each method should take an ELG
request type such as TextRequest as a parameter (and for binary requests a
second parameter of type Flux<DataBuffer> for the actual data) and return
an ELG response type such as AnnotationsResponse or a reactive streams
Publisher producing that type.

In both cases, Micronaut and Spring Boot, developers must add their code in the
appropriate places to call the actual LT tool and build a response based on the tool’s
results, using the model classes, e. g., an AnnotationsResponse object in the case
that the results are standoff annotations. Once the objects are created, the frameworks
and libraries are able to automatically serialise them into ELG-compliant JSON re-
sponse messages. Similarly, the frameworks automatically translate the received in-
put JSON messages to objects that can be easily handled by the developer, e. g., in
the Spring Boot case a “text” JSON request is deserialised to a TextRequest object.

4.1.6 Helper Tools for Python

Similar to Java, the ELG team provides helper tools to create an ELG-compatible
service from a Python-based LT service. The helper tools are included in the ELG
Pypi package presented in Chapter 3. The package provides two Python classes that

22 https://gitlab.com/european-language-grid/platform/lt-service-micronaut
23 https://micronaut.io/launch
24 https://gitlab.com/european-language-grid/platform/elg-spring-boot-starter
25 https://start.spring.io

https://gitlab.com/european-language-grid/platform/lt-service-micronaut
https://micronaut.io/launch
https://gitlab.com/european-language-grid/platform/elg-spring-boot-starter
https://start.spring.io
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1 from elg import FlaskService
2 from elg.model import TextRequest , AnnotationsResponse
3 import langdetect
4

5 class ELGService(FlaskService):
6 def process_text(self, request: TextRequest):
7 langs = langdetect.detect_langs(request.content)
8 ld = {}
9 for l in langs:
10 ld[l.lang] = l.prob
11 return AnnotationsResponse(features=ld)
12

13 service = ELGService("LangDetection")
14 app = service.app

Listing 3 Example ELG service created using the FlaskService class of the ELG Python package

can be extended to create a simple HTTP server that exposes an ELG-compatible
endpoint of the LT tool. The ELG Python package also comes with a command-line
interface (CLI) that helps with the creation of the Docker image.

For the ELG-compatible endpoint, the developer creates a Python class extending
either FlaskService or QuartService as a base class, and must implement one of
the four following handler methods: process_text, process_structured_text,
process_audio or process_image, depending on the required input type for the
LT service. This method will contain the code of the LT tool, it takes as input an ELG
request object of the relevant type and should return a valid ELG response object. As
a simple example, Listing 3 shows an LT tool that detects the language of the input
text. The ELGService class inherits from the FlaskService class, which already
contains all the code needed to create the server. This allows the developer to focus
on the LT tool by only having to define the handler method. The FlaskService
and QuartService classes work the same way; the first is based on Flask26, which
is more suited to CPU-bound synchronous code, the second uses the asyncio-based
Quart framework27, which is better for I/O bound code – QuartService is the only
supported option if the handler method uses async/await28. Both base classes sup-
port the progress reporting mechanism and correctly handle exceptions raised by the
tool, mapping them to ELG-compliant failure responses.

After having defined the HTTP server compatible with the ELG LT internal API
using the FlaskService or QuartService class, the next step is to create the
Docker image. The ELG CLI that comes with the Python package contains the elg
docker create command to help during this step. The command automatically
generates the dockerfile based on the arguments. Listing 4 shows an example for the
language detection service presented in Listing 3. All the available options of the

26 https://flask.palletsprojects.com/en/2.0.x/
27 https://pgjones.gitlab.io/quart/
28 https://www.european-language-grid.eu/2021/10/04/choose-the-right-tool-to-create-your-elg-
service-in-python/

https://flask.palletsprojects.com/en/2.0.x/
https://pgjones.gitlab.io/quart/
https://www.european-language-grid.eu/2021/10/04/choose-the-right-tool-to-create-your-elg-service-in-python/
https://www.european-language-grid.eu/2021/10/04/choose-the-right-tool-to-create-your-elg-service-in-python/
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elg docker create -n ELGService -p elg_service.py -r langdetect
Listing 4 CLI command to generate the dockerfile automatically

command are accessible with elg docker create --help. Once the dockerfile
is generated, the creation and the publication of the Docker image follows the same
process as described in Section 4.1.4.

The ELG documentation includes a complete tutorial on how to create an ELG-
compatible service using the Python package.29 With these helper tools, we seek to
facilitate as much as possible the creation of an ELG-compatible service from an
LT tool implemented in Python. Using the Python helper ensures that the resulting
service follows best practice in terms of error handling, request parsing, etc. and
the construction of the dockerfile. This makes the services deployed in the ELG
infrastructure efficient and secure.

4.1.7 Metadata Requirements

In addition to the metadata requirements for tools and services (see Chapter 2), the
metadata records of ELG-compatible services must also include a set of technical
metadata that are necessary for their deployment in the platform:

• dockerDownloadLocation: location of the image with the LT service;
• serviceAdapterDownloadLocation: location of the adapter image (if any);
• executionLocation: REST endpoint at which the LT tool is exposed within
the Docker image (http://localhost:{port}{/path});

• additionalHWRequirements: can be used to specify hardware requirements
for this tool beyond the default limits of 512MB RAM and one CPU core;

• We also recommend providing sample data on which the service produces sen-
sible results. Sample data help speed up the validation process, and can be used
through the trial UIs and the “Code samples” tab by consumers who want to
test the service. Providers can upload a file with samples, add a URL where the
samples are located, or simply add the data in a dedicated free text element.

Figure 8 shows the mandatory elements replicating the editor (with sections hori-
zontally and tabs vertically); elements marked with an asterisk are mandatory, given
certain conditions, or required depending on the presence of another value or ele-
ment.

29 https://european-language-grid.readthedocs.io/en/stable/all/A1_PythonSDK/TutoServiceIntegr
ation.html

https://european-language-grid.readthedocs.io/en/stable/all/A1_PythonSDK/TutoServiceIntegration.html
https://european-language-grid.readthedocs.io/en/stable/all/A1_PythonSDK/TutoServiceIntegration.html
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Fig. 8 Mandatory metadata for an ELG-compatible service

4.1.8 Technical Validation and Registration of ELG-Compatible Services

When LT providers have completed the packaging of their service, they can add it
to ELG by supplying a metadata record via either the XML upload or editor mech-
anisms described in Section 2.1, specifying that it is an “ELG-compatible service”
when prompted. Submitting the record initiates the validation process, which is per-
formed internally by the ELG team.

The validation starts with the service registration process: The metadata or tech-
nical validator inspects the metadata record (accessed through the validator’s grid)
and deploys the service in the ELG Kubernetes cluster by creating the respective
entries in the Helm charts that control the cluster. After that, the validator registers
the service using a registration form (Figure 9), which specifies:

• Kubernetes-specific endpoint to be used by the LT execution server when calling
the service, derived from the executionLocation metadata element value.

• ID of the trial UI to be used for rendering the processing results.
• Type of service (e. g., Speech Recognition, Text-to-Speech, Text Classification,
etc.), which determines the appearance of the “Code samples” tab.

• Accessor ID that is used to form the public API endpoint URLs at which the
service can be called. If the service was created as a new version of an existing
service then it will share the same accessor ID as the service it replaces, but other
than this, two distinct services must have different accessor IDs.
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Fig. 9 Registration form for ELG-compatible LT services

When the registration is completed, the service is visible only to the validator and
the provider. The technical validator and the provider check that the service behaves
as expected using test input, and that the results it returns can be rendered adequately
by the assigned trial UI – this is where good sample data is particularly useful. When
required, the validator may communicate with the provider to recommend changes in
the technical implementation of the service or metadata. When the service is finally
running as it should the technical validator approves it; it will be published once it
also receives approval from the legal validator (see Chapter 2 for more information
on the ELG publication life cycle).

4.1.9 Custom Try Out Interface

The ELG-provided trial UIs30 have been designed to support common service types
in a generic way, but there may be specific services for which the standard UIs either
do not work or do not represent the results in a particularly intuitive way. If this is the
case, it is possible to supply an alternative trial UI that better suits the service to be

30 https://gitlab.com/european-language-grid/usfd/gui-ie

https://gitlab.com/european-language-grid/usfd/gui-ie
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1 // set up message listener
2 window.addEventListener('message', (e) => {
3 if(e.origin ===
4 'https://live.european -language -grid.eu') {
5 const serviceInfo = JSON.parse(e.data);
6 // configure UI here - store ServiceUrl and Authorization, fetch
7 // parameter metadata from ApiRecordUrl, etc.
8 }
9 });
10

11 // request configuration from the parent frame
12 setTimeout(() => {
13 // the content of the message is unimportant, any message will trigger
14 // the configuration reply.
15 window.parent.postMessage("GUI:Ready for config",
16 "https://live.european -language -grid.eu");
17 }, 500);

Listing 5 Typical JavaScript setup code for a trial UI

added. The standard UIs are open source under the Apache Licence31, and providers
are free to use this code as a basis for their own UI.

A trial UI is a single-page HTML/JavaScript application which is loaded into an
<iframe> by the catalogue page when the user views an ELG-compatible service.
Trial UIs run entirely in the browser and must not send user data to anywhere other
than the ELG service endpoint and the i18nmessage resolver service. The JavaScript
inter-frame messaging mechanism is used to supply the UI with the data it needs to
configure itself for use with this particular service – when the UI <iframe> loads
it must register a message listener that expects to receive message data that can be
parsed as JSON, then dispatch a message to the parent frame to trigger the configu-
ration message in return.32 An example of this mechanism is shown in Listing 5.

The message event data sent by the parent frame will be JSON containing the
following properties:

ServiceUrl The public LT service API URL at which the service can be called.
The URL may include query string parameters if the service has more than one
deployed version.

ApiRecordUrl The catalogue API URL from which the metadata record for this
service may be retrieved with a GET request. This provides access to service pa-
rameter declarations, sample data, etc.

Authorization An HTTP Authorization header value that will authenticate
calls to the ServiceUrl and ApiRecordUrl as the user who is logged in.

31 https://www.apache.org/licenses/LICENSE-2.0
32 To avoid the parent frame sending the configuration data before the UI frame is ready to receive
it.

https://www.apache.org/licenses/LICENSE-2.0


88 Dimitris Galanis, Penny Labropoulou, Ian Roberts, Miltos Deligiannis et al.

Language (optional) ISO code for the preferred language of the user. If present,
this should be used as the lang parameter when resolving status messages to
strings using the i18n resolver (see Section 4.1.1)

The custom UI can be hosted at any HTTPS URL – the ServiceUrl and
ApiRecordUrl return the appropriate CORS headers to support cross-origin re-
quests. Trial UIs run as Docker images in the ELG Kubernetes cluster. UIs can be
created either by the ELG team or by a provider that needs a custom visualisation in-
terface for the tools they contribute. CustomUIs can be integrated into ELG together
with the ELG technical team.

4.2 ELG-hosted Resources

Together with metadata descriptions, providers are encouraged to upload the corre-
sponding data files of their language resources so that they are readily available for
download through ELG. To register their resources, they can select their preferred
option from the ones presented in Section 2.1 and upload the accompanying files
following the instructions in Section 2.2.

4.2.1 Requirements for ELG-hosted Resources

ELG requires data files to be uploaded as compressed ZIP files. There are no other
specific metadata requirements apart from those defined for records of the resource
type towhich they belong (i. e., corpora, models, etc.). Chapter 2, Section 5, (p. 19 ff.)
describes the metadata schema in more detail.

4.2.2 Packaging Data and Splitting Metadata Records: Recommendations

Datasets are composed of files that can be organised according to different criteria.
For example, a multilingual corpus of texts from various domains can be described
as a whole (one metadata record) or split into subsets (with corresponding metadata
records) using the language or domain criteria. Depending on their intended use,
different ways of packaging datasets and making them available can be suggested.33

We prepared a set of recommendations for the packaging of data files to enable
users, especially those accessing ELG through programmatic APIs, to automatically
identify, download and use corpora as is, without having to download them and man-
ually search among them the subsets that interest them.34

33 https://www.w3.org/TR/vocab-dcat-3 provides a similar argumentation for data distributions.
34 These recommendations can be applied in different contexts, depending on whether the resource
will be uploaded in ELG: when providers upload their corpora into ELG, they can use them to
package the files and register the resource as one or multiple metadata records; if they decide to

https://www.w3.org/TR/vocab-dcat-3
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The following cases are foreseen:

Multilingual resources are recommended to be split into bilingual pairs, so that
users can easily find and use them, for example, in the case of bilingual corpora,
to train bilingual models.

Resources from shared tasks are usually already split into training, development,
gold, and test datasets, with a direct link to each of these. This is an established
practice, and adopted in ELG as is. We recommend to register them as separate
metadata records.

In both cases, a parent metadata record, to which the metadata records of all sub-
sets can point is recommended using the “isPartOf” relation.

4.3 Metadata Records for External LRTs, Organisations and Projects

When external LRTs, organisations or projects are added to ELG, the only require-
ment for such metadata records is that they conform to the minimal version of the
ELGmetadata schema, i. e., they include themandatorymetadata elements described
in Chapter 2, Section 5 (p. 19 ff.). Providers can use one of the options described in
Section 2.1 (p. 69 ff.). For these records, the validation process aims to ensure that
the metadata description is consistent and informative for users.

5 Provider-Related Functionalities in ELG and other Platforms

In this final section of the chapter we discuss some aspects of the functionalities of-
fered to LT providers in ELG in relation to those available in other similar platforms.
This discussion cannot be exhaustive. It rather attempts to give an overview of their
design and implementation, highlight the main options utilised by the platforms, and
offer explanations of the adopted approaches.

5.1 Metadata Requirements

Although the use of certain metadata schemas (e. g., DC35, DCAT36, schema.org37,
etc.) is growing, these schemas are usually restricted to the documentation of gen-

grant access to external corpora through hyperlinks, they can follow them for splitting the resource
into one or multiple records and marking the availability through a direct link (element “download-
Location”).
35 https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
36 https://www.w3.org/TR/vocab-dcat-3/
37 https://schema.org

https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
https://www.w3.org/TR/vocab-dcat-3/
https://schema.org
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eral properties and do not satisfy domain- or community-specific requirements, es-
pecially with regard to discovery. Thus, most platforms use their own metadata
schemas or ask for a minimum set of elements which are community-, domain-, or re-
source type specific (see Chapter 6 for a discussion of metadata schemas). Technical
metadata are typically mandatory when resources are deployed in a platform. ELG
has a detailed schema with a minimum set of required metadata to allow for flexi-
bility and strictness when this is mandated for operational reasons (i. e., resources
deployed in ELG, added by individuals, harvested from other sources).

CLARIN has initiated the Component MetaData Infrastructure38, which provides
a framework to describe and reuse different “metadata profiles” for resource types
and communities. Specific metadata profiles, e. g., those of web services, are “recom-
mended” with an aim to ensure interoperability and operational requirements. How-
ever, these profiles may promote different mandatory elements, depending on the
use of the profile by each CLARIN Centre. Hugging Face39 uses a dataset and model
card, in which part of the required information is specified via YAML40 tags.

5.2 Provider User Interface and Metadata User Interface

User-friendly editors that can cover multiple metadata schemas are difficult to im-
plement, especially when the schemas have a complex structure. Nevertheless, most
platforms include such an option. ELG, like META-SHARE41 (Piperidis 2012;
Piperidis et al. 2014), OpenMinTeD42 (Labropoulou et al. 2018) and the European
AI-on-demand platform43, offer provider-specific UIs and a metadata editor support-
ing their respective schemas for describing resources. Hugging Face offers a rather
simple UI with limited functionality. LAPPS Grid44 (Ide et al. 2016) does not pro-
vide such UIs, a provider must communicate with the technical team in order to
add services to the Galaxy45 toolbox. Various CLARIN teams have created editors
that support CMDI metadata (e. g., COMEDI46, ARBIL47, etc.). For more technical
users, platforms offer APIs through which they can upload metadata records with
JSON being the most widely used format for the records.

38 https://www.clarin.eu/content/component-metadata
39 https://huggingface.co
40 https://huggingface.co/docs/datasets/v1.12.0/dataset_card.html
41 http://www.meta-share.org
42 https://openminted.github.io
43 https://www.ai4europe.eu
44 https://www.lappsgrid.org
45 http://galaxy.lappsgrid.org
46 https://clarino.uib.no/comedi/page
47 https://portal.clarin.nl/node/14320

https://www.clarin.eu/content/component-metadata
https://huggingface.co
https://huggingface.co/docs/datasets/v1.12.0/dataset_card.html
http://www.meta-share.org
https://openminted.github.io
https://www.ai4europe.eu
https://www.lappsgrid.org
http://galaxy.lappsgrid.org
https://clarino.uib.no/comedi/page
https://portal.clarin.nl/node/14320
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5.3 Try Out User Interface

Hugging Face offers embedded trial UIs to access their public “inference API”.
These are similar in spirit to the ELG “try out” UI mechanism, with a publicly docu-
mented API being called by a generic user interface. In addition, Hugging Face pro-
vides “Spaces”48 which enable users to create and deploy their own UIs for demon-
strating a model. The approach followed by Hugging Face Spaces is different from
ELG; it is based on developers coding their own back-end server code and front-end
UI as a single unit using the Streamlit49 or Gradio50 Python libraries. The developer
adds this source code to a Git repository and Hugging Face then deploys the code
to their infrastructure directly from the source code rather than from a developer-
supplied Docker image. The UI is tightly coupled to the server-side code and the
“API” is an implementation detail that varies from “space” to “space”. ELG does
not offer this kind of option by default, but the documented APIs mean that third
parties could create a similar service on top of the LT services offered by ELG.

5.4 Helper Tools for Packaging Resources

As described in the previous sections, ELG offers command line utilities and SDKs
for creating and submitting metadata for resources, preparing ELG-compatible ser-
vices, etc. OpenMinTeD offered only a metadata validation service, without a corre-
sponding command line tool. The European AI-on-demand platform, however, pro-
vides such utilities through Acumos51 an open source framework, that makes it easy
to build, share, and deploy AI applications.

5.5 Packaging Data Resources

ELG has adopted a lightweight policy for the packaging of uploaded datasets, given
that direct deployment is currently not foreseen. In the CLARIN infrastructure, each
centre has its own processes and recommended formats for uploaded resources, tak-
ing into account preservation or deployment purposes (e. g., submitting the resources
to processing). Hugging Face maintains a detailed set of instructions for the upload
of datasets and models, which is crucial for ensuring that they can be deployed.

48 https://huggingface.co/spaces
49 https://streamlit.io
50 https://gradio.app
51 https://www.acumos.org
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6 Conclusions

ELG enables producers of language resources and language technology tools and
services to upload, describe, share, and distribute their services and products as well
as to describe their companies, academic organisations and projects. ELG offers to
providers web-based user interfaces for describing LT resources or related entities
with metadata records and provides them with functionalities for managing the life
cycle of their assets; a billing component for commercial services and resources has
been implemented (see Chapter 3, Section 6, p. 59 f.) and will be activated as soon as
the ELG legal entity is in place (see Chapter 13). Providers of LT tools can exploit
such functionalities to integrate LT tools in the ELG platform as ready-to-deploy
services. LT data and tool providers are requested to follow the specifications and
recommendations for packaging tools and resources to be uploaded in ELG. In the
wider language technology ecosystem, provider-related functionalities are offered
by other platforms, too, respecting their own target groups, objectives and policies.
ELG has built bridges to some of these platforms, see Chapter 6 for more details.
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Chapter 5
Cloud Infrastructure of the
European Language Grid

Florian Kintzel, Rémi Calizzano, and Georg Rehm

Abstract The European Language Grid (ELG) is a cloud-based platform, utilising a
variety of software packages as well as infrastructure components and virtual hard-
ware. The additional software components developed by the ELG project are usually
provided as open source to facilitate re-use by third parties. This chapter provides an
overview of the infrastructural setup used by the ELG cloud platform. The selected
architecture also has implications for providers as well as users of the platform, e. g.,
in terms of the scaling behaviour of individual Language Technology (LT) services.

1 Introduction

One of the key technical goals of the ELG cloud platform is the ability to integrate
functional Language Technology (LT) services from a variety of sources, i. e., to
build a large platform and a corresponding community of providers and users of
these services. The LT tools and services to be continuously integrated into the ELG
platform are, thus, heterogeneous and vary in their technical setup, which is why a
set of common approaches needs to be established to make the integration of the
tools and services possible. One of the most basic joint technical approaches is the
requirement for all functional services to be containerised so that they can run on
the ELG cloud infrastructure. Providers can optionally benefit from utilising addi-
tional support functionality, e. g., source code repositories, container registries and
deployment pipelines offered by the ELG platform.

Conceptually, the ELG platform consists of three layers, the user interface (UI)
layer, the back end layer and the base infrastructure (see Figure 1). While the UI
and back end are described in more detail in Chapters 2, 3 and 4, the present chapter
focuses on the base infrastructure setup along with supporting functionality. Among
others, this chapter is helpful for providers of functional LT tools and services or
users interested in running parts of the ELG platform on their own hardware.

Florian Kintzel · Rémi Calizzano · Georg Rehm
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The rest of this chapter is structured as follows. First, Section 2 gives an overview
of the building blocks of the ELG infrastructure. Section 3 provides information
about the deployment side of the ELG platform, while Section 4 describes how the
platform’s scaling profile lends itself to usage in different real-world scenarios. Fi-
nally, Section 5 concludes the chapter with an overview of future work on the ELG
platform infrastructure.
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Fig. 1 ELG platform architecture

2 Cloud Infrastructure

The base infrastructure consists, first and foremost, of the compute nodes on which
the European Language Grid runs, alongside their respective volume storage and
networking facilities. On these, the Kubernetes1 core components are installed (Sec-
tion 2.1) including S3-compatible object storage (Section 2.2). We use a managed
approach to Kubernetes, i. e., the installation, update and operation of the Kubernetes
system itself is taken care of by a cloud provider. Together, this forms the hardware
basis of the European Language Grid.

Conceptually, the base infrastructure also consists of a larger set of Git2 reposito-
ries and container registries which are described in Sections 2.3 and 2.4.

1 https://kubernetes.io
2 https://git-scm.com

https://kubernetes.io
https://git-scm.com
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2.1 Kubernetes and Cloud Native

Kubernetes is an open source system for automating deployment, scaling, and man-
agement of containerised applications. It has seen widespread usage in recent years
as the container orchestration tool of choice. Adoption of Kubernetes in a managed
setup was still in a relatively early stage at the time the ELG project was exploring
different cloud providers in early 2019. While various products by the typical hyper-
scalers already existed, European providers had only very recently started offering
comparable solutions.

Our selection of Kubernetes as the framework of choice for ELG was primarily
based on the following criteria:

• Kubernetes provides self-healing capabilities that can detect common failure
situations and restart affected containers automatically.

• Through the use of a managed approach to Kubernetes, failures of the core Ku-
bernetes system itself are the responsibility of the cloud provider.
These first two criteria together allowed the ELG project to have a relatively
small footprint in terms of operational complexity as failures are either self-
healed or taken care of by the cloud provider, at least in theory.While exceptions
do exist, this still has reduced the operational effort considerably.

• Kubernetes facilitates the usage of OCI-compatible containers.3 As ELG aims
to integrate different technologies used for the implementation of LT services
and tools, OCI-compatible containers form a common approach for integration.

• Kubernetes provides off-the-shelf functionality for scaling up resources based
on dynamic load. As ELG integrates hundreds of different LT tools and services,
this functionality was deemed essential.

• Kubernetes namespaces4 are useful to separate the different platform compo-
nents from one another.

• Continuous adoption of Kubernetes within the industry assures continued sup-
port and development of this technology.

An ecosystem of compatible technologies has been established around Kuber-
netes with the Cloud Native Computing Foundation (CNCF).5 CNCF promotes the
use of a large set of base technologies for solving, e. g., authentication, monitoring,
deployment and other common challenges. Most supporting technologies used in
ELG (Section 3.2) are part of CNCF. Alongside this, a set of architecture patterns
has emerged that aim to support properties such as Gannon et al. (2017):

• Cloud-native applications often operate at the global level.
• Cloud-native applications must scale well with thousands of concurrent users.
• Built on the assumption that infrastructure is fluid and failure is constant.
• Designed so that upgrade and test occur without disrupting production.
• Security must be part of the underlying application architecture.

3 https://opencontainers.org – Open Container Initiative
4 https://kubernetes.io/docs/concepts/overview/working-with-objects/namespaces
5 https://www.cncf.io

https://opencontainers.org
https://kubernetes.io/docs/concepts/overview/working-with-objects/namespaces
https://www.cncf.io
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2.2 Storage

The various components of the European Language Grid platform utilise persistent
storage differently, as follows:

• Static Language Resources, i. e., corpora, models etc. available for direct down-
load on the European Language Grid platform are persisted on S3-compatible
object storage and can be fetched from there.

• The major infrastructural part of the ELG platform – the hundreds of LT tools
services – do not utilise persistent storage at all, as they are designed stateless.
All application code is shipped within an OCI-compatible container. This in-
cludes additional resources needed to run the service, e. g., language models
and additional configuration files.

• The core ELGplatform components (catalogue, authentication, CMS etc.) utilise
network block storage attached to their running containers for persistence. This
block storage is in turn backed up to the object storage on a regular basis.

Therefore, static resources can potentially be available for direct download and
be included in the respective service container image as well. We decided for this
approach to simplify deployment and management of images and resources, e. g.,
for a local installation of a set of LT services, it is only necessary to pull and run
the respective images, i. e., no additional language resources need to be handled.
Though this potentially results in duplication of resource files (within an image and
as an additional separate file for download) it was deemed a necessary trade-off to
keep the deployment model easier.

2.3 Software Repositories

ELG is comprised of various independent software packages for, e. g., platform com-
ponents and individual LT services. The main ELG GitLab project repository6 is set
up as a GitLab group, consisting of various sub-groups and repositories. The differ-
ent repositories in this group can be categorised as follows.

• The ELG Infrastructure Repository consists of a set of configuration files,
mostly in the form of Helm7 charts (see Section 3.1). These define which pack-
ages, i. e., containers, the ELG system consists of, as well as numerous additional
configuration parameters such as the number of replicas and package-specific
configurations. It can be used to set up multiple clusters. We maintain differ-
ent branches within the repository, usually at least one for the development and
one for the production cluster. The branches are not only used to distinguish
between specific configurations for each cluster, but present different versions

6 https://gitlab.com/european-language-grid
7 https://helm.sh

https://gitlab.com/european-language-grid
https://helm.sh
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of the ELG system as it matures during development. This is used to facilitate a
staged roll-out to the production cluster. The actual source code for these com-
ponents is not part of this repository. It only includes references to the container
registries with the specific components. When installing the ELG cluster, these
images are then downloaded (“pulled”) from these registries.

• The ELG Cluster Admin repository holds cluster-specific configurations for
each ELG instance that are applied separately from the settings of the ELG In-
frastructure Repository. These mostly consist of the list of active administrative
users for accessing the ELG infrastructure (those needing access to the infras-
tructure the ELG is running on, not users of the ELG platform), their roles and
access rights as well as the configuration for build-bot, our continuous integra-
tion utility of choice. Included are also various utilities to manage the cluster.
This repository is not needed for local deployment of the ELG, as such a deploy-
ment is usually only meant for a single user, typically a developer, and does not
participate in continuous deployment.

• The main ELG GitLab platform project repository.8 This repository hosts the in-
dividual components that make up the the core ELG platform and ELG website.
These are mainly the platform (catalogue back end and front end components
and the website content management system, along with a larger set of internal
supporting and utility components.

• Individual sub-groups with repositories for individual LT services, grouped by
provider. These consist solely of the LT services provided by members or asso-
ciates of the ELG project consortium.

Implementation code for LT services not provided by ELG project consortium
members is not usually held in the ELG GitLab group but rather managed via
provider-specific repositories.

2.4 Container Registries

The images for instantiating containers in the ELG cluster are stored in various con-
tainer registries. The Kubernetes installation powering ELG pulls the images from
these registries on demand. These can be categorised as follows.

• The ELG GitLab project registry9 is the registry that corresponds to the main
ELG GitLab group, it hosts all images for all ELG core platform components
(e. g., UI, back end, utilities) and for several ELG LT services developed by
ELG project consortium partners. This registry allows public access to facilitate
download and re-use of ELG components.

• Public registries for various externally implemented third-party components
such as database system, identity and access management.

8 https://gitlab.com/european-language-grid/platform
9 registry.gitlab.com/european-language-grid

https://gitlab.com/european-language-grid/platform
http://registry.gitlab.com/european-language-grid
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• Private registries of partners who do not publish their LT services under an open
source license (proprietary LT services) or need to use their own registries for
technical reasons.

• Various other public registries for open source LT services.
• The dedicated ELG registry.10 As LT service images are partly pulled from reg-
istries external to the ELG project, this registry was set up to serve as a point
to collect LT service images when they are ingested into ELG in order to per-
form versioning. Using this approach, ELG can ensure the availability of older
versions of certain tools even if their original site is no longer serving them.

3 Installation

ELG utilises a GitOps approach (see, e. g., Beetz and Harrer 2021) to deployment,
i. e., the configuration necessary to set up the compute cluster is managed by version
control. The base artefact for deployment is the Helm chart.11 Helm charts are used
to manage the installation and update the ELG platform. Each chart bundles a set of
components along with their configuration. All custom charts are defined in the ELG
platform repositoryGitLab group (Section 3.1). Alongside the custom charts, a larger
set of third-party charts is utilised to set up the respective components (Section 3.2).

We apply the charts to the cluster using a Continuous Integration (CI) approach,
i. e., automatic deployment happens whenever changes to the configuration are de-
tected by the CI (Figure 2).

Fig. 2 ELG continuous integration

10 registry.european-language-grid.eu
11 https://helm.sh

http://registry.european-language-grid.eu
https://helm.sh
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If a new version of the infrastructure setup is detected, the CI checks out the
respective changes and applies them to the cluster state. Any new container versions
are then pulled from their distributed container registries. The Kubernetes cluster is
updated with the latest configuration and takes care of gracefully shutting down and
instantiating new containers.

Continuous integration regarding the ELG infrastructure only deals with updating
the ELG cluster with the latest set of images (as specified by their version number)
and configuration. It does not deal with building the respective images themselves.

3.1 ELG Charts

These charts were specifically developed for ELG and control its setup and installa-
tion. The packages are meant to be installed together, though it is possible to install
only a subset for specific use cases (e. g., custom local installations). The architec-
ture of the ELG is described in Chapter 2 as well as, e. g., Rehm et al. (2021), which
is why we focus only on the software packages themselves.

• The ELG core package consists of definitions for various supporting function-
alities of ELG. These are the Ingress12 definitions for routing incoming traffic
into the ELG cluster, the configuration for the rest server component as well as
the configuration for the temporary storage component (used for large file op-
erations). Various smaller configurations can also be found here, e. g., priority
classes for pod scheduling, support for maintenance operations and others.

• The ELG back end chart consists of the definitions for the main back end com-
ponents, the Django13 and React14 powered applications that form the ELG cat-
alogue and the ELG back end and administrative applications. Included in this
chart are also a set of utility functions that deal with housekeeping.

• The ELG LT services chart bundles the whole set of individual LT services in-
stalled in ELG. It is actually a collection of charts that follow a common struc-
ture, each sub-chart consisting of the definitions for the LT services of a specific
LT services provider as well as a common chart for open source LT services by
providers who only offer a small set of services. A definition for each individual
LT service consists at the minimum of the reference to its image location, but
can consist of numerous additional configurations, e. g., specific hardware re-
quirements, helper images, parameters for scaling the service up and down and
various other parameters.

12 https://kubernetes.io/docs/concepts/services-networking/ingress
13 https://www.djangoproject.com
14 https://reactjs.org

https://kubernetes.io/docs/concepts/services-networking/ingress
https://www.djangoproject.com
https://reactjs.org
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3.2 Third-Party Charts

Apart from the core components, we use a set of third-party components, which
provide their functionality to the ELG cluster. In the following, we briefly describe
the main third-party components.

• Cert-manager15 is a tool to manage issuing and updating of TLS certificates. It
is used to install and refresh TLS certificates to allow for the encryption of all
HTTPS traffic that reaches the cluster via one of the configured ingress-rules.

• The Horizontal Pod Autoscaler (HPA)16 is a standard Kubernetes component
used to scale pods based on their load and runtime behaviour. For scalability and
load monitoring, Kubernetes collects certain metrics, e. g., CPU and memory
load, from each pod. Therefore, it is necessary to have at least one instance
of each type of pod to be up and running at all times. Otherwise, no metrics
can be collected. This setup is useful to scale ELG core components, e. g., the
portal website and back end. It cannot be utilised as is to scale the hundreds of
LT services offered by the platform, as these need to be scaled down to zero
replicas if they are not needed to not exceed the cluster capacity. Therefore, we
introduced KNative (see below), which is feeding the standard autoscaler with
a new metric “concurrency”, based on the number of active requests to that LT
service. Scaling those services still makes use of cluster-autoscaler functionality,
but with the new metric also being available if no active replica of an LT service
is instantiated.

• KNative17 and Kourier18 give ELG the possibility to scale down LT services
based on the current number of parallel requests to them (concurrency). The
concurrency metric is available even if there is no active replica of an LT ser-
vice. KNative buffers HTTP requests to one of the ELG APIs until the specific
LT service’s container has started and keeps track of the concurrency metric to
terminate the replica if it is no longer needed. We cannot overstate the impor-
tance of this functionality for ELG as the platform consists of hundreds of indi-
vidual LT service components, not all of which need to run all the time, i. e., it
would not be efficient to have all these services consume resources while in idle
state. Starting up a container takes a certain amount of time though, while the
service initialises. Using a service after it has not been used in a while therefore
requires a certain spin-up time. KNative does not natively provide facilities to
reduce the spin-up time further, but additional methods might be helpful in the
ELG context, e. g., predictive auto scaling (Nanayakkara 2021). If frequent traf-
fic is expected for a particular service, it can easily be configured to have one or
more instances running at any given time, depending on hardware availability.

15 https://cert-manager.io/docs
16 https://kubernetes.io/de/docs/tasks/run-application/horizontal-pod-autoscale
17 https://knative.dev/docs
18 https://github.com/3scale-archive/kourier

https://cert-manager.io/docs
https://kubernetes.io/de/docs/tasks/run-application/horizontal-pod-autoscale
https://knative.dev/docs
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• Ingress-Ningx19 is installed to act as ingress-controller, i. e., handling HTTP traf-
fic received and forwarding them to their respective endpoint within the cluster.

• Keycloak20 is an open source solution for authentication and authorisation. It
interfaces with front end, back end and LT services to provide single-sign on.

• Elasticsearch21 is used to index the catalogue database for fast faceted search.
• Prometheus22, Grafana, Loki and AlertManager form the ELG monitoring so-
lution. They collect and analyse logs and metrics from all running components
in the cluster (including the hardware) and provide visualisations in the form of
dashboards and diagrams (Figure 3).

Fig. 3 Monitoring ELG using Prometheus and Grafana

• The ELG back end database uses PostgreSQL23, a well-supported open source
database engine. It holds all relevant data concerning the ELG catalogue, e. g.,
projects, organisations, LT resources, LT service as well as user information.

• MariaDB24 is used for persistence of the Drupal CMS that powers the ELG
portal. We plan to move this over to PostgreSQL for ease of maintenance.

• Not an off-the-shelf component, but rather specifically adapted for ELG, the
s3proxy25 facilitates the upload of LT resources (models, corpora, but also
project and organisation logos etc.) to ELG. It acts as a proxy to the S3-com-
patible object storage that takes care of validating upload authorisation with the
ELG back end and streams data to the object storage.

19 https://nginx.org
20 https://github.com/keycloak/keycloak
21 https://github.com/elastic/elasticsearch
22 https://prometheus.io
23 https://www.postgresql.org
24 https://mariadb.org
25 https://gitlab.com/european-language-grid/platform/s3proxy

https://nginx.org
https://github.com/keycloak/keycloak
https://github.com/elastic/elasticsearch
https://prometheus.io
https://www.postgresql.org
https://mariadb.org
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4 Scalability of LT Tools and Services

ELG is optimised for stateless LT tools and services. Its database systems are ex-
clusively used by the platform back end for the metadata catalogue, user data etc.
LT services do not have persistence enabled for them, with the exception of tempo-
rary files used for large file uploads. In the following, we describe our approach for
scaling up individual LT services and describe its impact for service usability.

4.1 Implementation

With the goal of hosting thousands of individual LT tools and services with very
different hardware needs, it is neither feasible nor practical to have all of them in-
stantiated at the same time as this would require hundreds of Gigabytes of RAMeven
in idle mode, i. e., even if none of them are actually used. Therefore, ELG leverages
the capabilities of KNative26 which make is possible to automatically scale down
services not currently in use to zero replicas. In this state, an LT service does not
consume any hardware resources.

Scaling up an LT service happens automatically to an initial number of replicas
once a request has been received for that individual service. Requests are buffered
while new containers are starting up. This setup is especially suitable for services see-
ing little or irregular traffic. Further scale-up happens when a configurable threshold
of concurrent requests for a given service is exceeded.

LT services deployed on ELG need to be aware that their life-cycle is exclusively
controlled by Kubernetes and they need to expect to be started, stopped and hori-
zontally scaled regularly, e. g., when the scheduler detects low resource situations
on one of the nodes, if a container fails to respond, if high traffic is received to an
LT service and other situations. LT services, therefore, highly benefit from quick
start-up times and this is one of the reasons, why we opted for LT services to include
necessary resources like models into their OCI images directly.

4.2 Use Cases

Given its scalability (Section 4.1), a number of use cases can be solved with ELG.

• Demonstration of service functionality: providers of LT tools and services can
freely deploy their services to the platform and can expect to be discoverable
via the platform’s catalogue. For the try out functionality of services, a certain
spin-up time from idle mode will not impact its usefulness. More performant in-
stallations of a given service could, e. g., be offered by the providers themselves.

26 https://knative.dev/docs
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• Batch processing of multiple documents: as the containers of an individual LT
service will stay instantiated for some time after usage before scale-down hap-
pens, ELG is a good fit for batch processing as the initial scale-up time will not
be a major contributing factor to processing time.

• For services intended to power applications where quick response times are re-
quired (e. g., mobile apps), however, the time it takes to spin up a container is
likely too long (some seconds, depending on a service’s implementation). This
is why services on ELG can be configured to stay instantiated all the time and
still benefit from dynamic scaling in high load situations. To be feasible, dedi-
cated hardware is necessary, which service providers will be able to reserve on
the ELG platform for a fee in the future so their services will show the respon-
siveness and performance they require.

• Remote processing is a second alternative for LT service providers who want to
offer their services to the public. In this setup, the ELG platform uses a proxy
to forward user requests to an external installation of a service, managed by the
service providers themselves. This offers a flexible approach for providers to
tune the hardware setup according to their own requirements.

• Management of non-functional LT resources, where only bandwidth limits scal-
ability instead of compute capacity.

5 Conclusions

The ELG platform is growing continuously and the capacity, availability, operational
readiness and tooling support of the base infrastructure need to evolve accordingly.
We foresee a need to evolve in the following areas in particular.

• Hardware capacity and cost distribution: through the use of cloud technology,
ELG has the technical capability to grow horizontally as required by the encoun-
tered load. In practice, though, the available hardware is restricted by budget
considerations. Batches of utilised compute resources would need to be individ-
ually matched to the user requesting them or the provider offering them, to allow
the ELG to calculate operational costs on a per request basis. With this and the
emerging payment functionality, individual resource usage can be reimbursed.

• Hardware acceleration: ELG currently runs on CPUs exclusively. Already now,
a larger number of LT services in ELG would benefit from GPU support. Apart
from higher costs, GPU support will pose a number of technical challenges,
among them a need to map LT services to specific compute nodes (with or with-
out GPU support).

• Integration and deployment support: the initial integration of a functional LT
service will need further automation and tooling support to be able to cope with
increased demand and an increased number of running services.

• Workflow support: ELG would benefit from a possibility for easy workflow
composition, spanning multiple LT services. Initial efforts have been started to-
wards this goal (Moreno-Schneider et al. 2020).
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• Gaia-X: in the Gaia-X27 project OpenGPT-X28 the ELG platform is currently
being integrated into the wider Gaia-X ecosystem, i. e., ELG is further extended
so that it complies to the technical Gaia-X specifications. This will enable all
ELG LT services and resources to be discoverable and usable within Gaia-X.

This list only includes a selection of likely areas of improvement.Many additional
use cases and requirements for ELG can be imagined – the platform infrastructure
will need to grow and evolve as required.
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Chapter 6
Interoperable Metadata Bridges to the wider
Language Technology Ecosystem

Penny Labropoulou, Stelios Piperidis, Miltos Deligiannis, Leon Voukoutis, Maria
Giagkou, Ondřej Košarko, Jan Hajič, and Georg Rehm

Abstract One of the objectives of the European Language Grid is to help overcome
the fragmentation of the European Language Technology community by bringing
together language resources and technologies, information about them, Language
Technology consumers, providers and the wider public. This chapter describes the
mechanisms ELG has put in place to build interoperable bridges to related initia-
tives, infrastructures, platforms and repositories in the wider Language Technology
landscape. We focus on the different approaches implemented for the exchange of
metadata records about, in a generic sense, resources and exemplify them with the
help of four use cases through which the ELG catalogue has been further populated.
The chapter presents the protocols used for the population processes as well as the
adaptations of the ELG metadata schema and platform policies that proved neces-
sary to be able to ingest these new records. Last, we discuss the challenges emerging
in large-scale metadata aggregation processes and propose a number of alternative
options to address them.

1 Introduction

One of the objectives of the European Language Grid is to help overcome the frag-
mentation of the European Language Technology community by bringing together
language resources and technologies, information about them, Language Technol-
ogy consumers, providers and the wider public.

Additionally, ELG is meant to support digital language equality in Europe (STOA
2018; European Parliament 2018), i. e., to create a situation in which all European
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languages are supported through technologies equally well. Technological support
for human languages has been characterised by a stark predominance of LTs for En-
glish, while almost all other languages are only marginally supported and, thus, in
danger of digital extinction (Kornai 2013; Rehm et al. 2014, 2020b; ELRC 2019;
Calzolari et al. 2011; Soria et al. 2012). More than ten years after the initial findings
(Rehm and Uszkoreit 2012), Europe’s languages are still affected by this stark im-
balance in 2022, as attested in the most recent series of Language Reports (Giagkou
et al. 2022) prepared by the European Language Equality1 project, which develops
a strategic research, innovation and implementation agenda as well as a roadmap
for achieving full digital language equality in Europe by 2030. In collaboration with
ELG, one of the first steps towards Digital Language Equality has been the creation
of an inventory of language resources and technologies available for Europe’s lan-
guages and its regular monitoring.

In tandem with its operation as an integrated LT platform, through a battery of
selection, conversion and ingestion processes described in this chapter, ELG aims
to act as a one-stop shop and single entry point to homogenised descriptions of lan-
guage resources and technologies. Section 2 positions the ELG approach towards
this goal in the broader context of the exchange of metadata between catalogues and
repositories. Section 3 presents four use cases through which the ELG catalogue has
been populated with metadata records from other sources, highlighting the features
that have influenced the different solutions we adopted. Section 4 presents the adap-
tations made in the ELG metadata schema and platform policies to take into account
the outputs of these import procedures. Finally, in Section 5 we discuss, based on
the experience gained in this process, the challenges that need to be addressed in the
aggregation of metadata from multiple sources in order to share and promote the use
and re-use of resources, data and software among community members.

2 Approach

There are a wide range of digital catalogues, repositories and, in general, infras-
tructures2 that support the publication and dissemination of digital artefacts and re-
sources, which can be classified along various dimensions. Institutional catalogues
hosting all types of resources (publications, datasets, tools, etc.) produced by prac-
titioners affiliated with an institution, catalogues that focus on resources produced
by specific communities (e. g., OLAC3 for resources related to language and linguis-
tics, CLARIN4 and ELRA5 for language resources, Europeana6 for cultural works,

1 https://european-language-equality.eu
2 For the sake of brevity, we will use the cover term “catalogue” for all institutions of this kind.
3 http://www.language-archives.org
4 https://www.clarin.eu
5 http://elra.info
6 https://www.europeana.eu

https://european-language-equality.eu
http://www.language-archives.org
https://www.clarin.eu
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ELIXIR7 for bioinformatics, LLOD cloud8 for linguistic linked data, etc.), cata-
logues that collect specific content types (e. g., Hugging Face9 for Machine Learning
models and datasets, ELRC-SHARE10 for Machine Translation-related resources or
portals for open government data).11

At the same time, we witness a strong movement towards the sharing of resources
from multiple sources and various disciplines through a common point of access, so
that they are easily discoverable, accessible and re-usable by all interested stakehold-
ers, fostering interdisciplinary research and cross-community collaborations as well
as Open Science (e. g., European Commission 2022). Google has implemented its
Dataset Search12, a service dedicated to facilitating the discovery of datasets stored
across the World Wide Web based on keyword search (Benjelloun et al. 2020). The
European Open Science Cloud (EOSC)13, initiated by the European Commission, is
conceived as a federated and open multi-disciplinary environment for hosting and
processing research data and all other digital objects produced along the research
life cycle, e. g., methods, software and publications (Abramatic et al. 2021). Some
European countries have launched corresponding national initiatives, including the
National Research Data Infrastructure in Germany (NFDI).14 Gaia-X15 seeks to es-
tablish a federated ecosystem in which data is made available, collated, shared and
processed in trustworthy environments, associated with the concept of data spaces,
a type of data relationship between trusted partners, each of whom apply the same
high policies, standards and technical components to the description, storage and
sharing of their data and other resources.

All these initiatives offer catalogues, or inventories, employing, in many cases,
different metadata schemas for the description of resources. The differences between
the schemas can be attributed to the varying requirements defined by the relevant ob-
ject of description (e. g., dataset vs. software or publication or geospatial data), the
need to cover a wide range of users (for general catalogues) in contrast to the spe-
cialised practices common among scholars of a discipline, as well as to the different
purposes that catalogues may serve (e. g., preservation, dissemination, or process-
ing). Sharing metadata across catalogues presupposes interoperability, in particular,
semantic interoperability. Initiatives for the adoption of common standards in meta-
data vocabularies, documentation of the vocabularies themselves, and the creation
and publication of mappers between them are among the primary instruments to
achieve such interoperability (Chan and Zeng 2006; Zeng and Chan 2006; Haslhofer
and Klas 2010; Alemu et al. 2012; Broeder et al. 2019).

7 https://elixir-europe.org
8 https://linguistic-lod.org/llod-cloud
9 https://huggingface.co
10 https://www.elrc-share.eu
11 https://www.re3data.org/browse/ provides a registry of research data repositories.
12 https://datasetsearch.research.google.com
13 https://eosc-portal.eu
14 https://www.nfdi.de
15 https://www.gaia-x.eu
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Equally important is the establishment of protocols and mechanisms for the shar-
ing of metadata, and subsequently of the resources themselves. The OAI-PMH pro-
tocol16 is one of the most popular mechanisms used for repository interoperability
at the metadata level. The ResourceSync17 specification is a framework for the syn-
chronisation of both metadata and resources. Finally, APIs are frequently offered
nowadays as a solution for downloading dumps of metadata records.

ELG has established technical bridges with other infrastructures and initiatives
in order to enrich its catalogue with information about data resources and tools from
other catalogues and repositories. The catalogues of interest to ELG are usually
discipline-specific, targeting the LT/NLP and neighbouring areas, such as Machine
Learning, Artificial Intelligence as well as social sciences and humanities. Poten-
tially interesting resources for LT development purposes are also hosted in general
repositories and catalogues, the identification and filtering of which poses challenges
which are briefly discussed in Section 3.

3 Establishing Interoperable Connections: Four Use Cases

Depending on the source repositories’ respective contents, metadata schemas and
vocabularies, and the available export functionalities of their catalogues, we have
adopted different approaches towards establishing interoperable connections, a se-
lection of which is presented in the following use cases. For each use case, we de-
scribe the source repository’s technical and metadata features, explain how these
impact the import of metadata records into ELG and present the methodology and
tools used in the integration process.

3.1 Use Case 1: OAI-PMH (CLARIN Nodes and ELRC-SHARE)

The CLARIN (Common Language Resources and Technology Infrastructure) Re-
search Infrastructure (Hinrichs and Krauwer 2014; Eskevich et al. 2020) supports the
sharing, use and sustainability of digital language resources and tools for research in
the social sciences and humanities. It is established in the form of a networked fed-
eration of centres (Wittenburg et al. 2010), consisting of language data repositories,
service centres and knowledge centres, with single sign-on access for all members
of the academic community in all participating countries.

As part of the technical interoperability specifications, CLARIN data repositories
are required to expose their metadata records to the Virtual Language Observatory18
using OAI-PMH. With regard to metadata interoperability, CLARIN has designed

16 https://www.openarchives.org/pmh/
17 http://www.openarchives.org/rs/1.1/resourcesync
18 https://vlo.clarin.eu
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and implemented the Component MetaData Infrastructure (CMDI)19, a framework
for the description and reuse of metadata “components” (semantic groups of ele-
ments) which can be combined to build “profiles”, i. e., metadata templates for spe-
cific resource types by specific communities or groups (Broeder et al. 2008, 2012).
Both are stored and shared through a dedicated registry, with metadata records being
shared in the form of XML files compatible with one of these profiles.

The ELG platform implements an OAI-PMH client for harvesting metadata from
external repositories which expose their metadata via OAI-PMH. The process of har-
vesting requires the registration of a third-party provider as an “OAI-PMH Provider”
in the ELG catalogue. As soon as communication is established, the third-party
provider shares their OAI-PMH endpoint, which ELG will call at regular intervals
(currently once a week) in order to harvest the metadata the external repository ex-
poses. Thus, for linking with the CLARIN infrastructure, the OAI-PMH harvesting
protocol is the ideal candidate.

The metadata schema is a crucial parameter to be taken into account in the
harvesting process. The ELG harvester accepts metadata records compliant with
the minimal version of the ELG metadata schema (see Section 5 in Chapter 2).
LINDAT/CLARIAH-CZ20, the Czech CLARIN national node, does indeed expose
its metadata records described using the META-SHARE minimal schema through
its OAI-PMH endpoint (Gavrilidou et al. 2012). The fact that the ELG schema
(Labropoulou et al. 2020) builds uponMETA-SHARE proved valuable in the conver-
sion process of the original LINDAT/CLARIAH-CZ metadata into the ELG schema
(see Chapter 8, Section 4, p. 157 ff., for more technical details).

CLARIN-DSpace, the repository software21 (forked from DSpace22) developed
mainly by the LINDAT/CLARIAH-CZ team, is used by several CLARIN centres
for their repositories (Straňák et al. 2019). After pulling the latest changes, these
repositories are ready-to-import into ELG using the same harvesting mechanism and
procedure. At the time of writing, the mechanism described above is also used for
harvesting CLARIN-PL23 and CLARIN-SI24.

The same harvesting approach was followed for the harvesting of metadata
records from the ELRC-SHARE repository, which is used for the storage of and
access to language resources collected through the European Language Resource Co-
ordination25 initiative (Lösch et al. 2018) and for feeding the CEF Automated Trans-
lation (CEF.AT) platform.26 ELRC-SHARE (Piperidis et al. 2018) uses a metadata
schema based on the META-SHARE schema tuned to text resources for Machine

19 https://www.clarin.eu/content/component-metadata
20 https://lindat.mff.cuni.cz
21 https://github.com/ufal/clarin-dspace
22 https://duraspace.org/dspace/
23 https://clarin-pl.eu/dspace/
24 https://www.clarin.si/repository/xmlui/?locale-attribute=en
25 https://lr-coordination.eu
26 https://ec.europa.eu/cefdigital/wiki/display/CEFDIGITAL/eTranslation
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Translation purposes. Again, the mapping of the metadata records from the original
schema to ELG was undertaken by the two teams.

3.2 Use Case 2: Custom API and Proprietary Schema (Hugging Face)

A different procedure is used for catalogues that expose metadata records through
custom APIs and proprietary metadata schemas. This procedure is used only for cat-
alogues that are of high interest to the ELG objectives. The Hugging Face catalogue
(Wolf et al. 2020) is such a case. It is a large collection of machine learning models
and datasets that can be used for training models, with a focus on the Transformer
architecture. Since 2021 ELG and Hugging Face have been collaborating with the
goal of importing metadata records from the Hugging Face catalogue into ELG.

Collection
Download from API

Harmonisation
Treatment of mandatory elements 

and controlled vocabularies

Ingestion
Loading of resulting 

metadata records to ELG

Mapping of 
elements to ELG

Conversion
Conversion to 
ELG metadata

Mapping

Fig. 1 Workflow for the import of metadata records from Hugging Face to ELG

One of the goals of Hugging Face is to enable its users to upload datasets and
models following a set of specifications so that they can be deployed for testing and
building other models or integrating models in their applications. Although they en-
courage users to add descriptions for the resources, this is not enforced. Furthermore,
the suggested metadata elements do not follow a standard schema. Users are asked
to upload a “card” for datasets27 or models28, with a combination of free text fields
and a set of tags (e. g., language, licence) with values from recommended controlled
vocabularies, which are, however, not strictly validated.

Hugging Face exposes two APIs with JSON files for datasets and models respec-
tively. These JSON files include a subset of the metadata elements displayed in their
catalogue, however, not all records have values for all of the elements. Since im-
porting into ELG presupposes that the metadata records comply with the ELG meta-
data schema, which means that at least the mandatory elements of the minimal ver-
sion (see Section 5 in Chapter 2) are filled in, the conversion and import of records
from Hugging Face into ELG has so far been limited to datasets with at least the de-

27 https://huggingface.co/docs/datasets/dataset_card.html
28 https://huggingface.co/docs/hub/model-repos
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scription, language and licence elements filled in as these are deemed the minimum
threshold for findability and usability purposes in the context of ELG.

A conversion process has been set up based on themapping of the elements and, in
the case of controlled vocabularies, their values. Further enrichment of the resulting
records has been performed for specific elements. The most prominent case was that
of the licencing information, since ELG requires, besides its name, a URL with the
text of the licence. Hugging Face includes a list of licence identifiers taken from
the SPDX list29 (which are also used in ELG), but it allows users as well to add
a licence name without further information. Thus, in addition to the mappings of
the licence identifiers from Hugging Face into the ones used in ELG, we looked
for the licence URL of unmapped values; if no URL was found, the resource was
not imported into ELG. Finally, where required, default values have been used for
mandatory elements whose values could not be inferred from the original metadata
records (e. g., all datasets have been assigned the text value for media type). Figure 1
shows the workflow that was followed in this process.

3.3 Use Case 3: General Catalogues and Standard Schemas (Zenodo)

Catalogues with heterogeneous resources from multiple sources and disciplines
present various challenges. We use Zenodo30 to discuss these challenges.

Zenodo31 is a repository for storing and sharing EC-funded research results to
support Open Science established and run by CERN, which was created in response
to the European Commission’s (EC) assignment to the OpenAIRE project.32. Since
its launch, Zenodo has grown steadily and is currently used for the publication of all
types of resources beyond EC-funded ones by research communities and individu-
als. The constant update of the Zenodo catalogue and its uptake by researchers for
the upload of datasets, and, more recently, software, makes it particularly interesting
for ELG purposes. The size and increasing number, however, of catalogue contents
makes the selection of resources very challenging. During the first phase of the ELG
project, we used a manual process for the identification of resources, which is de-
scribed in Chapter 8. This process, though, does not allow for regular updates and
has been abandoned in favour of an automatic process.

29 https://spdx.org/licenses/
30 https://zenodo.org
31 https://about.zenodo.org
32 https://www.openaire.eu
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Zenodo exposes its metadata records through two channels: a RESTAPI33, which
outputs records as JSON files, and an OAI-PMH API34 in a set of standard metadata
formats, i. e., DC35, DataCite36, MARC2137 and DCAT38.

With regard to the ELG import mechanism, our preferred solution is OAI-PMH,
a standard protocol for interoperability and exchange of metadata records, which
includes a mechanism for regular harvesting. However, the Zenodo OAI-PMH end-
point does not allow the selection based on resource types, which would allow us to
focus on “datasets” and “software”. The only option is to download the whole set of
metadata records in order to subsequently filter them. Furthermore, harvesting from
the OAI-PMH endpoint is rate limited, hence not appropriate for large numbers of
metadata records. We have, therefore, resorted to a combined solution:

• We downloaded a full dump of 2,060,674 metadata records included in Zenodo
up until 31 August 2021. This dump, which is available from Zenodo, contains
all records in JSON format, was filtered according to resource-type.

• For records added to Zenodo after this date, we are incrementally harvesting
from the OAI-PMH endpoint. Through this channel, a set of additional 147,621
records has been harvested in a three-month period.

The next step is that of identifying the candidate resources for ELG. From the
2,208,295 metadata records available up until 31 December 2021, those of resource
type “dataset” and “software” amount to 592,509 entries. This number is rather high,
and since the majority of these records are of little or no interest to ELG users39,
we are experimenting with automated filtering methods to identify the records of
interest.

Collection
Download from 

OAI-PMH server

Conversion
Conversion from DCAT 

to ELG relaxed

Ingestion
Loading of resulting 

metadata records to ELG

Filtering of entries
Validation

Targeted inspection and 
metadata enrichment

Selection

Fig. 2 Workflow for the import of metadata records from Zenodo to ELG

33 https://developers.zenodo.org/#rest-api
34 https://developers.zenodo.org/#oai-pmh
35 https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
36 https://schema.datacite.org/meta/kernel-4.4/
37 https://www.loc.gov/marc/bibliographic/
38 https://www.w3.org/TR/vocab-dcat-3/
39 As a comparison, the ELG catalogue has approx. 13,000 metadata records at the time of writing.
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https://schema.datacite.org/meta/kernel-4.4/
https://www.loc.gov/marc/bibliographic/
https://www.w3.org/TR/vocab-dcat-3/
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The conversion of the metadata records is based on the DCAT metadata schema
(Albertoni et al. 2022), which is in widespread use. We expect that mapping DCAT
to ELG will enable the re-use of these converters as a base for import from other
repositories. Moreover, DCAT is the schema with the richest information among the
ones exposed from Zenodo, and the only one that includes a direct link to the down-
loadable files (“downloadURL” element), an important feature for ELG consumers.

Mapping from DCAT is, however, not straightforward. DCAT is an RDF vocab-
ulary, and restrictions and extensions are implemented in the form of profiles and
applications. The OAI-PMH endpoint makes the metadata records available in XML
format; the XSD schema used by Zenodo is not publicly available40. A closer in-
spection of the XML files has revealed discrepancies in the representation of some
elements. For instance, “subject” (defined in DCAT as a SKOS41 Concept) appears
in Zenodo XML files either as a SKOS Concept or as an element with the IRI of the
subject value in the form of an attribute. We have analysed the Zenodo XML files,
to the extent possible, and based our mapping on this analysis. We also had to apply
some modifications in the ELG schema so that we could take into account the DCAT
features (Section 4.1). Finally, a converter for the elements in the JSON files offered
through the REST API for the first batch of files has also been implemented.

As a result of this endeavour, the procedure for regular updates from Zenodo is
foreseen as a workflow integrating the following steps: harvesting from the Zen-
odo endpoint, offline filtering and conversion of the metadata records, possibly with
some manual targeted inspection, and import into ELG (Figure 2).

3.4 Use Case 4: Collaborative Community Initiatives (ELE, ELG)

We also populated the ELG catalogue using bulk lists of metadata records, poten-
tially containing limited information, that serve as seeds for further enrichment. We
present here two such cases, one set of resources collected collaboratively in ELE
and a second set collected by the ELG consortium.

The European Language Equality (ELE) project (Rehm and Way 2023)42, which
collaborates with ELG to promote digital language equality in Europe, launched a
project-internal initiative in 2021 to collect as many LRTs as possible available for
the languages under investigation by the project.43 Operationally, a web formwas set
up, which included a subset of the mandatory metadata elements of the ELG schema.
Given the size and breadth of this activity (dozens of respondents throughout Eu-
rope for approx. 80 official, regional, minority languages), we considered requiring
every informant to fill in even the minimal version of the metadata schema for ev-
ery single resource identified too demanding and not paricularly realistic, perhaps

40 The XSD schema included in the OAI-PMH API for DCAT is in fact that of DataCite v4.1.
41 https://www.w3.org/2004/02/skos/
42 https://european-language-equality.eu
43 https://european-language-equality.eu/languages/

https://www.w3.org/2004/02/skos/
https://european-language-equality.eu
https://european-language-equality.eu/languages/
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even negatively impacting the collection process itself, potentially resulting in fewer
resources being reported by the informants if the process of registering a resource
took too much time. The modifications required to accommodate this collaborative
scenario resulted in a “relaxed” version of the schema (see Section 4.1).

The results of this collection process were exported in a tabular format. Before
the conversion and final import of the approx. 6,500 records into ELG, a long and
demanding process of curation was undertaken using semi-automatic methods. The
final output was imported into ELG through various scripts (Figure 3).

4
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form completion
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Completion of missing values 

of mandatory elements
Mappings of values according to 

controlled vocabularies 

Surface similarity-based 
deduplication

Harmonisation
Transformations according 
to controlled vocabularies

Ingestion
Loading of resulting 

metadata records to ELG

Deduplication

Mapping

Fig. 3 Workflow for the import of ELE results to ELG

The curation process included normalising, correcting, and enriching values of
elements that were absent or not used consistently. Despite the effort to control the
input through prompting for the selection of values from recommended vocabularies
and filling inmandatory values, web forms do not allow strict enforcement strategies,
especially for cases of long lists of values or multiple values. For example, although
a set of “language” values was offered for selection in the form, the informants could
also add other values, which resulted in values with alternative, unofficial or simply
unusual names. Therefore, language information had to be normalised and mapped
to the ISO 639 language codes, as required by ELG. Although the tabular format
presents some advantages, given its simplicity and users’ familiarity, it still poses a
number of challenges for validation purposes, especially for elements with patterns,
or with multiple values. For instance, the “email” element was filled in with free text
values, URL links, etc., since no validation pattern was used for the element. For el-
ements with multiple values, such as languages, functions, etc., different delimiters
were used in between values and had to be normalised. Moreover, nested informa-
tion cannot be represented in a flat form; for example, the values of language and
region (where the language is spoken) were split in two complementary columns
so that controlled vocabularies could be used, but there can be no guarantee that
both columns are consistently filled in. For these cases, we had to check and ensure
that the same number of values was consistently used across the two complementary
columns and, moreover, that the values were matched correctly.

In a similar collaborative population setting, the catalogue was populated with
European organisations that develop or use LTs or LRs, which were collected by the
ELG team and the National Competence Centres (NCCs; see Chapter 11 for more
details), thus enabling ELG to quickly become the “yellow pages” of organisations
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active in the broader LT community. As described in more detail in Chapter 9, lists of
organisations from various sources have been merged, together with information on
list items – mainly contact data and key terms describing their LT-related activities.
The resulting enriched list, divided into sub-lists by country, was checked again by
the respective NCCs, and, after checking the consistency, more than 1,700 records
were converted into the ELG-compatible XML format and imported into ELG.At the
time of writing, a similar procedure is being followed for LT-related R&D projects
and their funding agencies.

3.5 Summary of Use Cases

Table 1 summarises the technical and themetadata conditions in each of the use cases
presented in this section and the ways these are catered for in ELG. Depending on the
export functionalities offered by the source, the ELG platform can establish a connec-
tion at regular intervals and benefit from continuous updates. Table 1 also shows the
ELG metadata schema version that can be used, depending on the source metadata
schema, as well as the quantity and information richness of metadata records.

Export ELG Schema Update
Repository Functionality Metadata Schema Version Frequency

CLARIN nodes OAI-PMH META-SHARE minimal regular
ELRC-SHARE OAI-PMH ELRC-SHARE minimal regular
Hugging Face REST API Proprietary (JSON) relaxed one-off
Zenodo REST API Proprietary (JSON) relaxed one-off
Zenodo OAI-PMH DCAT (XML) relaxed regular
ELE survey – Subset of ELG schema relaxed one-off
ELG collection – Subset of ELG schema relaxed one-off

Table 1 Overview of use cases

4 Implementing Metadata Interoperability

Primarily motivated by our various interoperability use cases, some of which are
described in Section 3, we modified the ELG platform import procedures and poli-
cies, especially with regard to the metadata schema and the publication life cycle
(described in Chapter 2), so that they are able to handle the different interoperability
scenarios. These adaptations are not restricted to the requirements of the use cases
but lay the foundational principles for accommodating a broader range of metadata
import scenarios.
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4.1 ELG Metadata Schema – Relaxed Version

The “relaxed” version of the ELG metadata schema aims to accommodate mis-
matches between the ELG schema and schemas used for metadata records that are
automatically imported into the ELG catalogue, especially those from catalogues
with limited information or catalogues populated with metadata records of interest
to a broader range of communities (e. g., Zenodo, EOSC, etc.) and, thus, using more
general schemas, e. g., DCAT (Albertoni et al. 2022) or DataCite44 (DataCite Meta-
data Working Group 2021). This version of the schema features additional alterna-
tive elements for mandatory metadata elements that may be missing from the source
records or that have different data types.

The first case refers to two elements that are deemed important for ELG purposes:
“media type” and “licence”.

• The element “media type part” is crucial for ELG, as it is used for attaching im-
portant metadata properties, such as language, format, size, etc. Even in cases
where these are included in source records, they may come with different clas-
sification vocabularies and semantics and, therefore, cannot be imported into
ELG. For these cases, the additional alternative value “unspecified media part”
can be used.

• The element “licence” is crucial for re-usability purposes; for a licence, both a
name and a URL hyperlink to the respective legal document are required. How-
ever, in many cases, such as legacy resources, or records in catalogues allowing
free text as the value of “licence”, the name and URL cannot be determined au-
tomatically. This is why we introduced the “access rights” element that takes a
free text value as an alternative to “licence”, specifying the rights of access and
use at a higher level of abstraction.

The second case groups together elements which take a value from controlled
vocabularies in ELG, while in other schemas they have a free text value (e. g., “ser-
vice function”, “size unit”, etc.) and combined elements that cannot be distinguished
from the source metadata record (e. g., when size is encoded as free text combining
amount and size unit together). To address the first case, wemodified the data type of
the element so that it takes a value from a recommended vocabulary or free text en-
tered by the user; to address the second case, we introduced a new element that takes
free text as a value (e. g., “sizeText” can be used as an alternative to the combination
of “amount” and “size unit”).

4.2 Publication Policies for Imported Metadata Records

ELG rates the quality of the metadata records highly. High quality metadata con-
tributes to the discovery and usage of the resources themselves. A standardised pub-

44 https://schema.datacite.org

https://schema.datacite.org
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lication life cycle has been established in ELG for metadata records (see Chapter 2,
Section 6, 24 ff.). However, the same level of quality cannot be enforced across all
metadata records. This is also taken into account in the publication policies. Thus,
while metadata records registered by individuals go through a validation process,
for records automatically imported from other catalogues the same manual valida-
tion processes cannot be set up in a feasible way, i. e., the quality and extent, in
terms of information, of external metadata records remains under the responsibility
of the respective source catalogue. Depending on the harvesting process and source
catalogue, a three-level classification of metadata records is used:

• Metadata records harvested automatically from collaborating catalogues (CLA-
RIN nodes, ELRC-SHARE), which have similar metadata requirements as ELG.
These records are added by individuals, the resource is stored in the repository.
This is why these metadata records are considered trustworthy, and the records
are published in the ELG catalogue as is, i. e., without any human validation.

• Metadata records automatically imported from catalogues with “lighter” meta-
data requirements (Hugging Face, Zenodo) have originally been added to the
source catalogue by individuals together with the physical resource. The meta-
data record and resource is considered trustworthy but it may lack information
which is important for ELG purposes, and thus marked as “for information” to
indicate to ELG users that important information may be missing.

• Metadata records that resulted from bulk collection initiatives (ELE collection,
ELG collection) are often incomplete, i. e., only a subset of the required infor-
mation was collected and converted to the ELG schema. These records adhere
to the relaxed ELG schema, the physical resource may be stored anywhere on-
line. These records do not undergo the validation process, they are marked and
can be claimed for further enrichment by their rightful owners (see Chapter 9,
Section 3.3, p. 179). When a user claims a metadata record, the technical ELG
team is notified and can approve or reject the claim, taking into account the
professional email account of the user; if the claim is approved, the metadata
record is unpublished and assigned to the user for further editing. Once the user
finishes the editing, the record is submitted for publication and goes through the
normal publication procedure. Users are notified about the claim procedure of
these metadata records via e-mail.

5 Interoperability across Repositories

The interoperability across multiple repositories and platforms is of utmost impor-
tance in a broader, federated environment of data and services, as envisaged in ini-
tiatives like EOSC (European Open Science Cloud, see, e. g., Corcho et al. 2021),
NFDI, Gaia-X or the European Commission’s Data Spaces and in accordance with
the FAIR principles (Wilkinson et al. 2016), see Section 2. In the following, we dis-
cuss some of the open issues that need to be addressed in order to achieve this based
on the endeavours presented in this chapter.
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5.1 Technical Interoperability across Repositories

The first prerequisite for the sharing of metadata records and the construction of
a common master inventory based on the contents of all participating repositories
is that of exchange services. The OAI-PMH protocol, despite its limitation to the
exchange of metadata, constitutes the most widespread and hence usually preferred
option. REST services are becoming more popular, but they are not yet standardised
and thus require customised solutions. Rehm et al. (2020a) explore technical and
semantic interoperability in more detail.

5.2 Semantic Interoperability across Repositories

The use of shared vocabularies for the documentation of resources is the next neces-
sary step towards interoperability. The standardisation and documentation of meta-
data schemas is a requirement that many initiatives have articulated (Hugo et al.
2020; Behnke et al. 2021). While certain metadata vocabularies, such as DC45,
DCAT, schema.org46 and DataCite, have become de facto standards, these are gen-
eral schemas that can be used to express core metadata elements required for the
description of any type of digital resource. This, however, competes with the much
more fine-grained documentation needs of specific communities and more detailed
requirements set to achieve machine actionability. For example, “resource type” is
an element that poses problems for all catalogues: in contrast to the general vocab-
ularies (e. g., COAR resource type vocabulary47, a limited set of values from DC48,
Zenodo49), communities prefer finer distinctions (cf. the values of “resource type”
in the CLARIN VLO50). This creates a burden when moving from general to spe-
cialised catalogues (e. g., from Zenodo to ELG).

Bridges andmappers between vocabularies are developed, especially between the
popular schemas.51 Yet this is not a scalable approach, as for each new vocabulary a
new mapper has to be built. Instead, a “shared semantic space” is needed as a joint,
ontologically grounded and machine-readable vocabulary, into which all concepts
and terminologies can be mapped (Rehm et al. 2020a). This space can be envisaged
as a reference model able to represent all crucial information typically contained in
the respective metadata schema. However, a single RDF/OWL ontology covering
general and domain or community-specific semantic categories is an almost impos-
sible task to achieve (Labropoulou et al. 2018). An alternative could be a Linked

45 https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
46 https://schema.org
47 https://vocabularies.coar-repositories.org/resource_types/
48 https://www.dublincore.org/specifications/dublin-core/resource-typelist/
49 https://developers.zenodo.org/#representation
50 https://vlo.clarin.eu
51 For the mapping of metadata schemas in the wider LT ecosystem, see McCrae et al. (2015b,a).
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Data approach52, in which different communities maintain their independent formal
models and vocabularies and subsequently refer to reference vocabularies or con-
cepts developed in a distributed fashion by the broader community. As an example
of such an approach, a collaboration was initiated between ELG and the AI4EU
project on the mapping of the ontologies used in the two platforms. This work is
continued under the umbrella of the AI Ontology Working Group which includes
members from the European AI on Demand Platform and collaborating projects.53

Even in this scenario, though, an important issue to be addressed is that of the
appropriate semantic relations. Equivalence relations are not always one-to-one and
also need to take into account the type of elements. Additionally, there are an abun-
dance of similar vocabularies recommended by different communities or serving
different documentation needs. For example, in terms of “language”, a value taken
from ISO 63954 may suffice for general catalogues. But for the metadata of resources
in language-related catalogues, such as ELG, a more detailed value space is required,
that takes into account dialects and other varieties, and these are not included in ISO
639 (Gillis-Webber and Tittel 2019). In ELG we use the BCP 47 recommendation
(Phillips and Davis 2009) alongside values taken from the Glottolog55 vocabulary
(Hammarström et al. 2021) so that we can exploit the finer distinctions made in it for
language varieties. The fact that Glottolog includes a mapping to ISO 639-3 values,
when these exist, facilitates this endeavour and the exchange of metadata records
with catalogues that prefer using ISO 639.

5.3 Minimal Metadata Requirements

The different purposes served by the catalogues have an impact on the exchange of
metadata records, too. For example, Zenodo is used for the publication of research
outcomes by many different organisations and individuals. The fact that there is a
very small set of mandatory elements as well as the fact that providers do not have a
strong incentive to make their resources findable lowers the quality of the metadata
descriptions. In a similar way, individuals that add their resources to the Hugging
Face catalogue are mostly interested in testing their dataset and do not pay attention
to its description.Manymetadata elements that are important for ELGpurposes, such
as “language”, are simply not included in the formal descriptions of these records.
Often, even free text descriptions are of very low quality and cannot be used for dis-
covery purposes. There is, therefore, a strong need for training resource owners on
the importance of metadata together with the continuous curation by experts (Gor-
don and Habermann 2019). The “claim” procedure adopted in ELG is a step along
these lines. Semi-automatic methods for enriching metadata records by extracting

52 https://www.w3.org/DesignIssues/LinkedData.html
53 https://www.ai4europe.eu/ai-community/working-groups-d/ontology
54 https://www.iso.org/iso-639-language-codes.html
55 https://glottolog.org
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information from the datasets themselves, as well as other sources, will also play an
important role in ensuring that minimal documentation requirements are met.

5.4 Duplicate Resources

Looking at the resources themselves, the exchange of metadata records across cat-
alogues comes with the risk of creating duplicates and near-duplicates. The same
resource may appear with slightly different names in catalogues and similar descrip-
tions, while the same name is often used for subsets of the resource. The use of
persistent identifiers (PIDs) has been proposed to address this, but it cannot be guar-
anteed that persistent identifiers are indeed unique. Explicit relations between sim-
ilar resources (subsets, raw or annotated versions, versions and updates, etc.) must
be formally recorded in the metadata so that they can be used for deduplication pur-
poses. Establishing relations between the metadata records of the same resource in
different catalogues should also be recorded.

6 Conclusions

In this chapter we have focused on the sharing of metadata between catalogues. This
is only the basis for what is going to be the next level of sharing data and software
which is the ultimate goal. This involves not only a shared semantic space to anchor
and cross-link metadata vocabularies but also technical compatibility and coopera-
tion. ELG has closely collaborated with other platforms to explore platform inter-
operability at various levels (Rehm et al. 2020a). Experiments were conducted with
AI4EU56, SPEAKER57 and QURATOR58 for the creation of cross-platform work-
flows, where data and services were accessed from one platform and either trans-
ferred to another platform or used for building a pipeline or workflow of different
processing services in another platform. Our initial experiments, explored further by
Moreno-Schneider et al. (2022), demonstrate that interoperability can be partially
achieved, with a certain degree of manual and automatic interventions.

Finally, we should also mention an alternative that can be used for sharing re-
sources and their documentations across platforms and communities. This consists
of supporting cross-platform search through making search and discovery APIs used
by a platform available to third parties so that they can integrate them in their own
search space (Rehm et al. 2020a). This way, a single query would return matches
from multiple platforms whose publicly available search APIs are integrated in the
platform queried by the user. In this case, search results would show only a minimal

56 https://www.ai4europe.eu
57 https://www.speaker.fraunhofer.de
58 https://qurator.ai
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set of metadata redirecting the user to the platform that offers the respective resource.
Again, a shared common space is required but only for a limited set of metadata –
a similar situation to the general catalogues presented above, but only for a small
subset. However, this option presents a scalability problem as soon as the number of
collaborating platforms and respective search APIs grows.

Decentralised infrastructures such as Gaia-X, in which individual trusted plat-
forms follow a common standard (i. e., the Gaia-X federation services) and become
a networked system freely sharing and exchanging data and services across multi-
ple actors, offer a viable solution addressing this challenge. OpenGPT-X59 is a Ger-
man national project in which large language models are currently being developed,
especially for German but also for English and other European languages. In this
project, which has started in January 2022, we will have the chance to implement
the emerging Gaia-X specifications in the ELG platform so that it joins this emerging
ecosystem.
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Chapter 7
Language Technology Tools and Services

Ian Roberts, Andres Garcia Silva, Cristian Berrìo Aroca, Jose Manuel
Gómez-Pérez, Miroslav Jánošík, Dimitris Galanis, Rémi Calizzano, Andis
Lagzdiņš, Milan Straka, and Ulrich Germann

Abstract At the time of writing, the European Language Grid includes more than
800 LT services of varied types, including machine translation (MT), automatic
speech recognition (ASR), text-to-speech synthesis (TTS), and text analysis rang-
ing from simple tokenisers and part-of-speech taggers through to complete named
entity recognition and sentiment analysis systems. This chapter gives a high-level
summary of the development of the ELG service catalogue over time and digs deeper
to discuss the process of service integration by looking at a few example services.

1 Introduction

The European Language Grid platform is able to support a wide variety of different
types of Language Technology tools and services (see Chapter 3 for a more detailed
description). Service types are classified based on the type of data they process as
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Fig. 1 Number of tools and services integrated into the European Language Grid over time; the
grey shaded area denotes services whose integration is in progress at the time of writing and will
be complete by the time of publication

input – text, audio, image data, etc. – and what they produce as output – annota-
tions, text, audio, etc. This covers all the well-known service types such as Machine
Translation (MT – text in, text out), Automatic Speech Recognition (ASR – audio in,
text out), and Information Extraction/Text Analysis (IE – text in, annotations out),
but also allows for services such as entity detection in audio data (audio in, annota-
tions out), text-to-speech synthesis (TTS – text in, audio out), or optical character
recognition (OCR – images in, text out).

Over the course of the original ELG EU project (Figure 1) the platform has grown
from around 100 services available in the initial alpha release in 2020 to over 500 at
the start of 2022 and almost 800 at the time of writing, with more being added all the
time. The early stages of the project concentrated on services supplied by the ELG
project consortium partners – such as ASR from HENSOLDT Analytics, MT from
the University of Edinburgh and Tilde, TTS from Tilde, and a wide variety of Text
Analysis services from Expert.AI, the University of Sheffield and DFKI (Roberts
et al. 2020). More recently, an increasing number of services have been supplied by
the ELG-funded pilot projects (see Part IV) and the platform has also begun to see
contributions from third parties with no direct connection to the ELG consortium
itself (Roberts et al. 2021, 2022). Of particular note is a set of over 500 MT services
covering all pairs of EU official languages from the Neural Translation for the EU
project, discussed in more detail in Section 2.1 One third of these services have been
integrated to date, with the remaining two thirds scheduled for integration during
April and May 2022 (the grey shaded region in the graph), bringing the total number

1 https://nteu.eu

https://nteu.eu
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of integrated service entries in ELG up to at least 1,148 by June 2022. We hope this
trend will accelerate now that the third platform release is complete.

Furthermore, the figure of 1,148 hides the fact that a number of services combine
several different functions (such as tokenisation, sentence splitting, part-of-speech
tagging, entity detection, linking and disambiguation) into a single process and/or
offer the same function in more than one language. Counting each language/func-
tion pair individually gives a more informative picture of the scope and coverage
of ELG. For example, the platform currently provides one service that does depen-
dency parsing for Portuguese; it also provides one service that does lemmatisation for
Portuguese. The user who is looking for these two functions does not care whether
they are implemented by one service or by two, only whether or not the European
Language Grid can meet their needs.

By this measure, as of the end of March 2022, ELG offers 1,576 distinct ser-
vice function/language combinations – already exceeding the 1,300 predicted by the
project in mid-2021 (Rehm et al. 2021) – and is on track to offer at least 1,948 by
June, which are summarised in Table 1. Reading from the bottom up, the 1,948 total
breaks down into 931 MT (47.7% of the total), 788 text analysis (40%), 57 speech
recognition and audio analysis, and 172 services of other types such as text to speech
and OCR. The middle section of Table 1 breaks the 788 text analysis services down
into broad sub-categories, and the top section breaks the largest sub-category (lin-
guistic pre-processing) down into individual functions.

The largest single category of services is MT, with 770 catalogue entries repre-
senting 931 actual translation services (since some of the models are multilingual,
with the same endpoint accepting input in several different languages and translat-
ing them all to the same target). The available text analysis services range from
low-level text processing tasks such as tokenisation, part-of-speech tagging or mor-
phological analysis, through named entity annotation and on to higher-level services
such as parsing, sentiment analysis and entity linking against knowledge bases. De-
pendency parsing in particular is supported for 60 languages courtesy of the UD-
Pipe parser from Charles University in Prague. For speech, the platform currently
supports speech transcription for 31 languages thanks to tools from HENSOLDT
Analytics and Tilde, alongside other speech processing tools such as the keyword
spotting tool described in Section 3.

Breaking the numbers down on another dimension, the ELG platform now hosts
at least one service providing support for each of 114 distinct languages. English is
unsurprisingly the most highly represented, but there is good support for other major
EU languages – German, French, Spanish, and Italian all have support for at least
20 service functions aside from machine translation – and in total 28 languages have
support for at least ten functions.

Of course there is a long tail on both axes, with 16 of the 48 distinct service
functions available in only one language each and 25 in fewer than five languages.
On the other hand 39 out of the 114 languages are supported by only one function,
and 51 by fewer than three. Full multilinguality is still in the future, but for the
languages with larger numbers of speakers at least, significant progress has been
and is being made.
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English 7 4 4 3 4 5 3 3 4 3 2 2 3 3 3 3 3 2 2 2 2 2 2 71 20 11 102
German 6 1 1 2 3 1 1 1 2 1 1 1 1 1 1 1 1 2 2 1 1 1 1 34 7 3 44
Czech 5 1 2 1 1 1 2 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 30 2 5 37
Polish 4 1 2 1 1 1 2 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 29 2 6 37
Dutch 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 25 4 2 31
Finnish 4 3 1 1 1 3 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 31 1 1 33
Swedish 4 1 1 1 1 3 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 29 5 1 35
Bulgarian 3 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 27 2 3 32
Spanish 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 25 3 1 29
Romanian 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 1 25
French 3 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 26 1 4 31
Slovenian 2 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 26 2 28
Italian 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 4 28
Danish 2 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 25 4 1 30
Portuguese 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 25 1 26
Latvian 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 25 2 27
Estonian 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 25 1 26
Lithuanian 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 2 26
Hungarian 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 1 25
Croatian 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 24
Slovak 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 24
Greek 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 24
Irish 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 24
Maltese 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 24 24

Total A 65 32 29 29 26 31 30 27 25 27 26 26 24 26 25 25 25 25 25 25 24 24 24 24 669 51 52 772

Total B 16 4 2 3 4 1 1 2 3 36 20 12 68

Total Other 9 6 5 4 5 1 1 3 3 2 3 2 3 1 2 1 1 1 1 1 55 17 19 91

Grand Total 90 42 36 36 35 33 32 32 31 29 29 28 27 27 27 26 26 26 26 25 25 24 24 24 760 88 83 931

Table 2 A snapshot of supported MT language pairs as at the end of March 2022, with the addition
of the remaining NTEU services for all pairs of EU official languages

2 Machine Translation

The ELG platform includesMT tools for 781 individual source/target language pairs,
totalling 931 distinct services. Table 2 shows the breakdown; while English still
dominates, it is much less ubiquitous than in the past, with only 21% of services
involving English (102 from English, 90 into English, for a total of 192 out of the
931 available services). All pairs of EU official languages (“type A” in Table 2)
are supported. In addition there is support for unofficial or regional European lan-
guages such as Basque, Galician and Luxembourgish and languages of accession
candidates or free trade partners such as Icelandic, Norwegian2 and Serbian3 as well
as languages important for trade and political reasons such as Modern Standard Ara-
bic, Hindi, Ukrainian and Russian.

2 Both Nynorsk and Bokmål varieties.
3 Both Latin and Cyrillic script.
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In addition to the MT services contributed by the ELG consortium partners Tilde
(Pinnis and Bergmanis 2020) and University of Edinburgh (Junczys-Dowmunt et al.
2018; Germann et al. 2020; Germann 2020), two contributors in particular deserve
a special mention here: the OPUS-MT ELG pilot project and the EU project Neural
Translation for the European Union (NTEU).

The OPUS-MT ELG pilot project (Chapter 24, p. 325 ff., also see Tiedemann and
Thottingal 2020) is responsible for 312 of the total 931 translation service options. To
reduce the overall load on the ELG computing infrastructure, many of these language
pairs are supported by multilingual models, where a single Docker container can ac-
cept input and/or produce output in many related languages. For example, there is a
single OPUS model for “West Germanic”, which can translate either way between
any pair of English, German, Dutch, Luxembourgish, Afrikaans, Low Saxon, Gron-
ings and Hunsrik. Some language pairs are supported by multiple models with dif-
ferent performance characteristics, for example, English to German is supported by
a monolingual English-German model, a one-to-many “English to West Germanic”,
and the aforementioned many-to-manyWest Germanic model. Which model is most
appropriate for a given task will vary, for example, if the input is known to be good-
quality English then the monolingual model may be best, but if the input is a mix of
languages, or English written by native speakers of other Germanic languages, then
the multilingual model may be more accurate. Enabling users to test out different
services on their own real data and switch between them with no technical changes
to their code is one of the greatest benefits of the ELG approach.

NTEU is a project with a different focus, it was funded to produce high-quality
translation tools for all possible pairs of EU official languages, to reduce the need
for relay translation through a better-resourced language such as English (Bié et
al. 2020; Garcı́a-Martı́nez et al. 2021). This gives a total of 552 translation models
(24 source languages each translating into the other 23 targets), so to spread the
load of developing the models, NTEU involved three partner organisations, each
responsible for models translating into eight target languages (one third of the total
EU24). At the time of writing, one of the three sets of models has been published
as ELG-integrated services and the other two sets are expected to be available by
the time this book is published. The inclusion of these services marks an important
milestone for ELG for two key reasons. First it shows the strong commitment of
ELG to full multilinguality in the European Digital Single Market, and second it is
the single largest contribution to the ELG platform originating outside the original
ELG project consortium and pilot project ecosystem, demonstrating that ELG truly
is a platform for the whole EU language technology community.

3 Automatic Speech Recognition

For automatic speech recognition, ELG currently hosts 48 services covering 30 lan-
guages and dialects. The majority of these have been provided by HENSOLDT An-
alytics, the speech recognition specialist in the ELG project consortium. In addition,
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there have also been important contributions from Tilde for the Baltic languages,
and from two of the pilot project organisations: Elhuyar for Basque (see Chapter 15,
p. 271 ff.) and Lingsoft for Scandinavian languages (see Chapter 20, p. 301 ff.). Ling-
soft have also begun to deliver domain-specific ASR services, for example a service
tuned to recognise clinical speech in Finnish. As general purpose ASR systems in-
creasingly become commodities, the creation and provision of domain-specific mod-
els provides an important niche for smaller ASR providers.

These organisations are all commercial service providers; though the tools them-
selves are based on open source frameworks such as Kaldi4, the models are the pro-
prietary intellectual property of the respective provider.

3.1 Case Study: Speech Tools from HENSOLDT

In addition to the actual ASR, the components provided by HENSOLDT also per-
form several preprocessing steps: audio is downsampled and converted to the native
format of the respective models (typically 16kHz, 16 bit, mono, signed). Segmenta-
tion and classification of the input audio is carried out next. Any segment classified
as containing an insufficient amount of speech is discarded and not processed by the
ASR. Disfluencies and non-speech within segments identified as audio-segments are
processed by the ASR system via specific non-speech models. Segmentation as well
as classification are parameterised and can be adapted to specific audio conditions
(the components provided within ELG use standard settings). Processing within the
HENSOLDT ASR is staged in a pipelined manner for optimal throughput. Process-
ing parameters can be employed to balance processing speed and accuracy. Like
Lingsoft, HENSOLDT also provides domain-specificmodels which can be included
in the respective Docker components. The ASR engine itself is aware of processing
throughput as well as of the various models used. It can be adjusted to provide re-
altime processing as well as to reload different sub-models as soon as they become
available. While the current services use one standard model, this allows for future
updates of vocabularies and language models in a transparent manner. Output of the
HENSOLDT ASR component can be provided in 1-best, n-best or lattice formats.
The former is currently used in the deployed components, however, lattice-based out-
put is used indirectly for use of the ASR component for keyword-spotting (KWS)
applications only. A sample result of the detection of keywords via ASR can be seen
in Figure 2.

4 http://kaldi-asr.org

http://kaldi-asr.org
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Fig. 2 Example of the word “court” having been detected as a keyword using HENSOLDT ASR

4 Text Analytics

After the set of MT services, the second largest group of services in the ELG plat-
form are concerned in one way or another with the analysis and annotation of text, as
discussed in Section 1. These cover a wide range from low-level text pre-processing
tasks such as tokenisation and sentence splitting, through named entity annotation
and linking tools (in many languages and domains), to dependency parsing, sum-
marisation, sentiment analysis, and special purpose services such as the detection of
misinformation or hate speech, and spelling and grammar checking.

Text analysis services have been provided by most members of the ELG project
consortium, Expert.AI contributing their Cogito Discover toolkit, the University of
Sheffield providing many services based on their GATE framework, Charles Uni-
versity providing their UDPipe dependency parser and other tools (e. g., Straka and
Straková 2020; Straka et al. 2019b; Straka 2018; Straková et al. 2019; Straka et al.
2019a) and HENSOLDT (Dikici et al. 2019), ILSP (e. g., Prokopis and Piperidis
2020; Pontiki et al. 2018; Papanikolaou et al. 2016; Pontiki and Papageorgiou 2015)
and DFKI (e. g., Schulz et al. 2022; Aksenov et al. 2021; Leitner et al. 2019) pro-
viding a variety of tools from their respective inventories. In addition, several of the
pilot projects have contributed services in this class, notably

• European Clinical Case Corpus (Chapter 17, p. 283 ff.) – Fondazione Bruno
Kessler. Clinical named entity recognisers in six languages.

• Italian EVALITA Benchmark Linguistic Resources, NLP Services and Tools
(Chapter 19, p. 295 ff.) – University of Turin. A variety of services based on
systems that participated in the various EVALITA shared tasks throughout the
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years such as misogyny and hate speech detection and gender prediction, all in
the Italian language.

• Lingsoft Solutions as Distributable Containers (Chapter 20, p. 301 ff.) – Ling-
soft. General text analysis, proofing tools (spelling and grammar checking) and
morphology analysis, in English and Scandinavian languages. This includes re-
gional variations, such as distinct services for Swedish as used in Sweden and
Swedish as used in Finland, and domain variations with specific services for
medical domain text.

• Universal Semantic Annotator (Chapter 28, p. 349 ff.) – Sapienza University
of Rome. This service performs word sense disambiguation, semantic role la-
belling and parsing for a wide variety of different languages.

4.1 Case Study: Cogito Discover from Expert.AI

Cogito Discover is Expert.AI’s scalable software platform for automatic semantic
metadata generation and auto-classification that can be easily integrated in the pro-
duction environment of document-processing applications or workflows. It can be
deployed on premise and in cloud environments and is available for both Linux and
Windows systems. Cogito Discover services that are included in ELG are:

• Language detection: Identify the main language used in a text.
• Part-of-speech annotation: Annotations at different levels (token, word/com-
pound word, group, clause, sentence) with grammatical types.

• Named Entity Recognition: Annotation of entities, i. e., people, organisations,
places, known concepts, unknown concepts and also tags, i. e., URLs, email
addresses, phone numbers, addresses, dates, time, measures, money, percentage,
file folder.

• Semantic annotation: This service returns the concepts spotted in a text which
are modelled in the Cogito Discover knowledge graph.

• Lemmatisation: This service returns the lemma of each concept spotted in the
text that is modelled in the Cogito Discover knowledge graph.

• Keyword extraction: Annotation of the most relevant information, i. e., main
syncons, main lemmas, main multiword expressions.

• Sentiment analysis: Provides a sentiment score (positive or negative) for the
entities recognised in the text, and an overall score for the whole set of entities
in the document.

• Summarisation: Annotation of themost relevant information, i. e., main syncons,
main lemmas, main multiword expressions, main sentences and main domains.

• Categorisation: Classify documents using the IPTC taxonomy.

Most services are available in 12 languages: English, Italian, Spanish, German,
French, Dutch, Portuguese, Chinese, Arabic, Russian, Japanese and Korean.
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For its deployment in ELG, Expert.AI generated a Docker image containing a
Cogito Discover installation, the linguistic packages, and a general adapter that man-
ages the communication between the ELG platform and Cogito Discover. The gen-
eral adapter was developed using the ELGSpring Boot Starter described in Chapter 4
(Part I, p. 67 ff.)5, which makes it as easy as possible to create ELG-compliant tools
in Java using Spring Boot.

4.2 Case Study: GATE from University of Sheffield

The University of Sheffield has been developing and maintaining the GATE frame-
work for Natural Language Processing6 for over 20 years. The basic framework
is open source software written in Java and comes with a wide variety of plugins,
some implementing specific NLP algorithms and some providing the generic base
on which other specific rule-based and machine learning-based tools can be built.

The GATE ecosystem includes its own software-as-a-service platform called
GATE Cloud (Tablan et al. 2013). An early focus of Sheffield’s work in the ELG
project was to develop a bridge to GATE Cloud, i. e., a proxy that accepts ELG API
requests and dispatches them to a service endpoint on GATE Cloud, translating the
resulting annotations into the ELG API response format. The development of this
bridge has enabled the rapid deployment of many GATE Cloud hosted services into
the ELG catalogue with little demand on the computing capacity of the ELG plat-
form itself. At the time of writing, there are 66 GATE-based services integrated in
ELG via the bridging proxy.

However, GATE Cloud itself has rate limits, so alongside the bridge component,
Sheffield has developed a generic tool that can take anyNLP application built against
the GATE framework and bundle the application and all the plugins on which it de-
pends as a Docker image that can run the application in-process within the ELG
infrastructure. This mechanism has been used to wrap up certain particularly signifi-
cant GATE-based applications so they can run directly in the ELGKubernetes cluster
and take advantage of the ELG platform’s auto-scaling capabilities (see Chapter 5).

As the ELG EU project draws to a close, things have started to come full circle, as
a number of recent additions toGATE Cloud have in fact been implemented as ELG-
compatible Docker images, with a bridge in the other direction to enable a GATE
application to call out to an endpoint that exposes the ELG internal LT service API.
Some of these ELG-compatible images have been contributed back to ELG.

In addition, Sheffield has promoted the use of ELG-compatible services and
Docker images in a number of other projects, notably the Horizon 2020 projects
WeVerify7 and RISIS28. Many of Sheffield’s contributions to these projects have

5 https://gitlab.com/european-language-grid/platform/elg-spring-boot-starter
6 General Architecture for Text Engineering, https://gate.ac.uk, see Cunningham et al. (2013).
7 Wider and Enhanced Verification For You, https://weverify.eu, see Marinova et al. (2020).
8 Research Infrastructure for Science and Innovation Policy Studies, https://www.risis2.eu, see
Reale et al. (2019).

https://gitlab.com/european-language-grid/platform/elg-spring-boot-starter
https://gate.ac.uk
https://weverify.eu
https://www.risis2.eu
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been implemented as ELG-compatible Docker images, with bridging components
written for those projects to act as clients of the ELG API. The same mechanism has
been used as part of a long-term collaboration between the University of Sheffield
and King’s College London, to integrate medical domain LT services developed in
Python at King’s into an existing GATE-based processing workflow. The use of the
ELG standardised API makes it easy to integrate a variety of services implemented
in different programming languages in a minimally-invasive way.

4.3 Case Study: Microservices At Your Service

With the third release in 2022, the ELG platform has begun to see contributions
from third parties beyond the initial ELG consortium and pilot projects. One notable
source is the project Microservices At Your Service9, funded by the European Com-
mission’s Connecting Europe Facility (CEF) programme and led by Lingsoft (one of
the organisations funded for a pilot project in the first ELG open call, see Chapter 20,
p. 301 ff.). The project describes its mission as “bridging the gap between NLP re-
search and industry” and it aims to identify open source text analysis tools that could
benefit the community, package them as Docker images, and publish them for wider
use. The project has selected the ELG platform as its primary vehicle for publication
of the tools, and uses the ELG API as its standard specification for interoperability.

The project concentrates primarily on Finnish, Estonian, Icelandic, Spanish and
Portuguese, plus some tools for minority languages from the same regions such as
Faroese, Galician and Catalan. So far more than 14 services have been published,
including:

• A proxy to the Finto-AI subject indexing service10, in Finnish, Swedish and
English (Suominen et al. 2022)

• Named entity recognition tools for Swedish and Norwegian, originally from the
respective national libraries of the two countries (Kummervold et al. 2021)

• A tokeniser and morphological analysis tool for Estonian (Kaalep and Vaino
2001)

• A variety of tools for Icelandic from the University of Reykjavík, including a
tokeniser, part-of-speech tagger, shallow parser and named entity recogniser, as
well as machine translation models between Icelandic and English

One of the Icelandic services, a part-of-speech tagger and lemmatizer, is shown
in Figure 3.

9 https://www.lingsoft.fi/en/microservices-at-your-service-bridging-gap-between-nlp-research-a
nd-industry
10 https://ai.finto.fi

https://www.lingsoft.fi/en/microservices-at-your-service-bridging-gap-between-nlp-research-and-industry
https://www.lingsoft.fi/en/microservices-at-your-service-bridging-gap-between-nlp-research-and-industry
https://ai.finto.fi
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Fig. 3 Icelandic lemmatizer and part-of-speech tagger from Microservices At Your Service

5 Other Service Types

Right from the start of the ELG project, it was clear that the three principal service
classes (ASR, MT, Text Analytics), while significant, would never be exhaustive.
An important goal of ELG was to remain flexible enough to be able to easily inte-
grate new classes of services and tools that had not been foreseen in the original
proposal. The API specifications were designed with this flexibility in mind, being
based solely on the kinds of data each service expects and returns, rather than placing
any requirements on what the service does with that data.

Three classes of “other” services have emerged since the beginning of the project:

• Text-to-speech services that take text and synthesise audio.
• Audio analysis services that take audio input and return standoff annotations
over time segments of the audio stream.

• Image analysis services, in particular optical character recognition (OCR).

Text-to-speech services have been provided by Tilde within the ELG project con-
sortium (for Latvian and Lithuanian), and by the Elhuyar pilot project (for Basque).
The audio analysis services are the keyword spotting tools from HENSOLDT Ana-
lytics described along with their speech recognition systems in Section 3.

The University of Sheffield has contributed a multilingual image OCR service de-
veloped as part of the Horizon 2020 EU project WeVerify. The service is based on a
multi-step pipeline of neural models, first running a segmentation model to identify
regions within the image that contain text, then a classifier to identify the writing
system and language of each text block, and finally an appropriate text recognition
model on each block depending on the identified script (Arabic, Bengali-Assamese,
Chinese, Latin, Devanagari, Kanna, Hangul or Cyrillic). An example can be seen
in Figure 4. The models have been deliberately designed not to use the “attention”
mechanism typical of other deep neural models, as this was found to give only
marginal improvements in performance at the cost of significantly increased mem-
ory and compute requirements.

Part of the reason for ELG funding the open call for pilot projects was precisely
to elicit suggestions of new classes of services that were not previously known to
the project consortium. Two pilots in particular delivered on this: Text2TCS (Sec-
tion 5.1) and Coreon’s MKS as LLOD (Section 5.2).
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Fig. 4 The Multilingual OCR service showing detection of two blocks of text in different scripts
(the bounding boxes are part of the “try out” UI, they have not been added to this figure)
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What is coronavirus?
There are many different kinds of coronavirus (CoV). Known types of coronavirus include:

SARS coronavirus (SARS-CoV), which was first detected in 2003;
MERS coronavirus (MERS-CoV), which first occurred in humans in 2012.
In humans, certain types of coronavirus can cause illnesses ranging from a common cold to severe pneumonia. Other types
of coronavirus can cause a variety of infectious diseases in animals. Some types of coronavirus can be transmitted from
animals to humans.

The coronavirus identified in China in late 2019 was never before detected in humans.

On 11 February 2020, WHO assigned the official name COVID-19 (coronavirus disease 2019) to this disease. The designation
for the pathogen (germ) was changed from 2019-nCoV to SARS–CoV-2.

How dangerous is coronavirus SARS-CoV-2?
Similar to seasonal influenza, it affects in particular elderly persons and persons with a weakened immune system.
In more severe cases, infection with coronavirus SARS–CoV-2 can, for example, cause pneumonia or severe breathing
difficulties.

How does coronavirus SARS-CoV-2 spread?
Person-to-person spreading is the most frequent path of infection with coronavirus SARS–CoV-2. Contagion can be caused
by:

Mucus and saliva
Urine and faeces
Body fluids like for example blood

Features
Name Value

Graph Link https://live.european-language-grid.eu/temp-storage/retrieve/01h5dwxa-cn5gqz6vmgra6f4t9adkut4gfs0ef 

TBX Link https://live.european-language-grid.eu/temp-storage/retrieve/01h5dwxa-jfkfprgapwsz9i4uea8pxchf6iu5f 

Annotations
 c01: coronavirus

 c02: types

 c03: SARS coronavirus; MERS
coronavirus; coronavirus SARS-CoV-2

 c04: detected; identified

 c05: humans

 c06: illnesses; disease

 c07: common cold

 c08: severe pneumonia

 c09: infectious diseases

 c10: animals

 c11: transmitted

 c12: China

 c13: WHO

 c14: COVID-19

 c15: designation

 c16: pathogen

 c17: 2019-nCoV

 c18: SARS–CoV-2

 c19: dangerous

 c20: seasonal influenza

 c21: elderly persons; persons

 c22: immune system

 c23: infection with coronavirus
SARS–CoV-2

 c24: pneumonia

 c25: severe breathing difficulties

 c26: spread

 c27: Contagion

 c28: Mucus

 c29: saliva

 c30: Urine

 c31: faeces

 c32: Body fluids

 c33: blood





BACK

c23: infection with coronavirus SARS–CoV-2
Name Value
id c23

term infection with coronavirus SARS–CoV-2

relations [ … ]
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Fig. 5 Text2TCS service results in the “try out” GUI, showing links to the termbase and graph
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Fig. 6 The termbase graph generated from the sample input text (Figure 5)

5.1 Pilot Project: Terminological Concept Systems from Natural
Language Text from University of Vienna

The Text2TCS project (see Chapter 18, Part IV, p. 289 ff.) aimed to develop a tool for
deriving terminological concept systems from natural language text. This required
the generation not only of typical standoff annotations representing the mentions
of the detected terms in the source text, but also two additional output files for the
termbase in TBX format11 and a visualisation of the terminology as a PNG image.

These additional outputs did not naturally fit the JSON-based data interchange
formats of the ELG API. It would have been possible to force them into this format
by, for example, encoding the PNG data in base 64 encoding, but instead the ELG
team took this as the impetus to introduce the “temporary storage” helper service
for use by LT service containers. The operation of the temporary storage service
is very simple. LT services can send arbitrary binary data to a well-known URL
http://storage.elg/store (a private host name that resolves only within the
ELGKubernetes cluster), andwill receive in return a publicly-resolvable URLwhich
can be returned to the caller of the LT service for them to use to retrieve the same

11 https://www.tbxinfo.net

https://www.tbxinfo.net
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data. Storage URLs include a cryptographically-secure random token to make them
un-guessable, and they expire by default 15 minutes from their generation, at which
time the stored data is permanently deleted.

Figures 5 and 6 show how this appears in the ELG portal when a user tests the
Text2TCS service using the “try out” mechanism.

The temporary storage service provides an elegant solution to the problem of
allowing LT services to return binary data without introducing additional complexity
for the majority of services that do not have this requirement.

5.2 Pilot Project: MKS as Linguistic Linked Open Data from Coreon

The pilot project MKS as LLOD by knowledge management company Coreon (see
Chapter 23, Part IV, 319 ff.) is an interesting case that in some ways sits at the bound-
ary between services and resources. The aim of the project was to take Coreon’s exist-
ing knowledge representation systems, known as MKS for Multilingual Knowledge
System, and expose them as Linguistic Linked Open Data (LLOD). There is already
a (de jure and de facto) standard API for querying linked (open) data resources, i. e.,
the SPARQL query language12, so rather than defining a new format under the ELG
umbrella, we decided to adopt the existing standard.

For ELG, the question was how best to represent this kind of resource in the ELG
metadata scheme. On the one hand, the object that was being provided by Coreon
was conceptually a data resource, albeit one accessed via a query API rather than via
direct download, but on the other hand the technical method of integration would be
through providing a SPARQL service for users to query. The eventual solution was
in fact a mixture of both.

The Coreon SPARQL endpoint was integrated into the ELG infrastructure and set
up so that SPARQL queries could be authenticated using access tokens issued by the
ELG Keycloak identity provider, exactly as for other ELG LT services. In parallel,
Coreon developed a “try out” UI to allow users to make test queries through the ELG
catalogue interface. The two were then tied together as follows:

1. The “try out” UI was registered in its own right as a “service” in the ELG cata-
logue, whose function is “resource access”.

2. Each SPARQL endpoint was then registered as an individual “ELG-compatible
Lexical or Conceptual Resource” (LCR), with a link to the “try out” UI as “this
resource is queried by that service”.

Logic was introduced in the ELG catalogue to recognise when a user visits an
ELG-compatible LCR that has an associated query service, and to inject the query
UI as a “try out” tab which is configured with the necessary information and access
token to be able to query the SPARQL endpoint (see Figure 7 for the final result).

12 https://www.w3.org/TR/sparql11-overview/

https://www.w3.org/TR/sparql11-overview/
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Fig. 7 Coreon SPARQL endpoint as an ELG-compatible Lexical/Conceptual Resource

6 Conclusions

Overall, the ELG project has succeeded in its aim to offer a broad variety of dif-
ferent service types covering many languages, and supplied by a range of different
providers both academic and industrial. All the major classes of LT services are well
represented in the ELG catalogue including ASR, MT and text analysis, with further
classes of interest emerging during the course of the project. The generic design of
the LT service execution APIs means that even services that do not exactly fit an
existing class can be easily accommodated in the ELG platform, for example the
HENSOLDT services for keyword spotting in audio required no API changes at all,
only an adaptation of the “try out” GUI mechanism.

Inevitably, the majority of early contributions to the ELG platform were from the
original ELG project consortium members. This was expected and planned for in
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the original project proposal, and the pilot project funding system was designed to
help broaden the contributor pool more quickly by incentivising providers to adopt
the ELG formats and specifications. It has succeeded in this aim, and many more
details can be found in the various pilot project chapters in Part IV. As the funded
project draws to a close and the ELG platform begins to transition to its long term
sustainable mode of operation, we are seeing an increasing number of third-party
contributions from beyond the original consortium and pilot projects, which stands
the ELG in good stead for its sustainability as a platform over the coming years.
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Datasets, Corpora and other
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Victoria Arranz, Khalid Choukri, Valérie Mapelli, Mickaël Rigault, Penny
Labropoulou, Miltos Deligiannis, Leon Voukoutis, and Stelios Piperidis

Abstract This chapter provides an overview of what is available in ELG in terms of
datasets, corpora and other language resources (LRs) and how this has been achieved.
We look at the procedures and steps that have been followed to complete the full
resource ingestion cycle, which goes from repository and LR identification to meta-
data description and ingestion. We explain the approaches, priorities and methodol-
ogy. The chapter also outlines the repositories that have been integrated into ELG,
discussing the different procedures followed (metadata conversion, extraction, and
completion, aswell as harvesting) and the reasons behind these choices. Furthermore,
the ELG catalogue content is described, with details on key elements and features
as well as accomplishments. The last two sections are devoted to the crucial legal
issues behind such a complex platform and its data management plan, respectively.

1 Introduction

As introduced in Part I, one of the ELG platform’s primary functions is enabling shar-
ing, distribution and deployment of Language Resources and Technologies (LRT).
ELG provides access to thousands of datasets, by far the largest collection of rele-
vant datasets for the European Language Technology community. Users can search
for, download as well as provide different types of resources. As can be seen fur-
ther down, ELG has identified, filtered, described and centralised a vast amount of
datasets and other resources from different inventories and repositories, providing
an easy to use point of search for the LT community. Its aim is to become the “yellow
pages” and the primary platform for the European Language Technology community
(see Chapter 9). Our work in terms of curating and further enriching ELG is ongoing,
with new ingestions and collaborations at the time of writing.
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This chapter describes the work carried out so far as well as currently ongo-
ing efforts towards the population of the ELG catalogue with Language Resources
(datasets and language models). This work has consisted in 1. the identification of
sources (inventories and repositories), language resources and models, 2. their anal-
ysis, 3. the selection of elements to be ingested, as well as 4. the conversion or har-
vesting of their metadata descriptions and 5. the ingestion of these descriptions, and
actual LRs, if relevant. All these steps are complex and intertwined tasks that are
operationalised in a collaborative manner.

As a core element of ELG, the term “Language Resource” (LR, LRs) is used for
resources composed of linguistic material used in the development, improvement or
evaluation of Language Technologies (LT, LTs), but also, in a broader sense, in lan-
guage and language-mediated research studies and applications; examples include
datasets of various types, such as textual, multimodal or multimedia corpora, lexical
data, grammars, language models, etc. In related initiatives and the literature, the
term is often used with a broader meaning, encompassing also tools and services
used for the processing and management of datasets, and standards, guidelines and
similar documents that support the research, development and evaluation of LTs. In
the ELG metadata model (see Labropoulou et al. 2020, and also Chapter 2), we use
the term as first defined for the META-SHARE metadata model (Gavrilidou et al.
2012), i. e., including both data resources and LT tools/services. The alternative term
Language Resource/Technology (LRT) is also used in the context of ELG (Rehm et
al. 2021). However, in this chapter we use LR as referring to datasets and language
models only; tools and services in ELG are discussed in Chapter 7.

2 Identification of Language Resources and Repositories

ELG aims to become the primary marketplace for the European LT community. The
organisations making use of it range from commercial to non-commercial, including
research centres and companies, as well as initiatives and infrastructures, among
others. Linking all these players and supporting them in their interaction is a two-fold
mission, which involves helping them make their tools, services and data available
and also establishing the means for them to find and have access to those they may
require in their work.

To cover all relevant existing language resource repositories, ELG defined an
identification and collection methodology. First, the ELG project consortium mem-
bers performed a round of identification and analysis contributing their own re-
sources. Second, we reached out to the ELG National Competence Centres (NCCs,
see Chapter 11) to gather more input and pointers to additional existing repositories
and resource inventories. This identification task has been run in parallel with a pri-
ority definition task, which has been adjusted regularly according to achievements
and to the community’s needs and demands.
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2.1 Identification by the Consortium

ELG examined the available inventories and repositories of all potential LT/LR
providers and users. The initial results have been completed with further collabo-
rative input from the NCCs (see Section 2.2) and ELG’s sister project European
Language Equality (ELE, see Section 2.3.2). With regard to the typology of LRs
searched for, all types and modalities deemed useful for some sort of LT applica-
tion were considered. These comprise corpora, lexicons, terminologies, and derived
resources (such as language models for ASR or TMX models for MT), and also
focus on media such as speech/audio, text, video/audio-visual, images, OCR and
sign language datasets (images, videos). The identification strategy was adjusted
following initial findings. For example, users’ needs guided us to take into account
high-priority dataset types such as languagemodels, and has led us to look into repos-
itories which contain and even focus on such types of resources (see Section 4.2).

2.2 Identification by the National Competence Centres

In addition to the work described above (Section 2.1), a survey was carried out to
gather more input from the NCCs and from other collaborators, often related to their
local and regional repositories (Rehm and Marheinecke 2019). This way we have
been able to identify new repositories and, moreover, we were also provided with
extensive documentation by the NCCs (content, contacts, etc.). The collaboration
with the NCCs has been valuable. We plan to continue the joint work to maximise
ELG’s coverage.

2.3 Collaboratively Filling the Gaps

With its (at the time of writing) 8,873 dataset descriptions and following the inges-
tion of several repositories, ELG is at a compelling stage for taking the next steps
in its dataset provision strategy. It must be stressed that our collaboration with other
initiatives has also had an impact on these numbers. Bearing that in mind, the pop-
ulation of ELG now follows the analysis and identification of gaps from several
perspectives:

1. The ELG consortiummembers’ analysis of contributions and ingestion statistics
in the platform.

2. The analysis of gaps carried out under a joint strategy, such as the ELE project
and the ELG pilot projects (see Part IV), which have contributed datasets and
also shared their own needs with regard to ELG, thus supporting ELG on its
LRT collection venture from the point of view of the provider and the user.
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3. The analysis of feedback received from technology developers and data users
who shared their needs with us.

2.3.1 Contributions from the ELG Pilot Projects

The ELG pilot projects were intended to demonstrate the usefulness of ELG by con-
tributing datasets or services to the platform or by making use of existing datasets
or services for the development of innovative LT applications. These contributions
provided by the pilot projects benefit both the community that will have access to
the assets provided as well as the pilot projects themselves that will gain visibility
with their work and by displaying it in ELG. These projects are an excellent proof
of concept for the ELG platform and those pilot projects that provide datasets often
target – and fill – specific gaps. At the time of writing, the already concluded pilot
projects have finished their work, which has resulted in a set of 52 datasets available
through ELG. The pilot projects are described in detail in Part IV of this book.

2.3.2 Contributions from the European Language Equality Project

ELG collaborates with the European Language Equality (ELE) project1 to promote
digital language equality in Europe. In 2021, ELE organised an online survey ad-
dressed primarily to the more than 30 language experts of the consortium to collect
information on language resources and technologies available for the languages2 un-
der investigation (see Chapter 6 for more details). Through a web form, the ELE
consortium partners responsible for one or more of the languages addressed by the
project were able to record and report new language resources and also new resource
repositories. This additional and collaborative collection procedure resulted in ap-
prox. 6,300 records (Arranz et al. 2022), which have already been cleaned up, nor-
malised and curated and finally ingested into ELG (4,127 metadata records for data
resources and 2,215 metadata records for tools). Just like ELG organisation pages,
metadata records can be claimed by the resource creators or other rightful owners
(see Chapter 9, Section 3.3, p. 179) and enriched with further information. This is
why all contact persons included in these metadata records have been notified of
their publication in ELG; we encouraged them to claim their resources and enrich
the descriptions. Complete metadata descriptions are an important aspect of ensuring
findability and future reuse of the resources (see Chapter 2, Section 7).

1 https://european-language-equality.eu
2 https://european-language-equality.eu/languages/

https://european-language-equality.eu
https://european-language-equality.eu/languages/
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2.3.3 Platform Users

Finally, users of the ELG platform can also provide feedback about their interaction
with ELG or about unmet expectations with regard to the availability of datasets or
LT services. With regard to the latter, if users raise a certain need for specific datasets
in relation to specific technologies, the ELG team can investigate whether relevant
datasets or resources exist.

3 Integrating Repositories into ELG

The individual ELG releases follow an evolutionary strategy with regard to the pop-
ulation of the catalogue. This strategy has evolved as procedures have been put in
place and new priorities and needs identified. ELG Release 1 (R1) followed a rather
pragmatic approach, exploring procedures while targeting large repositories under
the management of ELG consortium members. This allowed us to set up procedures,
locate flaws and address problems (e. g., pending legal issues). ELG Release 2 (R2)
launched an ambitious acquisition of very large catalogues which were not compli-
ant with ELG’s structure and metadata schema. This was the case, for instance, for
Quantum Stat and Zenodo (see Section 4 and Arranz et al. 2021). Repositories like
Zenodo are extremely large digital libraries in which many different research arte-
facts are published, which is why it requires a certain amount of effort to find and
extract artefacts that are relevant for ELG.Despite these challenges, the overall result
is rewarding as it provides access to many LT-related datasets, which have not been
directly discoverable so far and which are now made available to the community
through ELG as a one-stop-shop. The LR provision strategy for ELG Release 3 (R3)
has built on top of the processes firmly established in R2. It continued and finished
up the integration of the already initiated repositories, it set up harvesting procedures
for as many ingested repositories as possible and added further repositories.

3.1 Priorities in the Ingestion Work

The list of identified repositories comprised different types of portals, such as those
storing data from evaluation campaigns or shared tasks (e. g., WMT resources,
Yeganova et al. 2021), large catalogues of language resources (e. g., ELRA, Mapelli
et al. 2022), networks of LR repositories (e. g., various META-SHARE nodes,
Piperidis et al. 2014), databanks, initiatives supporting the collection of language
data, etc. This initial list was prioritised by taking into account the following dimen-
sions of the different repositories:

• Relevance of their content for ELG, its services and users.
• Access information (conditions of use, prioritising open licensing schemes).
• Languages covered (coveringmultiple different languages, filling detected gaps).
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• LR typology (covering different modalities, filling detected gaps).
• Number of resources (prioritising repositories with larger numbers of resources).
• Metadata schema (prioritising schemas that allow automated conversions).

Following this prioritisation strategy, three repositories – all of which are run by
members of the ELG project consortium – were initially selected for ingestion in
ELG Release 1: ELRA3, ELRC-SHARE4 and the three META-SHARE nodes man-
aged by DFKI5, ELDA6 and ILSP7. This choice was strategic, as a proof of concept
for resource availability and metadata conversion, given that the involved partners
were familiar with the content and metadata schemas of these repositories. All the
datasets selected for metadata ingestion were filtered down for legal compliance to
ensure that licensing or distribution conditions that could not be addressed by ELG
at this early stage could be taken care of for a later release. ELG Release 2 continued
with additional repositories under the management of ELG project consortium part-
ners (ELRA-SHARE-LRs 2014, 2016, 2018 and 20208, and LINDAT/CLARIAH-
CZ9) but also by extending its work on the META-SHARE network and looking
into very large digital inventories such as Quantum Stat and Zenodo. The reasons
behind these choices combined strategy and diversity, which were also the goal with
repositories such as Hugging Face for ELG Release 3 (see Section 4.2.4).

3.2 Contributing Language Resources

Interested institutions or individuals can make datasets available for download, i. e.,
hosting datasets in the ELG platform, or they can simply point ELG users to exter-
nal download locations. In both cases, a description of the resource in the form of a
metadata record is needed that can be discovered through the ELG catalogue. Such
metadata descriptions can be manually created in ELG using the corresponding edi-
tor, they can be prepared as an XML file, which is then uploaded and imported into
ELG, or they can be automatically converted from existing metadata records that use
a different schema and imported into ELG afterwards. The flexibility behind these
different options to populate the ELG catalogue makes contributions very easy, they
can be done according to the provider’s needs and preferences.

ELRC-SHARE follows the metadata-only option; this repository is financed by
the European Commission under the ELRC initiative (Lösch et al. 2021), datasets
will be available through ELRC-SHARE for at least the duration of the ELRC con-
tracts. For that reason, the master copies of the LRs provided to ELG remain within

3 http://catalogue.elra.info
4 https://elrc-share.eu
5 http://metashare.dfki.de
6 http://metashare.elda.org
7 http://metashare.ilsp.gr:8080
8 LRs contributed by LREC participants, see http://www.elra.info/en/lrec/shared-lrs/.
9 LINDAT is the CLARIN Centre for Language Research Infrastructure in the Czech Republic.

http://catalogue.elra.info
https://elrc-share.eu
http://metashare.dfki.de
http://metashare.elda.org
http://metashare.ilsp.gr:8080
http://www.elra.info/en/lrec/shared-lrs/
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ELRC-SHARE but corresponding metadata records are available through ELG, en-
abling their discovery through ELG and their download via a redirect to the corre-
sponding ELRC-SHARE page. In addition to contractual reasons, some repositories
prefer to host their LRTs themselves, such as the ELRA catalogue, which distributes
its LRs under a typology of licences that cannot be fully covered or recreated by the
ELGmetadata schema for the time being. Repositories like Zenodo or Quantum Stat
mostly provide links to the locations of their datasets, very often these are links to
Github or Gitlab pages. Again, only metadata records with the links to the dataset
locations have been ingested into ELG. Likewise, harvested repositories only export
metadata records (e. g., different CLARIN nodes or Hugging Face).

4 Procedures to Ingest Language Resources

Different repositories need to be approached differently with the goal of extracting
metadata records and ingesting them into ELG. This relates to a number of dimen-
sions that have allowed us to categorise repositories and, thus, to set up procedures
to process them. These relate to the conversion, extraction and completion as well
as harvesting of LR metadata, further described in Sections 4.1, 4.2 and 4.3 below.

4.1 Metadata Conversion

We converted (through mapping) the metadata records of several repositories so
that we could import them into the ELG catalogue, which follows the ELG meta-
data schema (Labropoulou et al. 2020). This was the case for the ELRA catalogue,
the META-SHARE nodes and the initial ingestion of the ELRC-SHARE repository
(managed through harvesting now, see below). This conversion work is complex, but
it has paved the way for improvements and updates on both sides of the conversion
line, on both the source and target metadata elements and descriptions.

4.1.1 From ELRA Catalogue to ELG

The conversion of the LR metadata entries in the ELRA catalogue into the ELG
metadata format followed several steps:

• Updating the ELRA catalogue XML Schema Definition (XSD): The ELRA cata-
logue is based upon theMETA-SHARE structure, it has been adapted to ELRA’s
specific distribution requirements. Before proceeding with the metadata conver-
sion, an analysis of discrepancies between the META-SHARE XSD and the
ELRA catalogue XML files was performed. This allowed us to update the ELRA
catalogue XSD and to export the XML files in META-SHARE 3.1 format.
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• Mapping between META-SHARE 3.1 and ELG-SHARE 1.0.2: Once exported,
the ELRA XML files were mapped to the ELG metadata schema 1.0.2. This
mapping allowed us to adapt the validated ELRAXML files (in META-SHARE
3.1 format) and to make them compliant with the ELG-SHARE model. Several
elements had to be adapted for that purpose.

• Conversion from META-SHARE 3.1 to ELG Metadata Model 1.0.2: Once the
mapping between the ELRA catalogue and ELG was completed, we imple-
mented an XSLT stylesheet to transform the META-SHARE 3.1 format to the
ELG metadata model.

While the implementation of this first tool required quite a bit of effort, the expe-
rience gained was valuable for the subsequent implementation of other converters.

4.1.2 From META-SHARE to ELG

META-SHARE’s DKFI, ELDA and ILSP nodes are based on META-SHARE XSD
3.0. An already existing XSLT stylesheet was used to convert from META-SHARE
XSD 3.0 to 3.1. We implemented a second XSLT stylesheet to convert META-
SHARE 3.1 XML files into ELG metadata 1.0.2 (as for the ELRA-SHARE con-
version into ELG). This modular approach allowed us to use META-SHARE v3.1
as pivot schema, reusing the implemented XSLTs stylesheets for further conversions
(such as ELRC-SHARE’s below).

4.1.3 From ELRC-SHARE to ELG

ELRC-SHARE is also based on META-SHARE. The initial ingestion was carried
out through conversion, a harvesting protocol was put in place later (see Section 4.3
and Chapter 6 in Part I). To benefit from the ELRA to ELG metadata converter, a
subset of ELRC-SHARE LRs was converted first into the ELRA and then into the
ELG format.

4.1.4 Import into ELG

The XML files converted from the metadata of the different repositories were then
imported into ELG using the API developed for this purpose. Some inconsistencies
remained that led to corrections both in the XML files and the ELRA catalogue.

4.2 Metadata Extraction and Completion

Now we look into those repositories that did not allow for a straightforward conver-
sion or for which building converters was not a feasible option.
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4.2.1 Zenodo

Zenodo10 is a digital library launched in May 2013 within the OpenAire11 project, to
enable the compilation of research artefacts, such as publications, images, datasets,
software, etc. A good number of those artefacts consists of LRs that may be of inter-
est to the LT community. However, the extremely high number of artefacts in Zenodo
together with the incompatibility of the Zenodo and ELG metadata schemes made
the identification of relevant LRs a big challenge. We opted for a semi-automatic
approach to collect what ELG considers as LRs, using a combination of Python and
directly querying the Zenodo database, among others.12 However, the compilation
of metadata information still required manual intervention to ingest our selection of
actual LRs as well as to add the minimal set of metadata elements which are manda-
tory for ELG and which do not exist in the Zenodo records. This semi-automated pro-
cess required a lot of manual effort. We currently work on an automated harvesting-
oriented approach (see Section 4.3 and Chapter 6 in Part I).

4.2.2 ELRA-SHARE-LRs

The ELRA-SHARE-LRs are provided by participants attending the Language Re-
sources and Evaluation Conference (LREC). Participants can share the LRs they
present at the conference either by uploading them in a special LREC repository or
by linking them to their original download location using an online form.We selected
a subset of these LRs by checking the compliance of licences with the ones accepted
in ELG. Licences that are too vague were left aside (e. g., “Open Source”, “Cre-
ative Commons” without further specification). Given that the original metadata was
available as a spreadsheet, the sheet and conversion tool produced to gather Zenodo
metadata (see above) was adapted. As the ELRA-SHARE-LRs metadata contained
only a minimal set of information, missing but required information was added man-
ually into the spreadsheet to comply with the mandatory ELG metadata (e. g., type
of LR, linguality, annotation, data format, licence, etc.). Finally, the spreadsheet was
converted into XML and ingested into ELG.

4.2.3 Quantum Stat

Quantum Stat enables LR producers to register datasets in the “Big Bad NLP
Database”.13 The procedure for identifying, describing and ingesting datasets into
ELG is as follows: first, an initial table with 481 datasets was exported and analysed
for relevance to ELG by checking licensing information (whether licences are well

10 https://zenodo.org
11 https://www.openaire.eu
12 https://developers.zenodo.org/#records
13 https://datasets.quantumstat.com

https://zenodo.org
https://www.openaire.eu
https://developers.zenodo.org/#records
https://datasets.quantumstat.com
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identified), dataset type, and whether the resource can be downloaded. The datasets
not complying to the LR description requirements were discarded and only compli-
ant metadata information was kept. Then, as for ELRA-SHARE-LRs and Zenodo,
the minimal set of metadata information was compiled, while also adding missing
information before the actual conversion into XML and ingestion into ELG.

4.2.4 Hugging Face

Often described as a “model zoo”, the Hugging Face14 repository includes a large
collection of machine learning models and datasets that can be used for training
new models, with a focus on the Transformers architecture (Wolf et al. 2020). ELG
collaborates with Hugging Face regarding the import of Hugging Face metadata
records into ELG. One challenge relates to the fact that the description of resources
in Hugging Face does not follow a specific methodology. To begin with, adding de-
scriptions to resources is encouraged but not mandatory. Furthermore, the suggested
metadata elements do not follow a standard schema. The manual work needed to pro-
cess the filtered entries was considerable in order to enrich the information available.
A conversion process was applied based on mapping the elements (see Chapter 6 for
more details).

4.3 Metadata Harvesting

We implemented metadata harvesting solutions for ELRC-SHARE, LINDAT/CLA-
RIAH-CZ, CLARIN-PL and CLARIN-SI as well as Zenodo, as described below.

4.3.1 ELRC-SHARE

Three groups of datasets were originally selected from the three prioritised reposito-
ries to be converted and ingested into ELGRelease 1 (see Section 4.1). Of these, only
ELRC-SHARE allowed for the import of the whole list given that its resources met
the following conditions: their licensing conditions allowed it (all data were shared
under CC-BY licences, theywere open under the directive on the re-use of public sec-
tor information, or they belong to the public domain), and their metadata elements
were compatible and fully covered by the ELG metadata schema. We have imple-
mented anOAI-PMH15 client that harvestsmetadata records compliant with the ELG
metadata schema, and we use this for regular harvesting from ELRC-SHARE.

14 https://huggingface.co
15 Open Archives Initiative Protocol for Metadata Harvesting (2015).

https://huggingface.co
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4.3.2 LINDAT/CLARIAH-CZ

The LINDAT/CLARIAH-CZ repository makes its metadata available for harvesting
through its OAI-PMH end-point.16 Means for ingesting metadata complying to the
META-SHARE schema17 were already in place in ELG and the repository did pro-
vide a mapping from its internal metadata storage to META-SHARE. An attempt
was made at reusing this conversion, but the result was deemed unacceptable as not
all of the available metadata was mapped. After a few iterations we arrived at a
mapping between concepts that are important and required in the ELG schema and
the metadata stored in LINDAT/CLARIAH-CZ. LINDAT updated the metadata for
several of its resources following the feedback received from ELG. Also, based on
the feedback from LINDAT/CLARIAH-CZ, some changes were applied to the ELG
schema. The implementation of this mapping represents around 1,200 changed lines
of code, including some tooling to reflect some of the metadata issues discovered.18

4.3.3 CLARIN-PL and CLARIN-SI

The LINDAT/CLARIAH-CZ repository makes available an OAI-PMH endpoint
which exposes ELG-compatible metadata records. The repository software devel-
oped by the LINDAT/CLARIAH-CZ team, based on DSpace, is also used by several
other CLARIN centres for their repositories, i. e., their metadata records are ready
to be imported into ELG using the same harvesting procedure. For ELG Release 3,
this collaboration has resulted in the regular harvesting of the CLARIN centres in
Slovenia (CLARIN-SI) and Poland (CLARIN-PL).19

4.3.4 Zenodo

As described in Chapter 6 (Part I), Zenodo is a particularly interesting catalogue for
ELG purposes. Zenodo exposes its metadata records through a RESTAPI20 as JSON
data and through an OAI-PMH API21 in a set of standard metadata formats, i. e.,
DC22, DataCite23, MARC2124 and DCAT25. Work is currently ongoing to replace
the semi-manual import of Zenodo metadata records that started for ELG Release

16 http://lindat.mff.cuni.cz/repository/oai/request?verb=Identify
17 http://www.meta-share.org/p/93/Documentation
18 https://github.com/ufal/clarin-dspace/pull/930
19 http://www.clarin.si and https://clarin-pl.eu
20 https://developers.zenodo.org/#rest-api
21 https://developers.zenodo.org/#oai-pmh
22 https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
23 https://schema.datacite.org/meta/kernel-4.4/
24 https://www.loc.gov/marc/bibliographic/
25 https://www.w3.org/TR/vocab-dcat-3/

http://lindat.mff.cuni.cz/repository/oai/request?verb=Identify
http://www.meta-share.org/p/93/Documentation
https://github.com/ufal/clarin-dspace/pull/930
http://www.clarin.si
https://clarin-pl.eu
https://developers.zenodo.org/#rest-api
https://developers.zenodo.org/#oai-pmh
https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
https://schema.datacite.org/meta/kernel-4.4/
https://www.loc.gov/marc/bibliographic/
https://www.w3.org/TR/vocab-dcat-3/
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2 with a more automated process taking advantage of the standard protocols and
schemas offered by Zenodo. This task involves a number of challenges that we are
currently addressing with regard to the selection of the source API, the selection
and conversion of metadata, the selection of a subset of the downloaded metadata
records and the setting-up of an automated procedure for regular harvesting.

5 Language Resources in the ELG Catalogue

After the most recent ingestions of datasets as well as the contributions from the
pilot projects and ELE, the ELG catalogue has reached a total of 8,873 metadata
entries inApril 2022, far exceeding our expectationswhenwe started the project. The
majority of these are description records without the data being hosted in ELG (103
resources are fully available through ELG). However, even if not available through
ELG directly, most datasets are available through the referenced repository page,
often available for download, which is reflected in the ELG catalogue too. Figures 1
and 2 illustrate the breakdown of repository sources ingested so far together with the
breakdown of the current numbers per source.
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Fig. 1 Repository sources of the 8,873 datasets available in ELG in April 2022

Regarding resource types and their linguality, Figure 3 illustrates the numbers.
As expected, the highest numbers apply to corpora (6,236 available in ELG), with
twice as many monolingual corpora as bilingual ones (which in turn are three times
as many as the multilingual ones). Lexical/Conceptual resources are also very well
represented with 2,229 entries.

One of our bigger concerns at the time of Release 2 was the fact that there were
barely any language descriptions (there were only 7). This has changedwith the work
towards ELG Release 3: at the time of writing, we count 408 language descriptions
with the majority being monolingual. Further regarding language descriptions, the
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number of its “language models” subclass has increased to 358. This is good news
as models are a popular and highly demanded resource type, currently providing the
state of the art for many LT/NLP tasks. ELG is actively encouraging the use of its
platform for the creation of models. The pilot projects have supported this resource
type as well by contributing their models, too.

ELG also offers a very broad language coverage, with 450 languages represented
by lexical/conceptual resources, and with corpora available in 438 languages, at the
time of writing. The language models cover 156 languages, grammars are available
for 25 languages. These are either monolingual or multilingual resources. Figure 4
shows the language resource type distribution for the EU official languages.

Finally, different media types are also represented in ELG. As expected, the
largest number of resources belongs to the type “text” with more than 7,000 datasets.
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Fig. 4 Language resource type distribution for the official EU languages

Nonetheless, the type “audio” already offers more than 1,200 resources while cur-
rently 385 image and video resources are available.

6 Language Resources and Legal Issues

Managing legal issues in a large platform such as ELG implies taking care of a wide
variety of legal aspects, often regarding licensing. It also implies taking into account
processes that may differ from one provider to another. A provider may choose to
distribute resources either through implicit or explicit licences, through specific con-
ditions of use, or through considering a particular user status such as profiles or
membership status. Moreover, the need to ensure GDPR compliance requires cer-
tain monitoring processes. For the development of the platform, the project has ben-
efited from the support and advice of a dedicated team of legal experts who helped
deploy the platform in a manner that is legally sound. This ranges from establishing
the necessary legal context (e. g., Privacy Policy and Terms of Use) to stepping in
for consultations. The legal team has also contributed to the preparation of a Data
Management Plan (see Section 7). Below, we briefly describe some of the specific
issues the ELG legal team has taken care of.

Advice on implicit versus explicit licences: One main distinction to make is the
management of implied (or implicit) versus expressed (or explicit) licences. For
implied licences, it has become a commonly and widely used practice to grant
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users access when they click on the licence terms acceptance button indicated on
the repository pages.

Advice on conditions and terms of use: The conditions of use of a resource are
another factor that has been defined and which may require further discussion
and interaction between the provider and the user. Among the various elements
to consider in licensing data or tools, we need to review the purpose of use (which
could be commercial, for research, etc.), as well as the profile of the licencee (this
is the type of institution, some resources may be restricted to particular types of
institutions, e. g., academic or commercial)26.

Financial and distributional issues: Not only legal issues may condition the de-
livery of resources to a user, but also the financial and distribution policies of
the provider. Such policies involve a dedicated team, with expertise in technical,
legal and financial domains. Parameters like the legal profile of the licencee, the
purpose of use and the pricing policy need to be clearly displayed.

META-SHARE licensing: The selection of LRs for ingestion done for the three
META-SHARE nodes needed to be revised due to licensing restrictions. These
involved proprietary licences (e. g., MS-C-NoReD, MS-NC-NoReD and MS-
Commons-BY-SA), as well as licences that required negotiations with providers.
To address this, a study of the licences was performed by the ELG legal team
for discussion with node managers. A proposal for licence mapping was drafted
where non-restrictive licences were invited to move to Creative Commons li-
cences. Restrictive licences were encouraged to move to more open licences, too.

Legal checking: The identification of various repositories demonstrated the im-
portance of legal checking all throughout the information compilation process. In
some cases (e. g., Zenodo), licences were well identified and could usually be in-
tegrated in the ELG metadata without further analysis. However, for other cases
(e. g., ELRA-SHARE-LRs, Quantum Stat), legal information did not always com-
ply with ELG requirements or was simply missing. Consequently, legal expertise
was needed to either check and confirm the accuracy of present legal information,
or to search for and gather the appropriate legal information.

Improvement of the licence list: Whenwe processed the Zenodo datasets, we re-
alised that several licences were not part of the ELG metadata values. Thus, the
ELG legal expert was asked to compare the Zenodo list with the ELG list and
make suggestions to integrate some of those licences into the ELG metadata. A
list of 68 licences that did not correspond to ELG values was checked, out of
which 40 could be added to the ELG licence list, whereas the other 28 did not
need to be added because they were already used within ELG using other labels,
they were not used, or they had no link.

Addition of conditions of use in the ELG metadata: We decided to add a new
metadata field corresponding to the “conditions of use” associated to each iden-
tified licence to improve the search functionality for resources based on their li-
censing conditions. For “standard” licences, the conditions of use were added by
the ELG team, based on information gathered from Creative Commons licences,

26 https://live.european-language-grid.eu/terms-of-use

https://live.european-language-grid.eu/terms-of-use

