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values from the CLARIN licencing framework27, META-SHARE licences, and
the ELRA licence wizard28. For all other LRs, a thorough analysis of over 300
licences (all licences in the SPDX list29) was done by our legal team who went
through the different conditions of use such as the intellectual property rights
granted by the licences, the requirements on redistribution imposed by the licence,
the requirements on use of the data and, finally, the requirements imposed on
users (Rigault et al. 2022b).

7 Language Resources and Data Management

ELG is a platform for commercial and non-commercial Language Technologies,
both functional (running services and tools) and non-functional (datasets, resources,
models). In order to achieve this, the consortium in charge of the ELG platform has
enacted several priorities that include the processing of massive amounts of data
and of different types. These large amounts of data derive from partners’ contribu-
tions, external providers willing to share their datasets through ELG, our harvesting
of other repositories as well as different kinds of resource and repository identifi-
cation work. As can be expected, such a data intensive project requires clear data
management policies, in particular considering GDPR constraints. For that purpose,
we implemented a Data Management Plan (DMP) as a concrete necessity for organ-
isational, technical and legal management of all data types processed in the course
of the project (Rigault et al. 2022a). The DMP documents the variety of data types
collected, received and/or processed in the course of the project and reports on how
the data is going to be managed with regard to technical, organisational and legal
aspects. The DMP also complies with best practices and, in particular, with the re-
quirements of Horizon 2020 as well as GDPR obligations. It defines useful practices
to enhance compatibility with the FAIR principles (see Section 7 in Chapter 2 and
Wilkinson et al. 2016)30, as endorsed and specified for Horizon 2020. Moreover, the
DMP provides advice in terms of best practices for language resource creation in all
steps of an LR life cycle (Choukri and Arranz 2012; Rehm 2016).

8 Conclusions

We integrated more than 10,000 metadata records for datasets, models and other
classes of language resources into the ELG platform. These LRTs have been care-
fully described so as to ease their findability (following the FAIR principles) and to

27 See https://www.clarin.eu/content/licenses-and-clarin-categories#res and https://www.clarin.e
u/content/clarin-license-category-calculator
28 http://wizard.elra.info/principal.php
29 https://spdx.org/licenses/
30 https://www.go-fair.org

https://www.clarin.eu/content/licenses-and-clarin-categories#res
https://www.clarin.eu/content/clarin-license-category-calculator
https://www.clarin.eu/content/clarin-license-category-calculator
http://wizard.elra.info/principal.php
https://spdx.org/licenses/
https://www.go-fair.org
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ensure compliance with the ELG metadata schema while advocating for interoper-
ability. A series of steps and best practices has been followed with the objective of
establishing procedures for resource identification, description and ingestion. The
work carried out during the ELG project has allowed us to consider expertise and
lessons learned to improve protocols and principles. This has been the reason for
updating the integration approach of some repositories (e. g., ELRC-SHARE and
Zenodo). The strategy behind the choice of repositories has also been planned care-
fully, following technical and strategic priorities, as well as evolutionary needs and
demands. ELG users can now either access thousands of resources or contribute
resources through the different means provided. Legal issues have also been con-
sidered with a special focus on licensing. Moreover, a Data Management Plan has
been conceived to address the handling of all types of data (including sensitive data)
within ELG as well as guiding the production and life cycle aspects of LRs.
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Chapter 9
Language Technology Companies,
Research Organisations and Projects

Georg Rehm, Katrin Marheinecke, Rémi Calizzano, and Penny Labropoulou

Abstract The European Language Grid is meant to develop into the primary plat-
form of the European Language Technology community. In addition to LT tools
and services (Chapter 7) and Language Resources (Chapter 8), ELG represents the
actual members of this community, i. e., the companies and research organisations
that develop language technologies and that are engaged in related activities. The
goal of becoming the primary platform for LT in Europe implies that ELG should
ideally represent all European companies and all European research organisations
with corresponding metadata records in the ELG catalogue, which are interlinked
with the respective LT tools and services as well as language resources they offer.
This chapter describes the European stakeholders and user groups that are relevant
for the ELG initiative, the composition of the community and the locations of the
companies and research groups as currently listed in ELG. Furthermore, we describe
a number of technical and organisational challenges involved in the preparation of
our list of stakeholders, and outline the process of catalogue population.

1 Introduction

The European Language Grid is meant to develop into the primary platform of the
European LT community. This is why, in addition to functional LT tools and services
and more static Language Resources (LRs), ELG also represents the actual members
of this community, i. e., the companies and research organisations that develop LTs
and that are engaged in related activities such as the integration of LT into existing
systems or support services such as data annotation at scale. This overall goal of
eventually establishing ELG as the primary platform for LT in Europe implies that
ELG should ideally represent all European companies and all European research
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Fig. 1 Evolution of resources in ELG over time broken down by resource type

organisations in the ELG catalogue, which are interlinked with the respective LT
tools and services as well as language resources these organisations offer on and
through the European Language Grid. In other words, the European Language Grid
also functions as the “yellow pages” of the European LT community, ideally listing
and promoting all relevant members of this community, i. e., small and medium-
sized companies as well as large enterprises, research centers, universities and other
academic institutions that develop LT but also organisations in the periphery of this
core, e. g., integrators and annotation service providers (Rehm et al. 2020, 2021).1

In addition to serving as the central directory for members of the European LT
community, ELG also includes information about relevant projects in the area.2 The
reasoning behind this is the way many LTs are typically developed, i. e., through
publicly funded project consortia in which academic or commercial organisations
participate. Such projects often result in concrete tools and technologies as well as
language resources, which can then be made available, among others, through ELG,
which allows representing and interlinking these project artefacts (LTs, LRs), the
projects that helped create these artefacts and the members of the respective project
consortia. Technically, project consortia can provide relevant metadata to create and
later edit and update their own project pages in ELG ensuring more visibility as well
as an additional dissemination channel for their projects’ outputs.

In the second half of the ELG project’s runtime, corresponding activities in terms
of populating the ELG catalogue with information about companies, academic or-
ganisations and projects have been drastically increased so that, towards the end of
the project, ELG now includes convincing figures in terms of community members,

1 https://live.european-language-grid.eu/catalogue/?entity_type__term=Organization
2 https://live.european-language-grid.eu/catalogue/?entity_type__term=Project

https://live.european-language-grid.eu/catalogue/?entity_type__term=Organization
https://live.european-language-grid.eu/catalogue/?entity_type__term=Project
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Fig. 2 Number of ELG consumer and provider accounts over time

projects and also active users of the platform. At the time of writing, ELG lists more
than 13,000 metadata records on tools and services, resources, organisations and
projects. Figure 1 shows the corresponding development of the ELG catalogue and
its population over time, differentiated by type of entry.

Not only the number of resources and organisations listed in ELG is constantly
growing. In addition, the number of users is rising continuously. The number of
ELG users of the consumer category who have a registered a user account went up
significantly at the end of April 2020, after the first official release to the public, and
has grown further ever since. The number of ELG users of the provider category,
i. e., users with the right to integrate metadata, tools and resources in ELG, is also
increasing continuously, albeit more slowly, as can be expected (see Figure 2).

As encouraging as this development is, ELG is still at the beginning. The platform
has been designed in such a way that it can be actively used by the community and
that it can grow. To achieve this goal of a true one-stop shop for the whole European
LT community, it is necessary to steadily expand the consumer and provider base
and monitor as well as reflect all changes and new developments in the European LT
landscape. Only with this momentum will the desired snowball effect be generated
eventually, which ultimately helps ELG to achieve sustainable success from which
all stakeholders can benefit.
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2 The European Language Technology Landscape

One key characteristic of the European Language Technology landscape is its ex-
treme fragmentation, which has been mentioned repeatedly throughout the years, as,
for example, in the META-NET White Paper Series (Rehm and Uszkoreit 2012), in
the META-NET Strategic Research Agenda (Rehm and Uszkoreit 2013; Rehm et al.
2016), in the Final study report on CEF automated translation value proposition in
the context of the European LT market/ecosystem (Vasiljevs et al. 2019) or in the
various reports of the European Language Equality project (especially see Aldabe
et al. 2022). In fact, this extreme fragmentation is one of the main reasons why the
ELG platform has been developed in the first place because the fragmentation is gen-
erally perceived as one of the main reasons why the European LT community has
been unable to unleash its full potential.

The analysis in the CEF LT Market study (Vasiljevs et al. 2019) shows that Eu-
ropean LT vendors are often SMEs with local or regional, often highly specialised
solutions. In the study, 473 companies were collected that are active in EU member
states in the domain of LT and that fully qualify as LT vendors. According to the
research, the total size of the LT industry within the EU member states (plus Iceland
and Norway) was estimated at approx. 800M€ in the year 2017. In the study sample
investigated, only 14% of the LT vendors had a revenue of more than €10M, whereas
almost half of them (48%) had a revenue below €1M. In terms of size, 52% of the
companies had between 10 and 99 employees, and 26% had less than 10 employees,
both combined representing nearly 80% of the 473 companies studied. Only 44% of
the EU companies in this sample received external funding or venture capital.

Consequently, the global LT and NLP market continues to be dominated by large
technology enterprises from the United States and Asia which establish “data-driven
intellectual monopolies” (Rikap and Lundvall 2020) – in that regard, large compa-
nies are the exception in Europe. However, these big non-European LT providers
have certain deficiencies regarding under-resourced languages, customisation needs,
as well as security and privacy requirements which is a frequently expressed demand
from corporate clients and European administrations (Overton 2017).

Despite the fact that the LT market is relatively small when compared to the gen-
eral IT market at large, it is a market with strong competition, which is one of the rea-
sons why many LT developing companies tend to focus on highly specialised niche
markets with less intense competition. This, however, affects profitability, which is,
on average, rather low and margins are compressed. On the other hand, LT can also
be considered a growing market: today, (potential) customers have more awareness
of the benefits of LT, which is also due to marketing activities of large international
players. From a local vendors’ point of view, the large technology enterprises help
create a market awareness that simply did not exist ten years ago. Nevertheless, these
companies are also the toughest competition of the European LT community as they
tend to offer high-quality LT software free of charge or for very low prices, which
European SMEs usually cannot afford to do.

The STOA study Language equality in the digital age – Towards a Human Lan-
guage Project (STOA 2018), which examines the causes of language barriers in



9 Language Technology Companies, Research Organisations and Projects 175

Europe and formulates recommendations for policies to overcome these barriers,
mentions among its 11 key recommendations the need for a pan-European LT Plat-
form of resources and services and ELG has stepped up to solve this problem (also
see European Parliament 2018). ELG not only brings together LT resources from all
over Europe supporting almost all European languages (although ELG is not lim-
ited to European languages) but ELG also has the ambition to unite the European
LT community behind these services, tools and resources using one shared umbrella
platform to create a common access point and marketplace from which all languages
and members of the community will eventually benefit (see Part III of this book).

At the time of writing, ELG contains approx. 1,800 organisations operating in
the European LT sphere. One half of these organisations consists of companies, the
other half of universities and research groups (Figure 3).3

890 (50,1%)

481 (27,1%)

406 (22,8%)

Companies

Academic Institutions

Research Groups

Fig. 3 Distribution of organisations listed in ELG per type

The quantitative distribution of LT developing organisations among the respec-
tive countries in Europe already hints at a strongly varying coverage of LT resources
for their respective national and regional languages. Whereas countries like the UK,
Germany or Spain are well or relatively well equipped with LT developing compa-
nies, smaller countries like Malta or Cyprus have only little representation in the
European LT community (see Figure 4).4 Figure 5 shows the geographical distribu-
tion in Europe of organisations listed in ELG.

3 Companies are commercial organisations, academic institutions are universities and research cen-
ters, research groups are sub-groups of academic institutions, e. g., faculties or departments.
4 In Figure 4, countries are ordered by decreasing number of organisations. The country with the
head office of the respective organisation is used as the organisation’s country.



176 Georg Rehm, Katrin Marheinecke, Rémi Calizzano, and Penny Labropoulou

53

104

64

39

60

66

44

47

36

38

37

30

36

35

16

24

23

14

13

23

11

9

5

16

12

9

5

5

3

7

3

2

1

142

48

49

46

21

6

13

17

8

5

6

12

4

6

15

12

11

7

9

2

7

5

5

1

2

4

5

4

3

1

1

4

0

98

46

35

15

16

15

25

7

9

8

6

7

9

6

15

6

7

12

7

1

6

8

12

3

4

5

6

3

3

1

4

1

0

United Kingdom

Germany

Spain

Poland

France

Netherlands

Italy

Belgium

Ireland

Denmark

Austria

Bulgaria

Finland

Norway

Greece

Portugal

Hungary

Sweden

Switzerland

Estonia

Czechia

Latvia

Romania

Iceland

Lithuania

Slovakia

Serbia

Croatia

Cyprus

Luxembourg

Slovenia

Malta

Turkey

0 100 200 300

Companies Academic Institutions Research Groups

Fig. 4 Distribution of organisations listed in ELG per type and country



9 Language Technology Companies, Research Organisations and Projects 177

Fig. 5 Organisations listed in ELG per country

3 Organisations in the European Language Grid

To bootstrap the ELG catalogue with as many LT developing European compa-
nies and academic organisations as possible, we decided on the following proce-
dure. First, together with the ELG National Competence Centres (see Chapter 11,
p. 205 ff.), we collected LT developing organisations semi-automatically and in a
decentralised way, i. e., on the national level (Section 3.1). Second, based on the re-
sults of this collection, metadata records were prepared that could be automatically
ingested into the ELG catalogue (Section 3.2). This resulted in the ELG catalogue
being populated with approx. 1,800 metadata records, i. e., pages, each of which de-
scribes one LT developing organisation with a basic profile. These organisation pro-
files can then be claimed by the rightful owners (Section 3.3), i. e., an organisation
described in such an ELG page can take over the maintenance of its own page and
enrich it with additional information, e. g., upload a logo, associate resources with
their organisation etc. (Section 3.4). This bootstrapping procedure enables members
of the European LT community to participate actively in ELG with their own organi-
sation within minutes. As a positive side effect, it enabled ELG – including its sister
project ELE – to produce a fairly detailed picture of the European LT landscape.
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3.1 Collecting the Members of the European LT Community

In order to populate ELG with organisations, we used our own databases, carried
out desk research and, most importantly, we involved the 32 National Competence
Centres (NCCs) to tap into their detailed knowledge of their respective countries’ LT
communities. Our general goal was to identify and to record, in a machine-readable
format, as many national and regional members of the European LT community as
possible so that ELG can eventually provide as complete and up to date a picture
as possible. In September 2020, this data collection task was conducted with NCC
Leads representing their countries and regions to ideally identify all companies and
academic organisations in the European LT community to be listed in ELG.

To streamline the process, based on data gathered in various workshops, confer-
ences and other events over the last ten years, the ELG project team created lists of
organisations involved in LT activities in all European countries. Each entry in the
list contained, among others, the following information: organisation name, depart-
ment name, website, address (region, ZIP code, city, country) and LT areas in which
they are active. Each NCC Lead received the data records for their country, along
with detailed guidelines, and they were asked to check the data included in the list,
to correct the data if necessary (e. g., remove duplicates with similar names, correct
wrong names of organisations) and to complete them where possible, i. e., to fill in
blanks. Furthermore, the NCCs were asked to do their own research and provide
new, unlisted organisations. The goal was to find all relevant organisations of each
country that develop, market or sell LT in their countries. This way, the ELG con-
sortium wanted to ensure that in addition to well-known orgnaisations also start-ups
andyoung research groups are included in ELG.

The feedback received from the NCCs was submitted to a comprehensive inter-
nal quality review by the ELG team, which resulted in the final dataset that reflects
a fairly complete representation of the relevant stakeholders and providers of Lan-
guage Technology and language-centric AI in Europe.5

3.2 Preparation and Integration of Metadata Records

The efforts of the NCCs and the ELG team for the collection of data regarding LT
organisations relevant for ELG resulted in two spreadsheets per country contain-
ing companies and research groups respectively. All entries were automatically con-
verted into XML files that are compliant with the ELGmetadata schema as described
in Chapter 2. Furthermore, for columns corresponding tometadata elements that take
values from controlled vocabularies (e. g., LT area), we mapped the input to the val-
ues in the controlled vocabulary. This process also served as a sanity check during

5 In this procedure, the regulations of the Data Protection Act were adhered to at any time and no
personal data have been published without the consent of the data owners.
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which errors were identified and resolved. The procedure resulted in 1,740 XML
files, 867 for companies and 873 for research groups.

The ELG life-cycle for the publication of individual resources includes a vali-
dation process aiming to ensure the quality of the metadata published in ELG (see
Chapter 2). For the import of the organisation-related XML files, we applied a dif-
ferent procedure that involved their bulk import with the assignment of the tag “im-
ported by ELG”. Metadata records marked as such do not go through a validation
process and are immediately published on ELG.

3.3 Claiming and Enriching Organisation Pages

Once the population of ELG with these entries was completed, a campaign was
launched inviting (via email) legitimate owners to claim, edit and curate the entries
of their own organisations. Since the pages created by the ELG team contained only
minimal information, the representatives of the organisations were invited to enrich
these pages with reliable and accurate content and also to start providing tools, ser-
vices and resources. In several email campaigns, we reached out to contact persons
identified by the NCCs and we informed them about the existence of their organ-
isations’ pages on ELG, also inviting them to take over the pages. To do so, the
legitimate owner can “claim” their organisation’s page as their own by clicking the
“Claim” button on the page (see Figure 6).

Fig. 6 Imported organisation page with a “Claim” button

The claiming process can only be triggered by persons signed in with an ELG
account (with provider role). This step serves as a security mechanism ensuring cor-
rect and rightful authorisation of eligible persons. Once a request is made, the ELG
team checks its validity, which also includes checking the email address used to reg-
ister the ELG account, making sure that it belongs to the organisation, the page of
which is being claimed. Approval of the request entails that the entry is assigned
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to the claimant and returns to a status that it can be edited. The claiming person is
prompted by email that they can now start editing the metadata entry and ELG page.
Once edited, the page needs to be submitted to publication and the usual ELG valida-
tion process starts, i. e., the changes made to the resource are reviewed by the ELG
team and the entry is made publicly available again.

3.4 Organisation Pages in the European Language Grid

Organisation pages can include different tabs. The “Overview” tab includes a de-
scription of the organisation as well as an info box on the right with data such as
postal address and contact email as well as a link to the organisation’s own website.
This tab can also include keywords that describe the general domain and LT areas
an organisation addresses. ELG pages can also be exported in XML format. The tab
“Related LRTs & projects” lists all resources and technologies the respective organ-
isation has made available on ELG and the projects they are involved in. This helps
companies to promote their tools and resources and to show connections between
companies or research organisations and their research projects and corresponding
results. The “Related organisations” tab is especially important for academic institu-
tions and universities to reflect their relationship to other departments, faculties or
the umbrella organisation (usually the university). Figure 7 provides an example for
a page of an academic organisation. Figure 8 (p. 182) shows a company page.

4 Projects in the European Language Grid

ELG is also able to represent research projects, especially for the purpose of acknowl-
edging the funding that made the development of a technology or resource possible
and also to interlink projects with organisations and resources.6 ELG project pages
are structured in a similar way, but they are especially adapted to the characteristics
and metadata of a typical research project. In addition to information regarding the
start and end of the project, the info box also contains details on the funding agency,
the funding country, the type of project and the amount of funding provided. Besides
the project description and keywords, the “Overview” tab contains the list of consor-
tium partners, that are linked to their respective ELG pages if they exist. Again, the
tab “Related LRTs” lists all technologies and resources associated with or resulting
from the project. Two examples are shown in Figures 9 (p. 183) and 10 (p. 184).

6 At the time of writing, we are preparing a list with more than 500 projects that will be imported
into the ELG catalogue in the second half of 2022; this list was put together in a similar manner as
the list of organisations described in Section 3.1.
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Fig. 7 Example ELG organisation page: Bangor University

5 Conclusions

The European Language Grid is meant to develop into the primary platform of the
European LT community. In addition to the technical resources, ELG also repre-
sents the actual members of this community: companies and research organisations
that develop LTs and related organisations. Our ambition is for ELG eventually to
represent all companies and all research organisations active in the European LT
community. In order for ELG to function as a marketplace for European LT, it also
needs to provide core information about the European LT community (i. e., “yellow
pages” functionalities).

ELG currently contains approx. 1,800 organisations active in the European LT
community. Like every similar repository or digital catalogue with certain artefacts,
one of the key challenges is the maintenance of the records and metadata entries,
i. e., keeping the entries up to date and also making sure that the community is fully



182 Georg Rehm, Katrin Marheinecke, Rémi Calizzano, and Penny Labropoulou

Fig. 8 Example ELG organisation page: Code Runners

represented. Our long-term vision for ELG is to become the primary platform of
the European LT community, which entails that all members of the European LT
community, both commercial and academic, immediately recognise the value, im-
portance and relevance of ELG and, thus, actively want to participate in ELG, keept-
ing their pages up to date, sharing technologies and resources, benefiting from this
European marketplace. Until this intended snowball effect is fully in place, i. e., all
stakeholders recognise the benefit ELG brings about and participate actively, we
will perform, even if time-consuming and logistically challenging, manual updates
of the ELG catalogue, we will continue to convert as many members of the com-
munity as possible into active users and also active providers of ELG and we will
increase our our outreach activities, encouraging more organisations to claim their
ELG pages. As soon as the snowball effect is in place and ELG is accepted as the pri-
mary platform of the European LT community, all participating organisations will
have a sufficient amount of intrinsic motivation to maintain their ELG pages and
to keep their information, technologies and resources up to date. At this time, ELG
strives to be an established player, which is known throughout the community so
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Fig. 9 Example ELG project page: EMBEDDIA (Overview)

that also new companies are attracted by and to ELG. In addition to simplifying the
claim process, the attractiveness of ELG will be further enhanced through increased
community-related promotions, new features and improved offerings.
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Fig. 10 Example ELG project page: EMBEDDIA (Related LRTs)
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ELG Community and Initiative



Chapter 10
European Language Technology Landscape:
Communication and Collaborations

Georg Rehm, Katrin Marheinecke, and Jens-Peter Kückens

Abstract The European Language Technology community is a diverse group of
stakeholders that is characterised by severe fragmentation. This chapter provides
an overview of the stakeholders that are relevant for the European Language Grid.
We also briefly describe our communication channels and strategies with regard to
the promotion of ELG. Furthermore, we highlight a few of the current projects and
initiatives and their relationship to and relevance for ELG, especially with regard
to collaborations. The overall goal of the target group-specific communication strat-
egy we developed is to create more and more uptake of ELG in the European LT
community, eventually creating a snowball effect.

1 Introduction

Akey challenge to which ELG aims to respond is the ubiquitous fragmentation of the
European LT landscape. ELG addresses this problem by bringing together all Euro-
pean stakeholders under one umbrella platform (European Parliament 2018). While
Chapter 9 (p. 171 ff.) provides a high-level description of the LT companies, research
organisations and projects registered in ELG at the time of writing (including statis-
tics etc.), the present chapter focuses upon the stakeholder groups themselves. The
challenge of severe fragmentation (STOA 2018) has been taken up in ELG from
the very beginning on different levels by implementing various communication and
cooperation activities. Their aim has been to make ELG known in all relevant com-
munities within a short time in such a way that companies and research organisations
develop an active interest in ELG: the more providers offer high quality and attrac-
tive services and datasets, the faster ELG will become a central marketplace, which
in turn will benefit providers and users alike. This is why the ELG consortium pur-
sued a strategy through which the communication activities in combination with the
high quality of the platform and its services and resources, as well as fast and reliable
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support services, produce this desired snowball effect. Some of the communication
and cooperation areas and activities were:

National Competence Centres (NCCs) Establish a network of 32 carefully se-
lected National Competence Centres (see Chapter 11, p. 205 ff.).

ICT-29b) Projects Cooperate with the six EU projects funded through the call
ICT-29b), i. e., Bergamot1, Comprise2, ELITR3, Embeddia4, GoURMET5, Prêt-
à-LLOD6 and their consortia and networks.

Major European Initiatives Collaborate with all relevant major European initia-
tives including, among others, the European AI on Demand Platform7, CLAIRE8,
HumanE AI Net9, CLARIN10 and others (see Chapter 2, Section 8, p. 27 ff., as
well as Chapter 6, p. 107 ff.). These collaborations are described in more detail in
Section 4 (p. 199 ff.) of the present chapter.

Events Organise local, regional and national events together with the ELG Na-
tional Competence Centres (see Chapter 11, p. 205 ff.).

Talks and Presentations Give talks and presentations, especially at networking
and outreach events, to decision-makers and multipliers, both in the industrial
sector but also in scientific European conferences.

Open Calls and Pilot Projects Selected 15 pilot projects, with which we also col-
laborated in terms of communication activities on their respective regional and
local levels (see Part IV, p. 256 ff., of this book).

Next up, Section 2 describes the European Language Technology community in
more detail, focusing upon the different stakeholder groups. A key driver of success
of the ELG initiative is this support and buy-in from the stakeholder community
including the uptake of the platform. In addition to these networking activities in
the project, several public communication channels have been established. Under
the umbrella brand “European Language Technology”, ELG and its sister project
European Language Equality (ELE, see Rehm and Way 2023) have started address-
ing the stakeholders and initiatives listed above, community members outside these
networks and the wider public in order to provide them with news about relevant
project developments, events and updates on ELG features, among others. For this
purpose, social media profiles on Twitter and LinkedIn were established. We also set
up an email newsletter, which was initially published on a monthly basis and later
on changed to a biweekly schedule. These communication channels, their purpose,
effectiveness and the content shared through them is further detailed in Section 3.
1 https://browser.mt
2 https://www.compriseh2020.eu
3 https://elitr.eu
4 http://embeddia.eu
5 https://gourmet-project.eu
6 https://pret-a-llod.github.io
7 https://www.ai4europe.eu
8 https://claire-ai.org
9 https://www.humane-ai.eu/workpackages/
10 https://www.clarin.eu
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2 Stakeholders of the European Language Grid

For ourmain groups of stakeholders we defined their specific relationships with ELG
and how we will communicate and engage with them in terms of communication
channels but also in terms ofmessages, considering our overall communication goals.
Most target groups also interact with ELG in one way or another, which is why they
are, in most cases, not just passive audiences but also immediate stakeholders within
the ELG community (Rehm et al. 2020c, 2021). In the following, all stakeholder
groups are defined including aspects relating to communication.

2.1 Language Technology Providers

The interests of LT providers (see Chapter 9 for specific numbers) are different from
those of LT users, which is why specific communication formats need to be applied.
Typically, commercial providers of LT (also see Vasiljevs et al. 2019) want to show-
case their products and promote their solutions and services or their company and –
on a more abstract level – they look for an appropriate marketplace in which they can
participate. In contrast to other target groups, their interactions with ELG are active
and direct. In order to upload or offer a service or tool via ELG, they need specific
technical information and an understanding of how ELG works. This demand is met
through various forms of communication, including a technical documentation with
clear and in-depth explanations of ELG’s functionalities, based on which video tu-
torials were prepared. These videos are shared through all communication channels.
Furthermore, blog articles explain specific ELG features to LT providers and short
announcements of new features are included in the newsletter.

The more ELG meets business requirements, the more likely LT providers are
to actively use and promote it and to exploit it as an additional or sales channel or
even as their preferred marketplace. Our communication activities addressing LT
providers uses a marketing tonality and promotes the advantages of the ELG initia-
tive. We have also reached out repeatedly to LT providers, inviting them to send
in their questions or feedback with regard to their experience with ELG, including
missing features or suggestions for improvement.

In many cases research centres and universities are also LT providers, but their
interest is usually not a monetary but a research-driven one. This stakeholder group
provides larger or smaller datasets or perhaps tools or rudimentary, experimental ser-
vices that have evolved from research projects rather than robust, production-ready
services that can be directly monetised. For researchers, sharing their results, the
further development of tools and the exchange with other researchers is the main
driver to use ELG. Finding datasets and tools bundled in one place, they can test
functionalities in the development phase and provide feedback. Ideally, they spread
the word about ELG in scientific articles or in academic conferences, and they can
be approached most easily through these channels. Public communication about the
usefulness of an easy-to-use platform for hosting, sharing and making available LT
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services has proven an effective measure to attract researchers and initiate direct
communication about ELG.

2.1.1 Participants in the Open Calls – Pilot Projects

ELG tested the platform and demonstrated its usefulness with the help of 15 pilot
projects that it supported financially (see Part IV for more details). After their com-
pletion, the results were fed back into the ELG platform and community. To attract
companies or research centres to submit proposals and to make the selected pilot
projects known, communication activities were necessary. The open calls were pub-
lished and advertised through email campaigns, through the ELG website and on
multiple events. META-FORUM 2019 was the first public occasion where the open
calls have been publicly presented. This target group had a high demand for informa-
tion, therefore different channels like online trainings, videos, fact sheets and news
articles were implemented. The pilot projects were an important measure and in-
strument to make ELG known to a wider audience, communication in this area had
to be especially effective. The overwhelming response with more than 200 project
proposals in total proves that this strategy has worked out and the successful comple-
tion of all 15 selected pilot projects is evidence of successful communication (and a
thorough evaluation of the proposals). The results of the pilot projects were also pre-
sented in the virtual project expos at META-FORUM 2020, 2021 and 2022 and also
in a number of sessions and presentations.11. Several pilot projects were showcased
on the ELG blog, presenting their activities but also the greater implementations of
making use of a pan-European LT platform, while the promotional videos created
for META-FORUM 2021 were featured in the newsletter and on social media.

2.2 Language Technology Users

The users of Language Technology are the most diverse and also, by a margin, the
biggest target group. Users include almost everyone – from students doing research
for a paper to job seekers in the LT field, to companies looking for a machine trans-
lation solution for the corporate website, just to mention a few examples. Members
of this group can look for information, try to find certain LT services or datasets or
they can be potential buyers or integrators of LT. This enormous group interacts with
ELG in the form of a user, consumer or potential customer (Rehm et al. 2021). This
stakeholder group is addressed by a communication strategy that treats this highly
heterogeneous audience as a homogeneous entity. The strategy involves focusing
on what is common in terms of customer needs and preferences instead of focus-
ing upon the differences of individual subgroups. Communication-wise, messages
promoting ELG are designed to have a general appeal, transmitting communication

11 https://www.european-language-grid.eu/meta-forum-2021/project-expo/

https://www.european-language-grid.eu/meta-forum-2021/project-expo/
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primarily concentrated on the common needs such as information (ELG as an infor-
mation hub), match-making (a digital marketplace where supply meets demand) and
elimination of language barriers. The main communication channels include email
campaigns, social media posts, regular newsletter editions and the ELG website, but
also presentations and booths at industry events and conferences. For the target group
of LT users, we emphasised the possibilities of modern LT and its various applica-
tion areas. With this aim at stressing the importance of LT, for instance in terms of
cross-language communication, information access and automation in fields such as
research and the information industry, ELG intends to include both experienced and
potential LT users and informs about the important role LT plays in the digital world.

2.2.1 Public Administrations and NGOs

As an EU-funded project, ELG can also provide technologies to public administra-
tions, e. g., to the European institutions or national or regional administrations. For
example, ELG offers the language resources provided by ELRC, which were col-
lected and prepared to serve the needs of public services and administrations across
the EU, Norway and Iceland. At the same time, ELG wants to offer solutions to
non-governmental organisations that often have to pursue their goals with limited
financial resources. They can benefit from ELG as users of LT because they typ-
ically do not have the funding or technological know-how to find LT services or
tools that would suit their needs. Apart from more general forms of communication
like email campaigns or press releases, representatives of public administrations as
well as NGOs were invited to conferences like META-FORUM, where traditionally
one of the keynotes or opening addresses is given by a representative of the EU.

2.2.2 European Citizens – Members of the European Language Communities

This stakeholder group also includes the members of the European language com-
munities, i. e., all citizens of Europe, speaking and representing the official EU lan-
guages, regional or minority languages or any of the other languages spoken in
Europe. Communication, networking and surveying activities have primarily taken
place in the EU project European Language Equality (ELE). Through the tight col-
laboration between ELG and ELEwe have been able to identify and exploit a number
of synergies, such as, among others, the EU Citizen Survey, through which we have
been able to learn more about how Europe’s citizens perceive Language Technology
and what kind of preconceptions and demands they have.
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2.3 Additional Horizon 2020 EU Projects

The projects supported through the Horizon 2020 call ICT-29-2018 (see Section 1)
are a special stakeholder group, as their consortia consist of research centres and uni-
versities as well as several industry partners. All projects dealt with domain-specific,
challenge-oriented LT and provided services, tools and datasets which are also show-
cased in ELG. As the projects were especially featured, they benefited from a higher
level of promotion (Rehm et al. 2021). Furthermore, they could make use of the
various features as well as of the vast community connected with ELG. Due to their
outreach into industry and academia, they functioned as excellent multipliers onmul-
tiple occasions. This target group proved to be very dynamic. We were engaged in
active, bi-directional communication with all consortia, e. g., via online meetings,
mutual invitations to each other’s events, or by advertising our projects on our web-
sites. Communication activities with this group had started in early 2019 and turned
out to be successful and vivid.

2.4 Major European Projects and Initiatives

An overarching platform like ELG can only be successful if it is recognised in and
used by the whole LT community. To establish ELGwithin the LT scene and to avoid
silo-thinking, we communicated closely and in a targeted manner with other major
projects and initiatives in the field including neighbouring areas, in an attempt to es-
tablish collaborations to create synergies and to share best practices. The ELG con-
sortium has cooperated directly with projects active in similar areas, with a similar
scope or working on similar topics, for example, the European AI on Demand Plat-
form (i. e., the AI4EU EU project), CLAIRE, CLARIN and various other projects
and initiatives. In addition to meetings, conferences like META-FORUM are an ap-
propriate format to share information and knowledge about each other’s activities. At
META-FORUM 2019, 2020, 2021 and 2022, many relevant projects and initiatives
showcased their plans and missions with the help of (virtual) expo booths, presenta-
tions or panel discussions. Members of the ELG consortium took every opportunity
to present ELG at conferences and public events to make the ELG concept and ap-
proach known in different sectors and industries. Existing networks like ELRC (Eu-
ropean Language Resource Coordination) and META-NET were tapped regularly
with regards to knowledge transfer and information exchange. Section 4 presents
these collaborations in more detail.

2.5 National Competence Centres

The National Competence Centres (NCC) played a crucial role for ELG’s communi-
cation and promotion activities (see Chapter 11). This stakeholder group also func-
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tioned as an abstract communication channel (Rehm et al. 2021). TheNCCswere and
still are an important target group included in our communication channels, they also
served as multipliers of the ELGmission in their own regions and networks, through
mailings, social media posts, newsletter features, face-to-face meetings, conferences,
tutorials, training sessions and promotion events.

2.6 Public at Large

ELG is a public and inclusive platform that also attempts to address citizens inter-
ested in Language Technology. Members of civil society who browse the web and
visit ELG with no specific intention, also need to be addressed adequately. ELG
wants to promote the purpose and usability of LT beyond the borders of tech-savvy
stakeholders. Our communication activities aim not only at experts, but also at the
public at large. Appropriate communication channels are news and blog posts on
the website or videos on platforms such as YouTube. Social media channels, espe-
cially Twitter, are used to communicate updates and project results in a style that
intends to make them interesting and comprehensible to audiences beyond the core
LT community. Of interest are especially those ELG features that have broader so-
cial implications due to related topics in the news, which are perceived positively by
followers and readers with diverse professional and personal backgrounds.

3 Communication and Outreach Activities

As a project with several objectives, addressing various gaps in the European Lan-
guage Technology landscape and serving as a marketplace for research and industry,
ELG depends on the reputation and brand it has established. In addition to the plat-
form’s functionality and positive experience of users and providers interacting with
ELG, another relevant aspect is the ease of access with regard to content and in-
formation served by the platform. This refers to the information architecture of the
website, structure and quality of the technical documentation, responses to requests
directed at the ELG technical team as well as the overall communication strategy.

3.1 Communication Strategy

A communication strategy enables effective communication, in the case of ELG, this
relates to informing specific target audiences and the broad public about the project
and its results, gaining users and providers for ELG and representing ELG as a brand
for pan-European, multilingual and all-encompassing LT. The key elements of the
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communication strategy are the stakeholders, the overall goals of the communication,
the messages to communicate, the communication channels and the timing.

We have two main communication goals that are closely aligned with our Unique
Selling Propositions (USP), which are the key differentiators from existing platforms
and offerings on the market. The success of the project and the ELG legal entity de-
pend on these twoUSPs to be widely known by all relevant stakeholders. This is why
the USPs became central messages for communication related to the uptake and pop-
ularity of ELG directed at potential users, participating organisations or stakeholders
to be won over.

ELG is the primary platform for Language Technologies in Europe.

ELG strives to become the most important andmost relevant marketplace for Lan-
guage Technology in Europe – a one-stop LT shop in which all kinds of stakeholders
can find what they are looking for in terms of services, tools or resources provided
by research or industry. ELG is not only a directory of companies, universities and
research centres, but also contains a repository of thousands of datasets as well as
hundreds of functional tools and services. To make ELG useful and efficient for its
users, visibility and completeness are crucial. Moreover, to include as many relevant
players as possible, one of the main objectives is wide outreach.

ELG provides Language Technology for Europe built in Europe.

The second USP relates to the fact that LT from other continents or large global
technology corporations do not have intimate linguistic knowledge of Europe’s lan-
guages including their varieties (i. e., European developers of LT can serve European
demand in a better and more adequate way) and that legal aspects such as copyright
law, the General Data Protection Regulation (GDPR) and other policies are well con-
sidered by European players. The same goes for core European values like privacy,
confidentiality and trustworthiness. Users of ELG do not have to fear their data being
sold to third parties when using or offering services or resources on the platform.

3.2 Communication Campaign

The ELG communication campaign was developed and operationalised with com-
munication experts and continuously revised and expanded to meet the changing
conditions in the project and initiative. The initial situation was thoroughly analysed
and then appropriate marketing measures were planned using various communica-
tion channels including social media.

3.2.1 Communication Objectives

In addition to communicating the overall USPs of ELG to the relevant stakeholders,
all ELG communication activities are also geared towards supporting and realising
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ELG’s overall objectives. We distilled the overall objectives into three main mes-
sages, which are the underlying drivers in all ELG communication activities:

• Support theMultilingual Digital SingleMarket by providing technologies for all
European languages, which can be used by LT user stakeholders in all European
countries to provide digital offerings, products and solutions that support all
European languages relevant for the respective LT user stakeholder.

• Establish and grow a vibrant community and help coordinate all European LT
activities by becoming the primary platform for LT in Europe.

• Develop and offer a powerful and scalable LT platform through a novel techno-
logical approach, which enables innovations and synergies between commercial
and non-commercial LT providers, buyers and users.

3.2.2 Communication Channels

For ELG, we selected four main areas of communication as the most relevant ones
for informing the main stakeholders and for marketing the project and the platform.
These four areas include the ELG website itself, the annual ELG conference (and
other events), the ELG social media channels and the ELG newsletter. While the
ELG website and the representation of the project at conferences and events was
primarily connected to the ELG brand, a more flexible approach was chosen for
social media and the newsletter.

For the duration of the project, we maintained, in addition to the actual European
Language Grid, a separate ELG website for information, promotion and marketing
purposes. This website served as the face to the public with all relevant information
on the project itself and its wider setup, including, among others, the ELG architec-
ture, NCCs, annual conferences, newsletter and many other topics. It also included
a news section and a blog. This stand-alone website has been merged with the Euro-
pean LanguageGrid proper in the summer of 2022 so that all the relevant information
and the European Language Grid itself are now available at the same address.12

From 2019 to 2022, ELG organised an annual conference (in 2022 in collabora-
tion with the EU project ELE). At these conferences, all relevant aspects of ELG
have been presented and discussed with relevant stakeholders. In addition, ELG par-
ticipated inmany other conferences, workshops, industry events and expos. Formore
details see Chapter 11, Section 3 (p. 210 ff.).

In terms of social media channels, ELG uses Twitter and LinkedIn, their main
advantages are the potential to create a very wide reach and large number of fol-
lowers, thus enabling the project to address exactly the right stakeholders. Instead
of establishing dedicated channels for ELG, we decided to create one slightly more
general online identity, namely the umbrella-brand “European Language Technol-
ogy” (ELT), which serves as the name of the social media channels on Twitter13

12 https://www.european-language-grid.eu.
13 https://twitter.com/EuroLangTech

https://www.european-language-grid.eu
https://twitter.com/EuroLangTech
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and LinkedIn14. This brand serves as the outlet and interaction channel for ELG and
also for its sister project, European Language Equality. The ELT brand solves the
problem of communicating about two related but different projects through a single
channel, while tackling the topic of European Language Technology from a tech-
nological (ELG) and from a strategic perspective (ELE). The approach has proven
successful, as the ELT channels quickly gathered several hundred followers each.
Table 1 shows some key statistics on both platforms.

Channel Twitter LinkedIn

Followers (total) 666 818
Posts (total) 316 150
Posts per month (example: March 2022) 27 19
Followers gained per month (example: March 2022) 63 75
Profile visits per month (example: March 2022) 5,944 198
Impressions per month (example: March 2022) 40,300 9,248

Table 1 European Language Technology: social media statistics (July 2022)

The differences in the statistics of the two channels can be attributed to the fact
that while Twitter generally sees more activity in interaction and content recep-
tion, LinkedIn follows more professional conventions and goals. Its user base has a
slightly bigger overlap with the main target groups of ELG. This is why the LinkedIn
channel gained more followers even though there was less activity in comparison to
Twitter. Both channels are used for communicating a variety of contents in specified
formats: 1. new ELG platform features and quotes from reports are shared in specif-
ically designed images (known as shareables); 2. new blog articles are promoted
through links and quotes from the text; 3. upcoming events are promoted using, e. g.,
summaries of the programme and links to the event website; 4. related news from
other sources are shared through links or the retweet/sharing function, ideally with
a comment regarding the relevance for ELG.

Following the concept of the ELT brand, a newsletter was established under the
same name, sharing information from and about ELG and ELE with a total of ap-
prox. 4,000 subscribers as of July 2022.15 We invited many of our existing contacts
to subscribe to the newsletter, we invite visitors of the website to subscribe to the
newsletter and we also share the newsletter on a regular basis through our other com-
munication channels. At first the newsletter was published on a monthly, later on a
bi-weekly basis. Each issue of the newsletter includes a general introduction to the
latest edition, including a list of highlights from social media and an overview of
press articles in relation to ELT, followed by dedicated sections on ELG and ELE.
The ELG section contains general news from and about ELG, a summary of the lat-
est ELG blog article, a few of the latest tools or services added to ELG and the latest
organisation that joined ELG (short profile and link to their ELG entry).

14 https://www.linkedin.com/company/74073406
15 https://www.european-language-technology.eu/elt-newsletter-archive/

https://www.linkedin.com/company/74073406
https://www.european-language-technology.eu/elt-newsletter-archive/
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4 Collaborations with other Projects and Initiatives

ELG is a technology platform for the whole European LT community, which is why
collaboration played and plays an important role for the success and uptake of the
ELG initiative (Rehm et al. 2020c).While we are unable to list all projects and organ-
isations we collaborated with during the ELG project’s runtime, below we attempt to
list the major ones (see Chapter 2, Section 8, p. 27 ff., as well as Chapter 6, p. 107 ff.).

European Language Equality ELG and ELE16 worked together on many differ-
ent topics. ELE collected more than 6,000 LT and LR records, which were in-
gested in ELG, resulting in a substantial increase of the total number of available
resources (Giagkou et al. 2022). TheDigital Language Equalitymetric, developed
by ELE (Gaspari et al. 2022; Grützner-Zahn and Rehm 2022), is based on the con-
tents of the ELG catalogue and can be accessed through a dashboard developed
by ELE and available on ELG.17 While ELE prepares the strategic agenda and
roadmap towards digital language equality in Europe, ELG offers the appropriate
platform for sharing and deploying these Language Technologies. The synergies
between the projects were communicated through blog articles and our shared
social media channels as well as our shared newsletter.

Open Calls and Pilot Projects ELG collaborated with the organisations behind
the 15 selected pilot projects in terms of technical aspects and communication
activities on their respective regional and local levels (see Part IV, p. 256 ff.).

ICT-29b) Projects ELG collaborated with the six EU projects funded through
the Horizon 2020 call ICT-29b), i. e., Bergamot18, Comprise19, ELITR20, Embed-
dia21, GoURMET22, Prêt-à-LLOD23 and their consortia and networks, especially
with regard to outreach and communication, coordination and making project re-
sults available through ELG.

European AI on Demand Platform ELG cooperated with the European AI on
Demand Platform through the EU project AI4EU.24 Topics include strategic
and coordination aspects, the technical interoperability between both platforms
(Rehm et al. 2020b), the preparation of an AI ontology and participation in out-
reach and promotion events.

HumanE AI Net This EU network of excellence25, which also belongs to the Eu-
ropean AI on Demand Platform, aims at facilitating a European brand of trustwor-

16 https://european-language-equality.eu
17 https://live.european-language-grid.eu/catalogue/dashboard
18 https://browser.mt
19 https://www.compriseh2020.eu
20 https://elitr.eu
21 http://embeddia.eu
22 https://gourmet-project.eu
23 https://pret-a-llod.github.io
24 https://www.ai4europe.eu
25 https://www.humane-ai.eu/workpackages/

https://european-language-equality.eu
https://live.european-language-grid.eu/catalogue/dashboard
https://browser.mt
https://www.compriseh2020.eu
https://elitr.eu
http://embeddia.eu
https://gourmet-project.eu
https://pret-a-llod.github.io
https://www.ai4europe.eu
https://www.humane-ai.eu/workpackages/
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thy, ethical AI that enhances human capabilities and empowers citizens and soci-
ety to effectively deal with the challenges of an interconnected globalised world.
ELG supports this initiative as language is a core topic in human-oriented AI.
Many organisations involved in ELG are also active in HumanE AI Net through
specific microprojects that focus on certain research questions, funded by the ini-
tiative. HumanE AI Net and ELG collaborated with regard to joint outreach and
promotion activities.

CLAIRE ELG and the Confederation of Laboratories for AI Research in Eu-
rope26, the world’s largest network for AI research, collaborated with regard to
strategic and coordination topics. ELG, representing the language-centric AI land-
scape, serves as a link between the LT and the AI communities. We also partici-
pated in various joint events.

CLARIN ELG and the Common Language Resources and Technology Infrastruc-
ture27 (Eskevich et al. 2020) collaborated with regard to strategic and technical
aspects such as metadata harvesting (see Chapter 6) and events.

Microservices at your Service This CEF-supported EU project collects and de-
velops a larger number of functional services, develops ELG-compatible contain-
ers and makes these available through ELG.28 Additionally, the two projects col-
laborated by participating in relevant outreach and training events.

NTEU and MAPA The two CEF-supported EU projects Neural Translation for
the EU (NTEU)29 and Multilingual Anonymisation for Public Administrations
(MAPA)30 have contributed a large number of tools and services to ELG (Garcı́a-
Martı́nez et al. 2021). NTEU alone has provided hundreds of high qualitymachine
translation models, which are now available through ELG.

WeVerify This EU project develops tools and technologies for the identification
and verification of various types of news and media (Marinova et al. 2020).31
Internally, the WeVerify tools make use of several ELG services.

ELRC The CEF-supported EU initiative European Language Resource Coordina-
tion (ELRC)32 supportsmultilingual Europe, among others, by collecting publicly
available language data from national public administrations and making them
available to the European Union through the repository ELRC-SHARE (Lösch
et al. 2018). ELG automatically harvests ELRC-SHARE, enabling the discovery
of these resources through ELG. ELRC and ELG also collaborated in terms of
joint communication and dissemination activities.

QURATOR The German project QURATOR has developed a technology plat-
form and large number of tools, services and resources for several digital con-

26 https://claire-ai.org
27 https://www.clarin.eu
28 https://www.lingsoft.fi/en/microservices-at-your-service-bridging-gap-between-nlp-research
-and-industry
29 https://nteu.eu
30 https://mapa-project.eu
31 https://weverify.eu
32 https://www.lr-coordination.eu

https://claire-ai.org
https://www.clarin.eu
https://www.lingsoft.fi/en/microservices-at-your-service-bridging-gap-between-nlp-research-and-industry
https://www.lingsoft.fi/en/microservices-at-your-service-bridging-gap-between-nlp-research-and-industry
https://nteu.eu
https://mapa-project.eu
https://weverify.eu
https://www.lr-coordination.eu
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tent curation use cases (Rehm et al. 2020a).33 Both projects, QURATOR and
ELG worked together closely from the very beginning in terms of platform de-
velopment, communication and dissemination, among others, through the annual
QURATOR conferences. Many tools and resources created by QURATOR are
available through ELG.

PANQURA This sister project of QURATOR focuses upon the application of
QURATOR technologies to the COVID-19 pandemic, striving for more trans-
parency in times of a global crisis.34 Among others, PANQURA has developed
tools for the automated assessment of the credibility of online content, which are
now available through ELG (Schulz et al. 2022).

OpenGPT-X and Gaia-X The German project OpenGPT-X develops large lan-
guage models for the German language.35 The project is part of a group of AI
projects that will test and deploy their project results through the emerging Gaia-
X infrastructure.36 In Gaia-X, representatives from business, politics, and science
are working together to create a federated and secure data infrastructure for Eu-
rope, addressing the topic of data sovereignty in Europe. OpenGPT-X will not
only make use of various resources available in and through ELG, the project will
also extend ELG so that the platform is compatible with Gaia-X, i. e., OpenGPT-X
will integrate the ELG platform into the emerging Gaia-X infrastructure.

NFDI4DS The project NFDI for Data Science and AI37 is part of the German
NFDI initiative, which develops, with a total of approx. 20-25 projects, the na-
tional German research data infrastructure.38 NFDI4DS will support all steps of
the research data life cycle, including collecting or creating, processing, analysing,
publishing, archiving, and reusing resources inData Science andAI. InNFDI4DS,
ELG will be integrated into the emerging NFDI infrastructure.

DataBri-X The EU project Data Process and Technological Bricks for expand-
ing digital value creation in European Data Spaces (DataBri-X), which will start
in October 2022, will develop a toolbox for data processing, data handling and
data curation. The ELG platform will be used and also extended as one technical
infrastructure in this project.

SciLake The EU project Democratising and Making Sense out of Heterogeneous
Scholarly Content (SciLake), which will start in January 2023, will build upon
the OpenAIRE ecosystem and European Open Science Cloud (EOSC) services to
facilitate, among others, the creation, interlinking and maintenance of research-
oriented knowledge graphs. In SciLake we will establish technical bridges be-
tween the ELG platform and EOSC.

33 https://qurator.ai
34 https://qurator.ai/panqura/
35 https://opengpt-x.de
36 https://gaia-x.eu
37 https://www.nfdi4datascience.de
38 https://www.nfdi.de

https://qurator.ai
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5 Conclusions

As a community platform and initiative, ELG does not operate in a vacuum without
contact to other projects, groups or initiatives. On the contrary, it is of fundamental
importance that ELG is tightly integrated into the community with active use of the
ELG platform by many members of the community. To achieve this, ELG has de-
fined its target groups and cooperates closely with a number of relevant projects to
exploit existing synergies. These networking and collaboration efforts will be con-
tinued after the runtime of the ELG EU project, i. e., when the ELG legal entity is
established and operational. This approach is based on a clear communication strat-
egy with transparent goals that are pursued jointly with other key stakeholders.

While we have been able to establish a shared platform for the European LT com-
munity during the 42 months of the ELG project, we now need to concentrate on en-
gaging with more and more stakeholders so that ELG is also utilised and expanded
by more and more active users, resulting in a European Language Grid from the
European LT community for the European LT community.
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Chapter 11
ELG National Competence Centres and Events

Katrin Marheinecke, Annika Grützner-Zahn, and Georg Rehm

Abstract The National Competence Centres (NCCs) in ELG are an international net-
work of 32 regional and national networks, lead by one regional/national representa-
tive. The 32 NCCs play a crucial role in ELG, they support the project by bringing in
their corresponding regional and national perspective and stakeholders, organising
ELG workshops and functioning as regional/national representatives. The chapter
explains why, despite a considerable coordination effort, it was worth putting this
network together. One important task carried out by the NCCs was to conduct re-
gional/national dissemination events and to participate in relevant regional/national
events and also in the annual META-FORUM conferences, organised by ELG.

1 Introduction

The diverse Multilingual Europe community, consisting of multiple stakeholder
groups, is an important component of our concept for the ELG (Rehm et al. 2020).
This heterogeneous set of stakeholder groups includes LT provider companies, LT
user/buyer companies, research centres and universities involved in LT research, de-
velopment and innovation activities, language communities, politics and public ad-
ministrations, national funding agencies, language service providers and translators
as well as the European citizen at large (Rehm et al. 2021).

In this chapter we focus upon one specific part of the wider group of stakeholders
involved in the ELG initiative, i. e., the National Competence Centres (NCCs). The
ELG NCCs are an international network of 32 regional and national networks. Sec-
tion 2 describes the NCCs as well as the activities carried out together with the NCCs.
We also touch upon the setup procedure and the involvement of the NCCs. Confer-
ences, workshops and other events play a crucial role in disseminating the mission
and idea of the ELG initiative, as well as the platform itself. We involved the NCCs
to help spread the word about ELG on the regional and national levels. A major part
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of their involvement was, thus, devoted to the organisation of and participation in
conferences and events.

Section 3 provides a brief overview of the events and conferences ELG organised
or participated in. We focus upon the four editions of the annual META-FORUM
conference series, which were organised by the ELG project (2019 until 2022). Due
to the impact of the COVID-19 pandemic, more than two thirds of all events planned
under the umbrella of the project had to be organised as virtual events.

2 National Competence Centres

The ELG National Competence Centres comprises 32 colleagues from all over Eu-
rope who all have their own strong regional and national networks, which com-
prise both industry and also research. For the setup of the NCCs, we benefited from
structures and instruments that have been set up by partners of the ELG consor-
tium starting in 2010 and that have been in active use since then, including META-
NET1, META-SHARE (Piperidis et al. 2014)2, CRACKER (Cracking the Language
Barrier, Rehm 2017)3, EFNIL (European Federation of National Institutions for
Language)4, ELRC (European Language Resource Coordination)5 and the META-
FORUM conference series (Rehm et al. 2016, 2020).

In ELG, we made use of this large set of collaborators, established infrastructures
and communication instruments. The involvement in different projects and initia-
tives made it possible to set up a strong and representative network of National Com-
petence Centres with broad reach into regional and national networks already during
the ELG proposal preparation phase, i. e., before the project had actually started. We
invited more than 30 experts from the field that met a number of criteria (participa-
tion in relevant initiatives, members of academic organisations, good connections
to industry and research etc.) to participate in ELG as National Competence Centre
Leads with a clearly defined set of tasks and responsibilities.

2.1 Tasks and Responsibilities

The NCCs support the ELG project and initiative in various ways. This international
network of national networks not only significantly contributes to the population
of the ELG cloud platform with services, resources and data sets, it also plays an
important role for broadening the reach of the ELG project and initiative. Early in

1 http://www.meta-net.eu
2 http://www.meta-share.org
3 http://www.cracker-project.eu
4 http://www.efnil.org
5 https://lr-coordination.eu

http://www.meta-net.eu
http://www.meta-share.org
http://www.cracker-project.eu
http://www.efnil.org
https://lr-coordination.eu
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the project, the NCCs were asked to provide information and share their knowledge,
e. g., on national/regional information about services, datasets, resources, tools, tech-
nologies, research centres, experts, communities, companies, initiatives, projects etc.
Additionally, the NCCs have been crucial as multipliers who spread the word about
ELG and inform regional and national stakeholders and organisations about ELG
and its benefits. The NCCs also fed local needs, ideas and demands back to the ELG
to make sure that the ELG development takes the requirements of their constituency
into account. Moreover, the NCCs helped with general outreach and dissemination
activities, e. g., promoting events like the ELG conferences (Section 3) or the ELG
open calls (see Part IV) through their own established channels and networks.

Whereas some activities could be performed by the NCCs with sending emails
and providing quickly accessible information, there are a number of tasks that re-
quired more effort. These included:

• Organisation of a regional/national ELG workshop including agenda prepara-
tion, advertising and promotion (web, social media, emails), identification of
speakers and participants etc.

• Participation in regional/national events (both scientific and industry confer-
ences and workshops) on behalf of ELG to promote ELG and to interest relevant
stakeholders from research and industry.

• Participation in each of the annual ELG conferences (META-FORUM) in order
to strengthen the LT community, support dissemination activities related to ELG
and to foster discussion on current LT-related topics and trends.

• Desk research and information gathering: Collection of relevant regional/na-
tional information regarding funding programmes, national language (technol-
ogy) development plans, AI strategies etc. with the overall goal of putting to-
gether a comprehensive picture of the European LT landscape.6

These tasks corresponded to the priorities of the ELG project consortium, but
were to be understood as recommendations rather than mandatory activities. The
actual selection of tasks to be organised by an NCC depended on the situation in
their country and was determined individually.

We organisedmeetingswith all NCCLeads approximately twice a year; originally
at least one annual meeting wasmeant to be held as a face-to-facemeeting co-located
with the annual ELG conference in order to minimise travel efforts.7 Due to the
COVID-19 pandemic, further face-to-face meetings have been impossible, which
is why all follow-up meetings were held virtually. In the NCC meetings, all NCCs
Leads were asked to report briefly on the situation in their countries; furthermore,
planned activities and tasks foreseen were discussed. Contractual and organisational
matters could also be addressed.

6 With regard to these desk research activities, many synergies with the project European Language
Equality (ELE), which started in January 2021 and which included almost all NCCs as consortium
partners, have been identified and made use of, see https://european-language-equality.eu.
7 The first and, so far, only face-to-face meeting of all National Competence Centres took place on
7 October 2019, as a pre-conference meeting of META-FORUM 2019 in Brussels (see Figure 1).

https://european-language-equality.eu
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Fig. 1 National Comptence Centre meeting in Brussels, Belgium (7 October 2019)

2.2 Role and Structure

The rationale behind setting up this international network of national networks was
to broaden the reach of the ELG consortium, to provide input with regard to the
linguistic situation in the different countries and to fuel the knowledge transfer and
sharing between national programmes and initiatives on the one hand and ELG on
the other. Since the EU Member States and other European countries have quite
diverse situations and individual language policies, a “one-size-fits-all” approach
would not have worked. It was crucial for ELG to have access to dedicated experts
in all countries to turn to and ask for input. Due to their vast personal connections,
the NCCs were ideally suited to make the ELG initiative known in the local markets
and in the research spheres of their home countries. It was a deliberate decision
to move forward only with academic organisations as NCCs in order to guarantee
independence from any commercial interests.

The network of NCCs was compiled based on participation in existing structures
and initiatives (META-NET, ELRC NAPs, CLARIN etc.), taking into account sci-
entific standing and existing connections to industry and research. Table 1 lists the
NCC Leads, their country and affiliation. Figure 1 shows the NCC Leads at the NCC
kick-off meeting in October 2019 in Brussels, Belgium.

2.3 Visibility and Promotion

The NCCs provided valuable insights and feedback to the ELG project and initiative.
In return, the project consortium helped increase the visibility of the NCCs and their
institutions, for example, by promoting the NCCs and their organisations on the ELG
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Name and Country Institution

Dagmar Gromann AT Zentrum für Translationswissenchaft, Universität Wien
Walter Daelemans BE Comp. Ling. and Psycholing. Res. Centre (CLiPS), Univ. of Antwerp
Svetla Koeva BG Institute for Bulgarian Language, Bulgarian Academy of Sciences
Marko Tadić HR Inst. of Ling., Faculty of Hum. and Social Science, Univ. of Zagreb
Dora Loizidou CY Department French and Modern Languages, University of Cyprus
Jan Hajič* CZ Inst. of Formal and Applied Linguistics, Charles University
Bolette S. Pedersen DK Centre for Lang. Tech., Dpt. of Nordic Research, Univ. of Copenhagen
Susanna Oja EE Competence Centre for NLP at the Institute of the Estonian Language
Krister Lindén FI Department of Digital Humanities, University of Helsinki
François Yvon FR Laboratoire Interdisciplinaire des Sciences du Numérique, CNRS
Georg Rehm* DE Deutsches Forschungszentrum für Künstliche Intelligenz (DFKI)
Maria Gavriilidou* EL Institute for Language and Speech Processing (ILSP), R. C. “Athena”
Tamás Váradi HU Research Institute for Linguistics, Hungarian Academy of Sciences
Eiríkur Rögnvaldsson IS School of Humanities, University of Iceland
Andy Way IE ADAPT Centre, Dublin City University (DCU)
Bernardo Magnini IT Human Language Technology, Fondazione Bruno Kessler (FBK)
Inguna Skadina LV Institute of Mathematics and Computer Science, University of Latvia
Albina Auksoriūtė LT Institute of the Lithuanian Language
Dimitra Anastasiou LU Luxembourg Institute of Science and Technology (LIST)
Michael Rosner MT Department Intelligent Computer Systems, University of Malta
Vincent Vandeghinste NL Instituut voor de Nederlandse Taal (INT)
Kristine Eide NO Norwegian Language Council
Maciej Ogrodniczuk PL Institute of Computer Science, Polish Academy of Sciences
António Branco PT Department of Informatics, University of Lisbon
Dan Tufiş RO Research Institute for AI, Romanian Academy of Sciences
Cvetana Krstev RS Faculty of Mathematics, Belgrade University (UBG)
Radovan Garabík SK L’udovít Štúr Institute of Linguistics, Slovak Academy of Sciences
Simon Krek SI Jozef Stefan Institute (JSI)
Marta Villegas ES Barcelona Supercomputing Center (BSC)
Jens Edlund SE Royal Institute of Technology (KTH)
Hervé Bourlard CH Idiap Research Institute
Kalina Bontcheva* UK Department of Computer Science, University of Sheffield

* Person belongs to the ELG consortium
Table 1 List of National Competence Centres

website.8 At the ELG conferences, the organisers dedicated several sessions to the
activities and concerns of selected NCCs and also addressed locally relevant aspects
in the conference programme. Furthermore, the NCC meetings served as discussion
platforms where the NCCs could promote their topics and exchange experience and
knowledge with colleagues from other countries.

The fact that more than two thirds of the project’s runtime took place during the
global COVID-19 pandemic thwarted our collective plans for almost all face-to-face
events and workshops and severely affected our dissemination activities. However,
the shift to virtual formats has allowed interested people to attend conferences or
workshopswhomight not have attended otherwise because of the effort and expenses

8 https://www.european-language-grid.eu/ncc/

https://www.european-language-grid.eu/ncc/
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involved. In addition, online events have made it easier for the ELG team to provide
presentations and platform demos because there was no travel component involved.

In June 2022, a new format was introduced for META-FORUM 2022, as this
final project conference was planned and conducted as a hybrid event, combining
the benefits of face-to-face and online conferences.

2.4 Operational Aspects

Operationally, DFKI as the coordinating partner of the ELG project prepared subcon-
tracts that specified the details of the cooperation between ELG and the NCCs. The
NCCs agreed to take over tasks in the interest of disseminating and promoting the
European Language Grid in their countries with the activities described. In return,
the ELG project reimbursed costs incurred for activities like:

• Organisation of a regional or national ELG workshop.
• Participation in the annual ELG conferences 2019 and 2022 (including costs for
travel and accommodation).

• Participation in regional or national conferences or other events to promote ELG
(including costs for travel, accommodation and conference fees, if applicable).

• Desk research, participation in surveys or questionnaires, communication and
participation in virtual meetings.

3 Conferences and Workshops

ELG organised four annual conferences (META-FORUM 2019, 2020, 2021, 2022)
to present, discuss and widely disseminate the idea of a joint technology cloud plat-
form under the umbrella of the widerMultilingual Europe topic. While these confer-
ences are described in more detail in Section 3.1, the more focused ELG workshops
and additional events are described in Sections 3.2 and 3.3, respectively.

3.1 META-FORUM Conference Series

META-FORUM is the annual international conference on Language Technologies
in Europe, organised by ELG together with the META-NET Network of Excel-
lence, dedicated to fostering themultilingual European information society. Previous
META-FORUM editions were organised and financially supported through the EU
projects META-NET (T4ME; 2010, 2011, 2012, 2013) and CRACKER (2015, 2016,
2017). For the four editions 2019-2022, ELG took over the organisation of META-
FORUM,which at the same time serves as the annual ELG conference (Section 3.1.1
to 3.1.4). Table 2 shows all META-FORUM conferences so far.



11 ELG National Competence Centres and Events 211

The two main goals of META-FORUM are community building and outreach
to the wider European Language Technology community including research and in-
dustry. The ELG editions also had the goal of promoting the ELG initiative and also
ELG as the primary platform for Language Technology in Europe. The conferences
featured presentations and project expos with a special collaboration focus in order
to attract users and providers of LT. As the conference also functions as a dissemina-
tion and promotion platform, the ambition was to attract a large and varied number
of participants so that all relevant stakeholder groups were adequately covered.

Year Conference Motto Location Date

2010 Challenges for Multilingual Europe Brussels, BE Nov. 17/18
2011 Solutions for Multilingual Europe Budapest, HU June 27/28
2012 A Strategy for Multilingual Europe Brussels, BE June 20/21
2013 Connecting Europe for New Horizons Berlin, DE Sept. 19/20
2015 Technologies for the Multilingual Digital Single Market Riga, LV April 27
2016 Beyond Multilingual Europe Lisbon, PT July 04/05
2017 Towards a Human Language Project Brussels, BE Nov. 13/14
2019 Introducing the European Language Grid Brussels, BE Oct. 08/09
2020 Piloting the European Language Grid online Dec. 01-03
2021 Using the European Language Grid online Nov. 15-17
2022 Joining the European Language Grid Brussels, BE June 08/09

Table 2 META-FORUM conference series

3.1.1 META-FORUM 2019

META-FORUM 2019 took place in October 2019 in Brussels.9 Its motto was “Intro-
ducing the European Language Grid”. The first session was dedicated to a presenta-
tion of the overall ELG project including a very first prototype of the platform, which
was demonstrated live on stage to the LT community and stakeholders from the EU
institutions for the very first time. After presentations of the three project areas (ELG
Platform, ELG Content, ELG Community), the open calls for pilot projects were an-
nounced including overall procedures and timeline. Another session focused on the
six LT research projects – ELITR, COMPRISE, Bergamot, EMBEDDIA, Gourmet
and Prêt-à-LLOD – funded under the Horizon 2020 call ICT-29b-2018 “A multilin-
gual Next Generation Internet”. Moreover, panel discussions and presentations on
LT and AI, on LT and digital public services, on news from the language communi-
ties as well as discussions with stakeholders from industry were organised. An expo
featured LT and relevant AI projects. Interest in the ELG platform was very high dur-
ing and after the conference, as evidenced by a high number of relevant discussions
during the sessions and in the breaks. These discussions provided valuable feedback
for the further development of the platform. All in all, feedback regarding the event

9 https://www.european-language-grid.eu/meta-forum-2019/

https://www.european-language-grid.eu/meta-forum-2019/


212 Katrin Marheinecke, Annika Grützner-Zahn, and Georg Rehm

was overwhelmingly positive. Among others, stakeholders from minority languages
expect ELG to make significant breakthroughs, because they hope to find datasets
more easily. After the conference, we received several enquiries from companies
highly interested in including their services in the ELG platform.

3.1.2 META-FORUM 2020

Due to the global COVID-19 pandemic, META-FORUM 2020 had to be organised
as a virtual event, it was held in early December 2020.10 The motto of the conference
was “Piloting the European Language Grid” and it consisted of three half days of
presentations and panel discussions. META-FORUM 2020 received a lot of interest
with many fruitful conversations. Once again, a strong focus was on presenting the
wider landscape of currently funded projects in the area of LT and language-centric
AI but also the industry perspective was taken into account.

Holding a conference that is supposed to foster community building and network-
ing as an online event, is a technical challenge. At the same time, the year 2020, with
many cancelled events, made it even more necessary to provide room for open ex-
change among colleagues and (potential) collaborators. This is why we decided to
organise a large project expo to enable in-depth discussions on different approaches
in the various projects.11 Like a face-to-face expo, not only the general idea of the
respective project was presented but the virtual booths also allowed for technical de-
mos, detailed explanations and profound exchange between visitors and the project
representatives. The expo featured 35 projects, all of which had their own dedi-
cated virtual meeting room. We also prepared web pages for each project with an
abstract, project poster and other visual materials provided by the projects. Thus,
visitors could study the material on the website or jump into the project meeting
rooms (i. e., the virtual expo booths) and stay in the meetings as long as they liked.
Apart from the first set of ten ELG pilot projects, the following projects participated
in META-FORUM 2020 with project booths: AI4MEDIA12, Bergamot13, COM-
PRISE14, CURLICAT15, DSDE16, Elexis17, ELG18, ELITR19, ELRC20, EMBED-

10 https://www.european-language-grid.eu/meta-forum-2020
11 https://www.european-language-grid.eu/meta-forum-2020/meta-forum-2020-project-expo/
12 https://ai4media.eu
13 https://browser.mt
14 https://www.compriseh2020.eu
15 http://clip.ipipan.waw.pl/CURLICAT
16 https://www.cjvt.si/rsdo/en/project/
17 https://elex.is
18 https://www.european-language-grid.eu
19 https://elitr.eu
20 http://www.lr-coordination.eu

https://www.european-language-grid.eu/meta-forum-2020
https://www.european-language-grid.eu/meta-forum-2020/meta-forum-2020-project-expo/
https://ai4media.eu
https://browser.mt
https://www.compriseh2020.eu
http://clip.ipipan.waw.pl/CURLICAT
https://www.cjvt.si/rsdo/en/project/
https://elex.is
https://www.european-language-grid.eu
https://elitr.eu
http://www.lr-coordination.eu
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DIA21, EUCPT22, FedTerm23, Gourmet24, Lynx25, MAPA26, MARCELL27, Mar-
ian28, MeMAD29, MT4All30, NexusLinguarum31, NTEU32, Prêt-à-LLOD33, PRIN-
CIPLE34, PROVENANCE35, QURATOR36 and WeVerify37. In addition, members
of the ELG consortium provided demos of the platform and discussed questions and
ideas of (potential) users, providers and other interested parties.

Interest in the ELG platform and initiative was considerably stronger than in 2019,
i. e., ELG was gaining more and more traction. META-FORUM has proven to be an
effective marketing and information channel for ELG. Discussions that took place
in the expo provided, again, a lot of valuable feedback and inspiration. This format
worked also very well to advertise the work of the ELG pilot projects. Despite the
challenging conditions, the conference was successful, while it is obvious that virtual
events can only emulate certain parts of a face-to-face event while others – the often
mentioned informal chats over coffee – are difficult to recreate in the virtual format.
While not every participant attended each session, the online format made it possible
for visitors to select only those sessions they are interested in and for which they had
sufficient time capacities. The virtual format made it possible for all participants to
attend including those with time and budget restrictions. A poll during the opening
session showed that more than half of the participants attended META-FORUM for
the first time in 2020. All META-FORUM 2020 sessions are available online.38

3.1.3 META-FORUM 2021

META-FORUM 2021 was the 10th edition of the conference series overall and the
second to take place online, given the ongoing pandemic situation.39 The motto of

21 http://embeddia.eu
22 https://www.presidencymt.eu
23 https://www.eurotermbank.com
24 https://gourmet-project.eu
25 https://lynx-project.eu
26 https://mapa-project.eu
27 http://marcell-project.eu
28 https://marian-project.eu
29 https://memad.eu
30 http://ixa2.si.ehu.eus/mt4all/
31 https://nexuslinguarum.eu
32 https://nteu.eu
33 https://pret-a-llod.github.io
34 https://principleproject.eu
35 https://www.provenanceh2020.eu
36 https://qurator.ai
37 https://weverify.eu
38 https://www.youtube.com/playlist?list=PLL1cFzaG0S5ghZz0HxO5TEUIdwrY7J8qJ
39 https://www.european-language-grid.eu/meta-forum-2021/

http://embeddia.eu
https://www.presidencymt.eu
https://www.eurotermbank.com
https://gourmet-project.eu
https://lynx-project.eu
https://mapa-project.eu
http://marcell-project.eu
https://marian-project.eu
https://memad.eu
http://ixa2.si.ehu.eus/mt4all/
https://nexuslinguarum.eu
https://nteu.eu
https://pret-a-llod.github.io
https://principleproject.eu
https://www.provenanceh2020.eu
https://qurator.ai
https://weverify.eu
https://www.youtube.com/playlist?list=PLL1cFzaG0S5ghZz0HxO5TEUIdwrY7J8qJ
https://www.european-language-grid.eu/meta-forum-2021/
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the conference was “Using the European Language Grid” and it highlighted the first
actual uses of the ELG platform. The setup of the conference was similar to the
structure used in 2020. However, the project expo was organised using the virtual
meeting space environment Gather.town to further stress the community aspect.40

As the motto implies, in 2021 using and benefiting from ELGwas the main focus.
To demonstrate this, five of the ten successfully finished pilot projects were featured
with their results. Furthermore, representatives from the European LT industry took
part in a panel to discuss their expectations towards and experiences with the ELG
platform. In the more hands-on ELG integration tutorial, potential users who were
considering to integrate their own tools and services into ELG had the chance to
learn how. All META-FORUM 2021 sessions are available online.41

Overall interest in the conference was enormous and the number of participants
significantly exceeded that of the previous year. The feedback collected in the ses-
sion again proved to be a valuable source of information and was thoroughly evalu-
ated after the conference in order to further enhance the platform development.

3.1.4 META-FORUM 2022

While the virtual editions of META-FORUM 2020 and 2021 were very successful,
there are certain disadvantages of online-only events compared to face-to-face con-
ferences. This is why META-FORUM 2022 was organised as a hybrid event, com-
bining the advantages of flexibility and higher reach with the benefits of face-to-face
discussions. The onsite conference in Brussels was held under appropriate COVID-
19-safe conditions with approx. 100 participants from the European LT community
and representatives of the European Institutions. Several hundred participants at-
tended the conference online.

3.2 ELGWorkshops

ELG is committed to community building and collaborating with relevant initiatives
on the European level as well as forming its own network of networks (Section 2).
The network of 32 NCCs acts as local and national bridges to the ELG initiative
and cloud platform. Accordingly, dedicated workshops with and for the national
LT communities have been a crucial task the NCCs were asked to fulfil.42 These
workshops were organised with the goal of making ELG known all over Europe.

Usually the workshopswere organised as individual events by eachNCC. In some
cases, they were co-hosted by several NCCs together, e. g., the ELG workshop at
SwissText 2020 (hosted by the ELG NCCs Austria, Switzerland and Germany) or

40 https://www.european-language-grid.eu/meta-forum-2021/project-expo/
41 https://www.youtube.com/playlist?list=PLL1cFzaG0S5iDaCg2SliyA-4axKY0LfiQ
42 https://www.european-language-grid.eu/events/

https://www.european-language-grid.eu/meta-forum-2021/project-expo/
https://www.youtube.com/playlist?list=PLL1cFzaG0S5iDaCg2SliyA-4axKY0LfiQ
https://www.european-language-grid.eu/events/


11 ELG National Competence Centres and Events 215

National Competence Centre(s) Location Date

Switzerland, Austria, Germany online 23 June 2020
Lithuania, Latvia, Estonia Kaunas, LT 21 Sept. 2020
Poland online 27 Oct. 2020
Finland online 15 Dec. 2020
Germany online 20 April 2021
Austria online 11 May 2021
Switzerland, Austria, Germany online 14 June 2021
Belgium, Luxembourg online 08 July 2021
Spain online 23 Sept. 2021
Czech Republic, Slovakia online 18 Oct. 2021
Denmark Copenhagen, DK 16 Nov. 2021
Netherlands online 03 Dec. 2021
France online 08 Feb. 2022
Bulgaria online 11 Feb. 2022
Serbia online 11 March 2022
Norway Oslo, NO 16 March 2022
Romania online 24 March 2022
Slovenia online 27 May 2022
United Kingdom online 17 June 2022

Table 3 Workshops organised by the National Competence Centres

the ELG workshop of the Baltic NCCs of Lithuania, Latvia and Estonia that was
co-located with the Baltic HLT conference in 2020.

Since all workshops were held during the pandemic, almost all were online events
that usually attracted between 25 and 100 participants. Depending on the country and
target audience of the workshop, they either had a more informative or a more techni-
cal spin, or a combination of both. In an introductory talk by the project coordinator
or a partner of the consortium, ELG and its history, its goals and current status was
presented. In a separate presentation, the technical setup of the platform and its of-
ferings were explained. After that, the NCCs either organised discussion panels or
invited speakers from industry to emphasise the demands and expectations towards
ELG. Especially these talks often spurred interesting and inspiring discussions and
provided valuable feedback for the ELG consortium. In various workshops, a short
hands-on tutorial session was included in which amember of the technical ELG team
explained how to make available services or resources through ELG. Many of the
ELG NCC workshops are available online.43 Table 3 lists all NCC workshops.

3.3 Additional Conferences

Representatives of the ELG consortium took the opportunity to promote the plat-
form and the initiative at numerous occasions throughout the run-time of the ELG
project. In addition to local events, ELG was also present with talks and papers at

43 https://www.youtube.com/channel/UCarEHmsWT2JslcvvWkbhL4A

https://www.youtube.com/channel/UCarEHmsWT2JslcvvWkbhL4A
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more than 50 different European and international conferences, such as LT4ALL
(2019), LREC 2020, AI Boost (2021), European Big Data Value Conference (2021),
Fachtagung Maschinelle Verfahren in der Erschließung (Deutsche Nationalbiblio-
thek, 2021) and Wales Academic Symposium on Language Technologies (2022).

4 Conclusions

The collaboration with the National Competence Centres was successful. The impact
they have had in their countries to promote ELG cannot be overstated. Also, the
NCCs’ expert knowledge of language resources in their regions and their contacts to
representatives from industry and research have been and continue to be extremely
useful. Although the formal contracts with the NCCs will expire at the end of the
project, we will make an effort to maintain good working relationships with these
experts in the future and, if possible, to intensify the work again in future projects.

Under the umbrella of the ELG legal entity we will continue to organise events
and workshops in the coming years to demonstrate new developments and to seek
contact with the communities in the various European countries and regions in or-
der to further promote networking. The annual META-FORUM conference is an
established brand and will continue to be an important activity to bring stakeholders
together and counteract the fragmentation of the European LT community. Experi-
ences from the last years with different meeting formats have significantly extended
the spectrum of what is possible.
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Chapter 12
Innovation and Marketplace: A Vision for the
European Language Grid

Katja Prinz and Gerhard Backfried

Abstract This chapter provides a comprehensive overview of innovation and the
ELG marketplace as core elements for the generation of value and the creation of
an active, attractive and vibrant community surrounding the European Language
Grid. Innovation is an essential element in making ELG a credible and sustainable
undertaking. However, it does not happen by itself nor materialise in a vacuum. Con-
sequently, ELG provides a habitat for various kinds of innovation and a home for
the necessary community to put innovation into action. The marketplace is essential
for attracting participants supplying and demanding services, resources, components
and technologies on a European scale. Innovation and marketplace – as well as the
overall business model – are tightly connected and need to be developed and man-
aged in a joint manner. Clearly, this is not a one-off activity, but rather needs to be
carried out continuously and extend into the future. ELG is designed and created to
promote the excellence and growth of the European LT market, creating new jobs
and business opportunities and supporting European digital sovereignty. Encompass-
ing a wide array of technologies and resources for many languages spoken across
Europe and in neighbouring regions, it contributes to the Multilingual Digital Single
Market as a cross-European driver for innovation.

1 Introduction

The ELG marketplace and the kinds of innovations it enables form central elements
of ELG and its goal to become the one-stop-shop for Language Technology in Eu-
rope. These aspects are closely interlinked with a series of further topics concerning
the business aspects of ELG in a wider sense, none of which can be viewed in isola-
tion but rather need to be approached in a connected and holistic manner.

Artificial Intelligence (AI), Natural Language Processing (NLP) and Natural Lan-
guage Understanding (NLU) are highly active areas of research and development
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leading to novel applications on a continuous basis. Over time, new actors enter the
stage and change the course of events. In this highly dynamic landscape it is im-
perative to constantly monitor progress, remain alert and be able to adapt to newly
emerging trends. Consequently, any platform and strategy implemented on and by
AI/NLP/NLU need to remain flexible and open to change. Fundamental concepts
such as value-generation provide orientation across time and should form the base
of any strategies developed.

Neither the marketplace nor innovation make sense without an underlying crowd
of committed actors, which drive the cycles of supply and demand, form the ingre-
dients of cooperation and consulting and are at the heart of creation and innovation.
Establishing and fostering this community who will take LT one step further thus
forms one of the most important tasks to be addressed by ELG.

2 Innovation

In today’s agile, interconnected and virtualised world, the paradigm of open innova-
tion (Chesbrough 2006), connecting many different disciplines, sectors and actors
in a non-linear fashion has gained considerable traction. Under this paradigm, inno-
vation takes place within as well as outside an organisation with knowledge flowing
in both directions. It allows different actors to collaborate and experiment across or-
ganisational boundaries, across different sectors and disciplines, and enables them to
dynamically produce innovation in a heterogeneous manner. Eco-systems like ELG
form a natural habitat for such activities and a powerful environment for innovation.
In this chapter, the concept of innovation is viewed from the angle of open innova-
tion, forming the most appropriate and promising approach for a platform like ELG,
rather than the silo’d and closed kind of innovation which is limited to individual
organisations. For innovation to occur, two fundamental ingredients need to be com-
bined: innovation = invention + adoption (Schrage 2004). Both of these factors must
be present for innovation to take place and to put it into effect in order to generate
new knowledge, to develop new products, services or processes. Any environment
or innovation-strategy consequently has to reflect both factors, balance efforts and
encourage and support both kinds of activities.

2.1 Significance of Innovation

Applications in the fields of AI, NLP or NLU reside in a highly competitive and
dynamic landscape. As technology leaps are produced in rapid succession and mar-
kets and opportunities expand, organisations can and should make use of internal as
well as external ideas and paths to market as they seek to advance their technology
(Chesbrough 2006). Justin Rattner, Intel’s former CTO evangelised the concept of
21st century industrial research where innovation is driven by teams of boundary
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spanners that possess multidisciplinary skills. Online platforms such as ELG pro-
vide ideal multi-sided ecosystems for such teams, offering the means to link up and
collaborate and to unite a multitude of participants with the joint aim to create novel
products and services ready for swift adoption. However, beyond providing the tech-
nical framework, resources and tools, such platforms also foster the sharing and ex-
change of knowledge and ideas between participants. As a result of the increased
diversity and connectedness of actors, the generation of genuinely new knowledge
and more radical innovation is possible. Whether and to what extent these goals also
materialise in practice depends on a variety of factors, such as acceptance and open-
ness to a culture of open innovation that also supports the useful and selective sharing
of research results and data. If exercised successfully, open innovation has the po-
tential to eliminate barriers in research and development and generates a dynamic
environment that cannot be achieved with traditional methods.

2.2 Types of Innovation and Innovation Strategies

Innovation may span a wide spectrum concerning products, services, methods, busi-
ness models and even entire organisations. Figure 1 depicts different dimensions and
types of innovation and provides several examples for each kind.

DISRUPTIVE
Open-Source SW for SW companies

Video on Demand for Rental Services
Ride-Sharing Services

ARCHITECTURAL
Personalized Medicine for Pharma

Digital Imaging for Polaroid
Internet Search for Newspapers

ROUTINE
Next-generation 3 Series for BMW

New Index Fund for Vanguard
New 3D Animated Movie for Pixar

RADICAL
Biotechnology for Pharma-Industry

Jet-engines for Aircraft Manufacturers
Fiber-optic Cables for TelCo Companies

REQUIRES
NEW 
BUSINESS 
MODEL

LEVERAGES
EXISTING
BUSINESS 
MODEL

LEVERAGES EXISTING TECHNICAL COMPETENCES REQUIRES NEW TECHNICAL COMPETENCES

Fig. 1 Innovation landscape (Pisano 2015)

Routine innovation (or incremental innovation) builds on an organisation’s exist-
ing technological competences and fits with its existing businessmodel and customer
base. Routine innovation aims at improving existing products (or services) contin-
uously until the end of their life-cycles. It typically involves activities to improve
features, reduce costs or expand production lines and mechanisms. Architectural in-
novation combines technological and business model disruptions. Disruptive inno-
vation typically requires a new business model but not necessarily a technological
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breakthrough. For that reason, it also challenges, or disrupts, the business models of
other actors. Breakthrough innovation can be regarded as the more radical version
of disruptive innovation causing fundamental changes in the market through the in-
troduction of new products, methods or business models. These categories are not
clear-cut and overlap to some extent. However, the dimensions can serve to locate
different types of innovation when designing an innovation strategy. Aside from
these categories, innovation can also be characterised by the kinds and magnitude of
impact caused by it.

Any innovation strategy needs to specify how the different types of innovation (as
outlined above) fit into the overall business strategy. It must map an organisation’s
value proposition for the defined markets and at the same time set realistic bound-
aries. Furthermore, the strategy must be clearly communicated in order to assure a
common goal for all participants involved, secure their commitment and to stream-
line activities between all partners. Innovation for innovation’s sake or for generic
goals such as “we need to be innovative” are neither sufficient nor effective. Pisano
(2015) emphasises the importance of these inter-connections by defining the term
“innovation strategy” as the “commitment to a set of coherent, mutually reinforcing
policies or behaviours aimed at achieving a specific competitive goal, promoting
alignment among diverse groups within an organisation, clarifying objectives and
priorities, helping focus efforts around them and specifying how various functions
will support it”. Innovation – and an innovation strategy – can neither be developed
nor executed in isolation, but need to be carried out in sync with the defined business
strategies of an organisation to be successful.

2.3 Open Innovation in the ELG Platform and Marketplace

Innovation does not take place in a vacuum, but is tightly connected to the vision,
business, marketplace and sustainability strategies aiming to establish and sustain
ELG as the primary marketplace for LT in Europe. The platform and community are
positioned at the centre around which these different strategies are aligned, support-
ing each other in the overall goal as depicted in Figure 2.

ELG is a multi-sided and integrated platform and envisoned to function as an
innovation driver during the lifetime of the project as well as beyond. The platform
itself is complemented by a vibrant and active community of users and stakeholders.
These are a key ingredient in creating the critical mass required to make ELG an
established marketplace. Building and strengthening this community consequently
forms an essential element of the ELG innovation and communication strategies.

Placing the platform and community at the core allows us to adopt an open and
collaborative approach to innovation, which needs to become an inherent element
(a process) of ELG. The principles of Open Innovation as coined by Chesbrough
(2006) form the over-arching theme of this continuous process. Figure 3 provides a
schematic overview of the actors and interactions which need to be aligned for inno-
vation and value creation. It is imperative that all groups are present and participate
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Innovation
Strategy

Business
Strategy

Marketplace
Strategy

Sustainability
Strategy

Platform /
Community

Fig. 2 Strategies centred around the ELG platform and community

actively in the process. To attract andmotivate these groups, targeted communication
is required.

LT Research LT Vendors Consultants/
Integrators

LT Buyers

Invention, Knowledge Transfer Business Models, Positioning

Needs, Expectations, FeedbackGaps, OpportunitiesResearch Challenges

Adoption

Innovation

Market Intelligence

End-users

Fig. 3 ELG innovation cycle

In line with the overall approach of ELG, in Figure 3 the process of innovation
spans the complete set of activities and actors from invention to adoption. The goal
to generate value within the scope of the business model forms the central element.
Continuous feedback regarding the needs, gaps, expectations and opportunities is
collected via the community, leading to further cycles, which need to be carried
out repeatedly and continuously. As a result of the continuous feedback mechanism,
strategies can be updated and the speed of adoption increased over time, hence al-
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lowing for more rapid cycles of innovation. Figure 4 shows four main dimensions
and associated issues to be addressed and considered regarding innovation in ELG.

Objective Intensity

Focus

Boundaries

Where to innovate?

How to innovate?

With whom to innovate?

Why innovate?

Radical / 
disruptive /
breakthrough 

Incremental /
sustainable

With partners

Products Services

Business refinement

Business creation

Channel
Brand

Customer experience

Marketplace

Product Performance

Product portfolio extension

Extension of services

Improving features

Improving efficiency

Reducing costs

Standardization

Processes

Creation of market

Demand / pull

Network / Community

Rapid Prototyping

Value chains

Academia & Industry

internal

Supply / push

Fig. 4 Dimensions of innovation

For each dimension, several possible approaches are outlined. Together, they
form a portfolio of possibilities and opportunities which need to be monitored contin-
uously. Depending on the evolution of ELG, they may need to be adapted to chang-
ing conditions and (re-)prioritised. The innovation cycle shown in Figure 3 forms
the blueprint for these continuous activities.

For the duration of the ELG project the most important element of innovation
is the creation of ELG itself. The use of a platform in the scope of LT as a multi-
sided marketplace, allowing participants to create value together by interacting with
each other represents an innovative business model (Still et al. 2017). Beyond the
platform itself, the creation of products (Section 2.3.1) and services (Section 2.3.2)
form two further promising alleys for innovation activities.

2.3.1 Products

ELG provides a large set of technological components and resources which provide
a broad basis for product offerings as individual products or product bundles. In
terms of innovation potential, both bundles as well as individually improved and
adapted LTs provide awide range of opportunities. Different setups of where services
are hosted and run are provided by ELG to optimise resource usage and adapt to
the particular needs of customers. An extensive catalogue of tools and resources
provides a single point of entry and access to these tools and LTs.
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2.3.2 Services

Two kinds of services are provided by ELG: services in the sense of running com-
ponents (technological services) and services in the sense of experts providing their
expertise (human services). In terms of the former, the services can be used individ-
ually or in combination (as chains of services) to create value-chains. Combination
and composition allow us to establish more complex workflows, enabling end-users
to benefit from the capabilities of individual providers without having to worry about
any inner workings or being locked in the products of an individual supplier. Corre-
sponding mechanisms regarding billing, licensing and support will provide a single
point of contact for customers. Regarding the latter, ELG provides a virtual agora, a
business-space for connecting stakeholders developing or deploying (complex) so-
lutions which require skills beyond that of individual actors. This includes services
of consultants and integrators who are crucial elements in broadening the adoption
(and hence boosting innovation) of LT. They are expected to act as enablers and mul-
tipliers for putting LT into practice, supporting their introduction into organisational
as well as business processes.

2.3.3 Further Aspects of Innovation

Regarding the intensity of innovation, ELG is expected to mainly operate on a level
of incremental, continuous innovation, improving existing features and extending
the portfolio of features. Through this continuous extension, new combinations of
services and products are expected to become available over time which allow the
implementation of new features. Linking different services and thus producing value
chains in a simple and transparent manner will allow for increased experimenta-
tion and thus for an agile environment for the creation of new features. Regarding
the boundaries of innovation, ELG will focus on the community and stakeholders
present on the platform. A catalogue of resources (services, corpora, datasets etc.)
as well as of LT experts, consultants and integrators provides a prime resource for
locating crucial resources for business. The strength, weight and activity of the com-
munity is one of the determining factors for the overall success and adoption of the
ELG and hence one of the gate factors for innovation. Regarding the objective of
innovation, the refinement as well as creation of business form viable alleys. The
above-mentioned manner of gradual and incremental innovation lends itself to var-
ious kinds of business refinement such as reducing costs, improving the efficiency
or product performance and improving customer experience.

Business creation may take place via the platform and community and through
the creation of novel services or products via the combination of building blocks
offered by ELG. The creation of standards for resources, processing services and
interfaces can play an important role as it effectively decouples individual compo-
nents and vendors. In combination with the technical environment of ELG, this en-
ables increased resilience, scalability, composability and replaceability of compo-
nents, avoiding vendor lock-in situations. Furthermore, standardisation of these ele-
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ments will allow for a higher level of experimentation and show-casing and lower
the risk of failure in the development of innovative solutions.

3 Multi-sided Marketplace Approach

To date, there is no general digital umbrella platform for LT in Europe. The ELG plat-
form is designed to fill this gap: it is envisioned to serve as the comprehensive virtual
marketplace, where value is created for all its members in Europe and beyond. Based
on a multi-sided marketplace approach (see Figure 5), ELG will facilitate value and
business creation and efficient transactions coupled with large developer ecosystems
that build innovative technologies and services on top of a digital platform in an open
and agile manner. The advantage of this approach lies in the nature of multi-sided
marketplaces as enablers of transactions driving positive network externalities. They
make it easier and more efficient for the participants from diverse markets to inter-
act with each other, as the friction between different contact points is reduced. In
addition, these interactions increase the value created together which almost comes
naturally due to the network effects. A platform becomes more attractive to poten-
tial new users the more users meet and interact on it. In other words, value increases
for all participants when more users actively use the platform (Sánchez-Cartas and
León 2021). As a marketplace, ELG is designed to make it easy and efficient for
participants to connect and exchange ideas and products. These can be as diverse
as language resources, technologies, services, components, expertise, innovation or
even information. The distinctive feature of the multi-sided approach is that the mar-
ketplace enables direct interactions between two or more sides, who can be both –
product suppliers and demanders at the same time. In other words, value creation is
two-way and continuous.

CORE 
TRANSACTIONS

PLATFORM

ORCHESTRATING

COMMUNITY 
BUILDING

TECHNOLOGIES, 
SERVICES,

COMPONENTS, 
RESOURCES

MATCHMAKING
VALUE CREATION 

INNOVATION

CONNECTION

CONSUME

COMPENSATE

Fig. 5 ELG multi-sided marketplace approach
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The core transactions of the multi-sided marketplace are represented by the left
part in Figure 5 and are mainly concerned with creating value, establishing connec-
tions between supply and demand, and facilitating consumption and compensation
of the products (technologies, services, components and resources) offered by ELG.
Connection is a complexmechanism consisting of the elements portrayed in the right
half of Figure 5. Various kinds of connections are supported and promoted by the
platform, from matchmaking, to matching of technologies, resources and services
vertically and horizontally in order to provide a more comprehensive offering, to
orchestrating all interactions between, users, providers and innovators, as well as
nurturing a vibrant and active community. The multi-sided marketplace approach
encompasses the following principles.

Value Creation ELG aims to be a platform for value creation which will be
achieved by facilitating reciprocal exchanges between multiple marketplace par-
ticipants. In addition, participants can create value by tapping into resources and
capacities that they do not have to own. Any resource exchange handled via ELG
will reduce transaction costs for each participant and enables access to exter-
nalised innovation. The cornerstone of the ELG marketplace positioning is the
value it provides to its participants. As the European marketplace for LT, it con-
nects previously unmatched supply-side and demand-side participants through
innovative forms of value creation, capture and delivery. The value proposition
depends on the components and services, their uniqueness, and themeans of deliv-
ering value to target groups as well as on the right balance between the perceived
value and the set price. Furthermore, ELG is the orchestrator to ensure value cre-
ation and high quality of participation on the platform. As such, the unique posi-
tioning as a marketplace will be based on the value generated and offered across
verticals (see Figure 6). For example, a particular buyer receives a vertically pack-
aged LT solution for their desired domain (e. g., the health industry) in the form
of a unique combination of components and services from ELG. In addition, they
can select the languages for the desired technologies, services and resources for
the particular domain.

Connection, Gravity and Flow Whereas traditional offline marketplaces tend to
push products and technologies to the market, ELGwill rather create a pull-effect.
As a multi-sided marketplace it will be equipped to create network effects, i. e.,
effects that attract new users to enter themarketplace to be part of an ever-growing
number of partners who are also part of the network. Together they engage in a
mutual value exchange process which is orchestrated by the marketplace. ELG
will enable easy access, meaning that participants can easily plug into the platform
to share, transact and connect. ELG will function like a magnet in creating a pull
that attracts participants to the platform with its gravity. Because it is both, a
transaction and innovation platform, both LT providers and LT users (supply and
demand)will be present to achieve critical mass. The flow of valuewill be fostered
by matchmaking, i. e., making connections between LT providers and LT users.
Rich data will be used for successful matchmaking and the co-creation of value.
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Fig. 6 Value dimensions of the marketplace

Compound Growth The marketplace aims at providing its participants a broad
base that enables compound growth and scaling. Growth will be mainly driven
by the network effects described above.

Visibility ELG is designed to enhance the visibility of each of its participants,
extending their reach and networking power. From the LT vendor perspective
the main interest is to acquire customers. As an umbrella platform for European
LT, the ELG aims at removing geographic boundaries and language barriers, thus
fostering the European Digital Single Market.

Community Building A very important aspect of this approach is to attract, grow
and nurture a vibrant and active community around ELG thus promoting an inter-
active marketplace. The stakeholders include LT providers, academic research or-
ganisations, LT customers, EU institutions, public administrations, NGOs, policy
makers, project consortia, research projects, as well as the ELG National Com-
petence Centres (NCCs) in 32 European countries. This critical mass of active
participants also generates the necessary market pull: an excellent case in point
for this are the several pilot projects funded by ELG (see the chapters in Part IV),
e. g., Lingsoft, Inc., Coreon GmbH and Elhuyar, among many others, have suc-
cessfully enhanced the attractivity of the marketplace by contributing highly de-
manded services, technologies and languages to the platform.

3.1 Foundations for a Successful Marketplace

What are the key ingredients for a successful marketplace? The answer is not straight-
forward because the formation and growth of marketplaces depends on many fac-
tors such as the availability of capital, sufficient demand, talent, legal situation, tax
systems, the innovation and startup culture of a country and many more. Nonethe-
less, there are certain elements successful marketplaces have in common which are
equally important for ELG.
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Attraction Indisputably, success can only be achieved if enough participants are
attracted to join the ecosystem. This gravity, which is one of the most important
ingredients, will be supported by a well-balanced interplay of supply and demand
all of which will be governed by ELG. It is vital for the marketplace to generate a
market pull in order to fulfil the goals of self-sustainability. The more participants
the marketplace attracts, the greater will be the network effect and compound
value growth (a critical mass has to be reached, cf. Bonchek and Choudary 2013).
The technical foundation to ensure that people are attracted to ELG is an innova-
tive and state-of-the-art solution for containerised LT components, services and
resources coupled with cloud solutions to enable fast and efficient interaction and
speedy and scalable innovation.

Demand Economies of Scale ELG will also rely on demand economies of scale,
which take advantage of technological improvements on the demand side and are
driven by demand aggregation, efficiencies in networks, and other phenomena
(like crowd sourcing of software development) that make bigger networks more
valuable to their users (Osterwalder and Pigneur 2010). Once the gravity of the
marketplace is functioning, network effects will be the natural result. Growth via
network effects leads to market expansion. New buyers enter the marketplace,
attracted to ELG by the growing number of partners who are part of the network.

Time-to-Market Strategically speaking, ELG will also focus on reduced time-
to-market objectives: the corporate strategy of the future marketplace will be de-
signed to truly fulfill the role as accelerator for business creation and will consider
concepts like “lean management” and “just-in-time” supply chain delivery. Fur-
thermore, the agile environment will provide a flexible test-bed for trying out new
technologies and approaches.

Quality Standards In order to be successful, the marketplace needs to facilitate
the exchange of value which means that the components, services, resources pro-
vided through ELG require certain quality standards. In order to safeguard the
quality of products (technologies, services, resources and components) provided,
ELG standards and quality seals will eventually be implemented. In any case, the
provision of high-quality state of the art LT, open architecture, reusable software,
industry-grade robust components provide key ingredients for establishing con-
fidence and trust in ELG as a whole. In addition, trust in the marketplace will
be created through transparent product offering and by providing feedback and
reviews of participants concerning their prior transactions.

Orchestration Furthermore, a proper organisation and infrastructure have to be
provided to guarantee that the platform smoothly works as enabler of transactions:
ideally, the whole setup fosters the exchange and creation of value and supports
doing business in an easy and smooth manner. A prerequisite for this is an attrac-
tive, simple and transparent licensing and pricing model, and a simple business
processing scheme (Täuscher and Laudien 2018).

Ecosystem of Participants Successful ecosystems have the ability to provide for
coopetition (competition and cooperation) and value co-creation, which are ide-
ally governed by structure and orchestration to work best. ELG will provide
for the ideal environment to foster the structured creation and well-coordinated
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growth of the ecosystem. This principle is also reflected in the paradigm of open
innovation adopted and encouraged by ELG.

3.2 ELG Ecosystem of Participants

One of the most important ingredients for a sustainable and successful marketplace
rely on the ability of ELG to create, nurture and grow an ecosystem of participants.
ELG is in the process of expanding and sustaining a unique ecosystem by attracting
diverse stakeholder groups holding different roles – reaching from LT suppliers and
demanders to networks and associations, industry members and academia, as well
as policy makers and national competence centers (see Figure 7). By aligning itself
with key associations and initiatives, ELG aims at establishing itself as a central
element in a platform-of-platforms landscape.

32 National 
Competence 
Centres (NCCs)

Projects (among others): 

ICT-29b), MeMAD, CEF Smart INEA, 
QURATOR, SPEAKER, Elexis, Lynx, 
Fandango, ELE, etc.

ELG pilot 
projects 

AI4EU – European AI on 
demand platform

Networks, initiatives and 
associations (among others): 

ELRC, ECSPM, EFNIL, BDVA, ELRA, 
NPLD, GAIA-X, NFDI, CLARIN, 
DARIAH, W3C, RDA, EOSC, 
OpenAIRE, CLAIRE, LT-Innovate, 
etc.

Industry

Fig. 7 ELG ecosystem of participants

The ecosystem is designed to connect people, foster an environment for open
and two-way communication, create mutually beneficial relationships, and promote
community building. In short, it is there to provide an umbrella platform for its par-
ticipants enabling them to build relationships and to provide value to one another.
The role of community building is very important because it is the driver of the mar-
ketplace. It is needed in order to reach a critical mass of active participants which
eventually generate the intended market pull. From a business perspective, ELGwill
provide the infrastructure for an ecosystem allowing to match products, services,
providers (supply) and users (demand), within a multi-sided setup. By orchestrating
different stakeholders’ needs, the ecosystem will allow for matchmaking of demand
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and supply and the continuous multi-directional exchange of values. The technolog-
ical and organisational infrastructure for this matchmaking as well as the interaction
governance principles are key building blocks of ELG.

3.3 Technical and Practical Aspects

From a technical perspective, ELG will be the first large-scale LT platform applying
containerisation through Kubernetes. This choice and combination of technnologies
provides a scalable environment with an web user interface and corresponding back-
end components and REST APIs. During the course of the project and beyond, it
will provide access to a multitude of state-of-the-art technologies, services and com-
ponents. Furthermore, it will include an overarching LT directory of stakeholders
from research, innovation and technology, i. e., it will be the “yellow pages” or the
“who’s who” of the European Language Technology community.

On the provider side, ELG adheres to a number of standards in order to facilitate
the integration of a large number of disparate tools:

1. Definition of common APIs for each class of tool, designed to be powerful
enough to support the necessary use cases but lightweight and flexible enough
to allow tools to expose their own specific parameters where this makes sense.

2. Containerisation to isolate tools from one another and to allow each tool to man-
age its own software dependencies. ELG uses the well-established Kubernetes
system to manage the deployment, scaling and execution of containers in com-
bination with Knative to handle auto-scaling of containers on demand.

3. Orchestration of services will become an important topic as the set of offered
services grows and the demand for complex workflows becomes visible. This
may potentially even concern workflows spanning multiple platforms.

With regard to the user interface, standards in user friendliness are adopted and
marketplace-related features, such as upload/download, licensing, billing, payment
as well as transparent pricing models will be used. In addition, ELG will promote
direct contact to its participants which is important to create additional transparency
and trust in the platform.

4 Conclusions

ELG has set its goal to become the primary platform for Language Technologies
in Europe which incorporates many aspects in one setting: marketplace, business
space and a scalable environment for innovation. With regard to innovation, an open
innovation approach is adopted, putting the combination of creation and adoption
at the centre. Different kinds and granularities of innovation (step-wise and gradual
to disruptive) are enabled by ELG and the way the community behind it is set up
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and managed. Innovation, however, is not viewed in isolation but rather as a crucial
element within the larger context of the ELG business model. The marketplace will
focus on commercial aspects and communities, linking supply and demand and en-
abling reciprocal value exchange. In addition, ELG will form a business space and
innovation platform in the sense of becoming a virtual agora, bringing researchers,
experts, end-users, requirements and capabilities together in one forum. Moreover,
it will serve as a promoter for open innovation, providing access to (external and
internal) resources and ingredients for innovation. As the umbrella platform shared
by the whole European LT community, it will support the bundling of efforts and
forces and facilitate the reciprocal transaction of values for all participants to grow
and benefit from this scaling.
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Chapter 13
Sustaining the European Language Grid:
Towards the ELG Legal Entity

Georg Rehm, Katrin Marheinecke, Stefanie Hegele, Stelios Piperidis, Kalina
Bontcheva, Jan Hajič, Khalid Choukri, Andrejs Vasiļjevs, Gerhard Backfried,
Katja Prinz, Jose Manuel Gómez-Pérez, and Ulrich Germann

Abstract When preparing the European Language Grid EU project proposal and
designing the overall concept of the platform, the need for drawing up a long-term
sustainability plan was abundantly evident. Already in the phase of developing the
proposal, the centrepiece of the sustainability plan was what we called the “ELG
legal entity”, i. e., an independent organisation that would be able to take over oper-
ations, maintenace, extension and governance of the European Language Grid plat-
form as well as managing and helping to coordinate its community. This chapter
describes our current state of planning with regard to this legal entity. It explains the
different options discussed and it presents the different products specified, which
can be offered by the legal entity in the medium to long run. We also describe which
legal form the organisation will take and how it will ensure the sustainability of ELG.
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1 Introduction

One of the challenges the European Language Grid initiative aims to address is
the fragmentation of the European Language Technology landscape, with regard to
academia, research institutions and commercial entities. ELG aims to bring together
all stakeholders, currently scattered all over Europe, under the European Language
Grid platform as a common umbrella (Rehm et al. 2021; Vasiljevs et al. 2019). How-
ever, the efforts taken within the project can only be translated into a large-scale
success if ELG continues to exist beyond the project runtime of 42 months. This is
why it had already been foreseen in the ELG project proposal to develop a long-term
sustainability plan during the project. Its centrepiece is the idea of establishing, in
the second half of 2022, a dedicated ELG legal entity, which is meant to take over
operations, maintenance, extension and governance of the European Language Grid
platform as well as managing and helping to coordinate its community. Only with
such a sustainable, long-term activity can the overarching goal of strengthening, har-
monising and bringing together the European LT business and research community
be met. In other words, the sustainability plan and the legal entity are mission-critical
for the success of the project.

After a brief presentation of the long-term vision of ELG (Section 2), this chapter
describes business and operation models that have been examined in order to assess
if they are suitable for the ELG legal entity (Section 3). Not only shall the ELG
platform and initiative continue to exist, we also want to expand its functionalities
further in order to serve and adapt to evolving user needs even better and to fulfil
ELG’s mission for the European LT community. We explore a number of different
dimensions with regard to the shaping of the ELG legal entity and place special em-
phasis on the description of a set of products we specified that can be offered by the
legal entity. At the same time, it is important to point out that the AI landscape –
including LT – must still be characterised as highly dynamic (Rehm et al. 2020b).
Precise predictions of where the field is headed in Europe in the next years are diffi-
cult to be made right now. It remains to be seen what the post-COVID market will
look like, which breakthroughs will come next in AI and LT, what the impact of the
various ongoing large-scale initiatives will be and how the LT/AI-related situation
in the different European countries will develop in the future. This dynamic situa-
tion creates additional challenges when it comes to specifying the final shape of the
ELG legal entity, which must consequently correspond to this agile and dynamic
environment.

2 Long-term Vision and Mission of ELG

Our vision and long-term goal is to establish ELG as the primary platform and mar-
ketplace for all commercial and non-commercial Language Technologies developed
and offered by the European LT community. In order to achieve this goal, multiple
prerequisites need to be in place, e. g., the ELG cloud platform must have very high
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availability and it must exhibit near real-time performance for individual services,
legally safe service level agreements need to be prepared so that services can be ap-
plied in production environments, simplemechanisms for billing need to be available
and technical support needs to be offered. Trust in the platform and its reliability need
to be established in a transparent manner. Operating these and other components of
the platform and initiative incurs various system-relevant costs (Teece 2017).

2.1 Mission of the European Language Grid

To achieve the goal of becoming the primary platform for European LTs, ELG fol-
lows its mission of creating impact beyond the platform itself:

• Grow a vibrant community and help coordinate all European LT activities: ELG
is an initiative from the European LT community for the European LT commu-
nity, including industry, innovation and research. ELG can only be successful if
the whole community makes active use of the platform and contributes as well
as uses datasets and services. ELG collaborates with many related projects, com-
panies, research organisations and further initiatives (see Chapters 10 and 11),
most notably its sister project European Language Equality (ELE), which is cur-
rently developing a strategic agenda and roadmap that specify how to achieve
digital language equality in Europe by 2030. In the agenda developed by ELE,
ELG functions as the main technology platform of the ELE Programme so that
the support of Europe’s languages through technologies can be measured and
monitored over time (Gaspari et al. 2022; Grützner-Zahn and Rehm 2022).

• Create and maintain a powerful, scalable and useful Language Technology plat-
form: ELG’s novel technological approach enables innovations and synergies
between commercial and non-commercial LT demanders, suppliers and users
(see Chapter 12). The unique ELG platform is based on the principle of en-
capsulating services in containers. This approach tackles and solves some of
the issues of technical interoperability, which is a crucial obstacle on the way
of cross-provider and cross-platform interoperability. ELG enables providers to
deposit and deploy their services.

• Support the Multilingual Digital Single Market: ELG strengthens the commer-
cial European LT landscape through the pan-European platform and market-
place. Offering powerful multilingual, cross-lingual and monolingual technolo-
gies, ELG aims to contribute to the emergence of a truly connected, language-
crossingMultilingual Digital SingleMarket. European companies can showcase
and offer their LTs and consulting services to customers on the ELGmarketplace
(see Chapter 12).
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2.2 Added Value for Stakeholders

The implementation of this mission in the form of the ELG platform provides added
value for all stakeholders, e. g., 1. ability to attract participants (i. e., customers, buy-
ers, users, providers etc.), 2. ability to create demand economies of scale, 3. benefit
of reduced time-to-market (especially from lab to market), 4. standardised quality,
5. ease of doing business and a 6. coherent ELG technology exploitation ecosystem.

Traditional, linear value chains are focused on a one-way process of value cre-
ation, e. g., raw materials are used and manufactured into products, which are then
distributed and used by the consumer, until they are disposed of. For ELG, we fore-
see a two- or multi-way value creation. As a digital platform, ELG will maintain an
ecosystem of reciprocity. LT providers, LT consumers, ELG stakeholders and the
whole ELG community help to generate two-way and reciprocal value as a result of
the combination of resources of its participants, cost benefits (demand economies of
scale) and network effects. As such, marketplace participants will create value by
tapping into resources and capacities that they do not have to own themselves. In
addition, marketplace participants will enjoy cost benefits and positive compound
effects, arising from demand aggregation, from efficiencies in networks and from
technological improvements on the demand side. Third, there is value within the
network itself: growth via network effects will lead to market expansion for each
of the members of the ecosystem. New participants (buyers and suppliers) enter the
marketplace, because they are attracted to ELG by the growing number of partici-
pants who are also part of the network. That way, value is created in a reciprocal,
multi-sided (almost infinite) way. For more details, see Chapter 12.

3 Main Pillars of the Business and Operational Model

Given the large number of possible routes to evaluate as well as decisions to be made
eventually, we stretched the consortium-internal discussion of the main pillars of the
ELG legal entity’s business and operational model over the whole project duration,
initiating the consortium-wide discussion in late 2019, i. e., we started immediately
after the implementation of the proof of concept of the ELG platform. The goal was
to specify, in a step by step fashion, the main ingredients of the sustainability plan.
Relevant intermediate results were presented at META-FORUM 2020 and 2021 as
well as in a number of talks.

At the very start of the overall process we looked at the setup and models of vari-
ous other organisations that might serve as potential blueprints for ELG or, the other
way around, as examples of organisations that would not work for ELG. We paid
special attention to the domain of Language Technology and related fields, to the
aspect of community-driven organisations, to combining industry and research and
to the relevance of Europe as an overarching umbrella. All organisations we exam-
ined in more detail operate in the sphere of IT, LT or AI. Some of them have been
created as spin-offs of research projects. With regard to their size and setup, though,
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these organisations are very diverse; the similarities with ELG in terms of their re-
spective starting points and target groups also vary considerably. The organisations
are: DBpedia Association1, World Wide Web Consortium (W3C)2, Industrial Data
Spaces (IDS)3, LT Innovate4, OpenAIRE5, CLARIN ERIC6, Big Data Value Associ-
ation (BDVA)7, Translation Automation User Society (TAUS)8, ELRA/ELDA9 and
GATE Cloud10. While discussing and learning more about these organisations – es-
pecially with regard to the type of legal entity they use, their membership as well as
governance and fee structure, revenue streams etc. – we realised that despite some
superficial similarities, none of them could serve as a direct model for the ELG le-
gal entity, i. e., we are not aware of any organisation that could serve as an actual
blueprint. However, we have been able to derive some important questions from this
comparison that have informed the subsequent steps of the process.

The following sections present the main pillars of the legal entity approx. in the
order in which we discussed and designed them.

3.1 Expectations by the ELG Consortium’s SME Partners

Next up in the overall process of designing the ELG legal entity, we initiated a dis-
cussion with the ELG consortium’s SME partners, primarily to collect their expec-
tations and demands towards a legal entity that operates and maintains the “primary
platform for Language Technology in Europe”. The most important aspects of their
considerations can be summarised as follows.

Sales channel: ELG is, first and foremost, understood as a channel to promote and
to sell the products and services offered by the SMEs. ELG should stir interest
and convince potential customers to invest in European LT. This is also true for
public administrations and governmental bodies, the European Institutions and
NGOs with the general idea being that interested parties and stakeholders look
at ELG first in their procurement processes for LT. It was suggested that, in the
medium to long run, ELG should consider fulfilling or even establishing certain
quality and security standards as well as some kind of quality seal.

Strategy and collaboration: Europe has strengths in certain areas and language
combinations but new business opportunities can only be reached by joining

1 https://www.dbpedia.org
2 https://www.w3.org
3 http://www.industrialdataspace.org
4 https://lt-innovate.org
5 https://www.openaire.eu
6 https://www.clarin.eu
7 https://www.bdva.eu
8 https://www.taus.net
9 http://www.elra.info
10 https://cloud.gate.ac.uk
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forces and combining the offers with those of other European players. Missing
or needed tools and services from others will help expand one’s own set of tools
and services. The SMEs expect ELG to help in this regard, i. e., identifying and
closing strategic partnerships (also see Interoperability below).

Buy-in from the whole community: According to the SME partners, ELG must
be positioned in the right way with regard to other platforms and infrastructures,
e. g., a controlled transition from META-SHARE to ELG should be achieved
by also integrating those organisations who have participated in META-SHARE.
Furthermore, ELG should be backed, i. e., supported and actively used, by na-
tional centres and institutions. In terms of the governance model, all stakeholders
should be able to have their say, yet dominance must be avoided. ELG can also
provide a channel so that the results of national and international funding pro-
grammes can be disseminated efficiently on an international level.

Information channel: The goal is for ELG to become the primary European plat-
form for participants from academia, research institutions and commercial enti-
ties. Especially with regard to industry, the relevance, understanding and benefits
of LT for companies of all sizes needs to be increased. ELG could function as
a means to keep interested stakeholders informed by serving as an information
source andmatchmaker for buyers and suppliers alike (marketplace approach, see
Chapter 12).

Interoperability: 1. Throughout Europe, there is a sizable number of other rel-
evant platform and infrastructure initiatives including, among others, Gaia-X11,
the European AI-on-demand platform12, EOSC13 and NFDI14. The SMEs men-
tioned their expectation that ELG becomes part of this larger ecosystem of plat-
forms around Artificial Intelligence, data economy, research data management
and Open Science, i. e., that ELG should ideally be fully interoperable with
these other infrastructures, eventually opening up additional markets (Rehm et
al. 2020a). 2. Furthermore, providers of LT need to understand what the require-
ments are to participate in ELG and why it is beneficial for them. ELG needs to
be compatible with existing businesses and should not duplicate existing systems.
Since various companies already operate their own or managed cloud platforms,
platform interoperability should be ensured so that ELG complements existing or
emerging clouds rather than appearing like competition. ELG should avoid cre-
ating the impression of being yet another collection of data and tools but rather
emphasise the ability to combine services and resources from different compa-
nies. 3. For this, however, full interoperability on the level of the actual tools and
services, i. e., on the level of APIs, annotations, semantic descriptions, closed vo-
cabularies etc. needs to be achieved (also see Strategy and collaboration above).

11 https://gaia-x.eu
12 https://www.ai4europe.eu
13 https://eosc.eu
14 https://www.nfdi.de
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3.2 Key Aspects of the ELG Legal Entity

Informed by the SME partners’ expectations and other desk research we performed
(see above), we started defining key aspects of the ELG legal entity, as follows:

Not-for-profit or for-profit organisation? There was a broad consensus in the
consortium-internal discussions that the legal entity should be a not-for-profit or-
ganisation. This decision is rooted in the overall approach of ELG as an initiative
from the European LT community for the European LT community. Moving into
the for-profit direction would constitute a significant change of plan, effectively
compromising the initiative’s independence and ability to be perceived as neutral
and non-competitive; this could also jeopardise the initiative’s political standing
with national and international administrations and funding agencies. In addition,
the not-for-profit direction comes with additional benefits (e. g., in terms of taxa-
tion, more favourable funding conditions when participating in EU projects etc.).

Distributed team or central location? Due to the fact that the ELG consortium
is already a distributed team and that the development of the platform and its
technical infrastructure is spread across different European countries, the decision
was made to keep this distributed setup and to build the team virtually rather
than in one physical location. Current technical setups for remote work enable
efficient virtual meetings and distributed teams are very common in business by
now anyway, which is why we made this decision. The suggestion was made to
position the legal entity’s “headquarter” in the country where the majority of the
costs are likely to be incurred, which, for the time being, will be the rented cloud
infrastructure plus part of the personnel costs.

Start small or big? Given that developments in the AI/LT field and in Europe
as a whole are very dynamic, the preparation of a detailed ten-year plan does not
seem to be the right approach. A large organisation with a rigid hierarchical struc-
ture was perceived to be an obstacle in our consortium-internal discussions. In-
stead, we favour a flexible and agile setup that can react quickly and efficiently to
changes and new framework conditions. However, the organisation must be large
enough to ensure that the existing infrastructure and platform can be maintained
and extended in a meaningful way and so that growth is possible. We currently
assume a headcount of 10-15 employees for Phase 3 (see Table 1).

Abrupt transition or soft launch? While the ELG EU project will end on 30
June 2022, various partners of the ELG consortium are involved in a number of
new projects, in which the European Language Grid plays a certain role. Through
these new projects, some of the costs of operating the cloud platform can be cov-
ered. This situation is ideal because it gives the consortium a bit more time and
flexibility for completing the overall setup of the legal entity. Our goal is to estab-
lish the legal entity in the second half of 2022, performing a rather soft launch.

Membership organisation? There are good reasons for having a setup that in-
cludes a membership structure, especially for actively including the many mem-
bers of the European LT community and also because membership fees can be
considered a constant, reliable source income if the ELG legal entity is able to
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continuously provide added value. On the other hand, the membership fee needs
to be reasonable to make sure that interested parties are not deterred from the very
outset. The specifics are still under discussion.

3.3 Assessment of Operational Costs

Operating the ELG legal entity will create costs, that need to be covered, even if
the organisation itself will be a not-for-profit one. While the key tangible outcome
of the EU project, the implemented and populated cloud platform, is an important
prerequisite for the legal entity, several additional components need to be put in
place. Crucially, the legal entity needs a team and director to take care of operations,
maintenance and further development of the platform, associated tools and the ELG
community. The main cost items are as follows.

Staff Labour costs represent the largest share of the organisation’s expenses. Even
a minimal team includes employees for operations, development, marketing, sup-
port and management. It might not be necessary to hire full-time employees for
each of these areas right away but in order to run a successful organisation, a
stable team is essential.

Cloud hosting To enable the legal entity to operate the ELG platform, a cloud in-
frastructure (including CPU, GPU, RAM, SSD and bandwidth) needs to be rented
from a cloud service provider.

Overhead This refers to costs like rent of office space, hardware like workstations
and printers, furniture, electricity, heating, etc. Even if remote and part-time work
might reduce these costs because there is no need to rent larger office spaces,
overhead still accounts for part of the fixed costs of the organisation.

Legal Especially in the ramp-up phase of an organisation, comprehensive and
sound legal advice is crucial. The ELG legal entity will have to draw up and
maintain model contracts and service level agreements for its products. More-
over, advice on GDPR, tax legislation and human resources issues is needed. The
legal entity will not have the capacity for an inhouse legal expert, instead, legal
services will be outsourced.

To facilitate future planning, a preliminary cost-structure has been developed (Ta-
ble 1). It illustrates the foreseen soft start of the legal entity, which is separated into
three phases. The gradual soft launch is meant to go from a small team that is work-
ing part-time (Phase 1) to a team of 10-15 full-time employees (Phase 3).
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Cost Item Phase 1 (start) Phase 2 (ramp-up) Phase 3 (stable)

Staff 2,500€ 25,000€ 100,000€
Cloud hosting 2,500€ 10,000€ 20,000€
Overhead 500€ 2,500€ 7,500€
Legal – 2,500€ 5,000€

Total 5,500€ 40,000€ 132,500€

Table 1 Estimated monthly costs in three phases (numbers are preliminary and indicative)

3.4 Business Model Canvas

The BusinessModel Canvas (BMC)15 is a template used in strategic management for
the development or documentation of existing or new business models. It is widely
known and often serves as the first instrument applied when it comes to the visu-
alisation and structuring of business models. The BMC helps to bring all essential
elements of a business model into a scalable system. It consists of a visual chart with
all necessary elements of an organisation or company. The idea is that the company
or startup recognises its potential and weaknesses and understands where to align
their activities by illustrating potential trade-offs (Osterwalder and Pigneur 2010).
The nine “building blocks” of the business model design template that came to be
called the Business Model Canvas were initially proposed by Osterwalder (2004)
based on his work on a business model ontology. It outlines nine segments for the
business model in a simple one-page canvas that can be inspected alongside each
other. The nine BMC segments are: 1. Key Partners, 2. Key Activities, 3. Key Re-
sources, 4. Value Proposition, 5. Customer Relationships, 6. Channels, 7. Customer
Segments, 8. Cost Structure and 9. Revenue Streams. Below we explain how the
ELG legal entity relates to each of the nine segments of the BMC. This ELG-specific
BMCwas prepared by all nine ELG consortium partners. First, we asked all partners
to prepare a partner-specific BMC, i. e., to prepare their own vision and approach of
the ELG legal entity. Afterwards we processed the nine individual, partner-specific
BMCs into one consolidated BMC, which is the basis of the following description.

Segment: Key Partners “Who are the key partners/suppliers? What are the mo-
tivations for the partnerships?”
One key partner in the ELG BMC are commercial and non-commercial LT ser-
vice providers, either with or without their own cloud platform. Equally important
are Language Resource and data providers that own existing data sets and repos-
itories. These two key partners contribute to the thriving of the ELG platform.
Their motivation is not (or not only) to use available services and resources, but
they offer their own services and resources and create value or profit for their
own organisations. Another key partner is the wider ELG community, including
the ELG consortium, the 32 National Competence Centres, the national language
communities, and all running EU projects and initiatives in the field of LT (includ-

15 https://en.wikipedia.org/wiki/Business_Model_Canvas

https://en.wikipedia.org/wiki/Business_Model_Canvas
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ing ELE). This community consists of academic and research partners as well as
a number of companies that need multilingual datasets and services for their re-
search. Equally important for raising awareness are the European Commission
and the European Parliament as well as national institutions such as ministries
and funding agencies and other established networks and associations.

Segment: Key Activities “What key activities does the value proposition require?
What activities are the most important in distribution channels, customer relation-
ships, revenue stream, etc.?”
The most crucial key activity is the maintenance, further development and opera-
tion of the ELG platform. It needs to provide an interesting and relevant offering
in order to grow a critical mass of members and users and gain popularity in the
whole European LT community and beyond. Regular posting of content and other
outreach activities (such as events, tutorials, talks, publications, meetups etc.) are
essential to generate visibility and create a strong reputation (see Chapter 10). All
communication and dissemination activities have to be treated with the highest
priority to retain existing users and keep attracting new ones. Leveraging exist-
ing communication networks and sales channels can support this process and will
be further explored. Quick and reliable service and support helpdesks are needed
to strengthen customer relationships. Licensing and billing models need to be
maintained and promoted. Maintenance and management of cloud storage and
computing for running services has to be ensured.

Segment: Key Resources “What key resources does the value proposition re-
quire? What resources are the most important ones in distribution channels, cus-
tomer relationships, revenue stream etc.?”
The most important resource is the ELG platform itself with all its functionali-
ties and included services, corpora and additional information. ELG can be re-
garded as a set of seed technologies, tools and components that are extended over
time. Customer feedback can be seen as a useful resource as well. It can come in
many different forms such as evaluation from market data or helpdesk and user
support feedback. Equally important is a dedicated ELG team, committed to not
only maintaining existing technology, but growing it and promoting the impor-
tance of ELG on an international level. To achieve this, a wide international net-
work is a key resource. The consortium combines vast experience and expertise,
good knowledge of ongoing trends and access to numerous European networks
in academia and industry.

Segment: Value Proposition “Which customer needs are being satisfied? What
core value is delivered to the customer?”
ELG is envisioned to become the primary LT platform for Europe and to function
as a one-stop-shop, offering a rich portfolio of LT services, tools and datasets.
One of its core values is the availability of state of the art services which are
fast, effective, robust and high-quality. Another special attribute is the fact that
ELG is “made in Europe, for Europe”. This strong branding inspires trust and
confidence and ensures that the system is compliant with European regulations,
security constraints and ethics. For customer satisfaction, ELG needs to be cus-
tomisable, cover niches, address verticals and offer direct access to providers. Fur-
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thermore, all solutions come with high usability and are easy to integrate. Stake-
holders familiar with the European LT landscape are aware of the fragmentation
of the community which impairs an effective exchange of resources. ELG is com-
mitted to tackle this existing fragmentation. Competitive pricing is another value
that makes ELG attractive for customers. Unique about ELG is that it offers a
new or additional channel for service providers and consumers. Suppliers can
gain more visibility, easy portability between providers is guaranteed through
joint standards. Workflow functionalities will eventually be integrated to com-
bine services from different providers and even their own clouds. ELG also offers
added value to academia. It allows the use of services and data and offers easy
comparison between systems on the same data or different data with the same sys-
tem. ELG is meant to act as a broker for European LT and as a catalyst to boost
innovation that also makes both the European industry LT sector and academic
institutions an attractive employer for young high-potentials.

Segment: Customer Relationships “What relationship that the target customer
expects are you going to establish? How can you integrate that into your business
in terms of cost and format?”
The ELG brand is intended to be a quality seal for customers that guarantees state
of the art services, a high level of security and compliance with all relevant EU
regulations. Customers can use ELG through the web UI including code samples
and libraries or through the APIs or SDKs. High quality guidelines and a user-
friendly design make processes intuitive. Support through a service helpdesk is
also possible. Technical onboarding and support packages will be offered and a
fine-grained customer relationship model is being developed. Essential for tar-
geting customers is strong brand building. Related marketing activities are tai-
lored to different audiences and distributed regularly. While retaining customers
is essential, new potential customers can be attracted through outreach and train-
ing events, tutorials, webinars and conferences. A brand that has earned people’s
trust can also create a need for other customer services such as consulting services
around ELG and language-centric AI.

Segment: Channels “Through which channels do customers want to be reached?
Which channels work best? How much do they cost? How can they be integrated
into customers’ routines?”
Customers will be reached through a variety of channels. Events, both estab-
lished and new ones, will play an important role, for example, events targeted at
stakeholders in a specific industry domain. Dedicated networking sessions, con-
ferences and presentations are also foreseen. Online advertising campaigns will
accompany all events. Since ELG builds on an existing network of stakeholders,
email marketing and social media campaigns have proven to be successful means
of reaching out. Presence on social media channels such as Twitter or LinkedIn
helps to promote events andmaintain customer relationships. ELG itself is a chan-
nel through which customers can retrieve information, not only about services
and datasets, but also about the community and events. Cloud platforms that are
either currently being developed in other EU or national projects as well as exist-
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ing commercial platforms can also act as channels to point potential customers to
ELG. SEO can also help promoting ELG since users trust search engines.

Segment: Customer Segments “For which segment is value being created?Who
is the most important customer?”
The ELG platform offers value to different customer segments. LT providers, both
commercial and academic ones, can use ELG to offer their services and datasets.
Research organisations can benefit immensely from the wide offer. Customers
from industry that demand LT (including large enterprises, SMEs, startups etc.)
represent an essential customer segment that contributes to turning ELG into a
flourishing marketplace. The European Union, public administrations and NGOs
can also integrate ELG services into their current solutions. The same holds true
for funding agencies and policy makers, advertising companies etc. Other EU
project consortia as well as project consortia on the national level can benefit
from the value created by ELG.

Segment: Cost Structure “What are the highest costs? Which key resources or
activities are most expensive?”
Asmentioned earlier, the highest costs are created by the human resources and the
digital infrastructure. Personnel costs are created by the teammaintaining and fur-
ther developing ELG including daily operations as well as customer support, but
also community management work that requires marketing and communication
activities. Further resources need to be assigned to management and administra-
tion work that includes budgeting, accounting and legal counselling. Moreover,
overhead costs are to be covered.

Segment: Revenue Streams “For what value are customers willing to pay?”
Part of the overall revenue will be generated through different products including
usage or subscription fees, brokerage fees (marketplace approach), commission
fees and products such as LT as a Service (LTaaS; hosting of services, models,
datasets), LT Platform as a Service (PaaS; combining ELG services into work-
flows) and Repository as a Service (RaaS; hosting service for whole reposito-
ries). Advertisements can, for instance, showcase companies, services, confer-
ences etc. Sponsored content, services, data sets, companies etc. present another
revenue stream as well as commission fees. Paid training events, tutorials, we-
binars etc. can be offered to commercial stakeholders. Conferences (event reg-
istration fees; sponsorship packages for companies) are also an opportunity to
generate income as well as general consulting services around ELG and language-
centric AI.

This brief summary of the nine segments is an extract of the ELG BMC, pro-
duced by consolidating the BMCs prepared by the ELG consortium partners. For
many segments, there was broad agreement within the individual BMCs, especially
with regard to key partners, key activities and key resources. Also, in value propo-
sition, customer relationships and channels the answers were largely similar. The
customer segments are quite heterogeneous, though, which may make a targeted ap-
proach more difficult. As far as the cost structure is concerned, there are few devia-
tions. A crucial open question concerns the appropriate size and ambition of the ELG,
in particular with regard to team size. The answers were rather diverse in the case
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of revenue streams; here, positions could be aligned more closely through the subse-
quent step of specifying and discussing the different ELG products. As a follow-up
step, the exact revenue streams will be evaluated with regard to cost-effectiveness
and sustainability.

3.5 Product Portfolio and Revenue Streams

Together with all partners of the ELG consortium we defined, in a process that in-
cluded several iterations, a portfolio of products that the ELG legal entity can poten-
tially offer. These products are targeted at members of the European LT community
and also at stakeholders interested in using, implementing, integrating or purchasing
European LT. The products are primarily foreseen as revenue streams for the ELG
legal entity so that it is able to cover the fixed costs associated with operating the
ELG legal entity and platform (Section 3.3).

Such a structured portfolio of products, including associated fees, is necessary for
eventually preparing the budget plan of the legal entity. In the following, we briefly
describe the main categories of the ELG product portfolio; due to space restrictions
we are unable to include all the details (especially aspects such as competitors, pric-
ing, technical preconditions and general prerequisites are left out), i. e., the descrip-
tion in this chapter is not meant to be exhaustive but rather indicative of the overall
plan and vision of the legal entity. It is also important to note that not all products will
be offered right from the start but that the set of products will be expanded gradually
over time.

3.5.1 Product Category: Marketplace

Marketplace Commission ELG features a directory of all European LT devel-
opers and can enable a match-making process, i. e., ELG facilitates, for potential
buyers or integrators of LT, the discovery of the right LT provider. In this product,
ELG receives a commission from every contract generated through the market-
place (approx. 5-10%). This product can be used by commercial LT developers to
broaden their reach and to penetrate new markets, especially if the current is lim-
ited or if the developer is operating in a niche. On the demand side, we foresee
this product to be used by larger organisations that want to buy LT or integra-
tors that need a specific LT for a customer project. In order to participate in this
marketplace, LT developer companies have to agree and to sign a marketplace
participation framework agreement.

Public Request for Bids Model This product is a potential extension of the mar-
ketplace commission product: Customers can publicly and maybe anonymously
post the need for a certain technology or resource or perhaps for an integration
task and ask supplier companies for bids. Multiple LT developers and integrators
can post their bids (not publicly) so that the organisation that posted the origi-
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nal request for bids can identify a cost-effective way to move forward. Posting
the original request for bids would require a small fee to be paid. If a contract is
established, the usual ELG marketplace fee applies on top of this.

3.5.2 Product Category: Consulting

Technical ELG Platform Consulting The ELG legal entity has enough expertise
so that it can offer various types of technical consulting services, for example, re-
garding ELG, providing or using ELG services, combining services, training new
models and making them available, i. e., services with a clear focus on the ELG
platform, ecosystem and technical basis. This product is likely to be purchased by
organisations that have a certain need for LT and that want to test and explore cer-
tain functionalities, models or tasks, but these organisations realise that they need
some kind of help, e. g., implementation of prototypes, selection of technologies,
evaluations etc. Using this product, organisations are able to make full use of the
ELG platform and all its services. This product can be offered for a one-time fee
or, for larger companies, also as part of a framework contract.

Conceptual ELG Community Consulting This product is similar to the one de-
scribed above; it primarily makes use of the ELG team’s in-depth knowledge of
the ELG community, i. e., of the European LT developer or provider landscape.
In that regard, the ELG team can support organisations with a certain need for a
general or specific type of LT in finding the right technology provider. Customers
interested in this type of product know that they have a certain need for LT but
they are unsure about the concrete next steps, i. e., where and how to find the
provider company.

LT Market Intelligence Report The ELG legal entity could exploit its in-depth
knowledge of the European LT landscape and community and publish an annual
or semi-annual market intelligence report about the European and maybe also
global LT landscape including topics such as, among others, emerging trends, new
players and rising stars, new projects and success stories. Such market analyses
are highly relevant for a larger group of stakeholders including larger companies
and enterprises (LT developers, LT users), non-governmental organisations, ven-
ture capital companies and others. These reports could be offered for a one-time
fee or as packages that cover multiple reports with a slightly reduced fee.

3.5.3 Product Category: ELG APIs

ELG Power User Flatrate (for commercial users) Through this product, com-
mercial customers get unlimited and unrestricted access to the ELG APIs of all
integrated services and tools. This product targets companies of any type (SMEs,
integrators, enterprises) that have to pay a small monthly or annual fee to be able
to use it. This subscription product provides direct to all ELGAPIs for experimen-
tation and evaluation purposes, enabling fast comparisons and immediate results.
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It can also be used to develop smaller LT-driven applications by integrating ELG
APIs into existing systems. Like with many other products, any surplus generated
through this product will be transferred to those LT developing companies that
have provided the ELG-integrated services that were used in the relevant month,
based on the proportionate number of API calls.

ELG Power User Flatrate (for academic users) Technically, this product is ex-
actly like the first one but it targets academic users exclusively. The monthly or
annual fee will be significantly lower than the fee of the power user flatrate for
commercial users.

ELG Professional Flatrate Conceptually, this product is similar to the first one
but the professional flatrate includes additional features and support services,
e. g., faster tools, more compute resources, faster helpdesk support, workflow or
pipeline functionality etc. The price of this product will be significantly higher
than the pricer for the first product.

3.5.4 Product Category: LT-as-a-Service

LT-as-a-Service (for commercial users) This product targets commercial LT de-
velopers. Paying a certain fee, it enables them to host a limited number of LT tools
or services within the ELG platform with guaranteed performance and availabil-
ity. In order to be able to host more services or API endpoints in ELG, a differ-
ent type of product needs to be purchased (see Section 3.5.6). This product is
especially interesting for those companies that do not operate their own cloud
infrastructures or that are eager to participate in the ELG initiative, i. e., ELG’s
LT-as-a-Service product can be seen as an alternative to renting cloud infrastruc-
ture. Another benefit of this product is that companies are able to extend their
reach and to open up new markets, i. e., once again ELG can be used as an addi-
tional sales, promotion and distribution channel. This product can also be set up
in multiple tiers, representing different maximum numbers of services and cor-
responding prices. While companies have to pay a certain fee for this product,
the different ELG APIs products (see Section 3.5.3) will generate revenue, from
which the companies will benefit. In that regard, it is important to identify the
right balance over time.

LT-as-a-Service (for academic users) Technically, this product is exactly like
the previous one but it targets academic users exclusively. The monthly or an-
nual fee will be significantly lower than the fee of the LT-as-a-Service product for
commercial users. This product also targets research projects, for which ELG can
function as a secondary or maybe even primary dissemination and exploitation
channel for their research results. Like the ELG power user flatrate for academic
users, we consider making this product available for free for academic users if
and when the ELG legal entity has established stable revenue streams.
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3.5.5 Product Category: Data-as-a-Service

Data-as-a-Service (for commercial users) This product is very similar to LT-as-
a-Service but instead of focusing upon running services or tools, it only allows
making datasets or other (static) resources available on ELG, again, with guar-
anteed availability. Like LT-as-a-Service, this is an entry level product and, thus,
only allows hosting a limited number of datasets (or up to a certain amount of
data) on ELG. In case of more demand on the side of the customer, a different
type of product needs to be purchased (see Section 3.5.6). This product needs to
be priced lower than the LT-as-a-Service product.

Data-as-a-Service (for academic users) Technically, this product is like the pre-
vious one but it targets academic users. The monthly or annual fee will be signif-
icantly lower than the fee of the Data-as-a-Service product for commercial users.

3.5.6 Product Category: Repository-as-a-Service, Platform-as-a-Service

Repository-as-a-Service, Platform-as-a-Service Using this product, customers
can host whole LT platforms or repositories on ELG while the ELG team takes
care of all technical aspects including branding, availability, backups etc. This
product targets a variety of stakeholders including goverments and ministries
(e. g., for hosting national LT platforms on ELG), smaller or larger companies,
smaller research groups and also whole research centres. The idea behind the
product is that setting up and operating a cloud with an LT repository requires a
lot of effort and expertise, which can be fully avoided by purchasing the corre-
sponding ELG product. While the branding of the respective hosted platform or
repository can be adapted to the brand and logo of the respective customer on the
user interface level, at the same time, all hosted services, tools and other resources
are automatically also part of the ‘wider’ ELG cloud platform, which will auto-
matically broaden their reach significantly. We currently foresee three different
tiers of this product: one entry level tier for research groups, one for SMEs and
research centres and one for national LT repositories.

3.5.7 Product Category: Events

Training Events and Tutorials In addition to the more technical products de-
scribed above, training events and tutorials can be offered as products, especially
for commercial customers. These can be, among others, general ELG-related
training events (from half a day to multiple days) where the training relates to the
ELG platform, using, providing and combining services etc. This type of event
can be offered to organisations that have a need for certain LT and that want to be
able to make the most of the ELG platform. This product is a pre-packaged and
generic course, while those training events that involve customisation of content,
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tailoring the course to the respective customer and its specific needs, would be
rather considered technical ELG platform consulting (see Section 3.5.2).

Annual Conference The annual ELG conference assembles the whole ELG com-
munity, including commercial and academic participants, related projects and ini-
tiatives etc., and also the ELG team. While the annual ELG conference organised
by the ELG EU project has been free of charge, this model could change (e. g.,
registration fees, sponsorship packages, paid presentation slots, booths for a fee
in the industry exhibition etc.).

3.5.8 Product Category: Marketing and Advertisements

Conference Sponsorship This product relates to typical conference sponsorship
packages, which can be purchased by, typically, companies to position themselves
as gold or platinum sponsors of the annual ELG conference. This product model
is well established and accepted in industry and research but to be successful it
requires the respective conference to be of very high relevance for its community.

Online Advertisements The ELG platform could offer a small part of its screen
real estate for online advertisements that can be purchased, among others, by
members of European LT community to position their products or services in
a more targeted way on the ELG website, for example, when certain keywords
or search terms are used. In terms of revenue generated, this product only makes
sense if the website has a very high number of users. Furthermore, it remains to
be discussed and seen if online ads are a welcome addition on the ELG website
or if they are perceived as not appropriate.

Sponsored Content Similar to online advertisements, the idea behind this product
is that customers can pay a small fee to get one or more of their products, services
or resources or perhaps even their own organisation’s or project’s page in the ELG
catalogue featured on the ELG website, clearly marked as “sponsored content”
(for example, the first search result).

Merchandise The final product relates to ELG-brandedmerchandise, which could
be sold online, for example, tshirts, hats or pens with the ELG logo.

3.5.9 Miscellaneous

In addition to the actual products offered by the ELG legal entity, there are at least
three other potential revenue streams or activities related to marketing the ELG prod-
ucts. These additional revenue streams cannot be considered products per se.

Foundations The ELG legal entity could approach one or more foundations with
the request to grant financial support. In return, the foundations could position
themselves as supporters of the ELG initiative.

Project Grants EU or national project grants are an obvious mechanism to sup-
port part of the ELG team and platform as well as its operation.



250 Georg Rehm, Katrin Marheinecke, Stefanie Hegele, Stelios Piperidis et al.

ELG Use Cases as Show Cases Together with larger enterprises and some of the
commercial LT developer companies represented in ELG, interesting and relevant
show cases as well as success stories can be published on the ELGwebsite, which
can function asmarketing instruments and testimonials that demonstrate that ELG
is an important and valuable activity.

3.5.10 Summary and Assessment

The ELG product portfolio is diverse and broad, it offers multiple different options
of moving forward under the umbrella of the legal entity. As mentioned, we will
not start with all products right away but only with a selection. Before we make the
final selection, we will validate the products and their chance of being accepted by
the European LT community with a number of experts from the field. As the most
promising products we currently perceive the ELG APIs (Section 3.5.3) due to the
enormous market for this product, the LT-as-a-Service products (Section 3.5.4) due
to high demand, the marketplace (Section 3.5.1) as well as the consulting product
(Section 3.5.2).

Additionally, we see a lot of potential in offering countries the technical infrastruc-
ture for the purpose of supporting national LT platforms (Section 3.5.6). Especially
for smaller countries or regions, it is challenging to develop, operate and maintain
an elaborate technical platform all by themselves. For these, having their National
LR/LT Repository hosted as a service within ELG can be an attractive offer. For
ELG, in return, it appears to be an interesting financial pillar to operate such plat-
forms, charging an annual hosting fee.

Making use of the ELG platform as the primary dissemination and exploitation
channel for research projects is another product idea that has a lot of potential (Sec-
tion 3.5.4). It enables research projects to fully concentrate on the actual research
work without a need for developing complicated exploitation plans on their own be-
cause they can fully rely on ELG for this purpose. This approach can increase the
general visibility of European research results significantly.

3.6 Legal Entity Type

For the creation of a dedicated legal entity with European scope, we considered a
number of different entity types. The decision to move forward with a not-for-profit
organisation was made rather early in the process. Themain options that we explored
were a professional association or a foundation. In that regard, each EU country has
its own set of different types of business entities as part of their legal system, which,
generally, all have their own specific sets of rules. These include, among others,
cooperatives, partnerships and limited liability companies. Looking at Germany, for
a not-for-profit organisation, a gGmbH (a not-for-profit private limited company), or
an e. V. (eingetragener Verein, registered association) would be two obvious options.
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An alternative that enjoys some popularity with EU-funded projects is the Belgian
Association without lucrative purpose (AISBL). As the ELG consortium does not
have any partners in Belgium or Luxembourg, the AISBL option was ruled out for
reasons of efficiency. In addition to national entities, there are several types of legal
entities on the level of the European Union.

The EEIG (European Economic Interest Grouping) is part of European Corporate
Law, created in 1985. An EEIG makes it easier for companies in different countries
to do business together. Its activities must be ancillary to those of its members. Any
profit or loss is attributed to its members. It is liable for VAT and social insurance
of its employees but it is not liable to corporation tax and it has unlimited liability.
Several thousand EEIGs exist and are active in various fields. This legal entity only
applies to companies, it does not include research institutions.

The SE (Societas Europea) is a European company, established in 2001 by an
EU Regulation. The SE has been growing in popularity ever since. It is a type of
public limited-liability company and allows an organisation to operate its business
in different European countries under the same rules. An SE offers many advantages
such as easily setting up Europe-wide subsidiaries as well as an international holding
company. The company headquarters can be relocated easily and the SE legal form
conveys a strong European image. However, the SE comes with strict foundation
criteria, such as the requirement of high initial capital.

The SCE (Societas cooperativa Europaea, European Cooperative Company) was
established in 2006, it is related to the SE. An SCE can be established in the European
Economy Area. This entity type was created to remove the need for cooperatives to
establish subsidiaries in each EU Member State in which they operate, and to allow
them to move their registered office and headquarters from one EUMember State to
another. SCEs are governed by a single EEA-wide set of rules and principles which
are supplemented by the laws on cooperatives in each Member State.

The SPE (Societas privata Europaea) is a European private limited company, it
corresponds to an Ltd. in Anglo-Saxon countries or a GmbH in Germany, Austria
and Switzerland. This legal entity type has been a European Commission proposal
for more than ten years. As of now, it still does not exist.

For ELG, a crucial requirement is that the selected solution provides flexibility,
agility and the ability to ramp up the operation of the legal entity in a careful way.
The final decision must also be made on the basis of financial considerations, i. e., it
must be specified which products or services can be offered to generate which profit.

At the time of writing, we will establish a registered association headquartered
in Germany (e. V., eingetragener Verein). This option does not require any initial
capital and frees ELG from the pressure of having to generate income immediately.
Since some of the staff members who will be active in the ELG e.V. in the first phase
are based in Berlin, it appears practical to set up the entity in Germany and under
German law. It must be noted, however, that the legal entity will work in virtual teams
primarily. The only legal entity type on the European level that could be appropriate
for ELG, the SPE, does not exist yet.
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4 Summary and Next Steps

This chapter presents the current state of planning of the ELG legal entity, which
is foreseen to be established as an eingetragener Verein, e. V., as a registered, not-
for-profit association, in the second half of 2022. The legal entity will start small,
with a soft launch, and is meant to be flexible and agile. The main pillars of this
concept have been under development since late 2019 and cover most of the crucial
aspects of the legal entity. In terms of financing, a mixed model is envisaged, driven
by the product portfolio (Section 3.5), that includes shared revenue streams through
LT provider companies that use ELG as a sales channel and their customers who use
ELG to find the right providers and suppliers as well as services.

One aspect that still needs to be specified in more detail is the inclusion and ac-
tive involvement of the European LT community and the governance structure of the
legal entity. As an initiative from the European LT community for the community,
its involvement is crucial to create trust and transparency as well as to provide repre-
sentation to academic and industrial European LT developers. The proper inclusion
of the community in a representative manner will require a number of discussions
and deliberations. Fortunately, with regard to an e. V., these matters do not need to
be fully resolved before establishing the organisation but can also be taken on board
and revised through updates of its statutes.

Originally we had envisioned to establish the legal entity within the project run-
time and to start with a ‘bigger’ approach than is currently foreseen. The afore-
mentioned delay of a few months in establishing the entity does not pose a prob-
lem because the overall framework conditions have changed in the last 12 to 18
months. Through recently started and publicly funded projects including ELE, ELE2,
OpenGPT-X, NFDI4DataScience and AI as well as the upcoming EU projects
DataBri-X and SciLake, which are about to start in October 2022 and early 2023
respectively, we are able to operate the ELG cloud platform and we can also per-
form some maintenance and other ELG-related work, including the extension of the
ELG platform itself so that it is compatible with the emerging Gaia-X ecosystem. In
addition, SciLake will establish the first bridges to the EOSC ecosystem.

Since the start of the project, we have been collaborating with the European AI
on demand platform, especially with the AI4EU project, to ensure compatibility of
our approaches in terms of semantically describing resources. Furthering these col-
laborative efforts will facilitate cross-platform search and discovery enabling ELG
resources and other assets to be visible and usable by the wider AI community. Con-
sidering the EU’s plan to deploy the European AI on demand platform, ELG is ready
to act as the central language-related AI hub andmarketplace providing access to and
direct use of several thousands of LT services and related data.

While the future is always difficult to predict, it is clear already now that over the
past three years the interest in ELG has risen constantly and that the legal entity that
will take over the initiative after the EU project has ended has very good starting con-
ditions. The ELG brand has been established in the community and a considerable
buy-in can be observed already now. However, to take advantage of this momentum,
the marketplace, broker, dissemination, exploitation and participation model needs



13 Sustaining the European Language Grid: Towards the ELG Legal Entity 253

to be extremely simple and easy to grasp to make sure users understand and accept
it and the platform needs to be as user-friendly and all-encompassing as possible in
every regard, including the various levels of technical interoperability. Quality and
security aspects play a crucial role and can become the unique selling proposition as
opposed to providers of LT services from the US or Asia.
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Chapter 14
Open Calls and Pilot Projects

Lukáš Kačena, Jana Hamrlová, and Jan Hajič

Abstract We describe the two ELG open calls for pilot projects, the objective of
which was to demonstrate the use and the advantages of ELG in providing basic LT
for applications and as a basis for more advanced LT-based modules or components
useful to industry. Our main goal was to attract SMEs and research organisations
to either contribute additional tools or resources to the ELG platform (type A pilot
projects) or develop applications using Language Technologies available in the ELG
platform (type B pilot projects). We start with the detailed description of the submis-
sion and evaluation processes, followed by a presentation of the open call results.
Afterwards we describe the supervision and evaluation of the execution phase of the
projects, as well as lessons learned. Overall, we were very satisfied with the setup
and with the results of the pilot projects, which demonstrate an enormous interest in
ELG and the Language Technology topic in general.

1 Introduction

To demonstrate the advantages of ELG (Rehm et al. 2021) in providing LT for appli-
cations and as a basis for more advanced LT-based modules or components useful to
industry, the ELG project set up a mechanism for using close to 30% of its budget for
small scale demonstrator projects (“pilots”) through two open calls. The calls were
prepared using the ICT-29a call specification, making use of the Financial Support to
Third Parties (FSTP) scheme according to the ICTWork Programme 2018-2020 (Eu-
ropean Commission 2017). In total, we provided 1,950,000€ to the selected projects
as FSTP with an awarded amount of up to 200,000€ per project. We established
a lightweight submission procedure and a transparent evaluation process, in which
external evaluators participated as reviewers.

The main objective of the open calls was to attract SMEs and research organi-
sations to either contribute tools and services to ELG (type A projects) or develop
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applications using Language Technologies available in the ELG platform (type B
projects). The results of the pilot projects are included in the ELG platform for dis-
semination, testing and external evaluation by other entities or the public.

2 Organisation of the Open Calls

2.1 Management Structure and Organisation

While agile, simple and lightweight from the proposers’ point of view, the organisa-
tion of the two open calls was an internally complex procedure requiring close col-
laboration of three different teams (management team, technical team, Pilot Board)
with support from a broad panel of external evaluators.

2.1.1 Pilot Board

The Pilot Board (PB) was set up for the supervision of the pilot projects. While the
management team took care of the organisation and handling of the open calls and
the execution of the pilots, the PB provided a forum so that the ELG project could
discuss the progress of the pilots, their feedback and results. The PB was meant to
be the main technical and strategic interface between the pilot projects and the ELG
project proper, so that ELG could maximise its benefits from supporting the pilots
and to make sure that the pilot projects benefit from ELG.

The PB operational procedures were drafted by the management team and ap-
proved by the ELG Steering Committee. Afterwards, seven PB members were nom-
inated and approved. The operational procedures defined the main responsibilities
of the PB as follows: approval of the open calls and related documentation; pilot
project selection process; supervision of pilot project execution, including progress
monitoring, evaluation of results and approval of the phased payments.

2.1.2 External Evaluators

An independent panel of experienced external evaluators ensured an open, trans-
parent and expert-evaluation based selection process. The pool of evaluators was
created using a separate open call. The evaluators were responsible for evaluating
the project proposals and worked remotely using the web interface of the ELG Open
Calls Platform. They were selected from the pool, avoiding any conflicts of inter-
est. All evaluators were asked to sign a non-conflict of interest declaration and a
confidentiality agreement before being accepted to perform the task.
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2.1.3 Management Team

The management team organised the whole Open Calls process, including managing
and directing the technical team. In line with Annex K of the Work Programme (Eu-
ropean Commission 2017) and other relevant sections of the Rules for Participation,
the management team prepared all prerequisites and procedures: the Open Calls Plat-
form, web content, informational materials, forms, contract templates, presentation
and reporting forms and templates, submission procedure, hiring and selection of
external evaluators, call management structure, internal auditing and project results
evaluation procedures. In the initial setup phase, the management team tapped the
legal and financial expertise of the Technology Centre of the Czech Academy of
Sciences, which is charged by the Czech government to host the National Contact
Point (NCP) and other experts related to the preparation, execution and evaluation
of EU framework programmes and projects.

2.1.4 Technical Team

An essential task was to set up the ELGOpen Calls Platform for the proposal submis-
sion, evaluation and reporting process. We decided to develop the platform in-house
to ensure that it fit our needs.1 The technical team was responsible for developing
the platform and for support during each phase of the process.

2.2 Timeline

Figure 1 shows the open calls execution timeline. After the announcement, each call
was open for submissions for two months, followed by an evaluation procedure of
approx. two months. After signing the contracts with the selected projects, the exe-
cution phase started. The expected project duration was 9-12 months. Four projects
asked for a short extension of one or two months (which was accepted), mainly due
to COVID-19 related delays of dissemination activities.

2.3 Communication with Stakeholders

Prospective applicants were targeted through various channels, e. g., the open calls
website, a survey for stakeholders and other communication and dissemination ac-
tivities carried out by all ELG consortium members.

From early 2019 onwards, the open calls were presented on the ELG website.2
The content was regularly updated, starting from basic information including the

1 https://opencalls.european-language-grid.eu
2 https://www.european-language-grid.eu/open-calls

https://opencalls.european-language-grid.eu
https://www.european-language-grid.eu/open-calls
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Fig. 1 Open Calls overall timeline

timeline and key parameters at the beginning of the project, followed by the call for
evaluators3 and complete information regarding the open calls4.

We first monitored the interest in the open calls using a survey, which ran from
May 2019 until June 2019. A total of 108 respondents participated. The result
showed significant interest in the open calls and also a high demand for more in-
formation. Five months before the first call announcement, a second survey was pre-
pared. We disseminated this survey during the first annual ELG conference META-
FORUM 2019 in October 2019 in Brussels and collected answers from 47 respon-
dents, 84% of which expressed an interest in taking part in the open calls.

The open calls were promoted through social media (Twitter, LinkedIn), various
e-mail distribution lists, internal networks and collaborators, through the META-
FORUM conference and through other means whenever an opportunity arose.

2.4 Submission Process

As explained in the previous section, in the preparatory period the overall open call
procedure was set up, including all related documents and the development of the
online platform for the management and evaluation of submissions. After the official
announcement of one of our two open calls, applicants could then prepare and submit
their project proposals. There was a continuous need for support, mainly answering
questions we received by the participants via email.

With regard to the call announcement, we paid special attention to a well-prepared
call documentation, which provided all necessary information for applicants, and
a user-friendly submission platform. The documentation was prepared as an easy-
to-understand document. It contained several annexes: Guide for Applicants, Third
Party Agreement, Project Proposal Template and Evaluation Criteria.

3 https://www.european-language-grid.eu/open-calls/call-for-evaluators
4 https://www.european-language-grid.eu/open-calls

https://www.european-language-grid.eu/open-calls/call-for-evaluators
https://www.european-language-grid.eu/open-calls
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In the “Guide for Applicants” the management team showed, using screenshots,
how to submit a project proposal through the platform, i. e., how to create an appli-
cant account, how to log in and manage the account, how to create a new project
proposal, fill in the forms and finally submit the proposal. We also maintained a list
of (expected) frequently asked questions, for example “Who can apply for a pilot
project?”, “How much money is allocated for the pilot projects?”, and “Does Brexit
have any implications on eligibility?”.

The Open Calls Platform was developed using the open source Content Manage-
ment System Drupal with the guiding principle to keep the submission and evalu-
ation process easy and straightforward for the participants and manageable for the
call organisers. The platform runs under the ELG domain5, while physically residing
with the technical team to ensure quick reactions to any technical problems.

2.5 Evaluation Process

2.5.1 Preparation of the Evaluation Process

Themost important part of the preparation of the evaluation process was the selection
and specification of evaluation criteria that match the objectives to be achieved by
the calls. At the same time, the criteria ought to be clear for the external experts
evaluating each proposal.

The criteria were defined and described in detail in the call documentation. First,
the submitted proposal should fulfill formal requirements (language, submission
date, declaration of honor, legal status, eligible country, number of submitted propos-
als per applicant and no conflict of interest) which were checked by the management
team before any further evaluation. Then, three independent evaluators checked the
binary eligibility criteria: uniqueness, relevance for ELG, and whether the proposal
contains all the required phases (experiment, integration, dissemination). These were
followed by the graded and ranked evaluation criteria: objective fit, technical ap-
proach, business, integration and dissemination plan, budget adequacy, and team.

In order to identify evaluators with experience in language technologies and eval-
uation, a call for evaluators was published in February 2020. All relevant informa-
tion (description of tasks, eligibility of candidates, selection criteria, contact email
for questions, and a link to the registration form on the Open Call platform) was pub-
lished on the ELGwebsite as well as on the European Commission Funding and Ten-
der portal. In addition, ELG consortium members disseminated the call through var-
ious channels. Potential evaluators were asked to fill in a registration form, through
which contact information, CV, and professional experience related to evaluation
and LT were collected. From about 156 applications, the management team selected
64 evaluators (a total for both project open calls) with relevant expertise in both the
subject field(s) and in evaluating projects of at least similar size.

5 https://opencalls.european-language-grid.eu

https://opencalls.european-language-grid.eu
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Before assigning projects to evaluators, we sent instructions via email and we
organised webinars in which the evaluation process and criteria were explained.

All evaluators signed a contract with the ELG project. The contract included a
clause to keep in strict confidence any technical or business information about the
evaluated projects, as well as a no-conflict-of-interest declaration.

2.5.2 Execution of the Proposal Evaluation Process

Each proposal was evaluated by three independent external experts to ensure an trans-
parent selection process. The evaluators were carefully assigned to the proposals by
themanagement team.We also paid attention to gender (at least one female evaluator
per proposal) and country of residence of the evaluator, avoiding at the same time
possible personal or nationality-based conflicts of interest. The whole process was
monitored by the Pilot Board. Each proposal was assigned to one of the PBmembers.
These project coaches checked and confirmed or rejected the selection of evaluators
with special regard to conflict of interest.

After the evaluation, the project coaches prepared summary reports for each pro-
posal assigned to them. In these summaries, the coaches first reviewed the three
reports by the external evaluators. They also suggested potential budget adjustments
and changes of the total number of points (the maximum was 300 points, i. e., 100
points from each evaluator) in range of at most 30 points (open call 1) or 45 points
(open call 2) up or down, where applicable. According to the evaluation criteria,
project proposals by SMEs developing applications using LT available in ELG (B
type projects) received 30 bonus points. Finally, the project coaches reviewed the
eligibility criteria (uniqueness, relevance for ELG and project phases) as checked
by the evaluators and suggested their decision on their fulfilment if the evaluators
differed in opinion. The coaches also assessed the performance of the evaluators and
quality of the reports. After all summary reports had been submitted by the coaches,
a Pilot Board meeting was convened, in which the final ranking and selection was
decided. All proposals were ranked by the total sum of points assigned. The ranked
list was cut at the maximum available financial support (1,365,000€ for open call 1
and 585,000€ for open call 2).

3 Results

3.1 Open Call 1

3.1.1 Overview

The first call was opened on 1 March 2020 and closed on 30 April 2020 in accor-
dance with the timeline (Figure 1). We accepted a total of 110 project proposals for
evaluation from 103 applicants.
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Submitted by Type A Type B Total

Research organisation 43 5 48
SME 36 26 62

Total 79 31 110

Table 1 Proposals submitted to the first open call and accepted for evaluation

Seven applicants (five SMEs and two research organisations) submitted two pro-
posals (one type A and one type B). Regarding the type of project, 79 submitted
proposals were of type A (contribute resources, services, tools, or datasets to ELG)
and 31 proposals were of type B (develop applications using language resources and
technologies available in ELG), see Table 1. We received proposals from 29 differ-
ent countries, including eligible countries outside the EU (Iceland, Israel, Norway,
Serbia, South Africa, Switzerland, Turkey, United Kingdom). The total amount of fi-
nancing requested by the submitted projects was 16,900,000€. One project requested
283,000€, which was over the limit of 200,000€ per project, and the lowest requested
amount was 50,000€. The average amount requested per project was 153,000€.

At the end of June 2020, the results of the first open call were announced on the
ELG website, including the list of projects selected for funding.6 The two projects
from the reserve list were informed that they might be selected for financial support
if any of the selected projects rejected the financial support. The remaining projects
were informed that they were not selected. In July 2020, contracts with all selected
projects were signed, and the first payments weremade (half of the awarded financial
support), in line with the approved call documentation and procedures. All projects
had started their execution phase by August 6. Furthermore, at the end of July 2020,
abridged versions of the summary evaluation reports were provided to all applicants
through the Open Calls Platform.

3.1.2 Selected Projects

The projects selected in open call 1 are listed in Table 2. All supported organisations
are from the EU – three from Finland, two from Austria, Germany and Italy, and one
from Spain. The awarded budget varies from 87,445€ to 167,375€.

Although we obtained more proposals from SMEs than from research organisa-
tions, there are three SMEs and seven research organisations among the selected
projects. Similarly, although B type projects from SMEs were preferred, only two B
type projects were accepted for financing which probably reflected the fact that the
ELG platform was still being developed at the time of the first open call. Thus, it
appeared to make more sense to create missing resources or tools rather than build
applications using resources and tools available in ELG.

6 https://www.european-language-grid.eu/open-calls/open-call-1

https://www.european-language-grid.eu/open-calls/open-call-1
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Organisation Pilot Project Type Country Funding

Fondazione Bruno Kessler European Clinical Case Corpus A IT 139,370€

Lingsoft, Inc. Lingsoft Solutions asDistributable
Containers

A FI 140,625€

Coreon GmbH MKS as Linguistic Linked Open
Data

A DE 167,375€

Elhuyar Fundazioa Basque-speaking smart speaker
based on Mycroft AI

B ES 117,117€

Universita’ Degli Studi di Torino Italian EVALITA Benchmark Lin-
guistic Resources

A IT 126,125€

University of Helsinki Open Translation Models, Tools
and Services

A FI 154,636€

University of Vienna Extracting Terminological Con-
cept Systems from Text

A AT 132,977€

University of Turku Textual paraphrase dataset for
deep language modelling

A FI 166,085€

Weber Consulting KG Virtual Personal Assistant Proto-
type

B AT 87,445€

FZI Research Centre for Informa-
tion Technology

Streaming Language Processing in
Manufacturing

A DE 132,160€

Table 2 List of pilot projects selected for financial support in the first open call

Four of the eight A type projects aimed to enrich the ELG platform with language
resources and six of them planned to provide various language tools (i. e., two of
the projects provide both resources and tools). The two B type projects promised
speech applications – a smart speaker and a digital twin based on real-time language
translation and analysis. The projects in general often dealt with underrepresented
languages such as Basque, the Nordic languages, and European minority languages.

Technologically, the projects targeted a diverse set of goals and areas. There are
projects targeting important interdisciplinary areas (medical informatics, manufac-
turing), modern technologies relating to language and semantic as well as world
knowledge (Linked Open Data, paraphrasing) and core scalable technologies (dis-
tributable containers). Evaluation platforms as well as advanced and scalable ma-
chine translation still are and will be relevant issues for Language Technologies. Fi-
nally, the two speech-oriented applied projects broaden the portfolio of the usual
Language Technologies in the desired direction, too.

3.1.3 Feedback provided and Survey for Proposers

With the goal of evaluating and improving our open call procedure, we conducted
several surveys with everyone involved in the first open call. We started with the



14 Open Calls and Pilot Projects 265

project proposers. After the evaluation process we also conducted a survey among
all evaluators. The last survey was conducted among the Pilot Board members.

Two short surveys were designed for those who submitted a proposal (proposers)
and those who uploaded an initial draft but did not submit a final version (non-
proposers). The survey consisted of 15 questions, some open and some multiple
choice. The survey topics were clustered into three sections: “motivation”, “project
proposals”, and “your organisation”. The information was collected anonymously.

The surveys were conducted in May 2020. Of the proposers, 73 out of 110 (66%)
responded, and of the non-proposers, 6 out of 17 (35%) responded. The main con-
clusions from the proposers’ survey that were relevant for the setup of the second
open call: Almost 70% of respondents were interested in ELG because of both (func-
tional) services and datasets. Slightly more than two thirds of the respondents pre-
ferred smaller, agile calls over large, consortium-based calls.

There was a demand for more detailed documentation (e. g., in the form of a
webinar) that allows proposers to better interpret the strategic goals of ELG and
get better information on already existing services in ELG. More details about the
ELGAPI integration and about the infrastructure for working with data, applications
and possibly also workflows were requested. Some improvements of the Open Calls
Platform and its user-friendliness were made (e. g., limited space).

3.2 Open Call 2

The second open call was launched in October 2020 and experience from the first
open call was reflected in its organisation.

3.2.1 Changes made between Open Call 1 and Open Call 2

The basic parameters, specified in the ELGGrant Agreement, remained the same for
the second open call. Based on the lessons learned from open call 1, we implemented
the following changes in the call documentation and the open call procedure:

• We improved the explanation of the strategic goals of ELG and the goals of
the open calls. Links to an overview of ELG, its history and context and to an
overview of the ELG platform were provided in the call documentation.

• We also improved the technical documentation of the ELG infrastructure and
provided an easy-to-find list of currently available services – this was done with
the launch of ELG Release 1 (June 2020).

• We organised a webinar, which took place during the submission period, on
12 November 2020. We explained the goals of the open call and presented the
call documentation. The second part of the webinar was dedicated to questions
and a discussion. A recording was made available to all applicants.

• The documentation, annexes, templates, and forms along with the Open Calls
Platform were further improved.
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• In the proposal template, budget breakdowns were requested in a fixed structure
as well as a more detailed budget justification.

• New evaluators were recruited and added to the current group, with the aim to
attract more experienced evaluators.

• It was decided that the second open call, like the first open call, should have no
specific thematic focus.

3.2.2 Overview

The second call was opened on 1 October 2020 and closed on 30 November 2020 in
accordance with the open calls timeline (Figure 1). We accepted 103 project propos-
als in total for evaluation.

Submitted by Type A Type B Total

Research Organisation 38 5 43
SME 28 32 60

Total 66 37 103

Table 3 Proposals submitted to the second open call and accepted for evaluation

Five applicants (four SMEs and one research organisation) submitted two propos-
als (one type A and one type B). Regarding the project type, 66 proposals were of
type A, and 37 project proposals were of type B. A total of 43 applicants who submit-
ted a proposal in the second open call indicated that they had submitted the same or
a similar proposal in the first open call. We received applications from 28 different
countries, including eligible countries outside the EU (Iran, Israel, Norway, Serbia,
Switzerland, Turkey, United Kingdom). The total amount of financing requested by
the submitted projects was 13,257,919€. The average amount requested per project
was 129,000€, which is less than in the first open call (153,000€).

In February 2021, the results of the second open call were announced on the ELG
website.7 All applicants were informed about the results. In February and March
2021, contracts with all selected projects were signed, and the first payments were
made (half of the awarded financial support), in line with the call documentation
and procedures. All projects had started their execution phase by 1 April 2021. Fur-
thermore, in March 2021, abridged versions of the summary evaluation reports were
made available to all applicants through the Open Calls Platform.

7 https://www.european-language-grid.eu/open-calls/open-call-2

https://www.european-language-grid.eu/open-calls/open-call-2
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3.2.3 Selected Projects

The projects selected for financial support in open call 2 are listed in Table 4. The
supported organisations are from five EU countries and the awarded budget varies
between 85,421€ and 137,227€.

Organisation Pilot Project Name Type Country Funding

Institute for Bulgarian Language Multilingual Image Corpus 2021 A BG 110,960€

EDIA BV CEFR Labelling and Assessment
Services

B NL 137,560€

University of West Bohemia Motion-Capture 3D Sign Lan-
guage Resources

A CZ 85,421€

Sapienza University of Rome Universal Semantic Annotator:
A Unified API for Multilingual
WSD, SRL and AMR

A IT 113,228€

Sign Time GmbH Sign language explanations for
terms in a text

B AT 137,227€

Table 4 List of pilot projects selected for financial support in the second open call

Although we obtained more project proposals from SMEs than from research or-
ganisations, there are two SMEs and three research organisations among the selected
projects. Similarly, only two B type projects were accepted for financing.

Three A type projects aimed at providing tools to enrich the ELG platform. One
project contributed multilingual annotated data, tools and services for image process-
ing whilst the second one aimed at improving the ELG offer of linguistic tools by
proposing a unified service powered by state-of-the-art neural models for carrying
out annotations on three Natural Language Understanding tasks, i. e., Word Sense
Disambiguation, Semantic Role Labelling and Semantic Parsing, in around 100 lan-
guages. The third A type project expanded the portfolio of language resources avail-
able in ELG by adding a dataset and search tool for Czech sign language. Regarding
the B type projects, one of the projects also dealt with sign language. Its goal was to
simplify text comprehension for deaf people by linking words and phrases to a sign
language encyclopedia. The other project aimed to develop a set of tools, datasets,
and services to enable automatic classification of the reading difficulty of texts on
the Common European Framework of Reference.

3.2.4 Survey for Proposers to the Open Call 2

Just like for the first open call, a survey with 15 questions was designed for those
who submitted a proposal. The survey had three sections: “motivation”, “project
proposals”, “your organisation”. In total, 39 out of 103 proposers (38%) responded.
Regarding the motivation to submit a proposal, contributing services or resources
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to ELG to make them available to the ELG community and further development of
an existing software or data project were the most frequent reasons reported by the
respondents. The main expectations toward ELG were that the platform increases
the visibility of the applicant’s organisation on the European level and to get ac-
cess to a large repository of tools and datasets. Also, almost all respondents think
that more EU-funded activities dedicated to Language Technology and Language-
centric AI are needed, preferably in the form of agile calls (with short proposals and
quick evaluations, 9-12 months project run-time). Regarding the specialisation of
respondents, most frequently they specialised in text analytics, machine translation
or speech recognition. Respondents reported more than twenty domains that they
specialise in (most frequently health sector), one fourth of all respondents have no
particular specialisation.

4 Pilot Project Execution

Once the pilot projects were selected and the contracts signed, the continuous support
from the ELG consortium started so that the projects could start their execution.
The first opportunity where the newly selected pilot projects could become more
familiar with ELGwere the online meetings with the Pilot Board and other members
of the ELG consortium. During these meetings, basic information about ELG and
its technology as well as guidelines for project execution were presented.

Project execution (Figure 2) consisted of three phases: Phase 1 – Experiment;
Phase 2 – Integration; Phase 3 – Dissemination. After finishing Phase 1, report-
ing from the applicants was required, and then the Pilot Board decided whether the
project was allowed to continue execution (and consequently, whether the next pay-
ment, 35% of the awarded support, is made). After finishing Phase 3, a final report
was required, and the Pilot Board evaluated the whole project and decided whether
the project receives the final payment (15% of the awarded financial support).

As mentioned, each project was supervised by a project coach who was responsi-
ble for training the project team, collecting and answering questions during project
execution, collecting reports, and guiding the team through the project phases.

To advertise them to a wider public, the pilot projects were presented at two an-
nual ELG conferences, i. e., META-FORUM 2020 and META-FORUM 2021, in
dedicated pilot project sessions in which all projects could present their main ap-
proaches and goals. In addition, workshops and training events organised by the ELG
National Competence Centres (NCCs) were also used as opportunities to present cer-
tain pilot projects in the respective countries and regions.
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Project Proposal
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Project Evaluation:
three independent 

experts per proposal
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Pilot Board Meeting
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Project Execution
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Pilot Board approves
Phases 3 & 4 + 

final payment (15%)

Fig. 2 Project execution scheme for pilot projects from the first open call

5 Conclusions

The results of the two open calls demonstrate an enormous interest in the European
Language Grid and the Language Technology topic in general. The interest also
indicates that the setup, including documentation, proposal template, platform etc.,
was easy to follow. In total, we received 213 project proposals from 156 different
institutions (86 SMEs, 70 research organisations) in 32 different countries (including
nine eligible countries outside the European Union); 15 projects were selected for
funding, ten in the first open call and five in the second. The total amount requested
was approx. 30 mil. €, while the available funding amounted to only 1.95 mil. € (an
oversubscription of more than 15 times).

In the following we briefly summarise the main lessons learned, as gathered
through the different surveys (see Sections 3.1.3 and 3.2.4):

• We aimed at a simple and light-weight procedure which led to a high number
of submitted proposals. At the same time, the simplicity of the proposal tem-
plate may have led to a higher number of low-quality proposals that were not
adequately described or thought through. In both calls this rather high number
of proposals required more person days and increased the costs related to the
external evaluators.

• The quality of evaluation reports submitted by external evaluators was not en-
tirely stable and, in some cases, could have been more profound. This was usu-
ally balanced by the project coach or Pilot Board.

• It was a good decision to develop the Open Calls Platform internally. Among
others, it provided us with more flexibility, control over deadlines and quick and
reliable support from the technical team.

• In the ELG project budget, the costs for the Open Calls Platform and for the
proposal evaluation should have been planned more carefully.
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Overall, we were very satisfied with the open calls setup and with the results of
the pilot projects. While the results improved the ELG offering in terms of data, tools
and services, and the applications developed using the ELG provided mutual benefit
to the developers and ELG, we consider the overwhelming interest in the open calls
an extremely important, albeit non-technical result: it demonstrates that Language
Technologies are of tremendous interest to both researchers and commercial compa-
nies. It also shows that the open calls setup, as designed and implemented, was very
attractive and can be considered as a model in similar undertakings in the future.
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Chapter 15
Basque-speaking Smart Speaker based on
Mycroft AI

Igor Leturia, Ander Corral, Xabier Sarasola, Beñat Jimenez, Silvia Portela, Arkaitz
Anza, and Jaione Martinez

AbstractSpeech-driven virtual assistants, known as smart speakers, such asAmazon
Echo and Google Home, are increasingly used. However, commercial smart speak-
ers only support a handful of languages. Even languages for which ASR and TTS
technology is available, such as many official EU member state languages, are not
supported due to a commercial disinterest derived from their – relatively speaking
– rather small number of speakers. This problem is even more crucial for minority
languages, for which smart speakers are not expected anytime soon, or ever. In this
ELG pilot project we developed a Basque-speaking smart speaker, making use of
the open source smart speaker project Mycroft AI and Elhuyar Foundation’s speech
technologies for Basque. Apart from getting it to speak Basque, one of our goals was
to make the smart speaker privacy friendly, non-gendered and use local services, be-
cause these are usual issues of concern. The project has also served to improve the
state of the art of Basque ASR and TTS technology.

1 Overview and Objectives of the Pilot Project

Commercial smart speakers are increasingly popular despite the fact that their lan-
guage coverage leaves much to be desired. Many large official national languages
and practically all minority languages are unsupported by these devices. In many
cases, the lack of support for a language in a smart speaker is not due to the lack of
the necessary speech technologies, i. e., Automatic Speech Recognition (ASR) and
Text To Speech (TTS). ASR and TTS technologies do exist for the Basque language
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but it is unlikely that they will be implemented in smart speakers developed by the
big technology enterprises because of its relatively small number of speakers.

On the other hand, there is a rather mature, open source smart speaker project
calledMycroft AI.1 Our ELG pilot project develops an open source smart speaker for
the Basque language, based on Mycroft AI, that makes use of Elhuyar Foundation’s
ASR and TTS technologies. Apart from being open source and in Basque, other
points of interest were the handling of privacy, gender and service locality issues.

One objective of the project was to improve the state of the art of Basque ASR and
TTS technologies, since it would be necessary to adapt them to the context of a smart
speaker. Specifically, we wanted to 1. improve the performance of Basque ASR tech-
nology for noisy environments; 2. create a grammar-based ASR system instead of
a general vocabulary one to only recognise the commands of the speaker and, thus,
improve precision; 3. create a neural network-based TTS system for Basque and
replace the old HMM one; and 4. try to develop a gender-neutral voice.

2 Mycroft Localisation

A crucial and necessary part of the project was the localisation of Mycroft to Basque
in its broadest sense. This involved not only a string translation process, but also
making it understand speech commands and respond via speech in Basque. Thus,
we had to develop plugins to connect Mycroft to Elhuyar’s ASR and TTS services.

The localisation also involved the adaptation to Basque of Mycroft’s linguistic
module called lingua-franca, responsible for parsing numbers, days, times, dura-
tions, etc. in speech commands and to pronounce them correctly when responding.

Finally, the routine job of string translation of any software localisation process
turned out not to be as straightforward for the commands’ part. The parsing of many
skills’ intents from the commands is done by simply detecting some required or
optional keywords and parameters, which is why their translation required more
than just a simple sentence translation. We translated the Mycroft core module and
40+ of its skills (volume control, date, time, lists, alarms, audio record, radio, news,
Wikipedia, weather, jokes, Wikiquote, e-mail etc.).

3 Privacy, Gender and Proximity

As mentioned in Section 1, we wanted to address the privacy and gender concerns
often associated with smart speakers and also promote the use of local services. Re-
garding privacy, users and potential buyers have concerns with having a device in
their homes with a microphone that is always on (Lau et al. 2018). However, respect
for privacy is precisely one of Mycroft AI’s unique selling propositions. They claim

1 https://mycroft.ai

https://mycroft.ai


15 Basque-speaking Smart Speaker based on Mycroft AI 273

that they are “private by default” and that they “promise to never sell your data or
give you advertisements” using their technology. This materialises in the fact that
the wake word (“Hey, Mycroft”) is detected locally, i. e., no audio is sent to remote
servers except when saying a command after the detection of the wake word. On the
other hand, if some big enterprise’s cloud-based ASR or TTS services are used for
the recognition of commands and the utterance of responses, there are logically some
doubts as to what these companies will do with that data. Using Elhuyar’s Basque
ASR and TTS remote APIs from Mycroft, no data would be kept or collected.

Regarding gender treatment, smart speakers are known for their improper gen-
der treatment, as stated in the Unesco report “I’d blush if I could: closing gender
divides in digital skills through education” (West et al. 2019). According to this re-
port, practically all commercial smart speakers exhibit a female voice and female
personalities, and respond obligingly even to hostile requests, verbal abuse and sex-
ual harassment, which may lead to reinforce and spread gender biases. The report
ends with some recommendations that range from not making digital assistants fe-
male by default to developing neutral voices and personalities, which our project has
tried to follow. The Basque voice installed at the moment is a male voice by default.
Also, the speaker’s name, Mycroft, – although fictional – is male, its “personality” is
neutral, and it has no skill to respond in a docile manner to sexual comments or ver-
bal abuse. However, we have also carried out some experiments in order to develop
a gender-neutral synthetic voice (see Section 4.4).

We felt that our smart speaker should prioritise the local region and, for instance,
allow listening to local radio stations, read the news from local media or buy goods
or order food from local stores. We developed half a dozen local skills of our own,
including local news, local radio stations, dictionary querying or Basque music.

4 Developments in Basque Speech Technology

4.1 ASR Robustness in Noisy Environments

One of the main challenges regarding the use of ASR technology in a smart speaker
is making it robust enough to be reliable under non-optimal conditions: low volume,
background noise, music, speech, room reverberation, low quality microphone, etc.

Elhuyar’s ASR system for the Basque language is a general purpose system based
on the Kaldi2 toolkit. The speech data used to train the acoustic model comprises
high quality clean parliamentary speeches. To make our acoustic model more ro-
bust, we used several synthetic data augmentation techniques during the training
phase (Alumäe et al. 2018). This means that training data was 1. synthetically aug-
mented by adding background noises from the MUSAN dataset (Snyder et al. 2015),
which comprises several recordings of music, speech and a wide variety of noises;

2 https://kaldi-asr.org

https://kaldi-asr.org
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2. artificially reverberated with various real and simulated room impulse responses
(Ko et al. 2017); and 3. augmented with threefold speed and volume perturbations.

4.2 ASR Closed Grammar-based Recognition

For general purpose ASR systems, typically a large language model is trained with
a vast amount of diverse texts. For a smart speaker, however, where the user is ex-
pected to use a closed set of commands, limiting the ASR’s vocabulary to just the
necessary commands can increase the precision of the speech recognition.

Since Kaldi internally uses weighted finite state transducers (WFST) to model the
language, simply by converting all the commands defined inMycroft skills to the for-
mat used by Pynini (a Python library for WFST grammar compilation), we would
obtain a language model limited to Mycroft’s commands. But although Mycroft’s
skills were originally defined using its old-style intent parser Padatious (where the
whole command is defined), nowadays most skills use the new intent parser Adapt,
which defines commands using a few keywords and parameters. This makes it un-
feasible to automatically generate all possible commands containing the keywords
and parameters. Rewriting all skills to the Padatious format would have made the
code much more difficult to maintain as well as losing Adapt’s recall gain. This is
why the creation of a custom grammar was eventually discarded.

4.3 Neural Network-based Basque TTS

Elhuyar’s previous Basque TTS service was based on Hidden Markov Models
(HMMs). In the ELG pilot project we developed a new neural network-based TTS
service. Since the first neural system was published in 2013 (Zen et al. 2013), these
have taken a clear advantage over HMM-based approaches and systems like Taco-
tron 2 (Shen et al. 2018) have achieved naturalness comparable to natural voice.

The key challenge with neural TTS systems is the size of the training dataset. The
original Tacotron 2 monospeaker system was trained with 24.6 hours of speech, and
subsequent research concluded that 10 hours is the minimum time required to ob-
tain maximum quality (Chung et al. 2019). The only publicly available database of
Basque speech of that size is a multispeaker database created by Google (Kjartans-
son et al. 2020), which contains recordings from 53 speakers with a maximum of 15
minutes per speaker. Modified configurations of Tacotron 2 using speaker embed-
dings have proved successful providing good quality multispeaker TTS systems (Jia
et al. 2018), i. e., systems trained using combined recordings of multiple speakers,
capable to synthesise the voice of each of them. We recorded a small multispeaker
database, combined it with the Google database, and trained a multispeaker TTS
using speaker embeddings, obtaining our own neural quality TTS voices.
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4.4 Gender-neutral Voice

Apart from the interventions to address gender issues (Section 3), we conducted
experiments towards obtaining a gender-neutral voice. Tolmeijer et al. (2021) ob-
served that we do not regard voices of intermediate pitch (which is what could be
understood as gender-neutral) as genderless, that we assign them one gender or the
other, and that those that could be best considered as ambiguous in terms of gender
or genderless were those with the greatest division of opinion.

Most of the literature on the field of generating gender-ambiguous voices seek
gender neutrality through pitch modification, such as Tolmeijer et al. (2021), or the
first genderless voice Q (Carpenter 2019). We employed a different and innovative
approach. We first calculate the average speaker embedding for each gender with
the embeddings obtained in the training and then we compute the embedding that is
midway between the average male and female embeddings. Using this embedding in
the trained Tacotron 2, we can synthesise sentences with a voice which has produced
divided opinions as to its gender and which can thus be considered genderless.

5 Conclusions and Results of the Pilot Project

This ELG pilot project developed an open source Basque-speaking smart speaker
based on Mycroft AI, which respects privacy and which uses a more appropriate ap-
proach regarding the voice’s gender than commercial smart speakers. We connected
Mycroft to Elhuyar’s Basque ASR and TTS services, and we improved the state of
the art of Basque speech technologies. Our ASR for Basque performs better in noisy
environments and we developed a new deep neural network-based TTS for Basque
and made experiments towards a gender-ambiguous synthetic voice. We translated
more than 40 Mycroft skills and developed half a dozen new ones addressing local
services. We tested the Basque Mycroft in PCs and Google AIY Kits.

Anyone can now download, install on a device and try Mycroft in Basque. While
the ELG pilot project is finished, we continue to work on the project with the aim of,
if possible, bringing a Basque smart speaker device to the market. We believe that
the work carried out, the experience gained and the code developed in the ELG pilot
project can be very useful for other minority language communities that would like
to have access to a smart speaker that speaks their own language.
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Chapter 16
CEFR Labelling and Assessment Services

Mark Breuker

Abstract Our pilot project aims to develop a set of text collections and annotation
tools to facilitate the creation of datasets (corpora) for the development of AI classifi-
cation models. These classification models can automatically assess a text’s reading
difficulty on the levels described by the Common European Framework of Refer-
ence (CEFR). The ability to accurately and consistently assess the readability level
of texts is crucial to authors and (language) teachers. It allows them to more easily
create and discover content that meets the needs of students with different back-
grounds and skill levels. Also, in the public sector using plain language in written
communication is becoming increasingly important to ensure citizens can easily ac-
cess and comprehend government information. EDIA already provides automated
readability assessment services (available as APIs and an online authoring tool) for
the CEFR in English. Support for Dutch, German and Spanish are added as part of
this project. Using the infrastructure developed in this project the effort for creating
high quality datasets for additional languages is lowered significantly. The tools and
datasets are deployed through the European Language Grid. The project is scheduled
to be completed in the second quarter of 2022.

1 Overview and Objectives of the Pilot Project

The CEFR (Common European Framework of Reference for Languages: Learning,
Teaching, Assessment, Council of Europe 2020) aims to provide a comprehensive
learning, teaching and assessment method that can be used for all European lan-
guages. Indicating the level of learners of foreign languages, the CEFR facilitates
the assessment of a person’s language proficiency. By now, most are familiar with
the six reference levels (A1 – C2) used for this purpose (Figure 1).

CEFR levels are the foundation for a communicative approach to (foreign) lan-
guage acquisition, teaching and certification. Although the CEFR levels represent a
widely supported approach, the availability and quality of (educational) content la-
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A1 A2 B1 B2 C1 C2
beginner intermediate expert

Fig. 1 CEFR proficiency levels

belledwith CEFR levels are limited. This is because the highly laborious, error-prone
labelling process is performed manually (save for some exceptions). This results in
several practical obstacles regarding publishing, teaching, and learning:

• Content creators (publishers, authors, teachers, government officials) struggle
to use consistent criteria for checking a text’s difficulty level.

• Teachers have trouble finding or creating appropriate texts for their students.
• Content managers struggle to monitor the readability level of their content col-
lections over time.

To tackle this problem, we have developed an automated text classification tech-
nology using Natural Language Processing. Our technology can perform CEFR text
levelling in a scalable and consistent manner for multiple languages at a very gran-
ular level. By removing blockers through automation, we expect to impact the prac-
tical application of CEFR, enabling the labelling of more content in less time in a
highly consistent manner. This way, we will lay the foundation for making written
content with properly labelled text levels more widely available, adhering to the
CEFR standard. After all, practical obstacles will have been eliminated.

The European Language Grid (Rehm et al. 2021) provides EDIA with a market-
place to promote, sell and distribute its CEFR services to a broad audience. Through
the standardised ELG catalogue and API specification, developers can more easily
adopt the services provided by EDIA in their applications.

2 Methodology

The infrastructure for the CEFR readability services developed during the pilot
project consists of various components (Figure 2). The infrastructure facilitates the
creation of the CEFR readability assessment services, using the following process:

1. Data collection – collect (unlabelled) texts for each language
2. Data labelling – label the texts on CEFR reading level using human experts
3. Model training – train classification models on the datasets
4. Integration – expose the models as REST services on ELG using API proxies
5. Authoring – integrate the services in a CEFR levelling and authoring application
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Fig. 2 CEFR infrastructure diagram

3 Implementation

To create the corpus, we collected approx. 1,200 texts per language from various
public sources such as newspapers, magazines, educational sources and government
websites. To speed up the text collection process we developed several text-scraping
algorithms. Each text was stored as plain-text in a database together with information
about its source and copyright licence. To ensure that the unlabelled dataset was well
balanced and covered both easy andmore difficult reading levels, we used texts from
sources known to be targeted at basic, intermediate and advanced language users. In
addition we used heuristics-based methods of readability assessment. This provided
us with an initial indication of the reading difficulty of each text.

Our first attempt at a data labelling application was based on a pairwise compar-
ison algorithm (Crompvoets et al. 2020). We applied this approach on a collection
of 1,200 Dutch texts. The rationale for this approach was that comparing two texts
on reading difficulty is a relatively easy task for teachers and would suffer less from
inconsistent and subjective criteria used when evaluating a text directly on its CEFR-
level. This approach resulted in a rank-ordered list of texts on reading difficulty. Next
we set the boundaries for the CEFR-reading levels within this rank-ordered list. Un-
fortunately we found that we were not able to train a classification model on the
dataset. Upon closer inspection (based on a random sample of 100 texts) we found
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that many texts were labelled incorrectly (i. e., 25 percent more than two levels off).
Although we compared each text with six other texts (resulting in a total of 7,200
annotations), possibly the number of comparisons per text was still insufficient to
create a reliable measurement. This means the pairwise comparison approach also
offers no benefits compared to labelling each text on CEFR level by three experts
(resulting in a total of 3,600 annotations) with regard to the number of annotations
needed to a reliable dataset.

In our second attempt we labelled texts directly regarding their CEFR reading
level. This new labelling application provides functionality for organising the unla-
belled texts into various projects which supports working with multiple languages
and creating subsets from the total corpus to label the texts in smaller batches. This
allows us to annotate the texts iteratively which means we can better monitor the
quality of the annotations during the labelling process. Within each project, annota-
tion tasks are created and are assigned to language experts. Each text is evaluated by
three different experts to ensure high quality CEFR assessments. For each text anno-
tators complete an assessment formwith criteria described in the CEFR reading level
descriptors (such as vocabulary and grammatical complexity, Alderson et al. 2006).
We have based this approach in part on the CEFR Estim Grid project (Tardieu et al.
2010). Prior to completing the content labelling tasks, annotators participate in an
(online) workshop to collaboratively assess the CEFR level of a small subset of texts
to align on the CEFR level descriptors.

Once we labelled all texts and completed the datasets we were able to develop the
CEFR readability classification models. The models we created return the predicted
difficulty on a linear scale, which means that we can predict the reading difficulty
more granularly than the 6-level CEFR scale. In other words, we can say, for exam-
ple, that a text is on the more difficult end of the B2 level. Based on the models, we
created web services for assessing the overall readability of a text, difficult words in
the text and alternative words (suggestions) for these difficult words.

We then integrated our CEFR services into the ELG platform using proxy ser-
vices. A proxy service maps incoming ELG requests onto our classification API
running on our web servers. The proxy service was packaged as a Docker container,
stored in our company’s Docker registry and then deployed on ELG. To improve
performance and avoid blocking requests, we used the Asyncio library to support
asynchronous processing of service requests. To speed up the development of the
proxy services, we switched to using ELG’s Python SDK for later versions of our
service implementations.

For the authoring application we chose to integrate our CEFR services with the
Fonto editor1 as an add-on. This allowed us to focus on developing the text anal-
ysis rather than basic text editing features. In addition we used the Fonto Content
Quality component to highlight relevant sections in the text and provide feedback to
authors which allows them to improve the readability and quality of their texts. The
Fonto editor is a popular tool by major (educational) publishers, which enables easy
integration and adoption of our technology by new clients.

1 https://www.fontoxml.com

https://www.fontoxml.com
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4 Evaluation

For collecting the texts for our dataset we had planned to use the C4 Corpus (public
domain part)2 which is a huge collection of plain texts, released under a Creative
Commons licence, which appeared to be very useful for our project. However, upon
closer inspection we found that the licence detection algorithm that was used is not
very accurate and that the structure of the texts was not very suitable for our purposes.
Also, the sheer size of this corpus added to the complexity of its processing. We
therefore decided not to use the C4 Corpus, but create a new corpus instead. We
tried various methods for data labelling. Unfortunately the pairwise comparison did
not yield a useful dataset fromwhich we could create a classificationmodel. Possible
explanations may be that the number of comparisons per text was too low, that we
did not select the right pairs of texts for the language teachers to compare, or that the
teachers did not consistently select the most difficult text from each set. This would
need to be investigated further.

Integrating our services into the ELG was straightforward and easy. Using the
ELG Python SDK we were able to make our services available through ELG. We
also appreciated the thorough review process of our submitted services and datasets
by the ELG team. We received good feedback and support to improve the required
metadata, code performance and overall compatibility with the ELG API specifica-
tion. The standards-based ELG integration (e. g., using the ELG Python SDK)makes
it significantly easier for third-party developers to consume and integrate our ser-
vices in their language learning applications. We have not yet been able to evaluate
the billing services of the ELG in a production setting. We can see that the services
we deployed on ELG have been used multiple times, but we have little information
about the use over time and the types of users (e. g., commercial vs. academic).

5 Conclusions and Results of the Pilot Project

Our goals with this project were to extend our CEFR service to additional languages
beyond English and to use the European Language Grid as a marketplace for com-
mercialising our services. Although the project has not yet been completed we can
already see that the project has helped us to improve our data collection and la-
belling process, which helps to create high quality datasets for training additional
language models. We created CEFR readability classification models using these
datasets which we have made available on ELG as services.3 The services are in-
tegrated into a text authoring application which helps authors assess and improve
the readability of their (educational) texts in multiple languages. Deploying services
on the ELG is currently easy and useful for demonstration and trial purposes. We

2 https://live.european-language-grid.eu/catalogue/#/resource/service/corpus/1186
3 https://live.european-language-grid.eu/catalogue/project/5258

https://live.european-language-grid.eu/catalogue/#/resource/service/corpus/1186
https://live.european-language-grid.eu/catalogue/project/5258
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believe the ELG SDKs enable third party developers to more easily discover and
consume our APIs.
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Chapter 17
European Clinical Case Corpus

Bernardo Magnini, Begoña Altuna, Alberto Lavelli, Anne-Lyse Minard, Manuela
Speranza, and Roberto Zanoli

Abstract Interpreting information in medical documents has become one of the most
relevant application areas for language technologies. However, despite the fact that
huge amounts of medical documents (e. g., medical examination reports, hospital
discharge letters, digital medical records) are produced, their availability for research
purposes is still limited, due to strict data protection regulations. Aiming at fostering
advanced information extraction technologies for medical applications, we present
E3C, a corpus of clinical case narratives fully based on freely licensed documents.
E3C (European Clinical Case Corpus) contains a vast selection of clinical cases (i. e.,
narratives presenting a patient’s history) that cover different medical areas, are based
on different styles and produced in different languages. A portion of the corpus has
been manually annotated to be used for training and testing purposes, while a larger
set of documents has been automatically tagged to serve as a baseline for future
research in information extraction.

1 Overview and Objectives of the Pilot Project

The interest in information extraction from clinical narratives has increased in recent
decades, including clinical entity extraction and classification (Schulz et al. 2020;
Grabar et al. 2019; Dreisbach et al. 2019; Luo et al. 2017), clinical prediction systems,
e. g., MIMIC III (Johnson et al. 2016), and the organisation of challenges at CLEF
(Kelly et al. 2019), and Semeval. However, only a few shared datasets have been
created, limiting the potential of developing applications in this area.
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We report upon the E3C (European Clinical Case Corpus) ELG pilot project,
which resulted in a large collection of clinical cases in five European languages:
English, Spanish, French, Italian and Basque. A clinical case is a statement of a clin-
ical practice, presenting the reason for a clinical visit, the description of physical
exams, and the assessment of the patient’s situation. Clinical cases are typically re-
ported and discussed in research papers, and are often used for education purposes in
medicine. In addition, published clinical cases are de-identified, overcoming privacy
issues, and are rich in clinical entities as well as temporal information.

A 25-year-old man with a history of Klippel-Trenaunay syndrome presented to the hospital
with mucopurulent bloody stool and epigastric persistent colic pain for 2 wk. Continuous
superficial ulcers and spontaneous bleeding were observed under colonoscopy. Subsequent
gastroscopy revealed mucosa with diffuse edema, ulcers, errhysis, and granular and friable
changes in the stomach and duodenal bulb, which were similar to the appearance of the rec-
tum. After ruling out other possibilities according to a series of examinations, a diagnosis of
GDUCwas considered. The patient hesitated about intravenous corticosteroids, so he received
a standardized treatment with pentasa of 3.2 g/d. After 0.5 mo of treatment, the patient’s symp-
toms achieved complete remission. Follow-up endoscopy and imaging findings showed no
evidence of recurrence for 26 mo.

The sample clinical case reported in the box above is about a patient presenting
gastric symptoms, who is finally diagnosed with gastroduodenitis associated with
ulcerative colitis (GDUC). To reach the diagnosis, two medical tests (colonoscopy
and gastroscopy) were performed. Treatment, outcome (complete remission) and
follow-up (no evidence of recurrence) are also present in the text.

2 Corpus Collection and Annotation

The document collection was determined by the available resources for each lan-
guage (e. g., PubMed, scientific journals, medicine leaflets). First, we identified pos-
sible document sources as well as their licenses and re-distribution policies. We se-
lected sources that were either already available under Creative Commons licenses
(i. e., CC-BY or CC-BY-SA), possibly asking for re-distribution permission to the
right holders. In the case of the SPACCC1 and NUBes2 corpora, the texts were ready
to be used by us in terms of licensing and formatting. We automated the text col-
lection as much as possible, for example, in some cases we were able to identify
and extract the section with the clinical case. All English and some French docu-
ments were automatically extracted from PubMed3, through its API, while medicine
leaflets were automatically crawled and stored in a single file for each language. Jour-
nal articles with clinical cases that could not be extracted automatically were filtered
through the search query “clinical case” in the different languages. In addition to the

1 https://github.com/PlanTL-GOB-ES/SPACCC
2 https://github.com/Vicomtech/NUBes-negation-uncertainty-biomedical-corpus
3 https://pubmed.ncbi.nlm.nih.gov

https://github.com/PlanTL-GOB-ES/SPACCC
https://github.com/Vicomtech/NUBes-negation-uncertainty-biomedical-corpus
https://pubmed.ncbi.nlm.nih.gov
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extraction of the relevant documents, corresponding metadata was stored to allow
accurate documentation.

The annotation of temporal information was performed following an adaptation
of the THYME annotation guidelines (Styler et al. 2014).4 Temporal information
refers to the events in a text as well as to chronological references and relations.
To encode temporal information, we defined the following tags and relation types.
Events, time expressions, temporal relations and aspectual relations are widely used
in temporal information tasks, while actor, body part and RML annotations were
added as they convey relevant information of the clinical domain.

• Events are the events or states relevant to the patient’s clinical timeline.
• Time expressions refer to points and intervals in time.
• Temporal relations (TLINK) implement relations that chronologically order
events and time expressions.

• Aspectual relations (ALINK) are created between an aspectual event and its
subordinated non-aspectual event.

• Actors are the people (or animals) mentioned in the text.
• Body parts are the parts of the body that are bigger than cells.
• Results, measurements and lab and test results (RML) are lab test and analytics’
results, formulaic measurements and measurement values.

Fig. 1 A sentence in a clinical case annotated with both temporal information and clinical entities
(i. e., disorders) with their UMLS codes (marked in red)

The annotation of clinical entities is mainly based on the guidelines of SEM-
EVAL 2015 Task 14 “Analysis of Clinical Text”5 and on the ASSESS CT guidelines
(Miñarro-Giménez et al. 2018). The annotation of Layer 1 was done fully manually,
while for Layer 2 the automatic annotation was produced with a distant supervision
method that matches clinical entities with disorder concepts in UMLS.

3 Implementation

The E3C corpus is organised in three different layers:
Layer 1: about 25k tokens per language of clinical narratives with full manual or
manually checked annotation of clinical entities, temporal information and factuality,
for benchmarking and linguistic analysis.
4 http://clear.colorado.edu/compsem/documents/THYME_guidelines.pdf
5 http://alt.qcri.org/semeval2015/task14/data/uploads/share_annotation_guidelines.pdf

http://clear.colorado.edu/compsem/documents/THYME_guidelines.pdf
http://alt.qcri.org/semeval2015/task14/data/uploads/share_annotation_guidelines.pdf


286 Bernardo Magnini, Begoña Altuna, Alberto Lavelli, Anne-Lyse Minard et al.

Layer 2: 50-100k tokens per language of clinical narratives with automatic anno-
tation of clinical entities. Distant supervision was used to annotate 8,972 clinical
entities with their corresponding concepts in UMLS.
Layer 3: about 1m tokens per language of non-annotated medical documents (not
necessarily clinical narratives) to be exploited by semi-supervised approaches.

Table 1 shows the sizes of the layers (document and token numbers). Table 2
shows the numbers of Layer 1 tags to indicate information density in clinical cases.

English French Italian Spanish Basque

Layer 1 84 / 25142 81 /25196 86 / 24319 81 / 24681 90 / 22505
Layer 2 171 / 50371 168 / 50490 174 / 49900 162 / 49351 111 / 12541
Layer 3 9779 / 1075709 25740 / 66281501 10213 / 13601915 1876 / 1030907 1232 / 518244

Table 1 Documents/tokens in each language and layer in the E3C corpus.

Entity English French Italian Spanish Basque

CLINENTITY 1024 1327 869 1345 1910
EVENT 4885 4312 3385 4767 7910
ACTOR 682 427 338 319 505
BODYPART 968 659 328 814 1410
TIMEX3 380 333 298 383 638
RML 480 508 383 391 1101
ALINK 114 71 109 92 113
TLINK 4852 4084 1150 4700 7981

Table 2 Annotations in each language in Layer 1 in the E3C corpus.

4 Evaluation

For temporal information and clinical entity annotation tasks, we performed inter-
annotator agreement (IAA) tests. We measured whether the guidelines had been de-
fined and were understood correctly, and we ensured that the quality of annotations
in the corpus was similar. The IAA phase had been done on the English part of
the corpus. IAA for temporal entities (EVENT, TIMEX3, ACTOR, BODYPART)
was measured using three annotators and six documents. To compute the agreement,
we used the F1-measure metric, which produced the same results as using the Dice
coefficient. The agreement is high for EVENT and ACTOR entities (with an aver-
age of 0.81 and 0.87), but a bit lower for TIMEX3 and BODYPART (with an av-
erage of 0.50 and 0.57). The IAA for temporal relations (TLINK) was split in two
phases: three documents were annotated, the results discussed by the annotators and
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then three new documents were annotated. To measure the agreement, we used the
Tempeval-3 scorer (UzZaman and Allen 2011), implemented for the evaluation of
systems based on the comparison of temporal graphs built from annotations. The
average F1-measure for the first phase was 0.43 and 0.53 for the second.

The annotation of the clinical entities in Layer 1 was performed by four annota-
tors. Again, the agreement is calculated using F1, whereas for the CUI attribute we
computed the accuracy taking into consideration only the entities identified by two
annotators. The agreement for clinical entity recognition is 0.70 on average (from
0.64 to 0.78). In the entity linking task, the accuracy on entities identified by both
annotators starts at 0.86 (on average 0.89).

The clinical entities in Layer 2 were annotated automatically using distant super-
vision and UMLS as a controlled vocabulary. A manual assessment of the quality of
these annotated entities would be too demanding in terms of human resources. For
this reason, the quality of Layer 2 has been estimated through an indirect evaluation
that uses the results obtained by distant supervision on Layer 1 (Table 3) as an es-
timation of the quality of the Layer 2 annotations. This approximation is possible
because the documents in Layer 1 and Layer 2 are clinical cases and because they
were extracted from the same kind of publications or from the same existing corpora.

English French Italian Spanish Basque

Accuracy 48.33 54.92 58.09 63.64 55.35

Table 3 Estimated accuracy (F1-measure) of the clinical entities in Layer 2.

5 Conclusions and Results of the Pilot Project

The E3C pilot project aims at fostering advanced information extraction technolo-
gies for medical applications. Results include a large corpus of annotated clinical
cases in five languages. The corpus is available on the ELG platform.

Acknowledgements The work described in this article has received funding from the EU project
European Language Grid as one of its pilot projects and from the Basque Government post-doctoral
grant POS_2020_2_0026.
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Chapter 18
Extracting Terminological Concept Systems
from Natural Language Text

Dagmar Gromann, Lennart Wachowiak, Christian Lang, and Barbara Heinisch

Abstract Terminology denotes a language resource that structures domain-specific
knowledge by means of conceptual grouping of terms and their interrelations. Such
structured domain knowledge is vital to various specialised communication settings,
from corporate language to crisis communication. However, manually curating a ter-
minology is both labour- and time-intensive. Approaches to automatically extract ter-
minology have focused on detecting domain-specific single- and multi-word terms
without taking terminological relations into consideration, while knowledge extrac-
tion has specialised on named entities and their relations. We present the Text2TCS
method to extract single- and multi-word terms, group them by synonymy, and in-
terrelate these groupings by means of a pre-specified relation typology to generate
a Terminological Concept System (TCS) from domain-specific text in multiple lan-
guages. To this end, the method relies on pre-trained neural language models.

1 Overview and Objectives

Domain knowledge is paramount to any specialised communication setting. A struc-
tured representation of domain-specific terminology fosters the acquisition of new
domain knowledge, the expansion of existing knowledge, and optimises specialised
discourse by supporting terminological consistency (Budin 1996). Extracting Ter-
minological Concept Systems from Natural Language Text (Text2TCS) is a pilot
project supported by the European Language Grid (ELG) to develop a language
technology that automatically extracts a Terminological Concept System (TCS) from
domain-specific texts in multiple languages. A TCS is a terminological resource that
conceptually structures domain-specific terms and provides hierarchical and non-
hierarchical relations between them. Within the context of terminology science, a
term signifies a domain-specific designation that linguistically represents a domain-
specific concept (ISO1087 2019). A concept groups terms by meaning, which is
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generally represented as unique characteristics shared by a set of real-world enti-
ties. Once terms have been grouped into concepts based on their synonymous mean-
ing within languages and equivalent meaning across languages, terminology science
foresees interrelations of concepts by terminological relations. Such relations are
categorised into hierarchical, i. e., generic and partitive, and non-hierarchical, e. g.,
causal and spatial, relations. For instance, the sentence COVID causes coughing can
be depicted as a causal relation from the concept that represents the cause COVID
to the effect concept designated by coughing. However, in practice, publicly avail-
able terminologies rarely contain any relations, since manually creating them is time-
and labour-intensive. While Automated Term Extraction (ATE) methods have pro-
liferated (e. g., Astrakhantsev 2018; Lang et al. 2021), additionally structuring ex-
tracted terms by concepts and relations has been neglected. To address this issue,
Text2TCS provides a method and tool to extract terms and interrelations between
domain-specific synonym sets across languages and domains. The Text2TCS imple-
mentation has been integrated and is available on the ELG plattform.1

2 Methodology

The Text2TCS methodology depicted in Figure 1 builds on a pipeline approach
with the following steps: preprocessing, term extraction, relation extraction and post-
processing. The pipeline takes domain-specific natural language sentences or text as
input and outputs a TCS in the TermBase eXchange (TBX) format and as a concept
map. We experimented with several joint term and relation extraction methods, espe-
cially relying on pre-trained Neural Machine Translation and Sequence to Sequence
models such as mT5 (Xue et al. 2021). However, a pipeline approach relying on
fine-tuning XLM-R (Conneau et al. 2020) was finally preferable due to a smaller
model size as well as a substantially higher inference speed and performance relia-
bility. In order to fine-tune pre-trained models, training data needs to be available.
To this end, two terminologists annotated 51 texts spanning distinct domains from
computer science to ecology in English and German with a total of 6,327 terms and
9,460 relations.

2.1 Preprocessing

In a first step, the input text’s language is detected and it is split into individual sen-
tences. The former relies on the Python library PYCLD22 that supports 83 languages.
Language detection is required in order to issue a warning in case the input language
is unsupported and to indicate the language in the final TBX output file. Furthermore,

1 https://live.european-language-grid.eu/catalogue/tool-service/8122
2 https://github.com/aboSamoor/pycld2

https://live.european-language-grid.eu/catalogue/tool-service/8122
https://github.com/aboSamoor/pycld2
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Fig. 1 Text2TCS extraction pipeline

the detected language is passed on to the sentence boundary detection module that
relies on language-specific rules.

Sentence boundary detection is achieved using the rule-based Python module
pySBD (Sadvilkar andNeumann 2020), which officially supports 22 languages. This
step is required due to limited input length of current neural language models and
to allow for a sentence-based relation extraction step. Thus, the pipeline can be sure
to support 22 languages (two-digit ISO language codes): am, ar bg, da, de, en, es,
el, fa, fr, hi, hy, it, ja, kk, mr, my, nl, ru, pl, ur, zh. However, the term and relation
extraction models potentially support up to 100 languages.

2.2 Term Extraction

From several distinct experiments with term extraction, which we detail in Lang et
al. (2021), the best performing classifies each token of an input sentence separately,
utilising the same fully connected layer for all tokens after they have been processed
by XLM-R. In term extraction, an established method is (e. g., Hazem et al. 2020)
to first generate all possible term candidates from a sequence/sentence and input the
candidate together with its context for the model to predict whether it is a term or not.
This requires first generating all possible n-grams of a pre-specified length from a
text. Instead, the token classification we propose assigns one of three labels to each
token in a sequence: B-T for beginning of term, T for continuation of term, and n
for not a term (component). For instance, the input sequence “motor vehicle means
any power-driven vehicle.” would be labeled as B-T, T, n, n, B-T, T, n, ex-
tracting the terms “motor vehicle” and “power-driven vehicle”. This approach leads
to a substantial reduction in training and inference time compared to previous meth-
ods. In XLM-R’s own tokeniser, which we utilise, we noticed an issue with trailing
punctuation, e. g. a comma after a term. Thus, we apply an additional cleaning step
in which we remove trailing punctuation from a standard punctuation list, unless the
punctuation appears multiple times in the term, e. g. “U.S.A.”.
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Fig. 2 Example TCS from sequence “motor vehicle means any power-driven vehicle, which is
normally used for carrying persons or goods by road or for drawing, on the road, vehicles used for
the carriage of persons or goods”

2.3 Relation Extraction

Related domain-specific mentions in text can either occur within the same sentence
or across sentence boundaries. Thus, two separate models in the pipeline predict
relations: a sentence-level and a text-level model. For sentence-level relation ex-
traction, we input a mention pair followed by a contextualising sentence containing
both mentions to a fine-tuned pre-trained XLM-R model that predicts a relation tak-
ing the relation direction into account (see Wachowiak et al. 2021, for details). We
apply our own relation typology of hierarchical relations, i. e., generic and partitive,
and non-hierarchical relations, i. e., activity, causal, instrumental, origination, spatial,
property, and associative. Generic relations and synonyms frequently occur across
sentence boundaries, which is why we additionally train a text-level relation extrac-
tion model to detect these two, building on our previous model (Wachowiak et al.
2020) fine-tuning XLM-R. This model takes a mention pair as input and classifies
it as a generic relation, synonymy or random, which means no or any other relation.
Since predicting relations for individual term pairs drastically impacts inference time,
we optimize the pipeline to process multiple term pairs and their context sentence
simultaneously.

2.4 Postprocessing

In the last step, synonyms predicted on sentence- and text-level are merged into
concepts. Furthermore, the relations predicted by the two models are filtered to only
include those with high confidence scores and to remove duplicates to provide the
final TCS exemplified in Figure 2.

c2 
 ['vehicle']

c1 
 ['motor vehicle', 'power-driven vehicle']

 genericRelation

c3 
 ['carrying persons or goods', 'carriage of persons or goods']

 instrumentalRelation

c4 
 ['by road', 'on the road']

 spatialRelation
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3 Evaluation

We evaluated individual steps in the pipeline as well as the overall system on manu-
ally TCS-annotated texts in English, German, Spanish, Portuguese, French, Italian,
Romanian and Russian as well as on standard datasets, where available, for a bet-
ter comparison. The term extraction model outperforms previous neural approaches
(Hazem et al. 2020) from the TermEval challenge by up to 11.6 F1 score and obtained
74% (Precision: 70%, Recall: 78%) on our dataset. The sentence-level relation ex-
traction model obtained a weighted F1 score of up to 53% (Precision: 56%, Recall:
53%) and the text-level relation extraction model of up to 78% (Precision: 78%, Re-
call: 77%) on our manually annotated datasets. The sentence-level extraction is also
compared to a mixed dataset of the SemEval 2007 Task 4 and SemEval 2010 Task 8
relations, on which the model obtains a weighted F1 score of 87% (see Wachowiak
et al. 2021, for details).

4 Conclusions and Results of the Pilot Project

Automatically extracting and structuring domain-specific knowledge from text is
a challenging task. Text2TCS innovatively fine-tunes pre-trained neural language
models in a pipeline approach to first extract terms, second relations on sentence-
and text-level, and finally group synonyms. To this end, this pilot project proposed a
novel typology of terminological relations. A consistent use of relation types across
languages aims to ease the alignment of resultingmonolingual TCS across languages.
Integrating such an alignment method is future work. At the moment, the method
takes terms and relations into consideration, however, text frequently contains (parts
of) natural language definitions and their extraction would represent a valuable fu-
ture addition to the method.
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Chapter 19
Italian EVALITA Benchmark Linguistic
Resources, NLP Services and Tools

Viviana Patti, Valerio Basile, Andrea Bolioli, Alessio Bosca, Cristina Bosco,
Michael Fell, and Rossella Varvara

Abstract Starting from the first edition held in 2007, EVALITA is the initiative for
the evaluation of Natural Language Processing tools for Italian. We describe the
EVALITA4ELG project, whose main aim is to systematically collect the resources
released as benchmarks for this evaluation campaign, and make them easily accessi-
ble through the European Language Grid platform. The collection is moreover inte-
grated with systems and baselines as a pool of web services with a common interface,
deployed on a dedicated hardware infrastructure.

1 Overview and Objectives of the Pilot Project

In Natural Language Processing (NLP), periodic campaigns are a popular means to
set benchmarks for specific tasks, stimulate the development of comparable systems
and ultimately promote research advancement (Nissim et al. 2017). The validation
of NLP models on different datasets strongly depends on the possibility of general-
ising their results on data and languages other than those on which they have been
trained and tested (Magnini et al. 2008). Recent trends are pushing towards propos-
ing benchmarks for multiple tasks (Wang et al. 2018), or for testing the adaptabil-
ity of systems to different textual domains, genres, and languages, including under-
researched and under-resourced ones. The recent specific emphasis on multilingual
assessment is also driven by a growing awareness that language technologies can
help promote multilingualism and linguistic diversity (Joshi et al. 2020). In this con-
text, the EVALITA4ELG project integrates linguistic resources and language tech-
nologies developed under the umbrella of the EVALITA evaluation campaign into
the European Language Grid.
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EVALITA1 is an initiative of the Italian Association for Computational Linguis-
tics (Associazione Italiana di Linguistica Computazionale, AILC2). Since 2007, it
has been providing a shared framework where different systems and approaches can
be evaluated and compared with each other with respect to a large variety of tasks, or-
ganised by the Italian research community. The focus of EVALITA is to support the
advancement of methodologies and techniques for natural language and speech pro-
cessing in an historical perspective, beyond the performance improvement, favour-
ing reproducibility and cross-community engagement.

The main goal of the EVALITA4ELG project is to leverage more than a decade
of findings of the Italian NLP community, in order to provide easier access to re-
sources and tools for Italian through ELG. We worked towards the achievement of
multiples goals, namely: (i) a survey of the tasks organised in the seven editions
of EVALITA, released as a knowledge graph; (ii) an anonymisation procedure for
improving compliance with current data standard policies; (iii) the integration of
resources and systems developed during EVALITA into the ELG platform; (iv) the
creation of a unified benchmark for evaluating Italian Natural Language Understand-
ing (NLU); (v) the dissemination of a shared protocol and a set of best practices to
describe new resources and tasks in a format that allows a quick integration of meta-
data into the European Language Grid.

2 Methodology

We started by surveying the tasks organised in EVALITA, collecting the resources
and their metadata for upload, and organising this set of information in an ontology.
We anonymised the resources according to the current policies for the protection
of people’s privacy. Finally, we integrated systems and baselines as a pool of web
services with a common interface.

2.1 Surveying the EVALITA Tasks

Starting in 2007, EVALITA has been devoted to the evaluation of NLP tools for
Italian, providing a shared framework in which participating systems are evaluated
on a growing set of different tasks. Rather than being focused on a single task,
EVALITA has always been characterised by a wider variety of tasks: each edition of
the EVALITA campaign, held in 2007 (Magnini et al. 2008), 2009, 2011 (Magnini
et al. 2013), 2014 (Attardi et al. 2015), 2016 (P. Basile et al. 2017), 2018 (Caselli et
al. 2018) and 2020 (V. Basile et al. 2020), has been organised around a set of shared
tasks dealing with both written and spoken language, varying with respect to the

1 http://www.evalita.it
2 https://www.ai-lc.it

http://www.evalita.it
https://www.ai-lc.it
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challenges tackled and datasets used. The number of tasks has considerably grown,
from five tasks, in the first edition in 2007, to 14 tasks in the latest edition held in
2020. Following the trends of other national and international evaluation campaigns,
like, e. g., SemEval3, the typology of tasks also evolved, progressively including a
larger variety of exercises oriented to semantics and pragmatics. In particular, the
2016 edition brought a focus on social media data and on the use of shared data
across tasks. Open access to resources and research artifacts is deemed crucial for
the advancement of the state of the art (Caselli et al. 2018) and the availability of
shared evaluation benchmarks is crucial for fostering reproducibility and comparabil-
ity of results. Organisers were encouraged to collaborate, stimulated to the creation
of a shared test set across tasks, and to eventually share all resources with a wider
audience. This has resulted in the creation of GitHub public repositories.4

2.2 The EVALITA Knowledge Graph

Starting from the semi-structured repositories mentioned in the previous section and
from the information collected by surveying seven editions of EVALITA, we built
a knowledge graph (KG) that provides the essential information about the editions
of the EVALITA evaluation campaign. The KG describes EVALITA in terms of or-
ganised tasks, but also of people and institutions that constitute the EVALITA com-
munity throughout the years. The KG is structured around an ontology implemented
in OWL and it is available both on the website of the EVALITA4ELG project5 and
as a service on the ELG platform. The current version of the ontology comprises
148 classes, 37 object properties and nine data properties. The ontology and the KG
are thoroughly described in Patti et al. (2020). As an example, Figure 1 depicts the
structure of the KG around the HaSpeeDe2018 task.

The knowledge graph can be queried through a SPARQL endpoint, which allows
to inspect the ontology by selecting some variables that occur among the set of triples
(subject, predicate, object) composing the knowledge graph. It is thus possible to
answer relevant questions related to the EVALITA campaign, extracting information
from the KG such as, e. g., “What is the total number of institutions involved as
organisers of tasks in all seven EVALITA campaigns?”:

SELECT (COUNT(distinct ?institution) AS ?totalInstitutions)
where {

?task e4e:hasInstitution ?institution.
}
>>>> result: 55 <<<<

3 https://semeval.github.io
4 https://github.com/evalita2016/data
5 http://evalita4elg.di.unito.it

https://semeval.github.io
https://github.com/evalita2016/data
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e4e:HaSpeeDe2018

e4e:Task

e4e:hasOrganizer

e4e:ManuelaSanguinetti
e4e:MaurizioTesconi

e4e:FabioPoletto
e4e:CristinaBosco

e4e:FeliceDellOrletta

e4e:Person

rdf:type

e4e:Evalita2018

e4e:isTaskOf

rdf:type

e4e:EvaluationCampaign

https://github.com/evalita2018/
data/tree/master/HaSpeeDe

Datatype: xsd:anyURI

e4e:hasWebsite

http://ceur-ws.org/Vol-2263/paper010.pdf 
Datatype: xsd:anyURI

e4e:hasPaper

e4e:UniversitàDiTorino
e4e:ILC-CNR
e4e:IIT-CNR
e4e:Acmos

e4e:hasInstitution

e4e:Institution

rdf:type

e4e:Evalita2020

e4e:isReRunOf

rdf:type

e4e:HaSpeeDe2020

e4e:isTaskOf

Fig. 1 EVALITA knowledge graph; primary classes are colored and their relations illustrated
around the HaSpeeDe2018 task

2.3 Anonymisation of Resources

The EVALITA resources to be made accessible in the ELG platform had to be care-
fully checked and made compliant with the current policies about data releasing and
sharing (e. g., GDPR, Rangel and Rosso 2018), therefore particular attention has
been paid to data anonymisation. The datasets collected for EVALITA4ELG were
anonymised relying on an automatic anonymisation tool developed in the context
of the AnonymAI research project, and then manually reviewed in order to assess
their quality. AnonymAI is a nine months research project co-financed by the H2020
project NGI Trust focusing on providing legally compliant anonymisation profiles
customised to the needs of end users.

The anonymisation profile applied to the EVALITA4ELG dataset detects and
masks person names, phone numbers, email addresses, mentions/replies/retweets,
and URLs. The most frequent entities that were masked in the anonymisation pro-
cess consist of person names and mentions (e. g., in the SardiStance dataset about
50 person names and 150 mentions).
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2.4 Release of Data and Models through ELG

At the time of this writing, 51 Language Resources and Technologies are linked
to the EVALITA4ELG project in ELG.6 Eight services were fully integrated into
ELG: four of them from the EVALITA 2018 edition, and four of them from the most
recent EVALITA 2020 edition. Of the 2018 systems, three are hate speech detection
systems (HaSpeeDe 2018 task) and one is Gender Detection (GxG). Of the 2020
systems, two are hate speech detectors (HaSpeeDe 2020 task), one is a POS tagger
for spoken language (KIPoS task), and one is a misogyny detection system (AMI
task). All datasets and services are accessible interactively from the ELG website or
programmatically by means of REST API calls or the ELG-provided Python SDK.

3 Conclusions and Results of the Pilot Project

EVALITA4ELG has been a successful effort towards the inclusion of resources for
the Italian language in the European Language Grid. We created a catalogue of re-
sources and models developed during the various editions of the EVALITA cam-
paign, designed in the form of a knowledge graph that can be inspected through
SPARQL queries. We collected the original distribution of the resources used for
EVALITA tasks and we created 44 entries. For 13 resources, together with CELI, we
developed and applied an anonymisation procedure to mask personal and sensitive
data. We integrated eight available systems from different tasks into ELG. Finally,
we organised an event on September 2021 with hybrid participation7, including an
overview of the project and the results obtained, a tutorial about integrating systems
and resources on ELG, and a round table with 14 invited speakers chosen among the
most active organisers of tasks of EVALITA.

Acknowledgements The work described in this article has received funding from the EU project
European Language Grid as one of its pilot projects. The work has also received funding from
the EU’s Horizon 2020 research and innovation programme under grant agreement no. 825618
(AnonymAI, NGI Trust).
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Chapter 20
Lingsoft Solutions as Distributable Containers

Sebastian Andersson and Michael Stormbom

Abstract Lingsoft is one of the leading language technology and language service
providers in the Nordic countries. In the Lingsoft Solutions as Distributable Contain-
ers (LSDISCO) project, we packaged our language technology tools for distribution
as containerised services via the European Language Grid (ELG). As a result, Ling-
soft’s speech recognition, machine translation, proofing, and morphological analysis
was made available to users of the European Language Grid. The services primar-
ily cover Finnish (general and healthcare domain), Swedish (also Finland Swedish),
Danish, Norwegian bokmål and nynorsk, and English. The distribution as container-
ised services is a straightforward way of making our tools available and updated on
ELG and we intend to continue to update our service offerings on ELG with new
tools and languages as we develop them.

1 Overview and Objectives of the Pilot Project

Lingsoft is one of the leading providers of language technology solutions in the
Nordic countries and one of the 100 largest language service providers in the world.
The tools and models that Lingsoft contributed to ELG via the Lingsoft Solutions
as Distributable Containers (LSDISCO) project already existed and in most cases
they were already actively used in production by Lingsoft or our customers. The
goal of the LSDISCO project was to make those tools and models available as ELG-
compatible services for ELG users (Rehm et al. 2021). This included four types of
services:

• Speech recognition, with the supported languages being Finnish (general and
healthcare domain), Swedish and Norwegian bokmål

• Machine translation, for language pairs involving Finnish, Swedish, and English
in any combination, as well as both directions of Finnish – German
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• Proofing, entailing spelling and grammar error detection for Finnish, Swedish,
Danish, Norwegian bokmål, and spelling for Norwegian Nynorsk and English

• Text analysis, entailingmorphological analysis (lemmatization andmorphology)
and named entity recognition (NER) for Finnish, Swedish, Danish, Norwegian
Bokmål, Nynorsk, and English

The end result of the project was a set of high quality NLP tools for the Nordic
languages available through ELG, for both commercial and non-commercial use,
allowing companies and public organisations throughout Europe to efficiently in-
corporate Nordic language support in their solutions and services.

2 Methodology

The four types of tools and services in scope for the LSDISCO project – speech
recognition, machine translation, proofing and text analysis – have been originally
developed at Lingsoft in different periods in the company and software development
history and for different primary use cases. The least common denominator was
a need for refactoring the tools and service architecture to comply with the ELG
requirements. Especially the machine translation tools needed conversion from an
internally used tool to enable also external distribution as a service via ELG.

The LSDISCO project was divided into three phases per requirements in the ELG
call outline: 1. Experiment; 2. Integration; 3. Dissemination. The Experiment phase
consisted of refactoring Lingsoft’s tools and architecture to comply with ELG’s inte-
gration requirements. This phase also included enabling a licensing mechanism for
the services and creation or upgrade of the terms of service documentation. For the
Integration phase, we selected the option to integrate our services to ELG via a proxy
container, as this was the most practical option for us requiring the least amount of
additional maintenance. This means that all calls to the ELG service are forwarded
to and processed by Lingsoft’s back end. Upgrades to the services in Lingsoft’s back
end per our normal release update cycle, e. g., model improvements, are then im-
mediately available also in ELG. The dissemination phase consisted of advertising
Lingsoft’s services and the ELG platform on Lingsoft’s website and in suitable fo-
rums such as conferences and trade fairs.

3 Implementation

Lingsoft’s proofing, text analysis and speech recognition services were already to a
large extent ready for ELG integration. The improvements made for those largely
followed the existing development roadmap. The biggest implementation and refac-
toring effort in the LSDISCO project was for enabling serving Lingsoft’s neural ma-
chine translation (NMT) to external users, in this case ELG. The NMT engine and
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models were migrated from a solution serving “only” Lingsoft’s own translation pro-
duction to the same Software as a Service infrastructure as our speech recognition.
This gave us a scalable back end and the possibility to provide user credentials for
NMT usage, thus making important improvements to commercialising Lingsoft’s
machine translation and serving also external organisations.

To integrate our services with ELG, we implemented the Lingsoft ELG adapter.
The Lingsoft ELG adapter is an API proxy container, illustrated in Figure 1. It ex-
poses the ELG platform’s internal LT Service API specification compatible end-
points and acts as a proxy to the Lingsoft APIs:

ASR API Lingsoft Speech Recognition API
NMT API Lingsoft Machine Translation API
LMC API Lingsoft Language Management Central API (text analysis)

In the proxy container, we implemented the conversion between the ELG and the
Lingsoft API specifications. The proxy container also includes the mechanism for
forwarding authentication via ELG for Lingsoft’s back end service.

The Lingsoft ELG Adapter was packaged into a Docker image and submitted
to DockerHub. Lingsoft then filled in the ELG XML metadata specifications for
Lingsoft’s services on the ELG platform, and the ELG technical team could proceed
with the actual integration. The DockerHub image of the Lingsoft ELG Adapter
was created for ELG, but it can be deployed by other organisations in a Docker
environment and integrated with the organisation’s own solutions. All that another

EASR API Proxy NMT API Proxy LMC API Proxy

ASR API NMT API LMC API

European Language Grid platform

Lingsoft Service platform

pod pod pod

pod pod pod

Fig. 1 API proxy containers relay Lingsoft’s services to ELG
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organisation would need to deploy the same Docker image into their environment
are credentials from Lingsoft that allows calling the Lingsoft back end services.

As the ELG technical team preferred one service per functionality and language.
This meant that Lingsoft provided a total of 35 services for ELG integration. The
full set of services is presented in Table 1.

Service Supported Languages/Domains

Speech recognition Finnish, Finnish Healthcare, Swedish,
Norwegian bokmål

Machine translation Finnish ↔ English, English ↔ Swedish,
Finnish↔ Swedish, German↔ Finnish

Proofing Finnish, Finnish Healthcare, Swedish, Fin-
land Swedish, Danish, Norwegian bokmål
and nynorsk, English

Morphological analysis (incl. Lemmatization) Finnish, Swedish, Danish, Norwegian
bokmål and nynorsk, English

Named Entity Recognition (NER) Finnish, Finnish Wikidata, Finnish YSO,
Swedish, Danish, Norwegian bokmål and
nynorsk, English

Table 1 Lingsoft services and languages

4 Evaluation

Generally, online guidelines and human integration support from ELG were clear
and sufficiently detailed throughout the course of the project. The integrated services
work per expectation in the “try out” user interface on the ELG platform.

Lingsoft also provided the ELG project with feedback from a commercial per-
spective regarding the integration process and platform functionality. For example,
the demonstration services available in the “try out” box are quite slow. Lingsoft’s
speech recognition supports near real-time “live” subtitling/dictation, but this is not
yet possible to demonstrate via the ELG platform. The commercial aspects of the
platform are also work-in-progress at the time of writing, with no working solution
for billing an ELG end user for the use of, e. g., Lingsoft’s services. At present, we
provide our solutions through ELG mainly for demonstration purposes, as a market-
ing channel, and for non-commercial use.
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5 Conclusions and Results of the Pilot Project

The ELG project allowed us to upgrade our service infrastructure for easier distribu-
tion via ELG as well as through other channels. We believe that we will continue to
utilise other providers’ ELG resources and services for our benefit, especially open
source tools and resources. From our experience with trying to utilise open source
tools from the academic community, the ELG approach of researchers (and other
developers) providing their open source tools as shareable docker containers with
an exposed API is a great improvement over the current situation.

For Lingsoft, ELG can be seen as an additional distribution channel for tools and
services we already provide. As an SME from Finland, it is expected that an official
EU platform will increase the findability of our services and raise the credibility
of our solutions outside of Finland, where we are well known. ELG is therefore
expected to facilitate reaching customers outside of Finland and the Nordics.

We provide our tools both for commercial usage (on a Software as a Service sub-
scription model) by companies and organisations, and for research purposes (free
of charge for non-commercial use). In our internal work processes, e. g., subtitling
and translation, the dockerised tools and API access is ideal, as this facilitates keep-
ing our technology pipeline modular, and the core language technology tools easily
replaceable and/or upgradable.

A centralised catalogue of European language technology, if widely adopted,
will be beneficial to private providers of language technology, such as Lingsoft, for
reaching new customers with our tools and services offerings. Conversely, we hope
our contribution to the platform with our services benefit ELG in becoming widely
adopted by providing more quality items for the ELG catalogue. Our solutions are
robust and widely used with a proven track record. Our spelling and grammar tools
have been distributed with the Microsoft Office suite and are used by the Finnish
Digital and Population Data Agency, as well as several of the largest newspapers in
Sweden; we have collaborated with the Swedish Post and Telecom Authority and
the public service broadcaster SVT in creating speech-to-text for Swedish and our
Finnish speech-to-text is in use for transcription in a number of Finnish organisations,
including the Finnish parliament.

As ELG grows, we believe we will get good exposure for our services by having
them on display at ELG. The service adapter ELG integration allows us to continu-
ously improve the content of our ELG services with a minimum of additional mainte-
nance effort. We also intend to continue to release new tools and covered languages
in line with our general development roadmap.

Lingsoft is proud to have been one of the selected organisations for the ELG
integration projects. We look forward to being part of the continued development of
the ELG platform and hope that a substantial part of the ELG visions are fulfilled in
the near future.

Lingsoft’s services can be found in the European Language Grid.1

1 https://live.european-language-grid.eu/catalogue/search/Lingsoft

https://live.european-language-grid.eu/catalogue/search/Lingsoft
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Chapter 21
Motion Capture 3D Sign Language Resources

Zdeněk Krňoul, Pavel Jedlička, Miloš Železný, and Luděk Müller

Abstract The new 3D motion capture data corpus expands the portfolio of exist-
ing language resources by a corpus of 18 hours of Czech sign language. This helps
alleviate the current problem, which is a critical lack of quality data necessary for
research and subsequent deployment of machine learning techniques in this area.
We currently provide the largest collection of annotated sign language recordings
acquired by state-of-the-art 3D human body recording technology for the successful
future deployment of communication technologies, especially machine translation
and sign language synthesis.

1 Overview and Objectives of the Pilot Project

Sign language (SL) is a natural means of communication for deaf people. About 70
million people use SL as their first language and there are more than 100 different di-
alects used around the world. Although significant progress has been made in recent
years in the field of languagemachine learning techniques, the field of SL processing
struggles with a critical lack of quality data needed for the successful application of
these techniques. SL resources are scarce – they consist of small SL corpora usually
designed for a specific domain such as linguistics or computer science. There are
some motion capture datasets for American Sign Language (ASL) and French Sign
Language (Lu and Huenerfauth 2010; Naert et al. 2017) with a total recorded time
of motion of up to 60 minutes. The situation is even worse for “small” languages.

The 3D reconstruction of human body motion using images and depth cameras
is a common approach for capturing the movement of the human body (MMPose
Contributors 2020). Current large SL datasets are mostly based on 2D RGB videos
(Vaezi Joze and Koller 2019; Zelinka and Kanis 2020). The main goal of our project
is to deliver a large 3D motion dataset collected using high precision optical marker-
based motion capture and to extend the existing ELG portfolio of language resources

Zdeněk Krňoul · Pavel Jedlička ·Miloš Železný · Luděk Müller
University of West Bohemia, Czech Republic, zdkrnoul@ntis.zcu.cz, jedlicka@ntis.zcu.cz,
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by Czech sign language (CSE) data. For comparison SIGNUM, one of the largest
video-based SL datasets, contains approximately 55 hours of SL recordings (Koller
et al. 2015) and one of the largest 3D motion capture datasets contains only 60 min-
utes of SL recordings (Naert et al. 2017).

Motion capture technology guarantees precise recording of the signer’s move-
ments in 3D space at the cost of a more complex preparation phase compared to
standard video recording. Optical marker-based motion capture has become the in-
dustry standard for capturing movement of the human body. In Jedlička et al. (2020),
we collected the first 3D motion capture dataset for CSE, covering the weather fore-
cast domain. It has a rather limited size and contains recordings of one signer only.

Our contribution can be summarised as follows:

• Proof of concept of large-scale motion capture recording of multiple SL speak-
ers;

• Provide 3D motion capture data to cover wider domains, grammatical context
and more signers. We perform proper data post-processing, annotate glosses,
and develop tools for data extraction from the collected dataset;

• The largest SL motion capture dataset consisting of recordings of continuous
SL phrases and a vocabulary of six native SL speakers from carefully selected
domains, in total more than 18 hours;

• Tools that allow searching for individual glosses, phrases, or small movement
sub-units (e. g., given hand shape/action) in the dataset.

2 Methodology and Experiment

A new recording procedure for a large amount of 3D motion capturing of SL was in-
vestigated to ensure sufficient diversity of SL speakers, grammar, and sign contexts.
This makes the new language resource more versatile and useful in many different
research fields such as further linguistic and SL motion analyses. The integral part
of the experiment is data processing.

In Jedlička et al. (2020), the experimental recording setup with VICON 18 cam-
eras was used as proof of the intended concept. The negative aspect of this setup
was its high complexity; the setup was very time demanding and not suitable for
large-scale data and multiple speakers.

The new procedure simplifies the process by dividing the setup into two separate
parts: large-scale body movement and small-scale, highly detailed finger movement
are recorded with two separate motion capture camera setups, each of which uses a
reduced number of capture cameras and is adjusted slightly for different speakers.



21 Motion Capture 3D Sign Language Resources 309

2.1 Recording Setup

We used our laboratory equipment, i. e., the VICON motion capture system with
eight cameras. We extended it with a standard color video camera for a reference
video. The frame rate was 100 frames per second (fps) for the motion capture and
25 fps for the reference video. The VICON system records movement using passive
retro-reflexive markers attached to the human body. Movement is modeled as a set
of movements of the rigid parts connected by the skeleton; the marks are placed on
the poles of the rotation axis of the main skeleton joints. Each body part is defined
by at least four markers, except fingertips, see Figure 1.

Fig. 1 Visualisation of SL body marker setup (left) and SL hand-shape marker setup (right)

The SL body marker setup is based on marker positions defined by the VICON
three-finger standard. It uses a total of 43 markers for tracking upper body, head,
arms, and palms movement. A simple hand pose is provided at the same time and
incorporates tracking of thumb, index, and little fingertips. Moreover, this setup in-
cludes face tracking providing a non-manual component of SL, that is reduced to
seven facial markers. The SL hand-shape marker setup is designed for detailed hand-
shapes recording. Each hand-shape is recorded separately. Data is recorded for the
right hand only. The movement starts from the relaxed hand-shape, then changes
to the given hand-shape and back to the relaxed hand-shape. For both setups, data
capturing was supervised by CSE linguists.

2.2 Data Annotation

An essential step is the annotation of captured SL utterances. We use time-synchron-
ised reference video, the ELAN tool (Figure 2) and SL experts. The annotation of a
sign is done by giving the information of the sign’s meaning (gloss), and the right
and the left hand-shape. If the sign consists of more than one defined hand-shape, the
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hand-shapes are annotated as a set of hand-shapes. Both the activities are very labo-
rious and time-consuming. To successfully complete this task, we involved several
trained annotators who worked in parallel.

2.3 Data Post-processing

Post-processing consists of data-cleaning, whole-body motion reconstruction, and
data-solving. Data-cleaning removes noise and fills gaps in the raw 3D data caused
by frequent mutual occlusions of markers during signing, and other noise caused by
the environment. Motion reconstruction and data-solving recalculate marker posi-
tions into the movement of the skeletal model.

The data of both setups was post-processed. We reconstructed small gaps by the
interpolation standard technique as long as the trajectory was simple enough. Note,
that the recording speed is 100 fps, which is fast enough to contain minimal changes
in trajectory between frames. We used semi-automatic 3D reconstruction of marker
trajectories and labeling, and manual cleaning of swaps and gaps. For the body parts
defined by at least four markers, filling in the trajectories of the marker is well au-
tomatised because at least three points are enough to define the missing position.

The body marker setup uses only one marker per fingertip and some larger gaps
caused by more complex self-occlusions of body parts can obscure three or more
markers in one rigid segment. Post-processing in those cases is more complicated
and gaps must be filled in manually.

The full SL body movement is achieved as a composition of the body movement
and corresponding data of the hand-shapes setup. For this purpose, the annotation
of hand-shapes provides us temporal segmentation of the recordings. Thus the fin-
gertip motion segments can provide information about dynamic changes during the
performance of a particular SL hand-shape in a particular data frame.

The middle part of a given segment is always completed according to the hand-
shape(s) assigned by the annotation. We captured full fingers motion only for the
transition of the given hand-shape from and to the neutral hand-shape. Thus, for the
other frames of the segment, the nearest hand pose with the smallest reconstruction

Fig. 2 Example of annotation
work in ELAN, specifically
designed software for the
analysis of sign languages,
and gestures
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error can be used. We consider only those frames that have an alignment error below
a given threshold. The remaining frames will have gaps in the final trajectories.

We solved the above problem as point-set alignment via Procrustes analysis that
arises especially in tasks like 3D point cloud data registration. The rigid transforma-
tion of two sets of points on top of each other minimises the total distance in 3D
between the corresponding markers (Arun et al. 1987). Since the data is noisy, it
minimises the least-squares error:

err =

N∑
i=1

||RM i
f + t−M i

rf ||, (1)

where Mf and Mrf are current and reference frame(s) respectively as a set of 3D
points with known correspondences, R is the rotation matrix and t the translation
vector. We define N = 7 as three fingertips (thumb, index, little finger), two wrist
markers, and two knuckles of the index and little fingers. We aligned just the rotation
and translation because the 3D transformation preserves the shape and size (same
hand-shape and SL speaker). For the left hand, we mirrored the reference frame(s).

The last step is data-solving. It is a process of reconstruction of the 3D motion
of the skeleton from the marker trajectories. For this purpose, we use the VICON
software. The skeleton is well defined to directly control the SL avatar animation or
handle animation retargeting.

2.4 Dataset Parameters

We limited the linguistic domain to two specific fields to reduce the number of unique
signs. Weather forecasts and animal descriptions from the zoological garden domain
were selected by CSE linguists. We were also given a list of all hand-shapes which
occur in these domains. The dataset is collected from six SL speakers, who differ in
their body size, age, and gender.

3 Conclusions and Results of the Pilot Project

SLs are not sufficiently supported through technologies and have only fragmented,
weak, or no support at all. Our ELG pilot project offers a new SL resource designed
for the development of language technologies (LTs) and multilingual services for
Czech. The results contribute to the establishment of the Digital Single Market as
one of ELG’s objectives. In contrast to the all-in-one recording setup, the bodymove-
ment is recorded separately from the highly detailed recording of hand poses. This
separation reduces the camera setup complexity and the complexity of data during
post-processing, which makes SL recording more flexible and adjustments for new
SL speakers or data easier.
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The project delivered a professionally created SL dataset via state-of-the-art 3D
motion capture technology. The project provides data for the wider research com-
munity through ELG. We have recorded 18 hours of sign language and recorded six
different speakers for two different domains.

We assume our results will be beneficial for other applications such as next gen-
eration SL synthesis that uses a 3D animated avatar for natural human movement
reproduction or SL analysis or gesture recognition and classification in general.
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Chapter 22
Multilingual Image Corpus

Svetla Koeva

Abstract The ELG pilot project Multilingual Image Corpus (MIC 21) provides
a large image dataset with annotated objects and multilingual descriptions in 25
languages. Our main contributions are: the provision of a large collection of high-
quality, copyright-free images; the formulation of an ontology of visual objects based
onWordNet noun hierarchies; precisemanual correction of automatic image segmen-
tation and annotation of object classes; and association of objects and images with
extended multilingual descriptions. The dataset is designed for image classification,
object detection and semantic segmentation. It can be also used for multilingual ima-
ge caption generation, image-to-text alignment and automatic question answering for
images and videos.

1 Overview and Objectives of the Pilot Project

Significant progress has been achieved in many multimodal tasks, such as image
caption generation, aligning sentences with images in various types of multimodal
documents and visual question answering. The shift of traditional vision methods
challenged by multimodal big data motivates the creation of a new image dataset,
the Multilingual Image Corpus (MIC21).

The MIC21 dataset is characterised by carefully selected images from themati-
cally related domains and precise manual annotation for segmentation and classifi-
cation of objects in over 20,000 images. The annotation is performed by drawing
of or correcting automatically generated polygons, from which bounding boxes are
automatically constructed. This allows for wide application of the dataset in various
computer vision tasks: image classification, recognition and classification of single
objects in an image or of all object instances in an image (semantic segmentation).

The annotation classes which are used belong to a specially designed ontology of
visual objects which provides options for extracting relationships between objects
in images; the construction of diverse datasets with different levels of granularity of
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object classes; and the compilation of appropriate sets of images illustrating differ-
ent thematic domains. The ontology classes and their definitions, accompanied by
illustrative examples, have been translated into 25 languages, which can be used for
automatic interpretation of an image, caption generation and alignment of images
with short texts such as questions and answers about the image content.

2 Methodology

We have divided the annotation process into four main stages: 1. definition of an
ontology of visual objects; 2. collection of appropriate images; 3. automatic object
segmentation and classification; and manual correction of object segmentation and
manual classification of objects. The dataset contains four thematic domains (sport,
transport, arts, security), which group highly related dominant classes such as Ten-
nis player, Soccer player, Limousine, Taxi, Singer, Violinist, Fire engine, and Police
boat in 130 subsets of images. We have used the COCO Annotator (Brooks 2019),
which allows for collaborative work within a project, and offers tracking object in-
stances and labelling objects with disconnected visible parts.

2.1 Ontology of Visual Objects

In current practice, WordNet is typically used in generating text queries for the cre-
ation of search-based image collections. For example, ImageNet uses 21841 synsets
for image collection and their labeling (Russakovsky et al. 2015). A Visual Concept
Ontology is proposed which organises concepts (Botorek et al. 2014), containing 14
top-level ontology classes divided into 90 more specific classes. Other datasets use
a hierarchical organisation of object classes and mutually exclusive classes (Caesar
et al. 2018), however, the number of concepts is usually relatively small.

The ontology of visual objects created for MIC21 embraces concepts that are the-
matically related and can be depicted in images. The four thematic domains (sport,
transport, arts, security) are represented by 137 dominant classes, which show the
main “players” within these domains. The ontology also embraces the hypernyms of
the dominant classes up to the highest hypernym, which denotes a concrete object,
and non-hierarchically related classes (called attributes) (Koeva 2021). The type of
dominant class and the type of attribute class determine the type of the relation be-
tween them: has instrument, wears, uses, has part, etc. For example, the attribute
classes for Billiard player are Pool table, Billiard ball, and Cue, while for Bowler
– Bowling alley, Bowl, Bowling pin, Bowling shoe etc.; the hypernym classes for
Billiard player and Bowler are Player, Contestant and Person.

Some of the classes and relations are inherited fromWordNet (Miller et al. 1990).
Additional classes and relations are included in the ontology in case they are not
present in WordNet, for example Bowler wears Bowling shoes. Using the ontology
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of visual objects ensures the selection of mutually exclusive classes; the interconnec-
tivity of classes by means of formal relations and an easy extension of the ontology
with more concepts corresponding to visual objects.

2.2 Collection of Images and Metadata

The images in the dataset are collected from a range of repositories offering APIs:
Wikimedia (images with Public Domain License or Non-copyright restrictions li-
cense)1; Pexels (images with a free Pexels license allowing free use and modifica-
tions)2; Flickr (images with Creative Commons Attribution License, Creative Com-
mons Attribution ShareAlike License, no known copyright restrictions, Public Do-
main Dedication, Public Domain Mark)3; Pixabay (images with a free Pixabay li-
cense allowing free use, modifications and redistribution)4. The Creative Commons
Search API is also used for searches on content available under Creative Commons
licenses5. Over 750,000 images were collected in total and automatically filtered fur-
ther by image dimensions, license types and for duplication. Each image is equipped
with metadata description in JSON format: filepath; source (name of the repository
or service used to obtain the image); sourceURL (URL of this repository or service
); license; author (if available); authorURL (if available); domain (the domain the
image belongs to); width and height (in pixels) etc.

3 Criteria for the Selection of Images

After the collection of images, we performed additional manual selection to ensure
the quality of the dataset, applying the following criteria: i) The image has to con-
tain a clearly presented object described by a given dominant class; ii ) The object
should (preferably) have no occluded parts; iii) The target object should be in its
usual environment and in a position or use that is normal for its activity or purpose;
iv) The instances of the target object in different images should not represent one
and the same person, animal or artefact; v) Images with small objects, unfocused
objects in the background or images with low quality are not selected; vi) Images
which represent collages of photos or are post-processed are not selected.

The final selection of images is triple-checked independently by different experts:
after the automatic collection, after the automatic generation of segmentation masks
and during manual annotation.

1 https://commons.wikimedia.org/wiki/Commons:Licensing
2 https://www.pexels.com/license/
3 https://www.flickr.com/services/developer/api/
4 https://pixabay.com/service/license/
5 https://api.creativecommons.org/docs/

https://commons.wikimedia.org/wiki/Commons:Licensing
https://www.pexels.com/license/
https://www.flickr.com/services/developer/api/
https://pixabay.com/service/license/
https://api.creativecommons.org/docs/
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3.1 Generation and Evaluation of Suggestions

To accelerate the manual annotation, an image processing pipeline for object detec-
tion and segmentation was developed. Two software packages – YOLACT (Bolya
et al. 2019) and DETECTRON2 (Wu et al. 2019), and Fast R-CNN (Girshick 2015)
models trained on the COCO dataset (Lin et al. 2014) were used for the generation
of annotation suggestions. We also performed automatic relabelling for some of the
predicted classes (usually for the dominant class and for some of its attribute classes),
e. g., the COCO category Person within the subset Golf from the thematic domain
Sport is replaced with the class Golf player. The performance of the models was
evaluated over all domain-specific datasets within the domain Sport (see Figure 1).

Fig. 1 Annotation results: human (left), YOLACT (middle) DETECTRON2 (right)

The results demonstrate similar behaviour with a slight predominance of one of
the models, which was further used to predict the object classes in the datasets from
the other three thematic domains. Altogether 253,980 segmentation masks were au-
tomatically generated, 194,212 of which were manually adjusted.

3.2 Annotation Protocol

The task for annotators was to outline polygons for individual objects in the image
(either by approving or correcting the automatic segmentation or by creating new
polygons) and to classify the objects against the classes from the predefined ontology.
The annotation follows several conventions:

• An object within an image is annotated if it represents an instance of a concept
included in the ontology.

• All objects from the selected dominant class and its attribute classes are anno-
tated (for example, Gondola and the related objects Gondolier and Oar).

• If the object can be associated with different classes, this is recorded within the
metadata (for example, for a female soldier – Soldier andWoman).

Quality control is provided by a second annotator who validates the implemen-
tation of the conventions and discusses the quality with the annotation group on a
regular basis. If necessary, some of the images are re-annotated.
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4 Multilingual Classes

For the purpose of the multilingual description of the images, all ontology classes
have been translated into 25 languages: English (PrincetonWordNet), Albanian, Bul-
garian, Basque, Catalan, Croatian, Danish, Dutch, Galician, German, Greek, Finnish,
French, Icelandic, Italian, Lithuanian, Polish, Portuguese, Romanian, Russian, Ser-
bian, Slovak, Slovene, Spanish, and Swedish.

Openly available wordnets have been used from the Extended Open Multilingual
WordNet.6 For the ontology classes which are not inherited from WordNet the ap-
propriate WordNet hypernyms are used. Where WordNet translations are not avail-
able, additional sources of translations as BabelNet7 are employed. The multilingual
translations of classes are presented in a separate JSON file which contains informa-
tion about the language and the translation source. The translations of the ontology
classes are accompanied by their synonyms, the concept definition and usage exam-
ples (if available in the sources).

5 Conclusions and Results of the Pilot Project

The Multilingual Image Corpus provides fully annotated objects within images with
segmentation masks, classified according to an ontology of visual objects, thus of-
fering data to train models specialised in object detection, segmentation and classi-
fication (Table 1). The ontology of visual objects allows easy integration of anno-
tated images in different datasets as well as learning the associations between ob-
jects in images. The ontology classes are translated into 25 languages and supplied
with definitions and usage examples. The explicit association of objects and images
with appropriate text fragments is relevant for multilingual image caption generation,
image-to-text alignment and automatic question answering for images and video.

Domain Subsets Number of Images Number of Annotations

Sport 40 6,915 65,482
Transport 50 7,710 78,172
Arts 25 3,854 24,217
Security 15 2,837 35,916

MIC21 130 21,316 203,797

Table 1 Multilingual Image Corpus: basic statistics

6 http://compling.hss.ntu.edu.sg/omw/summx.html
7 https://babelnet.org/guide

http://compling.hss.ntu.edu.sg/omw/summx.html
https://babelnet.org/guide


318 Svetla Koeva

All annotations and image metadata are available for commercial and non-com-
mercial purposes in accordance with the Creative Commons Attribution-ShareAlike
4.0 International (CC BY-SA 4.0).
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Chapter 23
Multilingual Knowledge Systems as
Linguistic Linked Open Data

Alena Vasilevich and Michael Wetzel

Abstract Creation and re-usability of language resources in accordance with Linked
Data principles is a valuable asset in the modern data world. We describe the contri-
butions made to extend the Linguistic Linked Open Data (LLOD) stack with a new
resource, Coreon MKS, bringing together concept-oriented, language-agnostic ter-
minology management and graph-based knowledge organisation. We dwell on our
approach to mirroring of Coreon’s original data structure to RDF and supplying it
with a SPARQL endpoint. We integrate MKS into the existing ELG infrastructure,
using it as a platform for making the published MKS discoverable and retrievable
via a industry-standard interface. While we apply this approach to LLOD-ify Coreon
MKS, it can also provide relevant input for standardisation bodies and interoperabil-
ity communities, acting as a blueprint for similar integration activities.

1 Overview and Objectives of the Pilot Project

In a world depending on knowledge sharing, data-driven businesses and research
communities are concerned with the creation, sharing, and use of language resources
in accordance with Linked Data principles, which ensure better data discoverability,
standardised structure, and cost savings for all parties involved in the creation of
structured data. Robust, coherent, and multilingual information standards are needed
to enable information exchange among public organisations, similar to standards that
have been fostering technical interoperability for decades (Guijarro 2009).

We extend the Linguistic Linked Open Data (LLOD) stack with a new resource,
Multilingual Knowledge System (MKS). MKS caters for the discovery, access, re-
trieval, and re-usability of terminologies and other interoperability assets organised
in knowledge graphs (KG) in a taxonomic fashion. As a semantic knowledge repos-
itory, its main forte is the ability to exchange information among acting systems,
ensuring that its precise meaning is understood and preserved among all parties, in
any language. Injecting structure into the language data and expanding the result-
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ing KG with multilingual terminologies, Coreon uses the European Language Grid
(ELG) as a platform for making the published resources discoverable and retriev-
able through SPARQL, a protocol widely used for the retrieval of information from
SemanticWeb resources.While existing SPARQL tools enable users to query knowl-
edge graphs, they are rarely used for termbases and other terminology resources, i. e.,
core data sources for translation and localisation (Stanković et al. 2014). This step
makes Coreon integration into other systems tool-independent: instead of using the
proprietary API, it relies on LLOD standards.

The goal of our contribution is to deliver MKS resources to the Semantic Web
community, enabling it to query concept-oriented multilingual structured data with
a well-established industry-standard syntax, and to promote the development of data
multilingualismwithin the SemanticWeb. In the long run, MKS as a LLOD resource
can provide relevant input for standardisation bodies and interoperability communi-
ties: acting as a blueprint for similar integration activities, it can be viewed as a
starting point for an international standard. We share our experience with ISO/TC37
SC31 working groups as a draft for a technical recommendation on how to represent
TermBase eXchange (TBX) dialects as RDF.

2 Making Coreon Data Structure LLOD-compatible

Resource Description Framework (RDF) and Web Ontology Language (OWL) are
standardised formats for representing Semantic Web data. They support data inte-
gration and offer a plethora of tools and methods for data access. SPARQL operates
on RDF/OWL resources allowing users to retrieve structured responses to submit-
ted queries. To express queries, it utilises triple patterns that are to be matched by
RDF/OWL triples and filter conditions, imposing ranges for literals (Almendros-
Jiménez and Becerra-Terón 2021). Despite the emerging interest in publishing ter-
minological resources as linked data, the LLOD stack has not been heavily utilised
for this purpose so far (Buono et al. 2020).

We implemented a solution for CoreonMKS, making termbases discoverable and
accessible for LLOD systems (Chiarcos et al. 2013). Normally data owners deploy
a technology like a RDF triple store for their terminology tool, often developing or
setting up a tedious data-mirroring process. We go beyond the limits of RDF/knowl-
edge graph editors, which tend to be good at relation modeling but have weaknesses
when it comes to capturing linguistic information.

At the core of the MKS lies a language-independent KG. Unlike other popular so-
lutions within terminology management, linking is performed not at the term but at
the concept level; therefore, abstracting from terms, we can model structured knowl-
edge for phenomena that reflect the non-deterministic nature of human language,
such as word sense ambiguity, synonymy, and multilingualism. Linking per con-
cept also ensures smooth maintenance of relations without additional data clutter:

1 https://www.iso.org/committee/48136.html

https://www.iso.org/committee/48136.html
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relation edges are independent from labels, terms and their variants, and other meta-
data. Besides the mirroring process between the Coreon data model and an RDF
graph, the RDF vocabulary was established, covering classes, relations, additional
term-descriptive information, and administrative metadata. It binds elements into
RDF triples. At this stage it was critical to identify information objects and mapping
of predicates and literals.

1 {"created_at": "2021-04-20T13:04:59.816Z",
2 "terms":[
3 {"lang": "en",
4 "value": "screen" ,
5 "id": "607ed17b318e0c181786b549" ,
6 "concept_id": "607ed17b318e0c181786b545",
7 "properties": []},
8 {"lang": "de",
9 "value": "Bildschirm" ,
10 "id": "607ed195318e0c181786b55e" ,
11 "concept_id": "607ed17b318e0c181786b545",
12 "properties": []}
13 ],
14 "id": "607ed17b318e0c181786b545" }

Listing 1 Excerpt of the Coreon data structure.

Listing 1 shows relevant lines within the original JSON data structure that rep-
resents the sample concept “screen”, with concept ID and individual term IDs
and their values highlighted. To transform this data structure into an RDF graph,
the concept and its two terms are bound together in statements, i. e., RDF triples.
Each triple comprises a subject, a predicate and an object; in our case, the con-
cept will act as the subject, the terms become objects and the required predicate
is named hasTerm. The complete sample set of triples serialised in RDF/Turtle is
provided in Listing 2, with highlighted lines 9-10 indicating that the resource with
ID 606336dab4dbcf018ed99308 belongs to the OWL class coreon:Concept and
contains a term with ID 606336dab4dbcf018ed99307.

In RDF and LOD, data is stored in an atomic manner, with predicates and uniform
resource identifiers (URIs) linking elements together. In our case, all instances repre-
sented as classes receive unique identifiers. Together with unique IDs, the namespace
coreon: unambiguously identifies any given element, regardless of whether it is a
concept, term, property or a concept relation. Table 1 lists our RDF vocabulary, de-
rived from the original MKS data structure. During the Coreon-to-RDF conversion,
there were obvious candidates for classes, like Concept and Term; yet mirroring
descriptive information like Definition or TermStatus and mapping taxonomic
and associative concept relations turned out to be challenging. For the predicates we
had to specify what information can be used, defining owl:range and owl:domain;
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1 coreon:607ed17b318e0c181786b547 a coreon:Edge;
2 coreon:edgeSource coreon:606336dab4dbcf018ed99308;
3 coreon:edgeTarget coreon:607ed17b318e0c181786b545;
4 coreon:type "SUPERCONCEPT_OF" .
5

6 coreon:606336dab4dbcf018ed99307 a coreon:Term;
7 coreon:value "peripheral device"@en .
8

9 coreon:606336dab4dbcf018ed99308 a coreon:Concept;

10 coreon:hasTerm coreon:606336dab4dbcf018ed99307 .
11

12 coreon:607ed17b318e0c181786b545 a coreon:Concept;
13 coreon:hasTerm coreon:607ed195318e0c181786b55e ,
14 coreon:607ed17b318e0c181786b549 .
15

16 coreon:607ed17b318e0c181786b549 a coreon:Term;
17 coreon:value "screen"@en .
18

19 coreon:607ed195318e0c181786b55e a coreon:Term;
20 coreon:value "Bildschirm"@de .

Listing 2 Triples serialised in RDF / Turtle

1 coreon:hasTerm
2 rdf:type owl:ObjectProperty ;
3 rdfs:comment "makes a term member of a concept" ;
4 rdfs:domain coreon:Concept ;
5 rdfs:label "has term" ;
6 rdfs:range coreon:Term .
Listing 3 Specification of a predicate

e. g., the predicate hasTerm can only accept resources of type coreon:Concept as
a subject (owl:domain). Listing 3 provides a full specification of this predicate.

OWL Type Coreon RDF Vocabulary

Classes owl:Class coreon:Admin, coreon:Edge, coreon:Concept,
coreon:Flagset, coreon:Property, coreon:Term

Predicates owl:ObjectProperty coreon:hasAdmin, coreon:hasFlagset,
coreon:hasProperty, coreon:hasTerm

Values owl:AnnotationProperty coreon:edgeSource, coreon:edgeTarget, coreon:id,
coreon:name, coreon:type, coreon:value

Table 1 Derived Coreon RDF vocabulary
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3 Real-Time Data Access via a SPARQL Endpoint

With the vocabulary defined, we equipped Coreon’s export engine with a RDF pub-
lication mechanism, including the export in relevant syntax flavours (Turtle, N3,
JSON-LD). The Coreon cloud service was supplied with a real-time accessible
SPARQL endpoint via Apache Jena Fuseki.2 It conforms to all published standards
and tracks revisions and updates in the under-developed areas of the standard. Run-
ning as a secondary index in parallel with the repository’s data store, Fuseki catches
any changes made by data maintainers, updating the state of the repository in real
time. Listing 4 demonstrates a sample SPARQL query over a MKS that deals with
wine varieties: here, we want to return all terms, including the values of the Usage
flag in case the terms have them.

1 SELECT ?t ?termvalue ?usagevalue
2 WHERE { ?t rdf:type coreon:Term .
3 ?t coreon:value ?termvalue .
4 OPTIONAL { ?t coreon:hasProperty ?p .
5 ?p coreon:key "Usage" .
6 ?p coreon:value ?usagevalue .
7 }
8 }
Listing 4 Sample SPARQL query over MKS

Table 2 shows a subset of the linked data structures returned by this query, i. e., a
term’s URI, its value, and usage recommendation if available.

[t] termvalue usagevalue

http://www.coreon.com/coreon-rdf#[…]8b8aa Riesling
http://www.coreon.com/coreon-rdf#[…]8b8bb Cabernet Sauvignon Preferred
http://www.coreon.com/coreon-rdf#[…]8b8be CS Not allowed
http://www.coreon.com/coreon-rdf#[…]8b8c2 Merlot

Table 2 Results of the sample SPARQL query (Listing 4): returned grape varieties

4 Conclusions and Results of the Pilot Project

We developed a pipeline to make MKS resources LLOD-compatible, mapping
Coreon data structure to RDF, conceiving the Coreon-RDF vocabulary and pub-
lishing MKS resources via ELG. Besides making the SPARQL endpoint available
2 https://jena.apache.org

https://jena.apache.org
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through ELG, we implemented a productised piece of software, providing TermBase
eXchange-like terminology resources in the RDF and Semantic Web context; a set
of demo repositories is accessible via the endpoint through ELG. Beyond establish-
ing structural interoperability, the implemented interface bridges Coreon with other
Semantic Web systems, enabling querying of elaborate multilingual terminologies.
Our mirroring approach can act as a blueprint for similar conversion and integra-
tion activities, viewed as a starting point for an international standard. Deployed
through ELG, Coreon’s SPARQL interface enables the Semantic Web community
to query rich heterogeneous MKS data with a familiar, industry-standard syntax,
promoting data accessibility and contributing to the development of multilingual re-
sources within the Semantic Web.
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Chapter 24
Open Translation Models, Tools and Services

Jörg Tiedemann, Mikko Aulamo, Sam Hardwick, and Tommi Nieminen

Abstract The ambition of the Open Translation Models, Tools and Services (OPUS-
MT) project is to develop state-of-the art neural machine translation (NMT) models
that can freely be distributed and applied in research as well as professional applica-
tions. The goal is to pre-train translation models on a large scale on openly available
parallel data and to create a catalogue of such resources for streamlined integration
and deployment. For the latter we also implement and improve web services and
computer-assisted translation (CAT) tools that can be used in on-line interfaces and
professional workflows. Furthermore, we want to enable the re-use of models to
avoid repeating costly training procedures from scratch and with this contribute to a
reduction of the carbon footprint in MT research and development. The ELG pilot
project focused on European minority languages and improved translation quality in
low resource settings and the integration of MT services in the ELG infrastructure.

1 Overview and Objectives of the Pilot Project

OPUS-MT (Tiedemann and Thottingal 2020) provides ready-made server solutions
that can be deployed on regular desktop machines to run translations using any NMT
model that has been released through the project.1 The service is powered byMarian-
NMT2 (Junczys-Dowmunt et al. 2018), an efficient open-source framework written
in pure C++ with implementations of state-of-the-art neural machine translation ar-
chitectures. OPUS-MT provides two implementations that can be deployed on regu-
lar Ubuntu servers or through containerised solutions using docker images. Both so-
lutions can easily be configured using JSON and can be deployed with a wide range
of OPUS-MT models. Multiple translation services and nodes can be combined in
one access point through a lightweight API. The coverage is constantly growing and
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improved models are continuously released through our repository as a result of our
on-going model training efforts.

A dockerised web app is implemented using the Tornado Python framework,
which we adapted for the integration into the European Language Grid environment
providing an interface that can seamlessly be deployed in the ELG infrastructure.
The essential metadata records for the ELG service catalogue are generated from
pre-defined templates using information available from released translation models.
The routines support bilingual as well as multilingual models and can also be used
to set up access points that serve several translation services. Appropriate docker
images are compiled using installation recipes and scripts. We host them on Docker
Hub from where they can be pulled by ELG requests to serve translation requests
directly through the online APIs. Detailed deployment documentation is available
from the repository.3

At the time of writing, OPUS-MT provides 89 registered MT services within
ELG including a wide variety of bilingual and multilingual models. Registered ser-
vices can be tested online and can also be accessed through the web API and ELG
Python SDK. The translation runs on regular CPUs with minimal resource require-
ments thanks to the efficient decoder implementation in Marian-NMT. Multilingual
models are handled in a special way: multiple source languages can be handled by a
single access point whereas multiple target languages require separate access points.
Metadata records include the relevant information to describe the service provided.

We also developed plugins for professional translation workflows under the label
of OPUS-CAT4 (Nieminen 2021). Our tools include a local MT engine that can run
on regular desktop machines making MT available without the security and confi-
dentiality risks associated with online services. OPUS-CAT integrates with popular
translation software such as Trados Studio, memoQ, OmegaT and Memsource. It
also provides an integrated fine-tuning procedure for domain adaptation. All OPUS-
MT models can be downloaded and used locally with the MT engine, some of the
plugins can also fetch translations directly from the OPUS-MT services in ELG.

2 Increasing Language Coverage

The general goal of OPUS-MT is to increase language coverage of freely avail-
able machine translation solutions. The project already provides over a thousand
pre-trained translation models covering hundreds of languages in various transla-
tion directions. The ongoing effort is documented by public repositories and regular
updates and we omit further details here as this is a quickly moving target.

Within our ELG pilot project, we further developed our pipelines and recipes to
systematically train additional NMT models. The effort resulted in the model de-

3 https://github.com/Helsinki-NLP/Opus-MT/tree/master/elg
4 https://helsinki-nlp.github.io/OPUS-CAT/

https://github.com/Helsinki-NLP/Opus-MT/tree/master/elg
https://helsinki-nlp.github.io/OPUS-CAT/
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Fig. 1 OPUS-MT map: A visualisation of language coverage and model quality according to au-
tomatic evaluation metrics and the Tatoeba MT challenge benchmarks; here: models that translate
from a source language mapped on their glottolog location to English; larger circles indicate bigger
benchmark test sets and the color scale goes from green (high quality) to red (poor quality)

velopment framework OPUS-MT-train5 with support for bilingual and multilingual
models that can be trained on data provided by OPUS6 and the Tatoeba translation
challenge7 (Tiedemann 2020).

In order to keep track of the development, we heavily rely on the Tatoeba bench-
marks and we implemented an interactive tool to visualize the current state of our
released models. Figure 1 shows an example screenshot.

The geographic distribution of released models is an appealing way to uncover
blind spots in the NLP landscape. The lack of appropriate data resources is one of the
major bottlenecks that block the development of proper MT solutions for most lan-
guage pairs of the world. Another issue is the narrow focus of research that typically
overemphasises well established tasks for reasons of comparability and measurable
success. OPUS-MT does not have a strict state-of-the-art development focus based
on major benchmarks but rather emphasises language coverage and the focus on
under-researched translation directions. The OPUS-MT map and the Tatoeba MT
challenge try to make this work visible and more attractive.

The main strategy to tackle issues with limited data resources is to apply transfer
learning and some type of data augmentation. In OPUS-MTwe are constantly facing
the problem of limited training data and noise and the ELG pilot project specifically
focused on low-resource scenarios and European minority languages.

The idea of transfer learning is based on the ability of models to pick up valuable
knowledge from other tasks or languages. In MT, the main type of transfer learning
is based on cross-lingual transfer where multilingual translation models can be used
to push the performance in low-resource settings (Fan et al. 2021). The effect is typi-
cally pronounced with closely related languages where strong linguistic similarities
can lead to big improvements across language boundaries (Tiedemann 2021).

5 https://github.com/Helsinki-NLP/OPUS-MT-train
6 https://opus.nlpl.eu
7 https://github.com/Helsinki-NLP/Tatoeba-Challenge/

https://github.com/Helsinki-NLP/OPUS-MT-train
https://opus.nlpl.eu
https://github.com/Helsinki-NLP/Tatoeba-Challenge/
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In OPUS-MT, we therefore focused on multilingual models of typologically re-
lated languages. In our setup, we rely on language groups and families established
within the ISO 639-5 standard. A dedicated tool for mapping languages to language
groups and connecting them with the hierarchical language tree has been developed
to allow a systematic development of multilingual NMT models based on typolog-
ical relationships.8 The procedures have been integrated in the OPUS-MT training
recipes and can be applied to arbitrary datasets from the Tataobea MT Challenge.

Table 1 illustrates the effect of cross-lingual transfer with multilingual models
on the example of the Belarusian-English translation benchmark from the Tatoeba
MT Challenge. All models apply the same generic transformer-based architecture
(Vaswani et al. 2017) with identical hyper-parameters and training recipes.

NMT model Belarusian −→ English English −→ Belarusian

Belarusian – English 10.0 8.2
East Slavic – English 38.7 20.8

Slavic – English 42.7 22.9
Indo-European – English 41.7 18.1

Table 1 Machine translation between Belarusian and English with different NMT models; scores
refer to BLEU scores measured on the Tatoeba MT Challenge benchmark

The bilingual baseline model is very poor due to the limited training data that is
available from the Tatoeba dataset (157,524 sentence pairs). Augmenting the training
data with closely related languages such as other (East) Slavic languages leads to
significant improvements, which is not very surprising. The effect can be seen in
both directions. Note that the multi-target models need to be augmented by language
tokens to indicate the output language to be generated. The importance of systematic
benchmarks is also shown in the table where we can see that Indo-European language
model struggles and the effect of positive transfer diminishes due to the capacity
issues of such a complex model setup.

Finally, we also tested a novel type of data augmentation using a rule-based sys-
tem (RBMT) for back-translation (Sennrich et al. 2016) to produce additional data
for the translation from Finnish to Northern Sámi (Aulamo et al. 2021). Our results
revealed that knowledge from the RBMT system can effectively be injected into a
neural MT model significantly boosting the performance as shown in Table 2.

We use two benchmarks in our evaluations: the UiT set9, and the YLE set of 150
sentence pairs from news stories about Sámi culture.10 Preliminary manual evalu-
ation revealed that the NMT-based model was often unable to correctly translate
proper names. Adding copies of monolingual data as suggested by Currey et al.
(2017) helps to alleviate that issue. Furthermore, we also added experiments with
subword regularisation (Kudo 2018) and data tagging (Caswell et al. 2019) to bet-

8 https://github.com/Helsinki-NLP/LanguageCodes
9 2,000 sentence pairs sampled from the Giellatekno Free corpus https://giellatekno.uit.no
10 Collected from https://yle.fi

https://github.com/Helsinki-NLP/LanguageCodes
https://giellatekno.uit.no
https://yle.fi
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Training Data UiT YLE

Baseline 25,106 18.9 4.3

+ NMT-bt 422,596 34.0 9.8
+ RBMT-bt 378,567 36.3 15.5
+ NMT-bt + RBMT-bt 885,301 40.1 10.8

+ NMT-bt + copy 845,192 35.7 12.5
+ RBMT-bt + copy 757,134 35.7 18.6
+ NMT-bt + RBMT-bt + SR + TB 885,301 40.0 17.2

Table 2 Training data sizes (sentence pairs) and results (BLEU) for the Finnish-Northern Sámi
translation models using original parallel data (Baseline), augmented data with back-translations
from NMT and RBMT systems (NMT-bt, RBMT-bt), added monolingual data (copy), subword
regularisation (SR) and tagged back-translations (TB) evaluated on the UiT and YLE test sets

ter exploit the distributions in the training data and to distinguish between sources
with different noise levels. Preliminary results are encouraging and deserve further
investigations. In future work, we plan to add pivot-based translation and multilin-
gual models to further improve the performance of the system, to support additional
input languages and to include other Sámi language varieties, too.

3 Conclusions and Results of the Pilot Project

OPUS-MT is an on-going effort to make MT widely available for open research and
development with an extensive language coverage and well established deployment
and integration procedures. Our ELG pilot project made it possible to strengthen the
focus on minority languages and to further exploit transfer and data augmentation
strategies to improve the quality of MT for under-resourced language pairs.

Acknowledgements The work described in this article has received funding from the EU project
European Language Grid as one of its pilot projects. We would also like to acknowledge the support
by the FoTran project funded by the European Research Council (no. 771113) and CSC, the Finnish
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Chapter 25
Sign Language Explanations for Terms in a Text

Helmut Ludwar and Julia Schuster

Abstract The ELG pilot project SignLookUp serves the goal of developing a func-
tion that makes text documents easier to comprehend for deaf people. This is impor-
tant as many of them are functional illiterates.

1 Overview and Objectives of the Pilot Project

The ELG (Rehm et al. 2021) pilot project SignLookUp aims to make texts easier to
comprehend for deaf people. Deaf people have a difficult access to texts (Luckner
et al. 2005). Learning a written language is a challenge with a hearing impairment
(Harris et al. 2017). Therefore, about 75 percent of deaf people are functional illiter-
ates.

Fig. 1 LookApp visualisation

The ideal form of accessibility for the deaf would be the complete translation
of texts into sign language. However, this is usually not possible due to limited re-
sources and budgets. The LookApp technology is an intermediate solution and serves
the goal of making texts easier to understand for the deaf.

SignLookUp is a technology that links texts to a sign language encyclopedia. Deaf
people thus have the possibility to click on difficult or unknown terms in a text and
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immediately receive the explanation or description of the word in their sign language
which is displayed adjacent to the text. Using mouseover or clicking on the term, a
window pops up and a sign language video is played. Often the explanation of a word
or term in sign language is sufficient to make a whole sentence understandable.

SignLookUp starts with two sign languages, but is developed in such a way that
it can be easily expanded. The product will be licensed for companies and is free for
the end-user (deaf people). This technology thus supports the deaf in accessing and
making sense of text information on the internet and at the same time promotes the
integration of this marginalised group in our society.

2 Methodology

Selecting the terms that are most important for deaf people to better understand the
whole text is a special challenge. On the one hand, it must of course be those that
are of central importance, but on the other hand, consideration must also be given
to how deaf people experience and understand facts. Last but not least, linguistic pe-
culiarities such as idiomatic expressions, onomatopoeic terms and language images
must also be taken into account when finding terms.

Therefore, for the creation of the sign language explanations of an item within a
text on a website the following method is used:

1. Determine the target audience or readers for the website, e. g., language com-
petence, relevant prior knowledge, thematic interest, age, gender, education.

2. Perform word analysis (Egle 2020):

a. Does the author paraphrase or avoid certain terms in a noticeable manner
(euphemisms, taboos)?

b. Does the text contain words and expressions that must be understood in a
figurative sense (linguistic images, metaphors, similes)?

c. What language-layers or language-uses can be identified?
d. Does the text contain a foreign word or technical expressions?
e. Are there words and phrases in the text that can be associated or connoted

with other ideas (e. g., “She’s feeling blue”→ “She’s feeling sad”)?
f. Do buzzwords, empty phrases, or other stereotypes occur (e. g., “low-hang-
ing fruit”)?

g. Do certain words acquire a special meaning when the context is taken into
account (broadening or narrowing of meaning, emotional coloring)?

h. From what time do the words used originate? Are they already obsolete
(archaism) or newly formed (neologism)? What is their purpose?

i. Can certain words be assigned to a specific area (e. g., technology, art,
sports)? What is the effect?

j. Are there exaggerations/understatements?
k. Is only a part of a whole addressed: synecdoche (e. g., pars pro toto)?
l. Are synonyms (different terms but describing the same in context) used?
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3. Analysis of the text and selection of items: An automatic analysis of the text to
show the comprehensibility and complexity of the text and individual words are
used as a starting point, e. g., creation of the readability index (LIX, W. Lenhard
and A. Lenhard 2011).1
Thereafter a specialist who is fluent in the languages, e. g., a deaf person or an
interpreter, checks whether the passages and terms are understandable for deaf
people and selects the candidates for explanation based on the following criteria:

a. Which terms are of central importance to the content?
b. Special meaning, e. g., opposite of what is written (irony)
c. Special words from item 2

4. Providing the following (meta) information: Concept (named entity), lemma,
context, web link, text language, sign language, version.

5. Term explanation (for each term):

a. Explanation of the term in simple language using the guidelines (Netzwerk
Leichte Sprache 2013).

b. It must not exceed 30 words and must be as brief as possible.
c. Must be universal and general so that it is suitable for all uses in a text with

the same context.
d. Begins with a relationship to a higher-level or more general term.
e. Includes the typical features of the term, using semes (the smallest unit of

meaning) for this purpose.
f. Add examples

As a reference for the creation of explanations available sources may be used,
e. .g., medicine DGS2, medicine ÖGS3.

6. Translation into sign language:

a. If there is a common sign for the item, it must be used at the beginning,
followed by the signed explanation.

b. Translation into sign language glosses
c. Transfer into sign language animations
d. Producing a sign language explanation video

7. Quality assurance according to the four-eyes-principle: The draft version of an
entry including sign language videos must be checked by a hearing sign lan-
guage interpreter for completeness and correctness of content. In this way, na-
tive speaker competencies of both languages, written and sign language, are
included.

1 https://wortliga.de/textanalyse/
2 https://www.sign-lang.uni-hamburg.de/glex/intro/inhalt.html
3 https://www.equalizent.com

https://wortliga.de/textanalyse/
https://www.sign-lang.uni-hamburg.de/glex/intro/inhalt.html
https://www.equalizent.com
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3 Implementation

The beta-version of LookApp (preliminary product name) is implemented in Java-
Script on the server where the respective website to be analysed is located. The work-
flow described below is also shown in Figure 2:

Page Content
<head> ... </head>

<body>
<div class=“lookapp-scope“> CONTENT </div>

...
<script> ...simax.media/js/lookapp--1.0.0.js </script>
<script> lookApp.init({secret: '123', lang: 'de', addLoa-

dingSpinner: true, ...}); </script>
</body>

User Browser

Simax LookApp Server Postgres DB

Client Web Server

Webpage Request
https://theventury.com/

Store Feedback/Request Translation/Votes

Request Translations
(All Client linked word databases with matching languages)

Collection of words/phrases/sentences with the matching video ID

Video Injected Content
(User text) is shown in Popup

NEW CONTENT replaces CONTENT

TextTranslation (User text)
ContentTranslation (CONTENT)

Feedback
RequestTranslation

Up/Down Vote

Request
Order

1.

2.

3.

4.

5.

6.

Fig. 2 LookApp concept

1. End user goes to a website that offers LookApp.
2. The web server returns the content of the page which includes:

a. Parts of the content with the LookApp-scope class
b. The LookApp JavaScript is fetched from the LookApp server or served in

a static way.
c. The script is initialised with certain parameters.

3. The request 3 actually represents multiple calls between browser and client

a. At first the “custom options” are loaded
b. The client-specific CSS file is loaded
c. Any LookApp action

4. Depending on the action

a. Store feedback, requested translations, votes in the database → workflow
ends here

b. Query a list of translations belonging to the client side and corresponding
to the passed parameter lang

5. Collection of words and explanations
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a. The server then replaces found words with an icon
b. JavaScript will interpret as hover or clickable video translations

6. The page content is sent back and replaced by JavaScript.

4 Evaluation

In order to verify the usefulness of the application, a preliminary study was con-
ducted. This involved providing a website with LookApp to a small group of deaf
people and then performing a qualitative survey through sign language interpreters.

The results show consistently positive feedback regarding assistance for under-
standing as well as the avatar used. In order to be able to make reliable statements,
however, a survey with a larger test group that represents the deaf community must
be carried out.

5 Conclusions and Results of the Pilot Project

As part of the pilot project, a beta version of LookApp was created, which is already
being used on early adopter websites, which is why it is evident that the concept
and implementation can be used with a positive benefit. Further development of the
functions (e. g., use of NLP methods) and the creation of high quality explanations
of as many terms as possible are planned next.

It has already been shown in this phase of development that there are multiple
advantages. Deaf people have better access to information that cannot be fully trans-
lated into sign language due to time or resource constraints. Although our reading
aid does not provide the convenience of a full sign language translation, it supports
text comprehension in a significant way. Customers who provide large amounts of
information or whose content is updated frequently cannot translate all of their con-
tent into sign language due to time and economic constraints. With LookApp, even
such content can be made much more accessible. Existing and future customers can
thus be offered hybrid solutions. In addition to summaries of a website’s content
in sign language videos according to “Accessibility of websites and mobile applica-
tions” (European Parliament, Council of the European Union 2016), LookApp can
be implemented for the entire content of the website. Implementing LookApp in a
specific website requires only a small financial and organisational effort on the side
of the customer but can produce great effects on the side of deaf users.

Acknowledgements The work described in this article has received funding from the EU project
European Language Grid as one of its pilot projects.
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Chapter 26
Streaming Language Processing in
Manufacturing

Patrick Wiener and Steffen Thoma

Abstract Often underestimated, (semi-)structured textual data sources are an impor-
tant cornerstone in the manufacturing sector for product and process quality tracking.
The ELG pilot project SLAPMAN develops novel methods for industrial text ana-
lytics in the form of scalable, reusable, and potentially stateful microservices, which
can be easily orchestrated by domain experts in order to define quality anomaly pat-
terns, e. g., by analysing machine states and error logs. The results are fully available
as open source and integrated into the IIoT toolbox Apache StreamPipes.

1 Overview and Objectives of the Pilot Project

Continuous process and product quality monitoring is a critical task in the manufac-
turing sector for early detection of anomalies, e. g., gathering insights on potential
machine failures, breakouts or performance degradation. Often underestimated, a
large part of data sources that are able to provide insights to quality deviations are
textual data sources. This includes machine status data and error data, but also pro-
duction plans. Such information is very important for tracking anomalies and an
important source to shop floor workers and other domain experts for identifying po-
tentially critical situations and root causes. While the analysis of real-time measure-
ments is well explored, the automated analysis of textual data is underexplored and
hindered by language barriers and often confusing text codes specific to companies
or domains. The goal of the SLAPMAN project is the development and integration
of streaming language technology (LT) modules from the European Language Grid
(ELG, Rehm et al. 2021) to process, analyse and exploit non-structured or semi-
structured manufacturing process data. These modules have been integrated into the
open-source IIoT toolbox Apache StreamPipes. StreamPipes provides services for
self-service data analytics by pursuing a graphical flow-based modeling approach.
This allows the description of stream processing applications in the form of pro-
cessing pipelines composed of multiple, interconnected pipeline elements. This sig-
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nificantly lowers rather high technological entry barriers towards making streaming
language processing in particular, and LT in general, accessible for non-technical do-
main experts. SLAPMAN developed novel extensions to Apache StreamPipes that
can be easily added to StreamPipes in the form of modular standalone services, e. g.,
streaming adapters to quickly connect textual data sources (e. g., production plans
from MES systems), or pipeline elements for NLP including named entity recogni-
tion (NER), tokenising, word embeddings or translation.

2 Graphical, Flow-based Modeling with Apache StreamPipes

Apache StreamPipes1 is an incubator project of the Apache Software Foundation,
that provides a reusable toolbox to easily connect, analyse and exploit a variety of
IIoT-related data streams without any programming skills. It leverages different tech-
nologies especially from the fields of stream processing, distributed computing, and
the semantic web. Riemer et al. (2014) proposed a methodology for semantics-based
management of event streams based on the dataflow programming paradigm which
is the foundations of StreamPipes. In this regard, StreamPipes allows modelling
stream processing applications in the form of processing pipelines. Pipelines com-
prise a sequence of pipeline elements provided by arbitrary event-driven microser-
vices from an extensible toolbox. Such event-driven microservices are operated in
a distributed environment consisting of multiple, potentially heterogeneous runtime
implementations. In doing so, this facilitates the distributed execution of pipeline el-
ements to account for business or application-specific requirements. Figure 1 gives
a rudimentary overview of a basic named entity recognition pipeline in StreamPipes.
The pipeline consists of three pipeline elements, a textual quality report data source
for a group of flow rate sensors, a named entity recognition processor based on an
ELG service, and a dashboard sink to visualise results.

The decomposition of complex analytical challenges into smaller function blocks
allows StreamPipes to mitigate the problem of committing to a single stream pro-
cessing technology. On top, it uses semantics to guide non-technical domain ex-
perts throughout the pipeline creation process. In recent years, several profound
extensions to the knowledge base of StreamPipes were implemented to improve
and extend existing capabilities. This includes StreamPipes Connect (Zehnder et
al. 2020), a semantics-based adapter model and edge transformation functions, and
StreamPipes Edge Extensions (Wiener et al. 2020), a methodology for geo-distrib-
uted pipeline deployment and operation. Besides StreamPipes, other solutions for
low-code dataflow programming exist, e. g., Apache Nifi2, or Node-RED3.

1 https://streampipes.apache.org
2 https://nifi.apache.org
3 https://nodered.org
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Fig. 1 Example pipeline in StreamPipes

3 Architecture

From an architectural point of view, SLAPMAN follows the microservice architec-
ture of StreamPipes and provides a seamless integration with LT services offered by
the ELG platform as shown in Figure 2. In general, the ELG platform provides vari-
ous LT services that allow to perform language processing and LT-related operation.
From a technical perspective, LT services are remotely accessible via REST over
HTTP. As such, requests comprising textual data are issued against corresponding
LT services that process the incoming call and in return provide the analysis results.
For instance, using a machine translation service allows to translate quality defect
reports from various plants in different source languages into a common target lan-
guage, e. g., English, in order to globally investigate certain defect patterns.

In this context, StreamPipes allows to design and develop arbitrary pipeline ele-
ments using an SDK. Therefore, arbitrary LT services available on the ELG platform
can be wrapped as specific pipeline elements providing language processing capabil-
ities to domain experts to be leveraged in a reusable and self-service manner. Once
a user models and deploys a pipeline using one of the LT pipeline elements, textual
data is continuously transferred between participating pipeline elements in an event-
driven manner by means of a topic-based publish/subscribe pattern. As such, output
events from preceding pipeline elements are published to a message broker proto-
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Fig. 2 Architecture: ELG platform and StreamPipes integration

col, e. g., Apache Kafka4. Succeeding pipeline elements subscribe to relevant topics
in order to retrieve the previously published events. The complete life cycle of the
event-driven application is internally managed by the core of StreamPipes which is
responsible for the pipeline management. This includes pipeline element compatibil-
ity based on semantic verification to provide user support and guidance throughout
the pipeline modeling process. In addition, this incorporates message broker pro-
tocol negotiation including system-side topic management of the publish/subscribe
pattern. At run-time, streaming textual events subscribed by LT pipeline elements of
deployed pipelines issue REST calls to remote LT services on the ELG platform to
perform the essential processing tasks. Results are sent back and published again to
the corresponding message broker protocol for further usage. The architectural de-
sign of standalone pipeline element microservices facilitates to extend StreamPipes
with additional LT components.

4 Implementation

The main activities in SLAPMAN were focused on the development of new ex-
tensions for Apache StreamPipes related to language technology. As such, the ex-
tensions were focused on i) wrapping and integrating existing services from the
ELG platform (e. g., NER, rumour veracity, sentiment analysis, machine translation),
ii) developing new data processors and data sinks for Apache StreamPipes related
to LT (e. g., chunker, language detection, part-of-speech-tagger, sentence detection,
tokeniser), iii) developing additional adapters to connect text-focused data sources
(e. g., Telegram, Slack, Manual Input) and iv) developing technical extensions to the

4 https://kafka.apache.org
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toolbox itself to ease the integration of newNLPmodels along with general usability
improvements (e. g., file management, word cloud visualization).

In addition, a new Client API was developed which allows to adapt existing
pipelines and to configure pipeline elements from external applications. This en-
ables users to easily update trained language models using a convenient Java client.
Moreover, from a deployment and orchestration perspective, StreamPipes relies on
Docker as its default installation option. To further alleviate the integration into the
ELG platform based on Kubernetes, a helm chart5 for StreamPipes was developed
which is available for public use. This helm chart paired with the general extensi-
bility of StreamPipes to install new pipeline elements providing LT capabilities at
run-time allows to integrate additional LT algorithms as demands change.

5 Conclusions and Results of the Pilot Project

In the future, we plan on pursuing the following key activities resulting from lessons
learned along the way. In order to better facilitate the integration in existing enter-
prise architectures, StreamPipes is planned to support standard identity and access
management systems such as Keycloak to complement the existing user manage-
ment. This will also be beneficial for a smoother interaction with the ELG platform
itself. In addition, the work on the StreamPipes Python wrapper to simplify the de-
velopment of new pipeline elements and especially the integration of ELG services
is continued. Similarly, the work on the Client API for external pipeline control from
code is planned to be pursued.

Acknowledgements The work described in this article has received funding from the EU project
European Language Grid as one of its pilot projects.
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Chapter 27
Textual Paraphrase Dataset for
Deep Language Modelling

Jenna Kanerva, Filip Ginter, Li-Hsin Chang, Valtteri Skantsi, Jemina Kilpeläinen,
Hanna-Mari Kupari, Aurora Piirto, Jenna Saarni, Maija Sevón, and Otto Tarkka

Abstract The Turku Paraphrase Corpus is a dataset of over 100,000 Finnish para-
phrase pairs. During the corpus creation, we strived to gather challenging paraphrase
pairs, more suitable to test the capabilities of natural language understanding models.
The paraphrases are both selected and classified manually, so as to minimise lexi-
cal overlap, and provide examples that are structurally and lexically different to the
maximum extent. An important distinguishing feature of the corpus is that most of
the paraphrase pairs are extracted and distributed in their native document context,
rather than in isolation. The primary application for the dataset is the development
and evaluation of deep language models, and representation learning in general.

1 Overview and Objectives of the Pilot Project

Natural language processing research focuses increasingly more at a deeper under-
standing of language meaning, which is the enabling factor for the next generation of
language technology applications. Of especially recent interest are neural meaning
representations that are robust to non-trivial re-phrasing of statements with equiv-
alent or near-equivalent meaning. While deep learning methods have effectively
solved many supervised learning tasks where large amounts of task-specific training
data are available, their performance in representation learning tasks is much weaker
(Glockner et al. 2018; Tsuchiya 2018; McCoy et al. 2019). In practical terms, we do
not yet have well-proven general methods that, given arbitrary statements with the
same contextual meaning but very different wording, would reliably produce highly
similar representations for the statements. The fundamental limitation has been the
lack of appropriate training data and learning procedures that are able to infer the
projection from observable surface forms to faithful semantic representations.

In this ELG pilot project, we set out to address this limitation by building a fully
manually annotated paraphrase corpus for Finnish, the Turku Paraphrase Corpus. In
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addition to building this resource, we also gathered experience and data regarding
how such a resource can be built efficiently and what human resources are needed,
built initial models based on the new resource, and produced baseline results.

2 Methodology

The primary distinguishing feature of our corpus compared to other related efforts is
its fully manual annotation (as opposed to automatic candidate generation), resulting
in paraphrase pairs that are non-trivial and challenging in not being highly lexically
related. In other words, an important objective was to avoid bias due to automatic
candidate selection so as to obtain a more realistic estimate of the performance of
machine learning models on natural language understanding tasks. To this end, we
gather source documents that are potentially rich in paraphrases for fully manual
paraphrase candidate extraction. These documents include alternative translations
of movie subtitles, news headings and articles reporting the same event, discussion
forum messages with identical titles and topics, alternative student translations from
translation course assignments, and student essays answering the same prompts.

Along with the manual extraction, all paraphrase candidates are manually classi-
fied into categories of paraphrases and non-paraphrases according to the developed
annotation scheme. The design of the annotation scheme strives to capture varying
levels of paraphrasability of candidate paraphrase pairs. We use a scale of four base
labels, 1–4, similar to those used in some other paraphrase corpora (Creutz 2018).
We define the four base labels as label 1 unrelated sentences, label 2 related but
not paraphrases, label 3 paraphrases in the given context but not universally so, and
label 4 universal paraphrases. In addition, label 4 paraphrases can be marked with
optional flags> or< for subsumption, s for style, and i for minor deviations. These
flags mark properties of the paraphrases that do not fulfill the strict universality crite-
ria of the label 4 due to one of several defined reasons. The subsumption flag means
that the paraphrasability is directional; one sentence can be universally substituted
by the other, but not the other way around. The style flag means that the paraphrases
convey the same meaning, but may have differing tones or registers, which make
them not interchangeable in certain circumstances. The minor deviation flag marks
minimal differences inmeaning (for example, “this” vs. “that”), or grammatical num-
ber, person, tense, etc. that can be trivially identified automatically. These flags are
independent of each other and thus one label 4 paraphrase pair can have multiple
flags, disregarding the directional subsumption flags. More detailed description of
the labels together with example annotations is given in the annotation guidelines
(Kanerva et al. 2021a).
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3 Implementation

The annotation work was carried out by six main annotators, each being a native
Finnish speaker with a strong background in language studies by having completed
or ongoing studies in a field related to languages or linguistics. Each annotator
worked 5–9 months either full or part time in a strong collaboration with a broader
project team including supportive roles in the annotation work.

An annotator starts the process by going through the automatically aligned source
document pair presented side-by-side in a custom annotation tool1 developed for the
paraphrase extraction, and extracts all interesting paraphrase candidates by selecting
the corresponding text passages from both documents. While saving the candidate,
together with the text passage pair the tool also saves the actual position of the text
passage in the original document, therefore supporting studying the paraphrase pairs
in their original document context. To our knowledge, this is the first paraphrase
corpus that includes the document context for the released paraphrase pairs. After
extracting all interesting paraphrase candidates from the source document pair, the
annotator marks the document finished and moves on to the next one.

The extracted paraphrase candidates are automatically transferred to a separate
annotation tool2 developed specifically for paraphrase labeling. In this tool, each
pair of paraphrase candidates is shown separately, and the annotator can see the
original contexts if necessary. The annotator labels the original paraphrase pair, and
has the option to copy the original text and rewrite the texts into full paraphrases
(label 4 without flags). In cases where the annotator decided to provide a rewritten
pair, two or more pairs of paraphrases are obtained for the corpus: the original pair,
and the rewritten pair(s). The annotators are instructed to rewrite the paraphrase can-
didates in cases where a simple edit, such as word deletion, insertion or synonym
replacement, can be naturally constructed and does not require too much effort.

4 Evaluation

The paraphrase label annotation was guided using a shared annotation manual, daily
meetings, and regularly assigned double annotation batches in order to ensure anno-
tation consistency between the six annotators. The manual paraphrase extraction did
not involve a similarly careful annotator training or consistency monitoring through-
out the project. Instead of ensuring each annotator extracting the same segments if
given the same text, the objective is to collect a diverse set of different paraphrase
candidates, where minor deviations in the personal extraction habits only creates
more diversity to the data. In order to study the extraction behaviour of the annota-
tors, we measure the average number of paraphrase pairs extracted from one docu-

1 https://github.com/TurkuNLP/pick-para-anno
2 https://github.com/TurkuNLP/rew-para-anno
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ment pair, indicating how eager the annotator was to include or exclude borderline
uninteresting, extremely difficult or otherwise debatable pairs from the corpus.

While the data sources used in the paraphrase extraction step have distinct char-
acteristics in terms of extraction ratios, we use the subset originating from the alter-
native subtitles (approx. 80% of the full corpus) for this study in order to account for
differing source text proportions between the annotators. We measure the average
number of paraphrases extracted from one subtitle document pair (about 15 minutes
worth of the subtitled program’s runtime), while taking into account all document
pairs where the extraction and labeling was carried out by the same annotator, and
the document pair resulted at least one extracted paraphrase. The statistics are shown
in Table 1, the individual extraction rates falling between 13 and 50 pairs indicating
some amount of diversity between the annotators. When measuring the mean lexical
similarity of the extracted paraphrase pairs (together with standard deviation) as well
as annotated paraphrase label distribution for each annotator, we do not notice any
significant difference between annotators oriented towards higher or lower extrac-
tion rates. The label distributions are visualised in Figure 1. Finally, in Table 1 we
measure the proportion of extracted paraphrase pairs each annotator chose to rewrite
during the label annotation (row Rewritten), showing large differences among the an-
notators, between 1.4% and 29.5% of rewritten paraphrase pairs.

Ann1 Ann2 Ann3 Ann4 Ann5 Ann6

Extracted pairs 28,685 18,908 9,553 7,713 6,359 1,897
Total extracted (%) 39.1 25.8 13.0 10.5 8.7 2.6
Extracted/doc 23.4 13.2 13.4 22.0 48.9 23.4
Rewritten (%) 6.8 23.4 1.3 29.5 14.9 1.4

Table 1 Comparison of the six annotators in terms of the average number of paraphrase pairs
extracted from one 15-min subtitle pair (Extracted/doc), as well as the percentage of paraphrase
pairs, where the annotator provided a rewrite (Rewritten); in addition to these two metrics, we also
illustrate the total amount of the paraphrase pairs extracted by the annotator (both raw count and
percentage); note that the number of extracted paraphrases does not sum up to the total corpus size
as the comparison is done on the subtitle subset only (approx. 80% of the full corpus)

In order to ensure the consistency of the label annotation, approx. 2% of the para-
phrase pairs are double annotated, where two different annotators annotate the labels
independently from one another for the same paraphrase candidates. The two indi-
vidual annotations are merged and conflicting labels resolved together with the anno-
tation team, resulting in a consolidated subset of consensus annotation. The overall
accuracy of the individual annotations against the consensus labels is around 70%,
on the full set of labels permitted in the annotation scheme. The level of agreement is
on par with similar numbers reported in other paraphrase studies (Dolan and Brock-
ett 2005; Creutz 2018). The agreement measures when calculated separately for each
annotator vary between 64% and 76%, the most common disagreements being be-
tween the semantically nearest labels (i. e., labels 3 and 4</>, or labels 4</> and
4), or whether to include or not include the rare additional flags s or i.
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Fig. 1 Label frequencies illustrated separately for the six annotators using the same subtitle subset
of the corpus as in Table 1

5 Conclusions and Results of the Pilot Project

The project resulted in a high quality corpus of Finnish paraphrases including a total
of 104,645 manually classified pairs, 91,604 being naturally occurring pairs directly
extracted from the source documents, while 13,041 are produced through manual
rewriting. Themanual extractionmethod presented in the article both skews the label
distribution towards true paraphrases ensuring efficient use of human resources (98%
being labeled positive) as well as preserves the original document context, making
this the first released corpus of paraphrasing in context. The contextual information
is used in Kanerva et al. (2021b), where we present a novel approach to paraphrase
detection by framing the task as detecting the target paraphrase span from the given
document, a similar setting as used in question answering. In addition to the actual
corpus, the project also provided models trained for paraphrase classification and
fine-tuned sentence representations.

All resources presented in this article are available through the European Lan-
guage Grid3 and also on the TurkuNLP website4 under the CC-BY-SA license.

Acknowledgements The work described in this article has received funding from the EU project
European Language Grid as one of its pilot projects. In addition, this work was supported by the
Academy of Finland and the Digicampus project. Computational resources were provided by CSC
– IT Center for Science.

3 https://live.european-language-grid.eu/catalogue/corpus/7754
4 https://turkunlp.org/paraphrase.html
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Chapter 28
Universal Semantic Annotator

Roberto Navigli, Riccardo Orlando, Cesare Campagnano, and Simone Conia

Abstract Explicit semantic knowledge has often been considered a necessary in-
gredient to enable the development of intelligent systems. However, current state-
of-the-art tools for the automatic extraction of such knowledge often require expert
understanding of the complex techniques used in lexical and sentence-level seman-
tics and their linguistic theories. To overcome this limitation and lower the barrier
to entry, we present the Universal Semantic Annotator (USeA) ELG pilot project,
which offers a transparent way to automatically provide high-quality semantic anno-
tations in 100 languages through state-of-the-art models, making it easy to exploit
semantic knowledge in real-world applications.

1 Overview and Objectives of the Pilot Project

Natural Language Processing (NLP) is the field of Artificial Intelligence (AI) which
aims at enabling computers to process, understand and generate text in the same
way as we humans do. Although AI systems are nowadays able to process massive
amounts of text, they are still far from achieving true Natural Language Understand-
ing (NLU). Indeed, current systems still struggle in explicitly identifying and ex-
tracting the meaning or semantics conveyed by a text of interest. Nonetheless, the
integration of explicit semantics has already been successfully exploited in a wide
array of downstream tasks that span multiple areas of AI from NLP with informa-
tion retrieval, question answering, text summarisation, and machine translation, to
computer vision with visual semantic role labeling and situation recognition. Un-
fortunately, expert knowledge of lexical semantics, sentence-level semantics and
complex deep learning techniques often becomes a roadblock in the integration of
explicit semantic information into downstream tasks and real-world applications, es-
pecially in multilingual scenarios. To lower the entry point for semantic knowledge
integration into multilingual applications, we present the Universal Semantic Anno-

Roberto Navigli · Riccardo Orlando · Cesare Campagnano · Simone Conia
Sapienza University of Rome, Italy, navigli@diag.uniroma1.it, orlando@diag.uniroma1.it,
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tator (USeA) project, the first unified API for three core tasks in NLU: Word Sense
Disambiguation (WSD), Semantic Role Labeling (SRL), and Abstract Meaning Rep-
resentation (AMR) parsing. With USeA, we offer a simple yet efficient way to use
state-of-the-art multilingual models within a single framework accessible via REST
API, browsers, and programmatically. This will ease the integration of NLU models
in NLP pipelines (also for low-resource languages), allowing them to exploit explicit
semantic information to improve their performance.

2 Methodology

USeA is the first unified set of APIs for high-performance multilingual NLU, sup-
porting 100 languages. USeA employs state-of-the-art multilingual neural networks
to provide automatic semantic annotations for WSD, SRL and AMR Parsing.

Word Sense Disambiguation (WSD) is the task of associating a word in context
with its most appropriate sense from a sense inventory (Bevilacqua et al. 2021b).
USeA provides word sense labels using an improved version of the state-of-the-art
WSD model proposed by Conia and Navigli (2021), which, differently from other
ready-to-use tools forWSD based on graph-based heuristics (Moro et al. 2014; Scoz-
zafava et al. 2020) or non-neural models (Papandrea et al. 2017), is built on top of a
Transformer encoder. Crucially, thanks to BabelNet 5 (Navigli et al. 2021), a multi-
lingual encyclopedic dictionary, USeA is able to disambiguate text in 100 languages.

Semantic Role Labeling (SRL) is the task of answering the question “Who did
What, to Whom, Where, When, and How?” (Màrquez et al. 2008), providing a struc-
tured and explicit representation of the underlying semantics of a sentence. Differ-
ently from other available SRL systems, USeA encapsulates an improved version of
the neural model introduced by Conia et al. (2021a), which performs state-of-the-art
cross-lingual SRL with heterogeneous linguistic inventories.

Abstract Meaning Representation (AMR) parsing is the task of capturing the
semantics of a sentence through a rooted directed acyclic graph, with nodes rep-
resenting concepts and edges representing their relations (Banarescu et al. 2013).
USeA offers a multilingual version of SPRING (Bevilacqua et al. 2021a), a recent
state-of-the-art, end-to-end system for Text-to-AMR generation.

3 Implementation

The USeA pipeline is organised in five self-contained modules that are transparent
to the end user, as shown in Figure 1.

Orchestrator Module. The Orchestrator Module is the core of USeA and serves
as an entry point for the semantic API. Being an end-to-end system, the end user
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Orcherstrator

Preprocessing
Module

AMR ModuleSRL ModuleWSD Module

Python SDK

RESTful API

Browser

Client

Server

Fig. 1 USeA architecture: a user sends text to the USeA server and receives semantic information;
in the server, the orchestrator processes the input using task-specific modules

is only required to send raw text to our service. The input text is then processed by
the Preprocessing Module and the result sent to the WSD, SRL and AMR Parsing
modules. In particular, since the SRL and AMR Parsing tasks are more demanding,
we offload the WSD module to CPU and run SRL and AMR Parsing requests on
GPU to optimise hardware usage. The responses from the three semantic modules
are then combined and sent back to the end user.

PreprocessingModule. The preprocessing module takes care of producing the pre-
processing information that is usually needed by NLP systems, i. e., language iden-
tification, document splitting, tokenisation, lemmatisation, and part-of-speech tag-
ging. In order to support as many languages as possible while keeping low hardware
requirements, the preprocessing module is built around Trankit (Nguyen et al. 2021)
and supports 100 languages with a single model.

WSD Module. We developed AMuSE-WSD (Orlando et al. 2021) as our WSD
module. Its neural architecture is based on XLM-RoBERTa (Conneau et al. 2020),
a multilingual Transformer model. More specifically, given a word in context, the
WSD module i) builds a contextualised representation of the word using the hidden
states of XLM-RoBERTa, ii) applies a non-linear transformation to obtain a sense-
specific representation, and iii) computes the output score distribution over all the
possible senses of the input word.

SRL Module. InVeRo-XL (Conia et al. 2021b) is the SRL system we developed
for USeA. Similarly to the WSD module, the SRL module is also based on XLM-
RoBERTa. In particular, given an input sentence, the SRL module i) builds a se-
quence of contextualised word representations using the hidden states of XLM-
RoBERTa, ii) identifies and disambiguates each predicate in the sentence, and iii)
for each predicate, produces its arguments and their semantic roles.

AMR Parsing Module. The AMR Parsing Module is heavily based on SPRING
(Blloshmi et al. 2021), which we extended to support multiple languages. SPRING is
a sequence-to-sequence Transformer model that operates as a parser by “translating”
an input sentence into a linearised AMR graph. We extend SPRING to support 100
languages by replacing BART with the multilingual version of T5.
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English datasets Multilingual datasets

Se2 Se3 Se07 Se13 Se15 All Se13 Se15 Xl-Wsd

Moro et al. (2014) 67.0 63.5 51.6 66.4 70.3 65.5 65.6 – 52.9
Papandrea et al. (2017) 73.8 70.8 64.2 67.2 71.5 – – – –
Scozzafava et al. (2020) 71.6 72.0 59.3 72.2 75.8 71.7 73.2 66.2 57.7
USeA (WSD) 77.8 76.0 72.1 77.7 81.5 77.5 76.8 73.0 66.2

Table 1 English WSD results in F1 scores on Senseval-2 (SE2), Senseval-3 (SE3), SemEval-
2007 (SE07), SemEval-2013 (SE13), SemEval-2015 (SE15), and the concatenation of the datasets
(ALL); we also include results on multilingual WSD in SemEval-2013 (DE, ES, FR, IT), SemEval-
2015 (IT, ES), and XL-WSD (average over 17 languages, English excluded)

Catalan Czech German English Spanish Chinese

AllenNLP’s SRL demo – – – 86.5 – –
InVeRo – – – 86.2 – –
USeA (SRL) 83.3 85.9 87.0 86.8 81.8 84.9

Table 2 Comparison between USeA and other recent automatic tools for SRL; F1 scores on argu-
ment labeling with pre-identified predicates on the CoNLL-2012 English test set and the CoNLL-
2009 test sets converted from dependency-based to span-based

4 Evaluation

USeA offers state-of-the-art models for multilingual WSD, SRL and AMR Parsing.
Here, we report its results on standard gold benchmarks for each task.

Results inWSD. We evaluate ourWSDModule against other disambiguation tools
on gold standard benchmarks for English and multilingual WSD, covering 17 lan-
guages. The results (Table 1) show that USeA outperforms its competitors by a wide
margin, especially in multilingual WSD (+8.5% in F1 Score on XL-WSD).

Results in SRL. We report the performance of our SRL Module on two gold stan-
dard benchmarks for SRL, CoNLL-20091 and CoNLL-2012, covering six languages.
USeA is the first package to provide annotations in languages other than English
while also outperforming its competitors in English (Table 2).

Results in AMR Parsing. Finally, we examine the performance of our AMR Pars-
ing Module on AMR 3.02, which is currently the largest AMR-annotated corpus.
Even though USeA supports 100 languages, it is still competitive with other recently
proposed English-only AMR parsing systems (Table 3).

1 The CoNLL-2009 dataset was originally intended for dependency-based SRL. We convert
dependency-based annotations to span-based annotations using the gold syntactic trees.
2 https://catalog.ldc.upenn.edu/LDC2020T02

https://catalog.ldc.upenn.edu/LDC2020T02
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SMATCH

Lyu et al. (2021) 75.8
Zhou et al. (2021) 81.2
SPRING (Bevilacqua et al. 2021a) 83.0
USeA (AMR-Parsing) 80.9

Table 3 SMATCH score obtained by USeA compared with recent literature on AMR 3.0 (English)

5 Conclusions and Results of the Pilot Project

We presented the USeA project, providing an overview on its objectives and on how
we worked towards achieving them. We hope that USeA will represent a useful tool
for the integration of explicit semantic knowledge – word meanings, semantic role
labels, and graph-like semantic representations – into real-world applications.

Acknowledgements The work described in this article has received funding from the EU project
European Language Grid as one of its pilot projects.
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Chapter 29
Virtual Personal Assistant Prototype YouTwinDi

Franz Weber and Gregor Jarisch

Abstract YouTwinDi is the next step in a digitised world in which the digital twin
evolves and interacts with other digital twins and makes autonomous decisions in
the interest of its human twin. In this scenario, security and digital ethics assure
ethical decisions and IT specialists concur on improving the digital landscape with
ethical models. This vision also includes overcoming language barriers. A continu-
ous match of supply and demand as well as tailored searches help human twins to
improve their lives in all respects. YouTwinDi uses the most advanced translation
and language analysis technologies, allowing the user and its digital twin to interact
with all European citizens without being blocked by language barriers.

1 Overview and Objectives of the Pilot Project

The goal of this ELG (Rehm et al. 2021) pilot project was to build the prototype of a
personal virtual assistant, which can be installed on a small device or integrated in an
ELG-compatible container. We wanted to demonstrate that this can be accomplished
using ELG language resources and technologies while keeping highest security stan-
dards. We use the open source software EDDI which is running in a docker container
for the natural language interface. This prototype is the basis for the development of
a minimum viable product ready for market launch.

We believe that conversational AI applications are well suited to support interac-
tions between people that speak different languages due to their real-time nature and
the ability to create personalised customer experiences at scale.

In line with the broader ELG principle that “with 24 official EU and many more
additional languages, multilingualism in Europe and an inclusive Digital SingleMar-
ket can only be enabled through Language Technologies”, the YouTwinDi1 solution
was developed on top of our existing technology and integrated into the European
Language Grid. We use APIs to translate text input (or speech input, via speech-

Franz Weber · Gregor Jarisch
Labs.ai, Austria, franz@labs.ai, gregor@labs.ai
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to-text technologies) and to recognise intents to query specific data sources and to
provide feedback in the language spoken by the user either in written or spoken
form (via text-to-speech technologies). YouTwinDi uses these features to add trans-
lations of web audio and video streams and to convert the channels into text streams
– two appropriate examples are the automatic translation of the European Commis-
sion’s LinkedIn broadcast events or the automatic translation of local radio stations.
Through the integration of ELG APIs we can also integrate technologies such as sen-
timent analysis into YouTwinDi. Such features are fundamental especially for public
institutions to better support citizens.

2 Methodology

The basis for the Digital Twin prototype is our open source chatbot framework EDDI
(Enhanced Dialogue Driven Intelligence).2 This solution has several features that
simplify the integration of and with the available ELG resources.

Our software development process is based on the agile software development
approach, in particular on Scrum. All product features are listed and prioritised in a
product backlog, which consists of what needs to be done to successfully deliver a
working software system, including bug fixes and non-functional requirements.

Cross-functional teams estimate and sign up to deliver potentially shipable in-
crements of software during successive sprints, typically lasting 30 days. Once a
sprint’s backlog is committed, no further functionality can be added to the sprint ex-
cept by the team. Once a sprint has been delivered, the product backlog is analysed
and re-prioritised, if necessary, and the next set of deliverables is selected for the
next sprint. From the lean product development best practices we have adopted the
concept of minimum viable product (MVP) as a strategy to avoid building products
that customers do not need or want, realising often the product with the agreed num-
ber of features and the minimum level of quality that can be easily verified by senior
users. We develop our solution keeping in mind the ability to interface with external
services and resources via APIs and building software development kits. This allows
us to integrate fast and to test the integration with available ELG building blocks.

Each feature under development was monitored in terms of costs (human re-
sources and hardware as well as software resources) and in terms of delivery. Ac-
ceptance tests were linked to use cases and test criteria. Integration has always been
important for us as an open source solution provider, which is why all our software
features are available at the API level. Modern concepts as Graph API and authenti-
cation and authorisation security are at the core of our software development method-
ology, allowing for easy testing and integration with existing systems.

Our development strictly follows the Service Oriented Architecture (SOA) con-
cept, removing the bottleneck of dependencies and permitting the usage of indepen-
dent layers to achieve the development goals. We also subscribe to the concept of

2 https://www.eddi.labs.ai

https://www.eddi.labs.ai
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microservices (already adopted by ELG), which allows us to easily embed our so-
lution in the ELG ecosystem. Our goal was to develop a portable solution that can
run on a small hardware solution (e. g., Raspberry Pi) and that can also be interfaced
with the ELG platform or directly embedded in ELG as a container.

We value change management and have documented all steps to integrate our
solution using “how to” documents and guidelines.

2.1 Use Case 1: Automated Translation of local News

The Newbly3 use case relates to the delivery of local news in foreign languages (see
Figure 1). In this use case, the user interacts via text or voice with YouTwinDi.

• The automated translation translates the topic expressed in the search query into
the local language (set in the configuration).

• YouTwinDi initiates a look up for the topic in local news and social media in the
local language.

• YouTwinDi checks if the news is categorised as fake, in which case the user is
alerted and asked if they want to proceed anyway.

If the news is not categorised as fake, the user is presented with the news and the
news is stored in order to be periodically checked against the fake news database,
which case YouTwinDi will notify the user accordingly.

2.2 Use Case 2: Secure Communication between Virtual Assistants

The second use case revolves around communication between multiple virtual assis-
tants. Imagine a friend has a wish list on an ecommerce platform – you could ask
your friend for access to this list, but that would make your friend anticipate the
present. One solution for this challenge can be personal assistants negotiating for
a piece of information. Your bot could ask your friend’s bot what to gift the friend
based on the online wish list, which, in the case of Amazon, is provided by Alexa. As
your and your friend’s virtual assistants are “friends” themselves (trusted domain),
they are allowed to communicate such information without your friend receiving a
notification.

3 Implementation

The pilot project consisted of five work packages. Work Package 1 was dedicated
to the research of potential suitable hardware to be used for the prototype. In addi-
3 https://newb.ly

https://newb.ly
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Fig. 1 YouTwinDi use case 1: automated translation of local news

tion we verified if running a containerised version of EDDI would be possible on
the shortlisted hardware. For the prototype we decided to use a standard Android
smartphone. We also specified the use cases (see Sections 2.1 and 2.2).

Work Package 2 focused upon the integration of EDDI into the ELG platform
and setting up the needed containers. We implemented the two use cases, as defined
in WP1, on the Android phone. The first use case is defined as translating news
from the German language into other languages, such as Romanian or Croatian using
machine translation tools available in ELG. The second use case concentrates on the
communication between two virtual assistants where one wants to obtain a birthday
wish list from the other assistant’s owner.

Work Package 3 concentrated on preparing the hardware and installing the soft-
ware including the use cases on the selected Android smartphone running in a con-
tainer. In order to accomplish this somemodifications had to be applied to the operat-
ing system. Afterwards we could easily install EDDI running in a container, however,
we came to realise that the ELG language technology tools would be too large to run
on the smartphone in a container. From a security point of view our goal was to have
all technologies on the device in order to provide maximum security and privacy to
users. As this was not possible, we decided for the prototype to be able to call remote
services.
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Work Package 4 was dedicated to finalising and testing the prototype. In addition,
we created a presentation and documented which compromises we had to engage in
compared to the initial specification in WP 1 and WP 2.

Work Package 5 took care of all dissemination activities. This was an ongoing
process from the beginning to the end of the pilot project.We set up a project website4
which was updated on a regular basis with updates and news about the pilot project.
We also posted updates on social media, such as LinkedIn and Twitter. The audience
reached with the project website was, on average, 145 unique users per month. In
total, users were reached from Austria, USA, Czech Republic, China, Netherlands,
Canada, Germany, United Arab Emirates, Switzerland and Croatia.

4 Conclusions and Results of the Pilot Project

Themain technology achievements of our pilot project can be summarised as follows.
We could successfully demonstrate that Docker containers can run on small devices
such as Android smartphones and that applications such as EDDI and databases such
as MongoDB can run within these containers. We could also show that peer-to-peer
networks for communication between virtual assistants are possible with both a pub-
lic and a private section of the accessible data and a handshake and identity check
mechanisms to verify both users of the virtual assistants with key exchange and
end-to-end encryption in order to achieve highest security standards. Based on the
research work during the pilot project and the implemented prototype, we plan to
develop the software further to a minimum viable product.

YouTwinDi is the next step in a digitised world in which the digital twin evolves
and interacts with other digital twins and makes autonomous decisions in the interest
of its human twin. In this scenario, security and digital ethics assure ethical decisions
and IT specialists concur on improving the digital landscape with ethical models.
This vision also includes overcoming language barriers. A continuous match of sup-
ply and demand as well as tailored searches help human twins to improve their lives
in all respects. YouTwinDi uses the most advanced translation and language analy-
sis technologies, allowing the user and its digital twin to interact with all European
citizens without being blocked by language barriers.

We use our existing open source software EDDI which is running in a docker
container for the natural language interface. This prototype is the basis for the devel-
opment of a minimum viable product ready for market launch.

The ELG pilot project YouTwinDi had two major innovation aspects:

Technical innovation For the first time an AI application runs within a Docker
container on a small hardware device without any technical limitations.

Creative-economical innovation The creative-economical innovation relates to the
idea that the digital twin interacts with other digital twins and makes autonomous
decisions in the interest of its human twin.

4 https://youtwindi.com

https://youtwindi.com
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