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Preface

The monograph Multiscale Biomechanics and Tribology of Inorganic and Organic
Systems is dedicated to the memory of Prof. Sergey Grigorievich Psakhie
(02.03.1952–22.12.2018). The topic of the monograph reflects the broad range of
scientific focus areas of Prof. Psakhie. In compiling this book, we attempted to
represent the various aspects of his multifaceted research interests ranging from
theoretical physics research and computer modeling for understanding materials at
the atomic scale up to applied science for solving specific problems of the rocket
and space industry, medicine or geotectonics. The authors of the monograph are the
colleagues of S. G. Psakhie from the Institute, collaborators from his international
network, his former students, participants of the Workshops he organized and his
friends.
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Sergey Psakhie raised and taught two daughters (Olga and Natalia), and son
Ivan. Olga (married name Vasiljeva), a Professor of Biochemistry at Jozef Stefan
Institute (Slovenia) and an expert in protease biology and oncology, has been working
with her father, Sergey Psakhie, on several interdisciplinary projects. Natalia Psakhie
is a product manager working at top Silicon Valley (California) tech companies. Ivan
Psakhie became a scientist in the molecular biology field.

Sergey Psakhie spent a significant period of his childhood in small villages New
Vasyugan, Middle Vasyugan, Kargasok in the north of the Tomsk Region. In some of
these villages there were no kindergartens, so Sergey became independent very early
and learned to read as early as 3 years old. His parents devoted a lot of time to raising
and educating their son, so when Sergey entered the school, the school administration
offered to immediately transfer Sergey to the 2nd grade. Already at school, Sergey
Psakhie manifested diverse interests, high intelligence, and leadership. He was seri-
ously interested in physics and chess, and at the same time passionately engaged
in sports and dances, participated in the performances of the Greek school theater,
and wrote talented poems. At the same time, Sergey demonstrated excellent perfor-
mance in almost all school subjects. In high school, Sergey dreamed of entering a
flight school, but in the end, his father-instilled love of physics won.

Upon school graduation, Sergey Psakhie entered the Physics Department of
Tomsk State University, from which he graduated in 1976.

In 1976–1979, Sergey Psakhie studied at the graduate school of Tomsk State
University (TSU) and carried out scientific research under the guidance of Professor
Viktor E. Panin. Viktor Panin became for Sergey not just a scientific supervisor,
but a teacher, colleague, and like-minded person for many subsequent decades. In
the graduate school of TSU, Sergey Psakhie chose as a scientific specialization a
new, and only emerging at that time, direction: computer modeling of processes and
phenomena in solids at the atomic level. This direction would later become one of
the leading and most successful scientific areas of his future scientific school.

In 1981, Sergey Psakhie successfully defended his thesis for the degree of candi-
date of physical and mathematical sciences. The theme of his dissertation was “Inves-
tigation of the interaction between atoms of alloying elements and vacancies in
diluted aluminum-based alloys”.

From 1980 to 1984, Sergey Psakhie was a junior researcher at the Institute of
Atmospheric Optics of the Siberian Branch of the Academy of Sciences of the USSR
(now V. E. Zuev Institute of Atmospheric Optics of the Siberian Branch of the Russian
Academy of Sciences) in the Department of solid-state physics and materials science.
This department was headed by his scientific adviser Viktor Panin. The best quali-
ties of Sergey Psakhie as a great scientist, such as scientific instinct, understanding
of the physical nature of phenomena, the ability to formulate ideas and results,
and extraordinary organizational talent, were clearly manifested already during this
period.

In 1984, a new research institute was opened in Tomsk—the Institute of Strength
Physics and Materials Science of the Siberian Branch of the Academy of Sciences
of the USSR (after the collapse of the USSR in 1992 it was renamed to the Institute
of Strength Physics and Materials Science of the Siberian Branch of the Russian
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Academy of Sciences, ISPMS SB RAS). Professor Viktor E. Panin was the orga-
nizer and first director of the Institute. Together with him and a group of ambitious
young scientists, Sergey Psakhie came to the new institute as a senior researcher. The
Institute became for Sergey Grigorievich a scientific home for the rest of his life.
ISPMS SB RAS is associated with all of his key scientific and career achievements.

In 1985, young ambitious scientist Sergey Psakhie founded a new Laboratory of
automation (from 1998, the Laboratory of computer-aided design of materials) and
became its head. The scientific formation of his best students have been working
in this laboratory. Among them are Dr. Konstantin P. Zolnikov, Dr. Sergey Yu.
Korostelev, Dr. Alexey Yu. Smolin, Dr. Andrei I. Dmitriev, Dr. Evgeny V. Shilko,
Dr. Andrey V. Dimaki, and many others.

Sergey Psakhie (second from the left) with visitors in the Laboratory of computer-aided design of
materials (ca. 1990)

In 1990, Sergey Psakhie successfully defended his dissertation for the degree of
Doctor of Physical and Mathematical Sciences at the age of only 38 years and in 1991
received a Doctor of Science degree. The theme of his dissertation was “Interparticle
interactions and nonlinear properties of metals under mechanical stress”.

In 1991, Sergey Psakhie took the post of deputy director of the Institute for
Research. In this position, he worked until 1993.

In 1994, Sergey Psakhie worked as a visiting professor at North Carolina State
University (USA) by the invitation of one of the leading experts in high-rate processes
and phenomena in solids, professor Yasuyuki (Yuki) Horie. Work at NCSU signifi-
cantly changed the worldview of Sergey Psakhie. He fully realized that world-class
science can only be successfully developed in close international cooperation. The
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foundations of such cooperation were laid in the American period of his career, and
Sergey Psakhie was engaged in its development throughout his subsequent scientific
career at ISPMS SB RAS. Close collaboration of Sergey Psakhie and his research
team with leading American, European and Chinese scientists enabled the achieve-
ment of advanced fundamental and applied results in materials science, and led to
international recognition in the form of highly cited papers in high ranked journals,
international patents, and scientific contracts with leading European universities and
international industrial corporations.

The period of work at the NCSU has become extremely fruitful scientifically. In
collaboration with Prof. Yasuyuki Horie, Sergey Psakhie developed a new particle
method, namely, movable cellular automaton (MCA) method. This method was
originally developed to model mechanically activated chemical reactions in powder
mixtures. In fact, it was a hybrid numerical technique, which combines the formalisms
of discrete element and cellular automaton methods. Later, the formalism of this
method was used to create an advanced implementation of the discrete element
method, namely of the method of homogeneously deformable discrete elements.

In the same year 1994, Sergey Psakhie became a member of the New York
Academy of Sciences and American Ceramic Society.

From 1995 to 2002, Sergey Psakhie continued his scientific work at ISPMS SB
RAS as the head of the Laboratory of computer-aided design of materials in close
international cooperation with Prof. Yuki Horie, Prof. Zongguang Wang (Institute of
Metal Research CAS, China), Dr. Stanko Blatnik (Jožef Stefan Institute and INOVA
d.o.o., Slovenia), Dr. Simon Zavsek (Velenje Coal Mine, Slovenia), Prof. Jože Pezdič
(University of Ljubljana), Prof. Georg-Peter Ostermeyer (Technische Universität
Berlin, Technische Universität Braunschweig after 2002) and Prof. Valentin L. Popov
(Universität Paderborn, Technische Universität Berlin after 2002). Sergey Psakhie
was closely related to these scientists not only by joint research, but also by many
years of friendship.

Thanks to broad scientific collaboration, several new areas of the Sergey Psakhie
scientific school were created during this period, and later became extremely
successful:

• development of the formalism of hybrid cellular automaton method (the coupled
discrete element–finite difference numerical technique) for the study of gas-
saturated and fluid-saturated porous materials including coal, sandstone, bone
tissues and so on;

• computational study of friction and wear in technical and natural tribounits at
different scales using a particle-based approach;

• development of an approach to stress state prognosis and managing the displace-
ment mode and seismic activity of tectonic faults.

The latter approach was co-developed in collaboration with prominent experts
in geology and geophysics, Prof. Sergey V. Goldin and Dr. Valery V. Ruzhich. In
addition to computational modeling, a key component of these studies was the long-
term field research in the dynamics of the segments of tectonic faults and the Lake
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Baikal ice cover, as a model block-structured medium. These studies included long-
term monitoring of displacements and seismicity in combination with managing
impacts (explosions, vibrations, fluid injection). An important result of these studies,
which Sergey Psakhie was rightly proud of, is the Patent of Russian Federation (2006)
“A method for controlling the displacement mode in fragments of seismically active
tectonic faults”.

Sergey Psakhie’s colleague, Prof. Valentin L. Popov, has contributed to the devel-
opment of the three aforementioned scientific areas. He initiated and participated in
a large number of joint projects and is the co-author of dozens of joint papers. For
the past two decades, Valentin Popov has been Sergey Psakhie’s closest friend.

In 2002, Sergey Psakhie took a new decisive step. He became the director of his
native Institute (ISPMS SB RAS), succeeding his teacher Academician Viktor E.
Panin in this post. Sergey Psakhie made this decision after much deliberation, but
subsequently he never regretted it. In his new post, Sergey Psakhie became one of
the most famous and successful directors of research institutes in Russia and was
able to execute the most ambitious projects in a wide spectrum of scientific fields
from materials science and mechanical engineering to geotectonics and biomedicine.
Under the leadership of Sergey Psakhie, the ISPMS SB RAS developed rapidly and
in 2017 became one of the top research institutes in Russia. It is a first-rank institute
and is included in the TOP-10 Russian scientific institutes based on the number of
papers published in journals indexed in Web of Science.

Despite working at the research institute, Sergey Psakhie never lost touch with
his Alma Mater. Since 1992, he worked as a professor at the Department of Strength
and Design of Tomsk State University, and in 2005 he took the post of head of
the Department of High Technology Physics in Mechanical Engineering at Tomsk
Polytechnic University. Working both at the research institute and at leading Tomsk
universities, Sergey Psakhie made an invaluable contribution to the formation of
Tomsk Consortium of Scientific and Educational Organizations enabling integration
of Tomsk’s educational and scientific systems.

Sergey Psakhie believed that the presence of scientific schools in Russia, including
strong Tomsk scientific schools in the fields of theoretical physics, material science,
and advanced medicine, is a key advantage of the education system in the Russian
Federation. He always considered Tomsk as a place of attraction for the implemen-
tation of joint projects with world leading scientific organizations and did a lot to
form such projects in the field of materials science. Examples are the project aimed to
develop and create the production of advanced wound healing materials “VitaVallis”,
development of a new multi-beam electron beam technology for high-performance
additive production of large-size metal products and structures for key industries in
Russian Federation.

The high reputation of Sergey Psakhie as an outstanding organizer of science,
determined his active and multifaceted work in the Russian Academy of Sciences.

From January 2004, he combined presiding the ISPMS SB RAS with the post
of the Deputy Chairman of the Presidium of the Tomsk Scientific Center of the SB
RAS, and from 2006 to 2013 with the post of the Chairman of the Presidium of the
Tomsk Scientific Center of the SB RAS.
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Sergey Psakhie was one of the key leaders in the Siberian Branch of the Russian
Academy of Sciences, a member of the Presidium of the SB RAS, and Deputy
Chairman of the SB RAS contributing to innovative activities and the development
of integrated scientific and educational systems in Siberia.

The merited recognition of Sergey Psakhie’s high scientific and organizational
achievements and scientific reputation led to his election as a Corresponding Member
of the Russian Academy of Sciences in 2011.

Sergey Psakhie has contributed to scientific and organizational work in multiple
governmental, municipal, and public organizations. He was a member of the Russian
Foundation for Basic Research (RFBR) Council, the Russian National Committee on
Theoretical and Applied Mechanics, the Russian National Committee on Tribology,
the Interstate Coordination Council on physics of strength and plasticity of materials,
the Innovation Council of the Siberian Branch of the Russian Academy of Sciences,
multiple coordination councils (including international), the expert committee of
the Russian Youth Prize in Nano-industry, the committee for the competition of
technological projects, the Tomsk Region Administration, a number of councils for
awarding prizes in the Tomsk Region, etc. Over the years, he was a member and
co-chair of the organizing committees of many international conferences. He was a
member of the editorial boards of three international journals.

For his tenure and achievements in science and the organization of science and
education in Russia, Sergey Psakhie was awarded a large number of honors including
the title of “Honorary Worker of Science and Technology of the Russian Federation”,
the medal of the Russian Cosmonautics Federation “For Merits”, honorary badges
of the SB RAS “Silver Sigma”, the medal “Honored Veteran of the SB RAS”, and
the Order of Friendship, among others.

Despite the high workload of organizational activities, Sergey Psakhie always
considered science as his main priority. His great fundamental knowledge, unusu-
ally wide erudition, sharp mind, and talent made it possible to achieve great results
in various scientific fields. Sergey Psakhie has always actively supported interdis-
ciplinary research conducted at the intersection of different sciences. He saw the
prospect of such research in the fact that well-established methods and approaches
from one field of science, after some modification, can be efficiently used to obtain
breakthrough results in another scientific field. The range of scientific interests of
Sergey Psakhie was unusually broad and covered the problems of theoretical research
and computer modeling of complex nonlinear processes in technical and natural
(biological and geological) materials.

In the last decade, Sergey Psakhie’s main research interests have been related
to the study of the interactions between hard matter and soft matter in multiphase
contrast materials, the study of the features and anomalies of the behavior of solids
under mechanical confinement (confined matter), the study of dusty plasma, etc. In
particular, implementation of the method of particles (movable cellular automaton
method) which he developed in cooperation with Prof. Y. Horie and Prof. V. Popov
has been broadly used to solve fundamental and important practical problems in the
field of mechanics of solids, fracture mechanics, mechanics and physics of friction
and wear, geomechanics and tectonophysics, biomedicine.
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In 2007, he initiated a new scientific direction connected with the theoretical study
of plasma-dust crystals. The study of dusty plasma, which is often called the new
state of matter, is one of the most promising scientific fields and is developed by
collaborations of leading scientific groups around the world.

Since his student years and throughout his scientific career, Sergey Psakhie was
actively involved in radiation materials science. His first publications in 1980s were
dedicated to this topic. In the 2000s, Sergey Psakhie initiated scientific cooperation
with A. A. Bochvar High-Technology Scientific Research Institute for Inorganic
Materials (Moscow, Russia), the lead institution for the development of promising
structural materials for nuclear power engineering. This extremely fruitful collab-
oration brought together several leading Russian scientific teams and continues to
this day. The results of theoretical studies of Sergey Psakhie’s scientific group are
unique and important for the development of new materials for nuclear energy, as they
shed light on the particular behavior of solids under conditions of high temperatures,
pressures and radiation exposure that materials experience in the core of nuclear
reactors.

A large place in the professional activity of Sergey Psakhie in recent years has
been devoted to scientific and technical cooperation with S.P. Korolev Rocket and
Space Corporation Energia (Korolev, Russia). Joint research was aimed at solving
specific problems of the rocket and space industry. Among the largest projects imple-
mented was the development of methods and equipment for non-destructive testing of
welded joints, the efficient friction stir welding technology, 3D-printing technology
of products from polymeric materials under zero-gravity conditions, a new method
and equipment for repair and restoration of the surface of glass illuminators damaged
as a result of the impact of micrometeorites, and others. A huge role in the implemen-
tation of these ambitious projects was played by Alexander G. Chernyavsky, Deputy
Chief Designer of S. P. Korolev Rocket and Space Corporation Energia, who became
not only a like-minded person, but also a friend of Sergey Psakhie.

Sergey Psakhie initiated and implemented innovative scientific direction related
to the physics of nanoscale states of substances. Since the mid-2000s, the ISPMS SB
RAS has become one of the leading nanotechnology innovation centers in Russia.

Sergey Psakhie made a great contribution to the study of the biological effect
of low-dimensional metal oxide nanostructures and their use for biomedical appli-
cations, including the creation of new cancer treatment strategies. Latter studies
have been performed in collaboration with his daughter, Prof. Olga Vasiljeva (Jozef
Stefan Institute, Slovenia). As such, his publication with multidisciplinary interna-
tional team “Ferri-liposomes as an MRI-visible drug-delivery system for targeting
tumors and their microenvironment” published in Nature Nanotechnology journal,
has more than 300 citations. In 2018, Sergey Psakhie and his team received a
US patent for the use of such materials to suppress tumor growth (US Patent
10105318 “Low-dimensional structures of organic and/or inorganic substances and
use thereof”).

The staff of his laboratory and chair treated Sergey Psakhie not just as head and
colleague, but as a Teacher and Scientist. Over the years, he mentored 5 Doctors of
Sciences and about 20 Candidates of Science (Ph.D.), and published with co-authors
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more than 300 papers. Nowadays, students of his students are successfully defending
scientific dissertations.

Sergey Psakhie suddenly passed away on December 22, 2018. On the morning
of the day of his death, he met with colleagues and had a long list of planned events.
The death of a talented Russian physicist, an outstanding organizer of science, a
man who devoted himself to serving and promoting science, shocked the entire
Tomsk scientific and educational community and the large number of his Russian
and international colleagues and friends.

The loss of such a great scientist and person is shocking and irreparable and will
remain so for many more years. Nonetheless, the principles of scientific activities
created and applied by Sergey Psakhie, his scientific ideas and undertakings would
allow the ISPMS SB RAS, Tomsk and Russian science to successfully develop
further. Multiple colleagues, collaborators and mentees of Sergey Psakhie will
continue to implement the initiatives of Sergey Psakhie and carry on his innovative
work.

The name Sergey G. Psakhie is forever inscribed in gold letters in the history of
Russian and international science.

Sergey Grigorievich Psakhie (02.03.1952–22.12.2018)
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2 Georg-Peter Ostermeyer: Twenty Years of Friendship
with Sergey Psakhie

G.-P. Ostermeyer is director of the Institute of Dynamics and Vibrations at the
University of Braunschweig, Germany.

My wife Ulrike and I first met Professor Psakhie in 1999 in Berlin. There, at the
TU Berlin, I established a Collaborative Research Center on friction and invited Prof.
Psakhie several times in this context. Besides scientific discussions, we also explored
Berlin together and went on extensive hikes in the nature around Berlin. We became
friends very soon and he remained our very good friend until the end.

This was also because we were both interested in the philosophy of discrete
methods in tribology. We both shared the opinion that mesoscopic simulation
methods in particular are essential for tribology. We were in contact all the time
and have developed together many ideas. One of these ideas was the simulation of
the thermalization process on the mesoscale based on the Shannon theorem. The
method of meso particles, which I developed in the late 1990s, and the method of
movable cellular automata, developed by Sergei Psakhie, solved this problem in
different ways, and the combination of both approaches was a very attractive idea.

It was always a pleasure to have discussions with Sergey Psakhie. With his very
broad range of interests and his extensive experience in discrete methods, we would
often return to the topic of numerical modeling of multiscale phenomena. Examples
of such are material textures in friction processes, which react on slow time scales with
surprising motion dynamics, to friction loads, or chemical reactions in the friction
boundary layer, which are found on completely different time and size scales. We
were fascinated by the idea of treating multiscale effects with different abstract, i.e.
scale-independent, methods, whereby the interconnection of these methods alone
represents the scale spread. My wife Ulrike, a mathematician, was always fascinated
by the mathematical depth of his argumentation even on topics, which were quite far
from his fields of research, and Sergey Psakhie enjoyed these inspiring discussions
with her.

The last time we met personally was during the International Workshop “Advances
in Tribology: Science, Technology and Education” in Karlovy Vary in 2015, orga-
nized by Sergey Psakhie together with Valentin Popov and myself. This meeting was
like a throwback to the early days of our friendship. Once again, we were walking
(and working) together in the nature. One time the three of us took a shortcut on the
way back to the hotel - but the intensive discussions made sure that we didn’t arrive
any earlier. The plan to hold a joint conference in Tomsk was born and we made
plans to try to organize this conference thematically and chronologically.

Unfortunately, these plans could not be realized because Sergei Psakhie left us
suddenly and completely unexpectedly in December 2018. This was a great shock
for all of us.

I am very glad that I can contribute to the memory of the great scientist and man
Sergei Psakhie by co-editing this monograph and co-organizing the commemorative
workshop on “Multiscale Biomechanics and Tribology of Inorganic and Organic
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Systems” in Tomsk in October 2019. My wife and I experienced and got to know
Tomsk, the home city of Sergey, up close for the first time. We visited his place of
work, and also the nature around Tomsk, with the feeling that he was still very much
with us.

At the German-Russian Workshop “Advances in Tribology: Science, Technology and Education”,
Karlovy Vary, Czech Republic, March 2, 2015. First row left: S. G Psakhie, rigth: G. P. Ostermeyer,
behind them: Ulrike Ketterl-Ostermeyer. Other participants (from the left): E. Shilko, V. Aleshin,
M. Popov, V. Popov, A. Smolin, A. Dmitriev, R. Pohrt, J. Starcevic, E. Kolubaev, A. Korsunsky,
A. Dimaki

3 Valentin L. Popov: A Word of Sergey Psakhie

V. L. Popov is the head of Department of System Dynamics and Friction Physics at
the Technische Universität Berlin.

My collaboration and close friendship with Sergey Grigorievich Psakhie started in
1997. Together with Prof. E. Santner, at that time the head of tribology department of
the Federal Institute of Materials Research and Testing (BAM), we submitted a joint
project devoted to simulation of tribological processes with the Method of Movable
Cellular Automaton. This project became a great success and established for many
years one of research directions at the BAM.

Sergey Psakhie was the most important partner of the Department of System
Dynamics and Friction Physics of Technische Universität Berlin, which I headed
since 2002. Our cooperation covered diverse areas to which tribology can be applied:
molecular motors and earth tectonics, problems of material wear and damping of
aerospace structures, active control of friction and, of course, numerical modeling
methods in tribology. Most important for us was scientific collaboration in the field of
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application of mesoparticle approach, in particular Cellular Automata, to tribological
problems. Among a large number of papers, I can highlight our very fundamental and
highly cited programmatic joint paper, “Numerical Simulation Methods in Tribol-
ogy”, appeared in 2007, which contained the most important future developments
in this field such as Method of Dimensionality Reduction, applications of MCA and
stochastic differential equations.

The forms of cooperation were correspondingly manifold: annual German-
Russian workshops (in fact international conferences), seismological field expedi-
tions, multiple joint projects, invited professorships, international laboratories, visits
of student groups, academic exchanges and finally the Double Degree Program with
the Polytechnic University initiated by Prof. Psakhie in 2006. The program ran on
the base of the Department of High Technology Physics in Mechanical Engineering
headed by Sergey Psakhie. Since that time, about 100 German students studied in
Tomsk thanks to these programs.

Sergey Psakhie was director of an academic institute. And he suited this position
very well. He was a surprisingly harmonious and versatile person. Despite the fact
that he devoted his life to materials, he was always attracted to biological topics. He
believed that the twenty-first century is the century of biology, especially molecular
biology. He was an expert in both fields. And not just an expert. He was a visionary,
theorist and practitioner in one. Sergey Psakhie was a very erudite and well-read man.
My wife Elena, a philologist with a double education (graduated from the Tomsk
State University in Russian philology and from Paderborn University in German
philology) had many times to urgently re-read works, heroes or conflicts of which
Sergey mentioned.

In October of 2018, Sergey Psakhie and I, together with the rector of TSU, Eduard
Vladimirovich Galazhinsky, discussed a new scientific direction - active biocon-
tact mechanics, the purpose of which is the natural restoration of joints controlled
by mechanical and medical means, instead of surgical replacement. Already in
December 2018 the preparation of a joint multilateral project was in full swing.
But when I received the sad news on Saturday morning, 22. December 2018, my
thoughts were not about cooperation and not about laboratories. Because Sergey
Psakhie was not only my colleague, but also a close friend of my whole family. The
memory machine has started and cannot stop until now…

In 2005, we celebrated Christmas at the Baltic Sea, in Warnemünde. It is easy
to imagine the weather in North Germany at the end of December. Nevertheless,
Sergey jokingly suggested taking a swim next morning. Indeed, at 6.00 am in the
morning, still in the dark, my sons, Nikita and Misha woke him up and pulled him to
go swimming. There is a historical photograph capturing Sergey Psakhie with Nikita
and Misha swimming in fur hats in the Baltic Sea on the 25th of December.

We often took vacations together and Sergey supplied us with ideas for movies to
watch. One of these movies was “The Discreet Charm of the Bourgeoisie” by Luis
Bunuel, which we watched many times.

Like many parents, I sometimes suffer from a critical attitude towards my children.
Sergey constantly corrected me and told me how talented they are and what they
fascinate him with.
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Sergey introduced Russia to my German colleagues. I would like to mention just
two names: Jasminka Starcevic, who was a devoted close friend of Sergey Psakhie;
and, of course, Professor Ostermeyer with his wife Ulrike, with whom Sergey Psakhie
had a family friendship.

Sergey Psakhie was a true friend who we regard as a member of our family. He
entered our lives a long time ago and will remain in them forever.

Sergey Psakhie and Valentin Popov at the German-Russian Workshop on “Numerical simulation
methods in tribology: possibilities and limitations” (Technische Universität Berlin, March 2005)

4 Lev B. Zuev: From My Memories of Sergey G. Psakhie

L. B. Zuev is the head of Laboratory of Strength Physics at the Institute of Strength
Physics and Materials Science, SB RAS.

I met Sergey Grigorievich Psakhie in 1983. At that time, I headed the Department
of Physics at the Siberian Metallurgical Institute in Novokuznetsk, but my moving
to the Institute of Strength Physics and Materials Science in Tomsk (which had just
formed) was under discussion. The future director of the institute, V. E. Panin, invited
me to participate in a Session of the Scientific Council of the USSR Academy of
Sciences on strength and ductility. The session was held in a pioneer camp in the
village of Zavarzino, located close to the Tomsk Academic Township. Sergey Psakhie
was responsible for organization of this Session. It was the fall of 1983 - four months
before the official opening of the Institute.



14 E. V. Shilko et al.

I worked with Sergey Psakhie as his deputy for ten years, from 2002 to 2012.
In these years, on his initiative, the research topics and the structure of the Insti-
tute have been substantially modernized. New laboratories and new research areas
opened, often quite distant from the physics of strength, but ideally fitting into mate-
rials science in a broader sense. The technological base of the Institute has been
significantly expanded and improved. This allowed rapid progress in our research at
the highest international level.

I liked the style of the meetings Sergey Psakhie ran at the Institute. They were rela-
tively brief. He usually listened to a number of points of view, which were presented
by the participants, and then quickly made a decision. I want to note that the decision
was made at the right time, not too early, and not too late. This contributed to the
formation of an optimal point of view, but excluded a long debate that almost never
leads to a useful result.

It seems important to me that Sergey Psakhie had a sense of what is now called
“growth points”, an ability to notice teams and people who have the potential
for growth and development. He always considered it his duty to promote their
development, which, in turn, contributed to the progress of the Institute as a whole.

I think that even organizational work gave Sergey Psakhie pleasure. He clearly
sought to concentrate in his hands the work on opening new areas of research,
networking, negotiations, making key decisions, choosing partners, etc.

I was twelve years older than Sergey Psakhie, and with such a difference in age
we have not been friends. However, closer, what is called “human” contacts with him
developed due to my health problems. His enormous decisive help in this respect
did not belong to the scope of duties of director. When a medical treatment was
necessary, he immediately picked up the phone, called medical doctors he knew, and
even accompanied me to the hospital, which was not necessary at all. Sergey Psakhie
considered such help a person’s duty.

I am thankful to Sergey Psakhie for a lot, and especially for the editing of my book
“Autowave plasticity. Localization and collective modes”, which was published in
2018. He proposed the concise title of this monograph and wrote a short introduction
to it. I still managed to present him a copy of the book…

I think that Sergey Psakhie was a man of integrity, and such people are always
complex. Nevertheless, I am happy that I had the opportunity to work with him for
a long time…
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Meeting of the director board of ISPMS SB RAS (ca. 1985). Third from the left: S. G. Psakhie,
second from the left L. B. Zuev. The meeting is chaired by the founder and first director of ISPMS
SB RAS, V.E. Panin

5 Valery V. Ruzhich: On the “Earthquake Vaccine” Project
of Sergey Psakhie

V. V. Ruzhich is the Principal Researcher of the laboratorium of Sesimology at the
Institute of Earth’s Crust, SB RAS, Irkutsk.

The eternal question of how to reduce the destructive consequences of strong
earthquakes remains unresolved for many thousands of years. Humanity does not
have means to affect the energetics of the deep tectonic processes leading to earth-
quakes. However, it is legitimate to pose the question: is it possible to find ways
to reduce, disperse, or “streamline” the rampant play of the underground elements,
manifested in the form of seismo-tectonic catastrophes? This issue was at the center
of the project that emerged in the late 1990s and was realized under guidance of
Sergey Psakhie. Journalists called the methods developed in the framework of this
project “vaccination” from earthquakes.

Our first meeting with Sergey Psakhie took place in 1999 at the initiative of
Academician Sergei Vasilievich Goldin at one of the interdisciplinary seminars. The
ambitious idea of creating methods of controlled technogenic impacts on faults to
mitigate and dissipate the destructive energy stored in the crust interested Sergey
Psakhie, although it was very far from the subject of his main research. He belonged
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to a rare category of researchers with a huge arsenal of knowledge and own scien-
tific developments, but at the same time very sensitive to innovation. He initiated a
project with participation of specialists from 7 scientific organizations of the Russian
Federation and Technische Universität Berlin. By 2003, at the Listvyanka landfill
in the Angarsk seismically active fault zone, wells were drilled, strain and seismic
regime monitoring was organized, and the seismic zone was modeled theoretically. In
August 2004, original field experiments were conducted on a real seismic hazardous
fault with vibrations, shocks and explosions in combination with injecting water
solutions through wells into particular fault fragments. With this complex action, it
was possible to induce an accelerated creep mode and to shift the fault banks on the
length of about 100 m by 8–10 mm. In 2006, these unique results were recognized by
the Siberian Branch of the Russian Academy of Sciences as a breakthrough in seismic
research. In the same year, the authors obtained the patent of the Russian Federation
“A method for controlling the displacement mode in fragments of seismically active
tectonic faults”.

Ice chronicle on Baikal. In 2005 Sergey Psakhie proposed a unique scientific
project to study the conditions of deformation and dynamic fracture of the ice cover
of Lake Baikal, related to the seismically active Baikal rift basin. Annually, many kilo-
meters long main cracks occur in the ice cover, which are accompanied by dynamic
phenomena called ice impacts - registered in the form of seismic tremors with an
energy comparable to weak tectonic earthquakes. It was assumed that their study
might facilitate understanding of similar processers in the lithosphere. An interdisci-
plinary team of researchers from several scientific institutions, under the guidance of
Sergey Psakhie, collected information that contributed to improvement of methods
for controlling the regimes of seismic emission generation.

Our last meeting with Sergey Psakhie took place in Tomsk in the fall of 2018,
during the annual international conference. With his extensive scientific and organi-
zational activities, Sergey subjected his health to extreme loads, reaching far beyond
the functions of the director of a research institute. His regular trips to Moscow and
Novosibirsk for solving numerous organizational and funding issues did not leave
him any time for recreation. At our last lunch in the cafe of the Academic Township
in Tomsk, we discussed the plan for a joint winter expedition in 2019 on the ice
of Lake Baikal. When parting, I asked him about his health—he looked tired, but
habitually lively. Sitting behind the steering wheel of his SUV, he cheerfully replied:
“Fine, only the left lower leg aches a little…”

Two months later, on the day of my birth, friends from Tomsk sent a deafen-
ingly deplorable message about the sudden tragic departure of Sergey Grigorievich
Psakhie…

As a tribute of deep respect and in memory of Sergey Psakhie, it is necessary for
all of us, his friends and followers to continue research on improving the “vaccine”
that is in great demand by the international community against imminent seismic
disasters.
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On the ice of Lake Baikal. Prof. Ruzhich is the right in the front row. Prof. Psakhie is behind him

6 Most Important Publications of Prof. Sergey
Grigorievich Psakhie

I. Particle-based and continuum approaches to computational modeling of
materials

Development of particle-based and continuum approaches to computational
modeling of the mechanical behavior of materials under complex loading conditions.

1. Grigoriev, A. S., Shilko, E. V., Skripnyak, V. A., Psakhie, S. G. (2019). Kinetic
approach to the development of computational dynamic models for brittle
solids, International Journal of Impact Engineering, 123, 4–25.

2. Grinyaev, Yu. V., Chertova, N. V., Shilko, E. V., Psakhie, S. G. (2018). The
continuum approach to the description of semi-crystalline polymers defor-
mation regimes: the role of dynamic and translational defects, Polymers, 10,
1155.

3. Psakhie, S. G., Dimaki, A. V., Shilko, E. V., Astafurov, S. V. (2016). A
coupled discrete element-finite difference approach for modeling mechan-
ical response of fluid-saturated porous materials, International Journal for
Numerical Methods in Engineering, 106, 623–643.

4. Shilko, E. V., Psakhie, S. G., Schmauder, S., Popov, V. L., Astafurov, S. V.,
Smolin, A. Yu. (2015). Overcoming the limitations of distinct element method
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for multiscale modeling of materials with multimodal internal structure,
Computational Materials Science, 102, 267–285.

5. Psakhie, S. G., Shilko, E. V., Grigoriev, A. S., Astafurov, S. V., Dimaki,
A. V., Smolin, A. Yu. (2014). A mathematical model of particle–particle
interaction for discrete element based modeling of deformation and fracture
of heterogeneous elastic–plastic materials, Engineering Fracture Mechanics,
130, 96–115.

6. Psakhie, S. G., Shilko, E. V., Smolin, A. Yu., Dimaki, A. V., Dmitriev, A. I.,
Konovalenko, Ig. S., Astafurov, S. V., Zavsek, S. (2011). Approach to simu-
lation of deformation and fracture of hierarchically organized heterogeneous
media, including contrast media, Physical Mesomechanics, 14, 224–248.

7. Grinyaev, Yu. V., Psakhie, S. G., Chertova, N. V. (2008). Phase space of solids
under deformation, Physical Mesomechanics, 11, 228–232.

8. Psakhie, S. G., Smolin, A. Yu., Stefanov, Yu. P., Makarov, P. V., Chertov, M.
A. (2004). Modeling the behavior of complex media by jointly using discrete
and continuum approaches, Technical Physics Letters, 30, 712–714.

9. Psakhie, S. G., Horie Y., Ostermeyer G.-P., Korostelev, S. Yu., Smolin,
A. Yu., Shilko, E. V., Dmitriev, A. I., Blatnik, S., Spegel, M., Zavsek, S.
(2001). Movable cellular automata method for simulating materials with
mesostructured, Theoretical and Applied Fracture Mechanics, 37, 311–334.

10. Popov, V. L., Psakhie, S. G. (2001). Theoretical principles of modeling elasto-
plastic media by movable cellular automata method. I. Homogeneous media,
Physical Mesomechanics, 4, 15–25.

11. Psakhie, S. G., Horie, Y., Korostelev, S. Yu., Smolin, A. Yu., Dmitriev, A. I.,
Shilko, E. V., Alekseev, S. V. (1995). Method of movable cellular automata as a
tool for simulation within the framework of mesomechanics, Russian Physics
Journal, 38, 1157–1168.

II. Contact interaction, friction and wear
1. Dimaki, A. V., Dudkin, I. V., Shilko, E. V., Psakhie, S. G., Popov, V. L. (2020).

Role of Adhesion Stress in Controlling Transition between Plastic, Grinding
and Breakaway Regimes of Adhesive Wear, Scientific Reports, 10, 1585.

2. Willert, E., Dmitriev, A. I., Psakhie, S. G., Popov, V. L. (2019). Effect of elastic
grading on fretting wear, Scientific Reports, 9, 7791.

3. Popov, V. L., Dimaki, A. V., Psakhie, S. G., Popov, M. V. (2015). On the role
of scales in contact mechanics and friction between elastomers and randomly
rough self-affine surfaces, Scientific Reports, 5, 11139.

4. Li, Q., Dimaki, A., Popov, M., Psakhie, S. G., Popov, V. L. (2014). Kinetics
of the coefficient of friction of elastomers, Scientific Reports, 4, 5795.

5. Psakhie, S. G., Popov, V. L., Shilko, E. V., Smolin, A. Yu., Dmitriev, A. I.
(2009). Spectral analysis of the behavior and properties of solid surface layers.
Nanotribospectroscopy, Physical Mesomechanics, 12, 221–234.

6. Popov, V. L., Psakhie, S. G. (2007). Numerical simulation methods in
tribology, Tribology International, 40, 916–923.
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7. Bucher, F., Dmitriev, A. I., Ertz, M., Knothe, K., Popov, V. L., Psakhie, S. G.,
Shilko, E. V. (2006). Multiscale simulation of dry friction in wheel/rail contact,
Wear, 261, 874–884.

8. Popov, V. L., Psakhie, S. G., Dmitriev, A. I., Shilko, E. V. (2003). Quasi-fluid
nano-layers at the interface between rubbing bodies: simulations by movable
cellular automata, Wear, 254, 901–906.

9. Popov, V. L., Psakhie, S. G., Shilko, E. V., Dmitriev, A. I., Knothe, K., Bucher,
F., Ertz, M. (2002). Friction coefficient in “rail-wheel” contacts as a function
of material and loading parameters, Physical Mesomechanics, 5(3-4), 17–24.

III. Seismic activity of geological media and controlling displacement modes in
fault zones

1. Shilko, E. V., Dimaki, A. V., Psakhie, S. G. (2018). Strength of shear bands in
fluid-saturated rocks: a nonlinear effect of competition between dilation and
fluid flow, Scientific Reports, 8, 1428.

2. Ruzhich, V. V., Psakhie, S. G., Chernykh, E. N., Shilko, E. V., Levina, E. A.,
Dimaki, A. V. (2018). Baikal ice cover as a representative block medium for
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3. Grigoriev, A. S., Shilko, E. V., Astafurov, S. V., Dimaki, A. V., Vysotsky, E.
M., Psakhie, S. G. (2016). Effect of dynamic stress state perturbation on irre-
versible strain accumulation at interfaces in block-structured media, Physical
Mesomechanics, 19, 136–148.

4. Psakhie, S. G., Dobretsov, N. L., Shilko, E. V., Astafurov, S. V., Dimaki, A. V.,
Ruzhich, V. V. (2009). Model study of the formation of deformation-induced
structures of subduction type in block-structured media. Ice cover of Lake
Baikal as a model medium, Tectonophysics, 465, 204–211.

5. Psakhie, S. G., Shilko, E. V., Astafurov, S. V., Dimaki, A. V., Ruzhich, V.
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the Earth’s crust, Doklady Earth Sciences, 413, 155–159.
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63–66.

IV. Vortices as a fundamental mechanism of material response to loading
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(2018). The fundamental regularities of the evolution of elastic vortices gener-
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V. Atomic mechanisms of inelastic deformation of crystalline solids
1. Psakhie, S. G., Zolnikov, K. P., Kryzhevich, D. S., Korchuganov, A. V. (2019).
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moving partial dislocations in copper nanocrystals, Scientific Reports, 9, 3867.
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Biomechanical and Tribological Aspects
of Orthopaedic Implants

Irena Gotman

Abstract Orthopaedic and dental implant treatments have allowed to enhance the
quality of life of millions of patients. Total hip/knee arthroplasty is a surgical replace-
ment of the hip/knee joint with an artificial prosthesis. The aim of joint replacement
surgery is to relieve pain improve function, often for sufferers of osteoarthritis, which
affects around a third of people aged over fifty. Nowadays, total hip and knee replace-
ment (THR) surgeries are considered routine procedures with generally excellent
outcomes. Given the increasing life expectancy of the world population, however,
many patients will require revision or removal of the artificial joint during their life-
time. The most common cause of failure of hip and knee replacements is mechanical
instability secondary to wear of the articulating components. Thus, tribological and
biomechanical aspects of joint arthroplasty are of specific interest in addressing the
needs of younger, more active patients. The most significant improvements in the
longevity of artificial joints have been achieved through the introduction of more
wear resistant bearing surfaces. These innovations, however, brought about new
tribocorrosion phenomena, such as fretting corrosion at the modular junctions of hip
implants. Stiffness mismatch between the prosthesis components, non-physiological
stress transfer and uneven implant-bone stress distribution are all involved in prema-
ture failure of hip arthroplasty. The development of more durable hip and knee pros-
theses requires a comprehensive understanding of biomechanics and tribocorrosion
of implant materials. Some of these insights can also be applied to the design and
development of dental implants.
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1 Introduction to Orthopaedic and Dental Implantable
Devices

Orthopaedic and dental implants are surgical components that replace or inter-
face with the bone. The most important implantable orthopaedic devices are total
joint replacements, primarily total hip (THR) and total knee replacements (TKR),
Fig. 1(left).

The aim of joint replacement surgical procedure (arthroplasty) is to relieve pain,
improve function, and enhance quality of life, often for sufferers of osteoarthritis,
which affects around a third of people aged over 50. Worldwide, more than one
million THR surgeries and about two million TKR surgeries are performed every
year, approximately 50% of which are done in the US. The rapidly aging population
and a high prevalence of degenerative bone conditions in the elderly drive the demand
for joint replacements even higher. According to American Academy of Orthopaedic
Surgeons, the number of primary THRs in the US is projected to reach 635,000 in the
year 2030 (171% increase vs. year 2014) and 1.23 million in the year 2060 (330%
increase). Similarly, the projections for primary TKR are 1.28 million in the year
2030 (189% increase vs. year 2014) and 60 million in the year 2060 (382% increase).

Total joint arthroplasty is considered one of the most successful surgical interven-
tions performed today. The reported survivorship after 15 years is above 90% for total
hip replacements [1] and ranges between 82 and 98% for total knee replacements [2].
Despite this success, failures of joint replacements do occur, in which case the patient
is required to undergo a revision surgery to replace the failed implant. In fact, the
number of revision procedures is increasing faster than the number of primary arthro-
plasties. The projections of American Academy of Orthopaedic Surgeons for the US
are 72,000 revision THRs (142% increase vs. year 2014) and 120,000 revision TKRs
(190% increase) in the year 2030 and 110,000 revision THRs (219% increase vs.
year 2014) and 253,000 revision TKRs (400% rise) in the year 2060. The rising rates

Fig. 1 Total joint replacements (left) and implant-supported dental prosthesis (right)
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of failure are not surprising given the fact that patients currently receiving THR/TKR
are ~20% heavier, more physically active, and live more than 25% longer compared
with several decades ago. According to the latest study, approximately 42% of THRs
will not last more than 25 years [3, 4]. This means that some artificial joints will need
to be replaced at least once during a patient’s lifetime. For younger patients (under
60 years of age), the lifetime risk of revision is around 30%, with the highest revision
rates reported for males between the ages of 50–55 [5]. These clinical data indicate
that the ultimate goal of joint arthroplasty—long-term pain-free function for the rest
of the patient’s life—has not yet been achieved.

Another important class of bone-interfacing prostheses are dental implants,
Fig. 1(right). A dental (or endosseous) implant is a surgical replacement of the tooth
root that interfaces with the with the bone of the jaw or skull to support a dental
prosthetic (e.g. crown or bridge). The main objective of implant supported dental
restoration is the permanent replacement of missing teeth. Every year, more than
800,000 dental implants are placed in the United States and more than 1.8 million
in the European Union. As population is aging, the demand for dental implants will
rise significantly in the next decade. Projection models suggest that among the US
adults missing teeth, the prevalence of dental implant use could reach as high as
23% by the year 2026 [6]. Dental implants are designed to last a lifetime and have,
according to different sources, a success rate of over 90% at 10–15 years follow-
up [7]. However, failures do happen, especially in medically compromised patient
population. It has been suggested that failure patterns and mechanisms behind bone
loss around dental implants have much in common with joint replacements, and
that biomechanical under- or overloading and synergy between friction, wear and
corrosion are responsible for the majority of dental and orthopaedic implant system
failures [8–10]. Therefore, a total hip replacement will be used throughout this paper
as it is a representative example of an orthopaedic implant and because the knowledge
from the discipline of orthopedics can be applied to oral implants.

2 Tribology of Total Hip Replacement

2.1 Charnley Low Friction Arthroplasty

The hip is one of the body’s largest weight-bearing joints. This geometrically simple
“ball-in-socket” joint consists of the head (top of the thigh bone, or femur) articulating
inside the acetabular socket of the pelvis. The layer of articular cartilage covering
the bone surfaces lubricated by the synovial fluid provides the joint with exceptional
tribological properties. Total hip arthroplasty consists of replacing both the acetab-
ulum and the femoral head with artificial components. The first total hip replacements
were performed by Wiles (1938) and McKee (1951) [11]. In those early designs, both
bearing surfaces (acetabular cup and femoral head) were made of stainless steel and
were fixed to the bone with screws and bolts. These historical implants experienced
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high incidence of early failure associated with the component loosening, typically
of the acetabular cup. The unsatisfactory clinical performance was primarily due
to elevated friction, jamming and wear within the bearings. It turned out that the
main limitation of the early THR designs was that they mimicked normal hip joint
anatomy. Large femoral heads coupled with inconsistent manufacturing tolerances
generated high frictional torque (turning force) on the articulating surfaces leading
to high shear stresses and loosening at the acetabular cup-bone interface.

Realization of the tribological nature of failure of early hip replacement designs
brought Sir John Charnley to introduce his revolutionary concept of “low-friction
arthroplasty” (LFA) [12]. LFA follows the principle of low-frictional torque based
on the largest possible difference between the radius of the femoral head and that
of the outer aspect of the acetabular component [13]. Charnley and his colleagues
concluded that in order to minimize frictional torque and protect the cup-bone inter-
face, the head diameter should be not greater than half of the external diameter
of the cup. Consequently, the head diameter of THR was reduced from the earlier
used 41.5–22.2 mm, less than half anatomical femoral head diameter (48–55 mm on
the average). Charnley also recognized that in addition to the low frictional torque
design, it is important that the acetabular cup material had a low friction coefficient
against the material of the femoral head (stainless steel in Charnley prosthesis). The
first material used was a self-lubricating polymer polytetrafluoroethylene (PTFE).
PTFE sockets, however, wore out disappointingly fast causing “intense foreign body
reaction” to wear debris and gross destruction of bone. The next polymeric mate-
rial used—ultra-high molecular weight polyethylene (UHMWPE) [14] proved much
more successful. UHMWPE had excellent wear resistance, low friction and high
impact strength, and no problems were observed with metal-on-UHMWPE (M-PE)
bearings in the early years post-implantation. Thus, the biomechanical concept of
low friction arthroplasty combined with the use of a low-wear acetabular cup material
(UHMW polyethylene) started a new era in joint replacement surgery. Very soon, a
more biocompatible and corrosion resistant cobalt-chromium alloy (CoCr) came to
replace stainless steel in the femoral component of Charnley prostheses. From then
on, arthroplasty has known considerable evolution, but metal-on-UHMWPE (CoCr-
PE) articulation remains the gold standard for artificial hips and other artificial joints,
including the knee and shoulder. It is definitely Sir John Charnley to be credited with
advancing our understanding of tribological effects as they apply in orthopaedics,
and the significance of friction, wear and lubrication of implant materials for their
longevity and function, and particularly the body’s reaction to the particulate debris
produced as a result of implant wear [15].

Another breakthrough made by John Charnley was the introduction of a self-
curing acrylic resin (bone cement) as a grouting agent to secure the implant compo-
nents to bone. The cement is injected as a dough-like mass and hardens around the
implant to ensure its anchorage in the bone [16]. The use of bone cement allowed for
the firm fixation of hip replacements unachievable with the previously used screws
and bolts. Charnley cemented THA rapidly gained widespread popularity and became
one of the most successful orthopaedic procedures with reported survivorship rates
greater than 90% at 15–20 years. In young, physically active patients, however, failure
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rates were significantly higher. The main mode of failure was aseptic loosening (loss
of fixation) of one or both implant components, secondary to periprosthetic osteol-
ysis—resorption of bone surrounding the implant [17, 18]. At the time, osteolysis
was thought to be caused by biological reaction to bone cement described as “cement
disease”. This led to the erroneous conclusion that the problem of aseptic loosening
can be solved if the use of bone cement is avoided. Consequently, the innovative
concept of cementless fixation was developed. In the cementless approach, implant
components are stabilized within the bone by bone ingrowth into the porous surface
layer or by bone ongrowth onto the textured surface. The material of choice for
cementless prostheses are titanium alloys (mostly Ti6Al4V) due to their superior
biomechanical compatibility: Ti6Al4V is capable of osseointegration (establishing
direct contact with bone) and has a low modulus of elasticity, half that of CoCr alloy
(110 vs. ~230 GPa) [19]. The latter is important for minimizing periprosthetic bone
resorption due to stress shielding caused by stiffness mismatch between the implant
and the bone (elastic modulus of ~20 GPa) [20]. Against early expectations, cement-
less fixation did not eliminate the problem of aseptic loosening of hip replacements
and the outcomes were no better than with cemented THA.

2.2 Wear of Polyethylene—The Main Culprit of Aseptic
Loosening

Once it became clear that not “cement disease” was the problem, the proposition that
aseptic loosening is related to particulate wear debris from the UHMWPE acetab-
ular component was put forward. The hard metal femoral head can produce wear
of the polyethylene surface during articulation through both abrasive and adhesive
mechanisms. Positive asperities on the hard counterface can abrade the polyethylene
surface, which is relatively softer, producing abrasive wear debris. Friction between
the articulating surfaces shears off particles, producing adhesive wear debris. Hard
particles present in the joint space (cement, metal, bone) can enter between the artic-
ulating surfaces, embed in the polyethylene and abrade the metallic counterface—
“third body” wear mechanism. In total knee replacements, the dominant form of wear
is delamination of polyethylene which occurs as a result of cyclic compressive-tensile
loading that leads to subsurface cracking. Wear particles migrate into tissues and are
phagocytosed by macrophages which become activated and release pro-inflammatory
cytokines that stimulate bone resorption (osteolysis) around the implant leading to
prosthesis loosening [21–23]. Typically, billions of submicron UHMWPE wear parti-
cles (average diameter of 0.3–0.5 µm) per year are released into periprosthetic fluids.
Two main factors affecting the volumetric wear of UHMW polyethylene are diam-
eter and material of the femoral head that articulates against the polyethylene. CoCr
alloy is a metal traditionally used for the femoral head. Meanwhile, titanium alloys
exhibit poor tribological behavior under abrasive and adhesive wear and should not
be used for manufacturing femoral heads. Titanium is much softer than CoCr and is
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easily scratched by hard “third body” particles that intrude between the articulating
surfaces which results in increased friction and abrasive wear of the polyethylene.
For CoCr heads articulating against UHMWPE, larger heads are associated with
greater volumetric wear of polyethylene and high revision rates. The popular 28 mm
diameter is a compromise between wear performance and risk for dislocation of the
implant.

3 Alternative Bearing Surfaces

Since the inflammatory response to wear debris was established as the main cause
of aseptic loosening, efforts at extending joint replacement longevity have focused
primarily on development of more wear resistant bearing surfaces. Two major direc-
tions included (i) improving the quality of UHMWPE and (ii) avoiding the use of
polyethylene bearing altogether. Alternatively, attempts were made to improve the
wear resistance of metallic components by providing them with a hard, wear resistant
surface.

Prior to being introduced into clinical practice, new artificial joint materials must
be submitted to realistic preclinical tests. The tribological performance of novel THA
bearing couples is tested in hip joint simulators designed to mimic the biomechanics
of hip joint in a simulated physiological environment. Despite the reported discrep-
ancies between in vitro simulation results and wear data from explanted devices, joint
simulators are instrumental in predicting clinical wear performance of new bearing
surfaces and identifying the risk of clinically relevant wear [24].

3.1 Cross-Linked Polyethylene

Radiation cross-linking significantly decreased the wear rate of UHMWPE against
CoCr in simulation studies, Fig. 2.

In total hip arthroplasty, this has translated into better long-term outcomes and a
significant reduction in the rate of revision for younger patients [25]. Furthermore,
highly cross-linked polyethylene may allow use of large-diameter femoral heads
without concern about increased polyethylene wear [26]. The biomechanical ratio-
nale for using large-diameter femoral heads is that they allow for a greater range of
motion and limit the risk of dislocation by increasing jump distance—distance the
head has to “jump” before leaving the acetabular cup [27]. For total knee arthroplasty,
however, clinical evidence has been inconclusive, and no distinctive improvement
was observed when highly cross-linked polyethylene (HXLPE) was used compared to
conventional UHMWPE [28–30]. This could be attributed to distinct biomechanical
environments and different relative contributions of polyethylene wear mechanisms
in the two types of joints: adhesive and abrasive wear in the hip versus fatigue wear
and delamination in the knee. In addition, the reduced fatigue strength and toughness
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Fig. 2 In vivo linear wear rates of different bearing couples.: Me—metal, PU—UHMW polyethy-
lene, Ce—ceramic, XPE—cross-linked polyethylene. https://www.ceramtec.com/biolox/clinical-
experience/wear-osteolysis/

of cross-linked polyethylene may cause the cracking of HXLPE knee replacement
components.

3.2 Ceramic-on-Polyethylene Articulation

The wear of polyethylene acetabular components has been further reduced by
replacing the femoral head material from the CoCr metal to a ceramic. The first
ceramic used was aluminum oxide (alumina). Alumina is oxidation resistant, biocom-
patible, very hard and scratch resistant. Furthermore, the fine grain structure allows
alumina to be polished to a very low surface roughness (Ra < 0.05 µm) resulting in
reduced wear of the polyethylene countersurface. In addition, the high wettability
of alumina positively affects the lubricating film thus decreasing the coefficient of
friction [31]. Due to the brittle nature of alumina, however, a few (but potentially
devastating) fracture failures of the early ceramic heads (Biolox® forte, CeramTec,
GmbH) were reported. To reduce the risk of brittle fracture of femoral heads, an
alternative ceramic material—yttria stabilized zirconia (Y-TZP) was introduced. Y-
TZP is a metastable material that exhibits an extremely high (for a ceramic) fracture
toughness due to a unique transformation toughening mechanism. High fracture
toughness combined with excellent tribological behavior against polyethylene made
zirconia femoral heads very popular in the last decade of the past century. It turned
out, however, that when exposed to body fluids, the metastable tetragonal phase
may transform to the stable monoclinic structure [32, 33]. This aging process occurs
in vivo on the surface of zirconia heads, leading to their roughening and microc-
racking. The problem became apparent in the year 2000 when an unusually large
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amount of failures was reported following a change in the manufacturing process of
zirconia heads. In 2001, the company St. Gobain Desmarquest (Vincennes, France)
issued a voluntary recall, and the use of zirconia femoral heads in hip arthroplasty
came to an end.

An important step towards enhancing the resistance of ceramic femoral heads
to brittle fracture was the introduction of zirconia-toughened alumina—a composite
ceramic (Biolox delta) whose fracture toughness is twice that of Biolox forte [34]. The
volumetric wear of polyethylene acetabular cups articulating against ceramic femoral
heads is several times lower than that of their metal-on-polyethylene counterparts,
Fig. 2. The absence of allergic reaction to alumina makes ceramic-on-polyethylene
articulation especially suitable for patients suffering from immune hypersensitivity
to metals such as nickel, chromium and cobalt.

3.3 Hard-on-Hard Articulations

Notwithstanding the improved wear resistance of cross-linked polyethylene, the
most spectacular reductions in volumetric wear of articulating joints (by one-two
orders of magnitude) are achieved with hard-on-hard (metal-on-metal and ceramic-
on-ceramic) bearings, eliminating altogether the soft polyethylene component,
Fig. 2.

3.3.1 Ceramic-on-Ceramic Bearings

Ceramic-on-ceramic (CoC) articulations exhibit by far the lowest wear rates and
are considered a viable option for young, active patients. Excellent mid-term
clinical outcomes are reported for modern CoC hip replacements using zirconia-
toughened alumina (Biolox delta), and component fractures are extremely rare [35,
36]. One well-recognized and annoying complication of ceramic-on-ceramic THA
is squeaking—a high pitched, audible sound that occurs during movement, often
related to a specific activity [37, 38]. The reported incidence of squeaking in CoC
THA lies between 0.5% and >20%. A likely cause of squeaking is adverse tribolog-
ical conditions caused by the loss of fluid film lubrication and high friction between
the ceramic components. Friction generates forced vibrations that cause the metallic
parts to resonate and convert vibrational energy into an audible noise. The incidence
of squeaking is strongly affected by implant- and patient-specific factors.

3.3.2 Metal-on-Metal Bearings

Metal-on-metal (MoM) total hip arthroplasty almost totally abandoned in the mid-
1970’s in favor of Charnley’s metal-on-polyethylene THA, made its comeback in the
very beginning of the twenty-first century [39–41]. By that time, it became clear that
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the failures of fist generation metal-on-metal implants were not due to the bearing
surface material but were mainly caused by design errors and inadequate manufac-
turing. Survivorship analysis of hip replacements implanted between 1965 and 1973
revealed a surprisingly great longevity among some of the original all-metal designs.
At long-term follow-up, the wear of the long-lived metal-on-metal McKee–Farrar
prostheses was by at least one order of magnitude smaller compared to the metal-
on-polyethylene Charnley prostheses. Novel CoCr-on-CoCr devices designed with
the standard small femoral head diameter (22 and 28 mm) exhibited very low wear
rates in hip simulator tests, only slightly higher than those of ceramic-on-ceramic
couples. At the same time, they possessed an obvious advantage of not being brittle.
An important observation from the simulation tests was that more effective fluid film
lubrication and correspondingly low wear rates were achieved with larger diameter
femoral heads. Based on these results, large diameter (≥36 mm) MoM articulations
were developed and quickly gained a big share of the market, both in the USA
(approx. 30% in 2006–2007) and worldwide. It took only a few years to realize
that MoM THA was associated with higher revision rates and lower patient satisfac-
tion. In addition to the well-known phenomenon of aseptic loosening), a new mode of
failure was observed—adverse local tissue reaction (ALTR) [42, 43]. ALTR included
periprosthetic soft tissue inflammation, soft tissue necrosis, and pseudotumor forma-
tion. Some patients were asymptomatic but those presenting with pain and elevated
metal blood levels had to be revised.

The final blow for metal-on-metal designs came in 2010 when DePuy, J&J’s
orthopaedic branch voluntarily recalled its ASR MoM hip system due to an unaccept-
ably high failure rate (~13% after 5 years) [44]. The use of metal-on-metal devices
declined rapidly to less than 1% of all the THR systems being implanted today.
The analysis of failed implants revealed that wear particles from MoM articulations
are approximately 50 nm in size, much smaller than the 0.3–0.5 µm UHMWPE
debris particles. Thus, despite the low volumetric wear of MoM bearings, the actual
number of released particles is considerably higher than for conventional metal-on-
PE bearings. Moreover, these metallic nanoparticles are more biologically active and
corrode rapidly in the body fluids releasing large amounts of potentially toxic cobalt
and chromium ions. The unfavorable outcomes of large diameter metal-on-metal
hip replacements are the result of their complex and not well-understood tribology.
From the biomechanical and tribological point of view, MoM articulations were
found to be extremely unforgiving to positioning and manufacturing mistakes: slight
deviations from the optimal alignment, sphericity and radial clearance could lead
to adverse lubrication conditions and excessive wear. To date, there are no FDA-
approved metal-on-metal total hip replacement devices marketed for use in the US,
the only available options being ceramic-on-ceramic, ceramic-on-polyethylene and
metal-on-polyethylene bearings.
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4 Bearing Materials in Total Knee Replacement

In total knee arthroplasty (TKR), bearing surface options have been much more
limited. Practically all state-of-the-art knee replacements use a CoCr alloy femoral
component articulating on polyethylene. The knee joint has a complex noncon-
formal geometry and is subjected to high contact stresses. Polyethylene is sufficiently
compliant to accommodate stress concentration caused by misalignment or surface-
to-surface contact of asperities. The rigid nature of ceramics makes ceramic-on-
ceramic articulation much less forgiving of surface irregularities and slight malpo-
sition thus leading to increased risk of brittle fracture. Therefore, transferring the
benefits of excellent tribological properties of ceramics to the complex geometry of
knee prostheses remains challenging. At the present time, all-ceramic knee endo-
prosthesis is not a feasible option. Several TKA designs having a ceramic femoral
component articulating on polyethylene are available for clinical use or are under
clinical trial [45–47]. These devices represent a promising alternative for patients with
a known hypersensitivity to metals, but it is still early to draw conclusions regarding
their long-term outcomes in terms of longevity, wear damage and incidence of brittle
fracture.

5 Surface-Modified Bearing Materials

The desired alternative to existing articulating materials for joint implants would
combine the fracture toughness of metals with the wear performance of ceramics
[48]. One approach for achieving this is to deposit or overlay a ceramic coating
onto a metallic substrate. The bond created between the deposited coating and the
substrate is only physical (rather than chemical) resulting in relatively weak coating
adhesion. Given the significantly different mechanical properties of the ceramic film
and the underlying metal, adhesive failure between the two materials occur under
load or during articulation. Diamond like carbon (DLC) and titanium nitride (TiN)
are the most extensively studied wear resistant coatings for artificial joints. Despite
their high hardness and excellent biocompatibility, delamination and spalling of
such coatings has been observed in clinical trials and some wear simulation tests.
Insufficient adhesion and inadequate load bearing capacity of the underlying softer
metallic substrate are believed to be the major obstacles on the way to successful
implementation of hard coatings into clinical practice [48]. It is believed that these
shortcomings of externally applied ceramic layers can be alleviated by diffusional
surface hardening—reactively diffusing a non-metallic element into the substrate at
elevated temperatures thus transforming the surface from metal to ceramic.

Oxidized zirconium (OXINIUM, Smith & Nephew Orthopaedics) was devel-
oped for orthopedic applications to provide improvements over CoCr alloy for resis-
tance to roughening, frictional behavior, and biocompatibility without the mechan-
ical limitations of brittle monolithic ceramics [49]. The ceramic surface is formed
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by heating a zirconium alloy in air to allow oxygen to diffuse into the substrate
and to transform the metal surface to zirconium oxide (zirconia) ceramic. Despite
the consistently lower wear of polyethylene components articulating against the
ceramic surfaced OXINIUM in knee and hip joint simulator tests, clinical studies
have shown no statistically significant differences in mid-term implant survivorship
between OXINIUM and CoCr components [50–52]. Additional research is needed
for the clinical performance of OXINIUM to better understand long-term outcomes.
Meanwhile, OXINIUM contains no detectable nickel or chromium, which makes
such implants a safer choice for patients with metal allergies.

6 Fretting Wear Damage of Total Joint Replacements

6.1 Modular Connections of Hip Prostheses

In early hip replacement devices, the femoral stem and head were produced as a
single-piece, monolithic component—a so-called monobloc design, Fig. 3a. Nowa-
days, almost all hip joints are modular and consist of a separate femoral head that
fits on the stem, Fig. 3b, c. The reliable joining of modular components of total joint
replacements is based on the concept of a Morse taper, i.e. that of the cone in the cone
[53, 54]. The two components of the Morse taper form a firm fit that relies on friction
and mechanical interlocking. Modularity provides many advantages, such as greater
intraoperative flexibility allowing the surgeon to restore the patient’s anatomy and

Fig. 3 Different designs of femoral components of total hip replacement: monoblock (Charnley)
(a) and modular (b, c): b—monolithic stem, c—dual-taper stem
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to adjust leg length, decreased implant inventory and potential ease of revision by
exchanging only the failed component. Furthermore, modularity allows the combi-
nation of head and stem made of different materials with specific properties thus
optimizing the clinical performance of the whole assembly. For example, a stem
from titanium alloy that is most suitable for cementless fixation but has an inade-
quate wear resistance can be combined with a hard, wear resistant Co alloy or ceramic
head.

Despite its benefits, the modular design has been associated with higher revision
rates due to adverse tissue reaction, neck fracture and femoral head disassociation.
Modularity creates additional mechanical junctions (neck-head and neck stem inter-
faces having a crevice-like geometry) that become weak points where micromotion
and wear can occur [55]. The hip joint is subject to cyclic stresses from gait loading
amounting to more than one million cycles a year. As a result of cyclic loading, a low
amplitude oscillating relative motion occurs at the taper junction of femoral compo-
nents made of dissimilar materials and having different rigidity. This leads to the
tribological process of fretting causing surface damage of the fitting contact surfaces.
The process is often referred to as “mechanically assisted crevice corrosion”(MACC)
and can be briefly described as follows [56–59], Fig. 4a–d. Rubbing between the taper
surfaces under stress leads to mechanical disruption of the protective oxide film and
corrosion followed by rapid regeneration of the oxide layer (repassivation). This is
accompanied by oxygen consumption, metal ion release and hydrolysis, and voltage
drop. As the mechanical damage to the oxide is continuously repeated, oxygen in
the crevice is depleted while the liberated hydrogen ions acidify the fluid to the
point where repassivation becomes impossible. Given that the corrosion resistance

Fig. 4 a–d Schematic of mechanically assisted crevice corrosion (MACC); e retrieved Accolade
stem with marked fretting wear of the neck taper; f retrieved Accolade stem with instability and
dissociation of the head-neck junction. Reproduced from P. Walker et al., Reconstructive Review
2016, September; 6(3):13–18
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of both cobalt and titanium alloys relies on passivity, the inability to rebuild the
passive oxide film results in active corrosion. An additional feature of MACC is
hydrogen gas accumulation below the modular neck and hydrogen embrittlement
on the surface of titanium components [60, 61]. MACC at the femoral head-neck
interface of modular hip replacements is commonly referred to as trunnionosis.

Wear debris and metal ions produced at taper junctions can lead to elevated blood
metal ion concentrations and adverse local tissue reactions. The histological appear-
ance of periprosthetic tissues surrounding corroded trunnions is similar to tissues
surrounding failed hip replacements with metal-on-metal bearings. Some patients
will remain asymptomatic; others will develop adverse clinical symptoms that require
revision: necrosis, pseudotumors, pain, etc. In heavy patients, cases of catastrophic
fatigue fracture of titanium male stem tapers initiated at notch-like irregularities of
the fretted surface were reported [62, 63].

Several modular hip systems are available on the market, differing in design and
femoral stem/neck/head material. As discussed above, the head is typically made
of the wear-resistant cobalt-chromium alloy or ceramic whereas the stem can be
either cobalt-chromium or titanium alloy. The stem can be monolithic (one-piece
design), Fig. 3b, or can have an exchangeable neck (dual-taper stem), Fig. 3c. In
the latter case, an additional stem/neck interface is introduced which only increases
the concern regarding the occurrence of mechanically assisted crevice corrosion. Ti
alloys are the common material choice for cementless stems due to their superior
osseoconductivity and low stiffness preventing bone resorption secondary to stress-
shielding. In this respect, beta-titanium alloys whose elastic modulus is significantly
lower than that of the standard Ti-6Al-4V alloy are most favorable candidate mate-
rials [64]. However, combining beta-titanium with the high-modulus Co-Cr alloy
components has proven disastrous and led to several major Hip Replacement recalls.
The beta-titanium involved is a proprietary Ti-12Mo-6Zr-2Fe (TMZF®) alloy having
the elastic modulus of around 75 GPa that was developed by Stryker Orthopaedics.

When a monolithic TMZF stem (Accolade I stem design) was used in combination
with a Co-Cr alloy head (LFIT V40) supposed to minimize the risk of dislocation,
high incidence of failures due to taper wear and adverse local tissue reaction was
reported [65–68]. The patients experienced pain and restricted motion requiring a
revision surgery. In some cases, tapers were damaged to such a significant level
that head dissociation from the stem occurred. Examples of such gross stem taper
failure (GTF) and head disassociation are shown in Fig. 4e–g. It is hypothesized
that micromotion and fretting corrosion at the taper junction results in the widening
of the gap between the head and the neck which allows the head to turn and move
on the stem. The harder Co-Cr head abrades the softer titanium alloy neck to such
an extent that the head can easily disassociate from the stem. Importantly, GTF has
occurred recurrently with stems made of the low-modulus TMZF alloy, very rarely
with stems from the standard Ti-6Al-4V alloy and never with the high modulus Co-
Cr alloy stems suggesting the influence of the material stiffness. Indeed, numerical
modelling has shown that the deformation and micromotion at the Co-Cr head-stem
taper interface was significantly larger for the TMZF-alloy stem compared to the
CoCr and even to Ti-6Al-4V alloy stems. The phenomenon of head disassociation

www.dbooks.org

https://www.dbooks.org/


38 I. Gotman

was most often observed with large diameter Co-Cr heads (36 mm and larger) and
these were voluntarily recalled by the manufacturer in 2016. Other femoral head sizes,
as well as ceramic heads remain on the market however problems with the device
continue to be of concern as failures in implant sizes outside of the recall are being
reported. The Accolade I stem made of the low-modulus TMZF beta titanium alloy
was never recalled but its use declined rapidly. In 2012 Stryker replaced Accolade I
stem with the standard Ti-6Al-4V alloy stem (Accolade II).

The most well-known case of tribocorrosion of modular hip replacements is the
failure of dual-taper Rejuvenate and ABG II stems launched by Stryker Orthopaedics
in 2009 [69–72]. Both designs combined a low-modulus TMZF femoral stem and
an exchangeable cobalt-chromium alloy neck. Since Co-Cr is harder and stiffer
than titanium, it was suggested that this would allow safer and long-term use of
the modular neck. The femoral heads were either Co-Cr or ceramic articulating on
a UHMW polyethylene acetabular cup. Extremely high revisions rates secondary
to tribocorrosion at the taper connection were reported for both designs, reaching,
for Rejuvenate stem, 65% three years post-implantation. Due to these unaccept-
able failure rates and the ensuing FDA investigation, Stryker was forced to issue a
voluntary recall of both products in 2012. Similarly to the case of Accolade II, the
culprit in the failure of the dual-taper mixed-metal stem was the low elastic modulus
of the TMZF alloy. Following the recall of the Rejuvenate and ABG II, Stryker
discontinued the use of the low-stiffness beta-titanium and replaced it with the stan-
dard Ti-6Al-4V alloy. Current recommendations regarding modular hip replacements
include avoiding femoral stems with low flexural rigidity and reducing the number
of modular junctions, e.g. by using fixed neck stems. Also, substituting Co-Cr alloy
heads with the chemically inert ceramic heads is expected to reduce MACC since
corrosion processes will only occur on the metallic stem taper and will not be accel-
erated by galvanic coupling with a dissimilar metal [73, 74]. From the biomechanical
point of view, smaller diameter heads are typically reported to produce less fretting
damage since they generate smaller head-neck moment arm and correspondingly
smaller torsional forces at the head-neck taper junction [75, 76]. The use of small
diameter heads (36 mm and less), however, is associated with an increased risk of
dislocation of hip replacement and is not willingly accepted by orthopaedic surgeons.

It follows from the above discussion that even if all the guidelines are followed,
tribocorrosion at modular junctions of orthopaedic and dental implants exposed to
cyclic loading cannot be fully eliminated. To overcome the problem of head-neck
taper degradation, different surface engineering approaches are being investigated.
One possibility is to coat a titanium alloy stem taper with a hard, wear-resistant film.
The results of in vitro evaluation of TiN and TiN/AlN coatings suggest that these
coatings provide superior fretting and fretting corrosion resistance to the tapered
interfaces of the Co-Cr-Mo and Ti-6Al-4V alloy components [77–79]. Increasing
the interfacial bond strength between the coating and the substrate could improve
the fretting and corrosion resistance even more.
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6.2 Stem-Cement Interface

Another joint replacement zone prone to tribocorrosion is the stem-cement inter-
face of cemented prostheses [80–83]. Under physiological loading, this interface
experiences a low amplitude oscillatory micromotion. During relative sliding, hard
radiopacifier particles (e.g., ZrO2) within the cement abrade the polished surface
of the femoral stem and induce a tribocorrosive interaction. The effect is most
pronounced for titanium alloy stems that experience larger flexural deflections and
are more easily abraded than the stiffer and harder CoCr stems [84]. Fretting wear
damage results in the formation of gaps/crevices between the cement mantle and the
titanium stem leading to crevice corrosion of the metallic surface. Both the surface
damage and the immunological reaction to released particles and ions compromise
the stem stability and may lead to premature failure of the cemented joint prosthesis.
Similarly to the taper junctions of modular implants, the low elastic modulus of tita-
nium here is a drawback rather than an advantage. Flexural deflections of femoral
stems lead to the cracking of the cement mantle and debonding at cement-stem
interface, and both phenomena are much more pronounced for the low-stiffness tita-
nium stems. These biomechanical and tribocorrosion problems make Ti alloy stems
a much less popular option for cemented hip replacements. Although cemented Ti
alloy stems are still available on the market, it is believed by many that the use of
titanium stems in cemented THA should be abandoned [85].

7 Tribocorrosion in Dental Implants

Despite high success rates, 5–11% of implant-supported dental restorations fail
within 10–15 years and must be removed [86]. The dominant failure mode of dental
implants is peri-implantitis (inflammation of tissues surrounding the implant) and the
associated loss of supporting bone. Tribocorrosion at internal connections between
the prosthesis parts (implant, abutment and crown) and at implant-bone interface
is among the major contributors to peri-implantitis [87–90]. The implant and the
abutment are made of titanium or titanium alloy, whereas the crown is usually made
of porcelain or zirconia ceramic. Despite very precise machining, there always is
a microgap between the implant and the prosthetic connector. During mastication,
micromotion occurs at the implant-abutment and abutment-crown interface leading
to fretting and crevice corrosion. The situation is obviously similar to mechanically
assisted crevice corrosion at taper connections of total hip replacements. The released
degradation products (metal ions and metal oxide particles) initiate inflammatory
tissue response that can eventually result in peri-implant bone loss. Furthermore,
material loss enlarges the microgap between the abutment and the implant allowing
for rapid gap colonization by oral microorganisms and subsequent bacterial infec-
tion. The combined action of microbiological, mechanical and tribocorrosion factors
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promotes peri-implantitis and the associated bone loss eventually leading to implant
failure.

8 Summary

With the growing demand for orthopaedic and dental implants and expectations of
longer device lifetimes for the younger patients, wear and corrosion of articulating
surfaces and modular junctions of these implantable devices are a prime concern.
Aside from the patient’s activity and physiological state, the biotribological perfor-
mance of a prosthesis depends on the mechanical design and the materials used
(metals, ceramics, polymers). Despite the substantial improvements achieved in both
directions, the ultimate goal of total joint replacements—long-term pain-free func-
tion for the rest of the patient’s life—has not yet been achieved. Currently there are
gaps in our understanding of biomechanics and wear behavior of medical implants.
Closing these gaps will help guide future research in this field and improve the
longevity of orthopaedic and dental implantable devices.
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A New Method for Seismically Safe
Managing of Seismotectonic
Deformations in Fault Zones

Valery V. Ruzhich and Evgeny V. Shilko

Abstract The authors outline the results of long-term interdisciplinary research
aimed at identifying the possibility and the methods of controlling tangential
displacements in seismically dangerous faults to reduce the seismic risk of poten-
tial earthquakes. The studies include full-scale physical and numerical modeling of
P-T conditions in the earth’s crust contributing to the initiation of displacement in
the stick-slip regime and associated seismic radiation. A cooperation of specialists
in physical mesomechanics, seismogeology, geomechanics, and tribology made it
possible to combine and generalize data on the mechanisms for the formation of
the sources of dangerous earthquakes in the highly stressed segments of faults. We
consider the prospect of man-caused actions on the deep horizons of fault zones
using powerful shocks or vibrations in combination with injecting aqueous solutions
through deep wells to manage the slip mode. We show that such actions contribute
to a decrease in the coseismic slip velocity in the fault zone, and, therefore, cause
a decrease in the amplitude and energy of seismic vibrations. In conclusion, we
substantiate the efficiency of the use of combined impacts on potentially seismi-
cally hazardous segments of fault zones identified in the medium-term seismic prog-
nosis. Finally, we discuss the importance of the full-scale validation of the proposed
approach to managing the displacement regime in highly-stressed segments of fault
zones. Validation should be based on large-scale tests involving advanced technolo-
gies for drilling deep multidirectional wells, injection of complex fluids, and localized
vibrational or pulse impacts on deep horizons.
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1 Introduction

The methods developed by the world community for countering natural seismic
disasters are insufficient since they do not allow an efficient reduction of the almost
annual losses caused by strong earthquakes [1–3]. To date, one has come to under-
stand that difficulties in finding solutions to this problem are concerned with the lack
of reliable information on the deep tribophysical and geochemical characteristics
of earthquake preparation processes in fault zones. These geological processes are
hidden at inaccessible seismic focal depths of the lithosphere (7–30 km) and occur
at elevated temperatures and pressures of hundreds of megapascals. An important
role in the preparation of earthquakes belongs to the migration of fluids of various
compositions [4, 5]. The results of a long- and medium-term prognosis make it
possible to identify foci with indications of the final stage of the preparation of
strong earthquakes with a probability of the order of P = 0.6–0.7. In most cases,
these are the same segments of the zones of interplate and intracontinental seismic
faults, where “hot spots” of dangerous or catastrophic events have already arisen for
many tens or hundreds of thousands of years. The modern possibilities of making a
short-term forecast of strong and catastrophic earthquakes are still limited. Moreover,
such a forecast cannot efficiently ensure seismic safety, since it does not prevent the
large-scale negative consequences of destruction [6]. The world scientific commu-
nity recognizes the need to search for new ways to more reliably ensure seismic
safety.

The chapter is devoted to a review of the results of a joint 20-year interdisciplinary
research led by Professor Sergey Grigorievich Psakhie, the corresponding member
of the Russian Academy of Sciences. These studies were aimed at exploring the safe
methods of managing deformations (displacements) in the seismically dangerous
segments of active faults [7, 8]. Specialists from various scientific institutions were
involved, including the Institute of the Earth’s Crust SB RAS (IEC SB RAS), the Insti-
tute of Strength Physics and Materials Science SB RAS (ISPMS SB RAS), the Insti-
tute of Geosphere Dynamics RAS (IDG RAS), Technische Universität Berlin (TU
Berlin), as well as other scientific institutions from Ukraine, Mongolia, and China.
The success achieved was largely related to the use of diverse scientific approaches
and methods including computer simulation, laboratory physical modeling, and field
experiments in rock massifs and regions of the block-structured ice cover of Lake
Baikal. Such a variety of techniques and objects of study made it possible to take
a fresh look at the nature and mechanisms of destruction processes in the earth’s
crust and reveal a set of criteria governing the occurrence of seismically dangerous
dynamic phenomena in zones of deep faults.

In the chapter, we outline key aspects of this multidisciplinary research.
In particular, we describe the results of a detailed geological, geophysical, and

petrological study of the structure and physicochemical transformations of rocks
in earthquake foci in the deep horizons of faults. Such information was obtained
through examining the deeply denudated blocks of rocks in the fault zones, which
were exhumed to the earth’s surface from depths of 10–20 km. Using new methods of
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analysis, a number of representative deep segments of fault zones (deep paleoseismic
dislocations) were studied in detail. The main attention was paid to segments, which
were the centers of earthquakes in past epochs of geological evolution.

Significant efforts of the collaboration participants were directed at conducting
field experiments to study the complex mechanisms of the formation of seismic radi-
ation sources. The advantages of such experiments over laboratory tests on small
samples of artificial and natural materials are the large size of the studied objects
(segments of fault zones tens or hundreds of meters long), the interrelation between
the studied objects and the surrounding rocks, the possibility of using broadband
seismic stations and strain gages, as well as the possibility of modeling various
impacts using high-power jacks, pile drivers and weak explosions. Emphasis was
placed on revealing the effect of the impacts on the features of changing the displace-
ment mode in the studied fault segments from slow creep to accelerated creep and
coseismic slip. These features largely determine the generation of seismic oscillations
of a wide amplitude-frequency range.

Based on a comprehensive analysis of the results of geological and geophys-
ical studies of deep paleoseismic dislocations, field experiments, and numerical
modeling, we formulated the concept of the response of faults to external actions
and the approach to controlling and managing deformations in fault segments using
man-made vibro-pulse and hydraulic wave impacts. Due to the limited effective-
ness of numerical modeling and low-scale field experiments in the near-surface part
of the earth’s crust, the authors cooperated with deep drilling specialists, which
have high competence in the exploration and exploitation of hydrocarbon deposits
in the Late Proterozoic crystalline formations of the Siberian Craton [9, 10]. The
combination of dynamic mechanical impacts with the injection of solutions into fault
segments through deep multidirectional wells significantly expands the possibilities
of the developed approach to managing displacements in seismically dangerous fault
segments. Here we also discuss the prospects of hydraulic wave impacts on deep seis-
mically active segments by means of drilling horizontal, inclined, and vertical wells
up to 5–7 km deep, hydraulic fracturing of rock massifs, and injection of solutions
of various compositions.

Finally, we consider the difficulties of implementing a complex impact on the
deep fault segments and provide a brief overview of current and planned studies by
different scientific groups.

2 Methodological Basis

Of the many earthquake source focal models known in the world, the “stick–slip”
model is considered to be the optimal and most general model [11, 12]. It is based
on the fundamental tribological laws of sliding friction in seismic-generating fault
zones, which have a textured roughness, specific mineralization, and fluid saturation.
This model uses the main achievements of tribology and, in particular, takes into
account the influence of such frictional parameters as the ratio of shear and normal
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resistance forces (characterized by stiffness ratio), roughness, the variation of sliding
velocity, the presence of lubricant, wear of the sliding surfaces, vibrations, etc. [13].
Detailed geological and experimental study of fracture processes in rock massifs has
shown that the fundamental tribological patterns of creep or stick-slip sliding can be
successfully used to determine the causes and mechanisms of strong earthquakes in
fault segments [14, 15].

To clarify the conditions of earthquake preparation, we studied the zones of
seismic dislocations that formed not only with modern earthquakes but also with
paleo-earthquakes. Traces of such ancient earthquakes are captured in the seismic
focal horizons of the denudated crust. During the long geodynamic evolution of the
lithospheric shell of the Earth, these horizons were on the Earth’s surface in the
orogeny regions after kilometers-long denudation. They are currently available for
visual geological exploration. To obtain a more in-depth understanding of the real
structure of the deep segments of the sources of strong earthquakes, these studies
were conducted in the Baikal rift zone and the collision zones in Mongolia. The
results of these studies are discussed below.

From the viewpoint of practical geodynamic applications of the methods of phys-
ical mesomechanics, it is advisable to consider the lithospheric shell of our planet as
the upper hierarchically organized geosphere in which the seismotectonic destruction
process occurs at various scales according to well-known geomechanical laws. In
particular, various tribochemical and geomechanical processes manifest themselves
at various hierarchical scales of the earth’s crust. According to the well-known kinetic
concept of the strength of solids by S. N. Zhurkov and his followers [16, 17], multi-
scale fracture-related processes manifest themselves in stage-by-stage accumulation
of small discontinuities and their coalescence into longer ones due to the fracture
of the separating “jumpers” (structural barriers). This can be observed in geological
destructive processes. Hierarchical transitions within the self-organized process of
destruction of the earth’s crust reach the highest level in the form of the formation
of intraplate and interplate seismic faults with a length of hundreds to thousands of
kilometers.

The basic geomechanical model of a seismically active fault is based on the idea
that a focus of a very strong earthquake with M = 7.0–9.0 is formed as a result of
successive long and multi-stage coalescence of faults ranging from the first tens of
kilometers to longer ones (70–120 km). This is clearly illustrated by many recent
strong earthquakes, such as the Gobi-Altai earthquake of 1957 (M = 7.9). To find
out the conditions for the formation of different-scale foci of earthquakes (including
foci of super-earthquakes) and mechanisms of fracture of these interface zones, the
authors use a multiscale approach. It is based on the data of many years of field
experiments, geological and structural studies, and numerical modeling using the
method of movable cellular automata. On each scale, specific tribochemical and
geomechanical factors that determine the features of contact interactions, including
the frictional regimes, can be distinguished. The friction features, in turn, affect the
amplitude-frequency and energy parameters of the generation of seismic vibrations
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[18]. Further development of this concept is associated with an analysis of the geome-
chanical consequences of fracture of structural barriers and contact interactions of
different scale asperities on the glide planes of the fault limbs.

Pore fluids play an important and, in some cases, determining role in petrochemical
processes in zones of highly stressed and seismically dangerous faults. Interstitial
fluid largely determines the slip modes, and therefore, the modes and features of
the generation of seismic vibrations [19, 20]. Traditionally, the term “fluids” include
liquids and gases that fill void spaces arising from deformation in rock masses.
Fluids are also magmatic melts, which themselves are sources of hydrothermal fluids
ascending to the earth’s surface through conducting faults [21]. The migration of
fluid solutions affects the shear resistance of the faults through the lubrication and
hydraulic effects on the walls of the fractured rock. Therefore, the pore fluid should
be taken into account among key factors that control the nucleation and dynamics of
coseismic displacements in discontinuities of different hierarchical levels.

3 Geological Study of Exhumed Seismic Dislocations
of Paleo-Earthquakes in the Southeastern Boundary
of the Siberian Craton

To determine the deep-seated conditions for the modern earthquakes, a collaboration
of scientists from IEC SB RAS and IDG RAS carried out a geological and geophysical
study of the exhumed deep segments of the Primorsky section of the marginal zone
on the southeastern marginal seam of the ancient Siberian craton. Due to natural
exhumation from the middle depths of the earth’s crust, deep fault segments are now
available for study. Here, the traces of different age foci of paleo-earthquakes (ancient
coseismic slips) formed at elevated temperatures and pressures are preserved. We note
that similar P-T conditions currently exist at depths of 10–25 km, where the seismic
focal horizon is located and most of the modern earthquake foci of various energy
scales occur (including the strongest events with M = 7.0–7.9). Many of them are
confined to the zone of the Primorsky riftogenic fault with a length of about 200 km.
This fault is located on the northwestern coast of the Baikal rift depression (Fig. 1) and
was formed for 65 Ma. It is important to note that the deeply denudated (exhumed)
Pribaikalsky segment of the fault allows the visual study of the structure and P-T
conditions for the formation of ancient earthquakes of different ages (including those
with an age of the order of 700–450 Ma) at activation depths of 12–18 km [22].

Ancient sliding mirrors, formed during the dynamic interaction of irregularities,
were sampled in this fault segment (Fig. 2). The samples were subjected to petrolog-
ical studies using the polished sections. Tectonites (rocks transformed by the fric-
tion of rocks) taken in the zone of later earthquakes have indications of gneissing,
cataclase, and milonitization in the Early Paleozoic period. To elucidate the natural
conditions of tribochemical processes in the deep foci of paleo-earthquakes and
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Fig. 1 Morphological expression of the Primorsky riftogenic zone: view from space (a) and one
of the sections on the shore of the Small Sea (b). The arrows in (a) indicate the test sites where
a comprehensive study of ancient coseismic displacements was carried out. These displacements
occurred hundreds of millions of years ago in the centers of paleo-earthquakes at depths of about
15–20 km, at high temperatures and pressures

the structure of contact spots with traces of coseismic slip, we carried out a petro-
logical study of changes in the material composition of the mineral coating on slip
planes. Coseismic slip and the structure of the surface layers were analyzed by sliding
mirrors containing indications of high-rate displacements, including pseudotachy-
lyte (products of frictional heating in faults under stress metamorphism at elevated
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Fig. 2 Coseismic fractures of different ages containing multiscale asperities in the centers of paleo-
earthquakes at seismic focal depths from 5 km to 12–18 km: a the oldest coseismic slip zone at
a depth of about 18 km; b low-scale roughness in a small coseismic rupture; c longer coseismic
rupture and “macroasperity” shown by the arrow; d intersecting coseismic ruptures that occurred
at different times and different depths and PT conditions, as shown by minerals deposited from
fluids. The dash-dot line in (a) shows the oldest coseismic slip zone at a depth of about 18 km. The
dashed line and the arrow to the right (slip direction) denote the younger zone of coseismic slip.
Slip mirrors and newly formed mineralization with traces of thermal heating during friction were
taken from this zone

temperatures, pressures, and the participation of fluids). Recently, G.A. Sobolev
and his colleagues demonstrated the possibility of efficient application of modern
physical methods for determining strains and stresses in fine ground nanocrystals
of various minerals, including quartz, albite, chlorite, epidote, and other varieties
found on sliding mirrors from the exhumed segment of the Vilyui deep fault [23,
24]. Consequently, tectonic glide mirrors identified at fault exhumation sites, as well
as pseudotachylyte, can be used to recognize and analyze coseismic planes. This
makes it possible to obtain important information about the kinematics and tribo-
physical processes in the deep fault segments at the moments of the generation of
seismic events by the examples of past tectonic eras.

The analysis of the slip mirrors showed the finest brittle attrition of minerals.
This is typical for high-velocity sliding. The important role of fluids in eliminating
(healing) the consequences of fracture is illustrated through the presence of fine-
grained aggregates of quartz grains and feldspars with a subordinate amount of
sericite, chlorite, and iron ore minerals. It is important to note that such mineral
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Fig. 3 The cross-section of a sample of an ancient sliding mirror taken from the zone of the
exhumed segment of the Dolinozersky Fault (still highly seismic hazardous) in southern Mongolia.
It captures the consequences of two acts of coseismic slip (the arrow at the upper edge) with the
“healing” by the epidote and subsequent quartz mineralization

neoformations have a reduced shear resistance and can play the role of a mineral
lubricant that facilitates subsequent sliding acts and prevents reverse closure of crack
walls. Sliding of rough walls of the fault is accompanied by crack opening (dilatancy),
and mineralized fluids are sucked into the vacuum gap. This ensures filling the cavities
with new minerals, including ore. This is the hydrothermal mechanism of mineral
“healing” of fault segments in the upper part of the earth’s crust at relatively low
pressures and temperatures [25].

The collected information on the dating of identified coseismic planes and the
P-T-f conditions for the formation of slip mirrors and pseudotachylyte was used to
make a qualitative and quantitative estimation of the exhumation of the Primorsky
section of the margin, as well as of the structure of the seismic focal horizon. In
particular, the oldest absolute dating established by the 40Ar/39Ar method is 673 ±
4.8 Ma. This corresponds to one of the stages of the Neoproterozoic era, i.e., the
time of break-up of the Rodinia supercontinent and the separation of the Siberian
craton along the margin. 415.4 ± 4.1 Ma refers to a later stage in the evolution of
the margin during the collision of the Olkhon terrane with the Siberian craton [22].
The obtained dating made it possible to roughly estimate the occurrence depths of
the identified strong paleo-earthquakes. They amounted to about 18 km in the earlier
(Neoproterozoic) period, and about 12 km in the later (Middle Paleozoic) stage [22].
Similar results were obtained in the neighboring section of the Primorsky fault (5 km
to the northeast). In the coseismic slip plane, the temperature of frictional heating
during the occurrence of pseudotachylyte reached approximately 900 ºC, and the
pressure reached 700–800 MPa. After dynamic slip, the pressure rapidly decreased
to a “natural” (lithostatic) value, which was estimated as ≤150–200 MPa in the
considered case. This corresponds to depths of the order of 5–7 km [26].
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Figure 3 shows a photo of a very ancient sliding mirror taken from the exhumed
zone of the Dolinozersky Fault in southern Mongolia. A devastating Gobi-Altai
earthquake (M = 7.9) occurred here in December 1957.

The polished section shows the internal structure of the coseismic rupture zone
with the shearing of asperities on the slip plane and the transfer of fragments of
basaltic anorthosite from an ancient volcano. Large and small fragments of the parent
rock move within the mass of newly formed chlorite and calcite minerals deposited
from the flowing fluid. These minerals healed the fracture cavity. Mineral “healing”
products also fill wing cracks that formed under the condition of large friction in
combination with the fracture of asperities. Wear debris carries over when sliding in
the direction of the white arrows. This is the widespread mechanism of the formation
of sources of strong earthquakes accompanied by the occurrence of wing cracks.

Therefore, the geological study of deep segments of fault zones opens up a unique
opportunity to reconstruct the conditions for the nucleation of coseismic slips in
the areas of the most severe contact interaction of different scale asperities in fault
zones with the participation of fluids. The mineralization of the fluid determines the
mineral composition of crack fillers. Mineral composition in many respects affects
the frictional sliding of the fault walls during subsequent activations. Although the
processes of stress-metamorphic transformation of rocks in the considered fault zones
at seismic focal depths occurred in past eras of seismotectonic activation, it is clear
that the same mechanisms act in modern earthquake foci. Therefore, the database
of ancient earthquakes is fundamentally important for creating adequate models of
modern earthquake sources [14].

4 Features of the Response of Tectonic Fault Segments
to Man-Caused Impacts

Below we describe the most important results of field experiments carried out in
different years on the segments of the Angarsky and Primorsky faults in the Baikal
rift zone.

The first one was carried out in 2004–2006 on the segment of the Angarsky
fault zone near the Listvyanka village (southwestern coast of Lake Baikal), Irkutsk
Region. The Angarsky fault has a northwestern strike and is characterized by faults
of the reverse-strike-slip type. The studies were conducted with the participation of
scientific groups of several institutes of the Russian Academy of Sciences, as well as
the Technische Universität Berlin. At this test site, the effect of high strain sensitivity
of the principal slip zone to natural and man-made impacts was revealed [27]. The
most important result of the research is related to the demonstration of the ability to
manage the shear displacement mode in the fault zone. In order to carry out man-
made impacts on a selected fault segment 100 m long, several wells were drilled to
a depth of 30 m for 14 days, and water solutions were injected into the fault zone
(Fig. 4a). Then local dynamic impacts with weak explosions at a depth of about 15 m
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Fig. 4 General view of the test site in the Angarsky fault zone section (a), a graph of shear
displacements in the fault zone at different stages of the experiment (b) and results of numerical
modeling [7] showing the dependence of the shear resistance on the relative tangential displacement
at a constant displacement velocity and various additional actions. Figure (a) shows a part of the
test site with three wells for water injection and explosive actions, a platform for a falling pile and
locations for strain gages and seismic sensors. The numbers in Figure (b) are as follows: stress tests
with a falling pile before the experiment (1); well drilling, water injection, and explosions in the
well (2); displacement “jumps” at the stage of return deformation (3). The numbers in Figure (c)
are: “dry” fault zone, no additional impacts (1); “dry” fault zone, additional vibration (2); watered
fault zone, no additional impacts (3); watered fault zone, additional vibration (4)

in watered wells were carried out at the next stage. To study the effect of the impacts
on the stress state of the fault segment, we performed mechanical stress tests on the
surface with a falling pile weighing 100 kg. Such tests were performed before and
during the whole course of the experiment.

The fault responded in the form of initiated tangential displacements in the prin-
cipal slip zone. This was recorded by strain and seismic sensors. The vibrations during
drilling and subsequent watering of the fault zone, accompanied by weak cumula-
tive explosions in watered wells, have led to a qualitative change in the displacement
mode. In particular, the creep velocity increased by several orders of magnitude: from
“natural” values of 0.65–3.3 µm/day (0.24 mm/year ÷ 1.2 mm/year) to 0.5 mm/day.
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Although the creep acceleration was of a short-term nature (less than a month),
the total amplitude of the initiated tangential displacements in the principal slip zone
reached 8–10 mm (Fig. 4b). This corresponds to 10 years of accumulation of displace-
ments in the natural mode. Note that in the months after the experiment, a partial
recovery (reverse displacement) occurred in the slip plane, and the residual displace-
ment amplitude decreased to 5–6 mm. This is the result of the elastic “return” of the
surrounding rock mass. It is noteworthy that the return motion was accompanied by
seismic pulses with amplitudes comparable with seismic amplitudes during initiated
(accelerated) creep. A similar elastic-plastic partial return with significant “residual”
displacements is also observed in seismic dislocations after strong earthquakes. This
indicates the generality of the described effect for the zones of tectonic faults.

Field experiments and numerical simulations using the method of movable cellular
automata [7] showed that the injection of aqueous solutions into the fault zone in
combination with vibroimpulse impact trigger local relaxation of “excess” shear
stresses in the fault segment (Fig. 4c). Stress relaxation is manifested particularly
in the transition from natural to accelerated creep, followed by its gradual decelera-
tion to natural values determined by regional tectonic motion. Displacement moni-
toring on the studied segment of the Angarsky fault over 14 years shows slow creep
and extremely weak microseismicity. Moreover, the magnitude of deformation and
seismic response of the fault segment to the standard dynamic test impacts of the
falling pile is one order of magnitude lower than before the experiment. This confirms
a considerable decrease in the level of shear stresses. Thus, the field experiment
confirmed the statement about the possibility of a controlled change in the slip mode
in the segments of fault zones to safely reduce the level of shear stresses and seismic
activity [7, 28]. The developed method of shear stress relaxation in fault segments is
protected by a patent of the Russian Federation [29].

From 2015 to 2018 joint research was conducted by the IEC RAS and IDG RAS
research teams in the coastal segment of the Primorsky Fault zone on the Baikal
coast (near Olkhon Island). The studies included geophysical observation and field
experiments. Figure 5 shows a general view of the testing ground. The purpose of
the experiments was to study the influence of quasistatic (carried out by jacks) and
dynamic (explosive) effects on the displacement mode during contact interaction
with a single artificial asperity. A hydraulic flat jack was installed in a large crack
in the central part of the fault zone. The crack walls were pulled apart with a force
of 43 tons. A 5 cm thick granite gneiss ore was inserted into the cavity to study the
fracture of the rock under conditions of high local compressive stress and additional
(man-made) impacts. After the jack was removed, the ore was compressed by the
crack walls with the force of the crack extension (~ 43 tons).

The processes in the studied segment of the fault zone after the insertion of a
single macroasperity were recorded by strain gages and seismometers. After several
days of monitoring the natural deformations and the seismic background, a series
of weak explosions were performed (the mass of one powder charge was 0.1 kg).
The explosion chamber was located in the large plate within the fault segment at
a distance of 3 m from the seismic sensors. The recorded amplitude of seismic
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Fig. 5 Studied segment of the Primorsky fault zone with measuring equipment (a) and artificial
asperity (granite gneiss ore) with cracks resulting from experiments (b). The numbers in Figure (a)
are as follows: jacks (1); pump (1a); displacement sensors (2); seismic sensors (3). The inclined
arrow in (b) shows the direction of the natural normal faulting displacement

acceleration during the explosion was 219 cm/s2, and the frequency was about 70–
75 Hz. Figure 6 shows a seismic recording for 330 min after the explosion. It reflects
the result of contact interaction during the explosion, in particular, the initiated slip

Fig. 6 Response to explosive action in one of the cracks in the Primorsky fault zone. The main
figure shows the general view of the seismic record within 330 min after the explosion. The upper
inset shows the oscillation velocity of the rock mass for 1 s and its upper value of 0.7 mm/s. The
bottom inset shows the record of the first induced seismic response (the largest seismic pulse) that
occurred 22 min after the explosion (amplitude 70 cm/s2, frequency 160–175 Hz)
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in the contact pair “crack wall—ore”. Within 40 min after the explosion (with some
delay) a series of strong seismic pulses (response to the explosion) were formed. Pulse
amplitudes reached several tens of percent of the acceleration amplitudes during the
explosion.

The measurements and visual observation showed that stress relaxation and redis-
tribution in the surrounding massif after the explosion promote reaching the critical
stresses at the contacts of the artificial asperity with the crack walls and cracking of
the ore after some time (tens of minutes) after the explosion. Cracks propagated in
the ore in the dynamic regime and were accompanied by the generation of a series of
large seismic pulses. In Fig. 6, these pulses are shown on the left side (time interval
of 15–40 min after the moment of explosion).

An analysis of the record of displacements in the main crack showed moderate
compressive deformations of the crack with characteristic amplitudes of 25–35 µm
in combination with reverse faulting during the period of the subsequent “calm”.
The largest seismic impulse was associated with the fracture of the artificial asperity
and characterized by the following parameters: amplitude 70 cm/s2, frequency 160–
175 Hz. The next phase of the response began 190 min after the explosion and lasted
about 140 min. It is characterized by low-frequency “pulses” with an average period
of about 18 min and acceleration amplitudes of 15–20 cm/s2. The generation of such
extremely slow seismic pulses is a deformation response of the rock massif to a
dynamic disturbance of a local stress state. The response manifests itself in the form
of a return slip and can be described by viscoelastic models.

This example demonstrates the generation of high-velocity elastic and subsequent
slowed-down oscillations of the rock massif caused by the intermittent slip mode at
the contact with the large-scale asperity. It is noteworthy that the unloading of the
surrounding rock mass manifested itself in the form of intermittent slip described by
the stick-slip model, with the generation of slow deformation waves. In subsequent
similar tests, the contact area of the ore and the crack walls was wetted. This led to the
initiation of small cracks in the artificial asperity at the contact point accompanied by
numerous packets of audible seismic-acoustic pulses. Over the subsequent months
of application of natural static pressure by the rock mass, the ore gradually split into
several large fragments.

The described experiment showed that an explosive (high-velocity) impact causes
a strong viscoelastic-plastic return accompanied by high-amplitude seismic pulses
and subsequent slow motions. These slow oscillations can presumably be regarded as
being analog to slow waves associated with intermittent sliding of contacting surfaces
in interplate faults [30, 31]. In this case, the observed propagation phenomena of slow
waves are apparently associated with the phenomena of self-organization of ensem-
bles of cracks in the rock mass (cracks are highly sensitive to the rate and ampli-
tudes of external dynamic impacts). Note that slow motions were clearly recorded in
other (larger-scale) experiments including technological explosions with multi-ton
explosive charges in the quarry of the Udachnaya diamond pipe.

Based on the results of the above field experiments, as well as many other tests,
we can draw an important conclusion. Safe stress relaxation in highly stressed (seis-
mically hazardous) segments of tectonic fault zones can be achieved using local

www.dbooks.org

https://www.dbooks.org/


58 V. V. Ruzhich and E. V. Shilko

impacts with low impact velocities and energies [32]. An additional and extremely
effective relaxation stimulation is the saturation of contact slip surfaces with aqueous
solutions, especially when the physicochemical properties of the liquid determine
the important role of the Rehbinder effect [33, 34].

5 Prospects for the Implementation of Controlled Impacts
on Fault Segments Through Deep Wells

The examples discussed above consider methods of managing impacts on small
near-surface areas of seismically active faults. The question remains whether these
experiments can be extended to the scales of the long fault segments and deep regions
characterized by high pressures and temperatures, and complex fluid circulation. To
answer this question, we consider the possibility of implementing control actions on
segments of deep sections of fault zones through wells up to 3–5 km deep. Here we
can take the experience of drilling such wells within the ancient Siberian platform for
injecting solutions and hydraulic fracturing. Such work is carried out, particularly,
at hydrocarbon deposits in the Republic of Yakutia (Russia), where hydrocarbon
reservoirs are at relatively shallow depths of about 2 km.

Deep drilling and hydraulic fracturing allow to open the natural fluid fracture-pore
reservoirs containing oil, gas, and saltwater. It should be noted that the magnitude
of the pressure in such reservoirs is often close to rock pressure. The application
of this technology allows the use of fluid injection at a given pressure through a
network of inclined wells as a hydraulic action on the walls of the principal slip
plane, ensuring their opening or closing [35]. The hydraulic effect of the injected
fluid can be compared to a first approximation with the action of a powerful hydraulic
jack (the role of the jack is played by the fluid pumped under pressure). The effect of
fluid saturation in combination with hydraulic fracturing reduces friction and changes
the slip mode of the fault limbs at the injection sites.

Man-made pressure effects transmitted through the reservoir fluid system allow
the fractured reservoir (within the hydraulic influence region) to be transferred to
another stress state. These effects include the influence on the value of shear resistance
in the segments of the drilled sections of the fault zones. When the seam pressure is
reduced to a certain level, the permeability of the rock decreases, cracks close, and,
therefore, friction and shear resistance increase. To re-open the cracks, it is necessary
to re-increase the pressure of the fluid system to an appropriate level. This makes
it possible to control the stress-strain state of fault segments and the mode of their
seismic activity [36]. It is also important to take into account the natural ratio of the
angles of inclination of fault zones with the vertical direction of gravity.

It is known that vertical cracks in the strike-slip fault zones have greater openness
than inclined ones since the rock pressure on the walls of vertical cracks is much less
than on the walls of inclined (and especially mildly sloping) cracks. Accordingly,
the shear resistance of vertical cracks is also significantly less. In particular, during
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the drilling of reservoirs within the zones of subvertical faults, seam pressure can
sharply drop to the value of pore pressure in the surrounding rock mass [37]. Another
situation occurs with the subhorizontal inclination of the principal slip zone of a thrust
fault. Here, the natural fluid system can be at extremely high pressures due to push-up
conditions. In such cases, the use of standard drilling technologies can lead to strong
dynamic responses of fault zones, especially in the absence of pore fluids. Injection
of drilling fluid into the zones of subhorizontal fractures can lead to a sharp decrease
in shear resistance and activation of coseismic displacements.

Injection of solutions into the fault at a controlled rate allows managing pressure
drop and the frictional resistance of the fault zone, as was shown by experimental
studies. Such technological impacts on highly stressed fault segments can be supple-
mented by the use of proppants to change the slip mode. Natural proppant-fixed
cracks are colmataged, which prevents them from closing. Another technique is the
use of additives in drilling fluids, for example, granules of copolymers (alpine drill
beads). Such additives contribute to a decrease in frictional resistance in the contact
spots of asperities in the fault zone and to a decrease in the critical density of accu-
mulated elastic strain energy at which seismic vibrations are generated. The latter
leads to a decrease in the amplitude of seismic oscillations.

Local hydrodynamic and tectonic conditions must be taken into account during
the drilling process. For example, natural filtering fracture simplifies fluid injection
and pellet delivery into the fault through drilled fan lateral branches in horizontal
fishbones. At a subhorizontal slope of the principal slip zone of the thrust fault, the
natural fluid system can be at extremely high pressures due to push-up conditions.
This contributes to the creation of frictional instabilities in the fault zone. Upon
identifying such features by geological and geophysical data, special measures to
reduce seismic risk have to be developed.

Deep drilling of injection wells to depths of 5–7 km in the fault zones shows that the
injection pressure and fluid saturation are able to propagate to much deeper horizons
due to hydraulic connection with existing natural fluid systems. This indicates a
real possibility of man-made impacts on seismically hazardous deep fault segments
through deep wells since such impacts can reach the level of the seismic focal layer
in the continental crust.

The example shown below is one of the options for drilling a well-studied segment
of the Tunka fault in the Baikal rift zone near the Arshan settlement (Irkutsk Region,
Russia). Some volcanic apparatuses and coseismic fractures of 4 destructive earth-
quakes (Mw ~ 7.5, the average recurrence period is 3.9 ± 0.6 thousand years) were
found in the vicinity of this segment. The latest paleoseismic dislocation in this area
is about 1 thousand years old. We also note the recent strong earthquake of August
22, 1814, in the neighboring segment of the Tunka fault zone. The energy of the
tremors was about 9 balls. Currently, there is a seismic gap in the Arshan segment
of the fault, which is a warning sign of the preparation of the next stage of activation
in the coming years or the first decades. Based on these assumptions, the seismic
situation in the Arshan segment of the Tunka fault can be assessed as potentially
dangerous.
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Fig. 7 The scheme of the proposed placement of two groups of inclined injection and monitoring
wells for sequential hydrodynamic vibro-pulse impacts on the Arshan segment of the Tunka fault.
The inset shows the central part of the Tunka rift basin, the Arshan segment of the Tunka fault zone,
and the epicenters of earthquakes Mw = 4.0–6.9 over the past 70 years

Therefore, this segment is an appropriate place to validate the method of preven-
tive relaxation of shear stresses using a hydraulic injection of fluids with controlled
pressure into the fracture zone through a network of deep inclined or horizontal
multilateral wells [38, 39]. Below is a simplified block diagram of the planned test
site in the Arshan segment of the Tunka rift faulting zone (Fig. 7).

The advantages of using modern technology for driving deep wells into fault zones
are determined by the possibility to control the volume and modes of injection of
different solutions. Nevertheless, it is necessary to take into account the complex addi-
tional factors (geophysical, seismotectonic and geostructural), including the spatial
orientation of principal slip zones with respect to the main axes of tectonic stresses,
the length and thickness of fault zones, the values of dip angles, triple junctions, etc.
It is also important to conduct preliminary test actions to assess the features of the
“macroscopic” response of the fault zone.

6 Discussion

When discussing the results of the described interdisciplinary studies aimed at devel-
oping an approach to the man-made management of displacement modes in fault
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zones, it is important to consider the similar experience of foreign scientific groups.
In particular, it is necessary to take into account the known results of studying the
consequences of injecting solutions through wells 3–5 km deep. The watering of
fault zones sometimes led to the initiation of many weak earthquakes. Hypocenters
of earthquakes extended in depth to distances commensurate with the length of the
wells themselves. This indicates fluid saturation of rock masses in much deeper hori-
zons. The authors of the monograph [40] studied indirect seismological evidence of
high and rapidly changing permeability of the middle and lower crust from data on
the systematic emergence of hypocenters of aftershock sequences of strong earth-
quakes. Such a notion can be considered as an indication of the presence of a hydraulic
connection between fluids of the lower and middle crust with hydrological systems
in the surface layers of the earth’s crust. Thus, fluid injected through insufficiently
deep wells (3–5 km) can hydraulically act on deeper fluid-saturated layers of the
earth’s crust down to the depths of preparation of the sources of strong earthquakes.
This way is assumed in the framework of the proposed approach.

Laboratory tribological studies indicate that many classical laws of friction are
valid for zones of active tectonic faults and determine the regimes of seismic activity
in deep fault horizons [13, 41, 42]. This means that the regimes of radiation of
seismic vibrations during tectonic creep or coseismic slip should be considered as the
results of visco-elastic–plastic contact interactions between randomly rough sliding
surfaces. Classical tribological laws also hold upon transitions to higher hierarchical
levels of seismotectonic destruction in the lithosphere. This refers, for example,
to transient frictional slip regimes from aseismic to accelerated ones, or dynamic
failure in the final stage of earthquake preparation. These regimes, in turn, affect the
amplitude-frequency and energy parameters of the radiated seismic vibrations. The
injection of aqueous solutions into fault zones not only reduces the strength charac-
teristics of rocks and shear resistance in slip planes but also promotes a hydraulic
(wedging apart) effect. The latter causes hydraulic fracturing or slow opening of
natural cracks and hence reduces the contact area and the friction coefficient. The
experience gained during the operation of underground hydrocarbon storage, the
extraction of geothermal resources, and the development of gas and oil fields in
seismically active regions show that aqueous solutions injected through wells under
high pressure can reactivate existing deep fault segments and provoke dangerous
earthquakes with Mw ≥ 4.0–5.2 [43–46]. Many authors are of the opinion that the
unintentional activation of faults caused by fluid injection should be used instead to
manage the relaxation of excess stresses in fault zones. To implement this in practice,
it is necessary to identify and use tribological mechanisms that control slip modes
and generation of seismic vibrations in fault zones [47]. It was shown above that such
knowledge helps to exclude the acts of strong seismic activation of fault segments at
significant distances from injection wells.

Many representatives of the scientific community believe that even energetically
moderate technogenic impacts including hydraulic fracturing by injecting drilling
fluids can induce strong earthquakes even in aseismic areas. Examples are geolog-
ical exploration and exploitation of underground geothermal water resources in Texas
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(USA) and Switzerland [48]. However, experience of deep drilling in the explo-
ration and development of hydrocarbon deposits in aseismic regions (including the
Siberian platform), indicates the absence of such dangerous phenomena. Note that
even underground nuclear explosions with megaton charges were not able to trigger
multiscale transitions to merge small faults into a long seismically active fault and
initiate destructive earthquakes with Mw ≥ 7 [49]. Nevertheless, we cannot exclude
induced low-energy seismicity in the form of a series of moderate earthquakes. The
most striking example is the recent Bachat man-provoked seismic event in Kuzbass
(Russia) on 18.06.2013 (Mw = 6.1) with a hypocenter depth of 4 km [50]. It was
initiated after long-term mining operations in coal mining at depths of up to 2 km.
This extraordinary earthquake is the result of regular powerful explosions, as well
as the excavation of large volumes of rock mass over an area of 100 km2.

The magnitude of the most well-known (and rather rare) technologically induced
moderately hazardous earthquakes induced by mining operations ranges within 2.8–
6.1. There are some examples of the initiation of strong earthquakes with Mw = 7
as a result of the uncontrolled long-term withdrawal of huge volumes of oil and gas
from deep-seated deposits. This kind of phenomena took place near the city Gazli
or the city Neftegorsk. A huge number of such examples show that the increasing
power of anthropogenic impact on the upper layers of the earth’s crust leads to the
unintentional provocation of dangerous seismodynamic phenomena. This makes it
necessary to mobilize the efforts of the scientific community to prevent such kind of
phenomena. The proposed approach can be efficiently used to solve this problem.

7 Conclusion

Uncontrolled long-term high-energy man-made impacts on highly stressed areas of
the earth’s crust are increasingly leading to unintended seismic disasters. We showed
the possibility to prevent or neutralize such disasters by implementing proactive
measures including controlled vibration-pulse actions in combination with controlled
injections of solutions through deep wells. Such kind of technology is based on
the approach, which integrates advanced geological and geophysical methods in
combination with advanced deep drilling technologies and numerical and physical
modeling. This will make it possible, in the near future, to provide a more reliable
solution to the global problem of ensuring seismic safety. The results considered
above provide the basis for conclusions about the feasibility of projects aimed at
effectively reducing seismic risk [51].

Professor S. G. Psakhie was among the drivers of the development of the approach
to managing the displacement mode and seismic activity of highly stressed fault
zones. At various seminars, we discussed the prospects of the implementation
of large-scale field tests using vibro-pulse and hydraulic methods of influencing
segments of seismically dangerous fault zones through drilled deep wells. The most
challenging problems are appropriate funding, government approvals, and the prepa-
ration of test sites in areas, which are at a safe distance from settlements. Such test
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sites are available, for example, in the poorly populated territory of the Mongolian
People’s Republic, where seismic and geological studies have revealed a system of
deep seismic hazardous faults. To create a technology aimed at solving the described
multidisciplinary problem, combined efforts of the world community and the support
of governments are required. The next immediate task for the implementation of such
an important project is to organize a series of large-scale field tests in the segments
of seismically dangerous faults using advanced deep drilling technologies.
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in Contact Zones
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Abstract Methods of particles are now recognized as an effective tool for numer-
ical modeling of dynamic mechanical and coupled processes in solids and liquids.
This chapter is devoted to a brief review of recent advances in the development of
the popular particle-based discrete element method (DEM). DEM is conventionally
considered as a highly specialized technique for modeling the flow of granular media
and the fracture of brittle materials at micro- and mesoscopic scales. However, in the
last decade, great progress has been made in the development of the formalism of this
method. It is largely associated with the works of the scientific group of Professor S.
G. Psakhie. The most important achievement of this group is a generalized formula-
tion of the method of homogeneously deformable discrete elements. In the chapter,
we describe keystones of this implementation of DEM and a universal approach
that allows one to apply various rheological models of materials (including coupled
models of porous fluid-saturated solids) to a discrete element. The new formalism
makes possible qualitative expansion of the scope of application of the particle-based
discrete element technique to materials with various rheological properties and to the
range of considered scales form microscopic to macroscopic. The capabilities of this
method are especially in demand in the study of the features of contact interaction of
materials. To demonstrate these capabilities, we briefly review two recent applica-
tions concerning (a) the effect of adhesive interaction on the regime of wear of surface
asperities under tangential contact of bodies and (b) the nonmonotonic dependence
of the stress concentration in the neck of the human femur on the dynamics of hip
joint contact loading.
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1 Introduction

Starting with the classic works of Cauchy and Navier [1, 2], the development of
the formalism of the discrete representation of the medium at a continuum (“super-
atomic”) scale is considered among the fundamental problems for the mechanics of
solids. In the framework of this representation, a matter is described by an ensemble of
interacting particles. Each particle models a sufficient number of atoms or molecules
to describe the state and response of the particle in terms of thermodynamic param-
eters and classical mechanical models (Fig. 1). A discrete description of solids and
liquids was initially considered as a way to fill the gap between molecular mechanics
and continuum mechanics [3]. However, the rapid development of the formalism
of particle methods in the last two decades has made it possible to apply them to
study the mechanical behavior of diverse solids as well as various mechanically
assisted or activated processes in the entire spectrum of spatial scales from atomic
to macroscopic.

The traditional approach to the numerical study of the behavior of materials on the
“above-atomic” spatial scales is based on the methods of continuum mechanics such
as finite element, finite difference and boundary element methods (FEM, FDM and
BEM) [4–9]. The formalism of these methods allows easy implementation of various
linear and nonlinear (including coupled thermomechanical and poroelastic) rheolog-
ical models. Moreover, advanced implementations of FEM, FDM and BEM include
the ability to directly model fracture [10, 11]. Despite the well-known advantages of
continuum numerical methods, their fundamental limitation is difficulty in modeling
of complex fracture-related problems including development of multiple fractures,
contact interaction of the initial and newly formed surfaces, wear of surface layers
and a change in surface roughness, flow of granular media, etc.

Mentioned limitation is not inherent in particle-based methods [12–19]. The most
relevant and efficient particle-based method for numerical modeling of the above-
said complex mechanical processes in solids is the discrete element method (DEM)
[18, 19]. The constantly growing interest in this numerical technique is determined
by the ability to solve a variety of complex and non-linear contact problems, where
the processes of fragmentation and mass transfer of fragments play a key role. This

Fig. 1 Representation of the material by ensemble of particles as an extension of atomistic
representation to higher spatial (and temporal) scales
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chapter is devoted to the analysis of achievements in the development of DEM for
computer simulation of the mechanical behavior of consolidated solids.

Creation of this method is attributed to Cundall [20, 21]. In the framework of
original implementation of DEM, a discrete element is treated as a finite part of a
solid body (or a particle in particulate/granular material) bounded by clearly defined
(exact) surface. The latter qualitatively distinguishes this method from the methods
of quasiparticles with “fuzzy” surface. Elements can be either chemically bonded
if they model a consolidated material, or contact if the contact interaction of the
fragments is modeled. Changing the type of bond of elements (chemically bonded
↔ contact ↔ noninteracting) is governed by the applied criteria of fracture, bond
formation and contact loss [22, 23]. The stress state of a discrete element is determined
by the mechanical load of the surrounding elements on the surface of the element.
The absence of a constraint in the form of the continuity equation makes the DEM
extremely attractive for numerical studying complex processes in contact zones.

The term “discrete element method” is now used as a generic name for a large
group of numerical techniques based on these general principles for representing the
medium [18, 21, 24, 25]. Various representatives of this group differ in several key
features: the principle of local or global force equilibrium (explicit or implicit formu-
lation); approximation of the shape of the volume modeled by a discrete element;
approximation to the description of the deformability of a discrete element.

Explicit DEM is the most popular and is widely used to solve fracture- and contact
interaction related dynamic problems. It implies the formulation of equations of
motion for each discrete element and the parallel solution of the system of these
equations with an explicit time marching scheme (Euler, Verlet or other integra-
tion algorithm). Since a discrete element simulates a finite volume of material, the
mechanical interaction of such finite volumes should lead not only to their transla-
tional motion, but also to rotation determined by the moments of interaction forces.
The form of the dynamics equations for the rotational degrees of freedom of an
element (Euler’s equations) is determined by the shape of an element. In the general
case, Euler’s equations are written in integral form using the inertia tensor (tensor of
inertia, in turn, is formulated as an integral) [18]. Integral Euler equation is cumber-
some and computationally costly, that is why elements with complex nonequiaxial
geometry (polygonal [26], superquadric [27] elements) are used only for modeling
granular or fragmented (block-structured) materials. At the same time, a consoli-
dated material can be much more efficiently modelled by an ensemble of bonded
equiaxial elements, the shape of which is approximated by equivalent sphere (3D
problem) or a disk of a given height (2D problem) [18, 22, 28]. The efficiency of
an approximation of an equivalent disk/sphere is determined by the simplicity of the
Newton–Euler motion equations for a discrete element:

⎧
⎪⎪⎨

⎪⎪⎩

mi
d2�ri
dt2 = mi

d �vi
dt = �Fi =

Ni∑

k=1

�Fik =
Ni∑

k=1

( �Fc
ik + �Ft

ik

)

Ji
d �ωi
dt = �Mi =

Ni∑

k=1

�Mik

, (1)
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where i is the number of discrete element, �ri , �vi and �ωi are the radius-vector, velocity
vector and angular velocity pseudovector respectively, mi is the mass of the element
i, Ji is moment of inertia of an equivalent disk or sphere, �Fi and �Mi are the total force
and torque acting on the element i by the neighbors, �Fik is the force of interaction of
the considered element i with the neighbor k, �Fc

ik and �Ft
ik are the central (along the

line connecting mass centers of the elements i and k) and tangential (in transverse
plane) components of the force �Fik , �Mik is the moment of interaction forces (includes
tangential moment of �Ft

ik and twisting moment [22]), Ni is the number of neighbors
of the element i .

One can see that the approximation of the equivalent disk/sphere allows the use
of Euler’s equations in the most trivial and computationally efficient form. Another
important consequence of this approximation is the formal independence of the
central and tangential interactions: the force �Fc

ik does not cause acceleration in the
plane of the tangential interaction, and the force �Ft

ik does not cause acceleration along
the line connecting the centers of mass of the elements.

The forces �Fc
ik and �Ft

ik of interaction of discrete elements are traditionally
represented as the sum of the potential ( �Fcp

ik and �Ftp
ik ) and viscous ( �Fcv

ik and �Ftv
ik )

constituents [20, 22]. From the point of view of the rheological description, viscous
forces have a meaning similar to the physical meaning of the damper in the Kelvin-
Voight viscoelastic model. A key component of constructing a discrete-element
model of a material is the determination of the structural type and coefficients of
the potential interaction forces.

In the framework of the traditional DEM implementation, the central and tangen-
tial potential forces of interaction of equivalent balls/disks (Fcp

ik and Ftp
ik ) are calcu-

lated in the pair-wise approximation. From the physical point of view, pair-wise
potential corresponds to the approximation of a non-deformable (rigid) element (a
system of springs or rods). Here, the term “rigid” is used in the sense that the inter-
action of the element i with the neighbor k does not change its volume and shape
and, therefore, does not cause a change in the forces of interaction of the element
i with other neighbors (these neighbors “feel” the result of the interaction in the
pair i − k only indirectly, through the motion of the element i). This approximation
is widely used for micro- and mesoscopic description of the processes of damage
accumulation and fracture of brittle materials, contact interaction of elastic bodies,
including the dynamics of block-structured media. In this case, element-element
interaction is traditionally modelled using harmonic interaction potentials (such an
interaction is schematically represented by connecting the centers of the elements
with two springs oriented in the central and tangential directions) [22, 28, 29]. Some
models also use nonlinear (elastic–plastic or viscoelastic Maxwell type) formulations
of pair-wise interaction forces Fcp

ik and Ftp
ik [30, 31] for simulation of granular media

and porous structures with non-linear/ductile rheological properties of the material
of the skeleton walls or granules. However, such potentials make possible adequate
description of the mechanical behavior of porous systems only at a “low” scale (the
scale of discontinuities or granules).
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The key problems that strongly limit the range of application of the traditional
implementation of DEM with pair-wise interaction forces are well known. They are
(i) dependence of the macroscopic properties of an ensemble of discrete elements
on the type of packaging and size distribution of elements, (ii) incorrect description
of the plastic strain of an ensemble of elements (for example, plastic deformation of
a sample may be accompanied by an uncontrolled change in its volume), and other
related problems.

Various approaches to solving these fundamental difficulties within the framework
of the concept of non-deformable elements have been proposed in last decades. In
particular, stochastic dense packing of non-uniform-sized circular (2D) or spher-
ical (3D) elements [22, 28, 29] is used to solve the problems of packing-induced
anisotropy of the elastic response and packing-dependent ratio of elastic modules
of an ensemble of elements. An alternative approach is to use the formalism of
spring network model (lattice model [32, 33]) to build relationships for the forces of
interaction of regularly packed uniform-sized elements [34–36]. The lattice model
is based on the postulation of the form of interaction potential (harmonic potential
is usually used for both central and angular interactions) and equalization of elastic
strain energy stored in a unit cell of volume to the associated elastic strain energy
of the modelled continuum. The material parameters derived from this equality are
included in the relationships for the forces of element-element interaction. The above
approaches made it possible to adequately describe the mechanical (and thermome-
chanical [36]) behavior of brittle materials under complex loading conditions. At
the same time, they do not allow solving the key problem of incorrect modeling of
nonlinear (and/or inelastic) mechanical behavior of materials with complex rheolog-
ical properties (including rubber-like viscoelastic materials as well as metallic and
polymer materials, whose macroscopic plasticity is not related to discontinuities).

The problem of correct modeling of nonlinear mechanical behavior of consoli-
dated materials by the method of discrete elements can be generally solved only by
using the approximation of the deformable element. In turn, the deformability of an
element can be realized only within the framework of a many-body interaction of
elements. This means that the potential interaction force must depend not only on the
relative motion of the elements in the pair, but also on the interaction of each of them
with other neighbors. The formulation of the general structural form of the potential
interaction force and its specific realizations for materials with various rheological
properties has been among the critical challenges for the DEM until recently.

2 Distinct Element Method with Deformable Elements

A meaningful contribution to the development of the formalism of DEM was done
by Professor Sergey G. Psakhie and his team. Professor Psakhie was a founder of
the new particle-based method, namely, the method of movable cellular automata
(MCA) [37, 38].The basic principles of this method were developed in collaboration
with Professor Yuki Horie (North Carolina State University, Los Alamos National
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Lab). Originally, the MCA method was designed as a hybrid technique to model
mechanically activated chemical reactions in powder mixtures [39, 40]. This original
implementation combined the formalisms of discrete elements and cellular automata,
in which the mechanical response of the particle was described using the DEM
formalism, while the non-mechanical thermodynamic aspects of particle–particle
interaction (including melting and mechanically activated chemical reaction) were
modelled on the basis of the concept of cellular automata.

The most important achievement of S. G. Psakhie in the development of numerical
particle-based modelling techniques is the proposed general formalism of the method
of homogeneously (simply) deformable discrete elements.

The keystones of this formalism were laid in the framework of collaboration
with Professor Valentin L. Popov (Technische Universität Berlin) and his scien-
tific group. In a joint work of Professors Psakhie and Popov [41], the basic princi-
ples for describing the mechanical behavior of a discrete element (movable cellular
automaton) as a deformable area of the medium were formulated. For a special case
of an ensemble of close packed elements of the same equivalent radius, which models
an isotropic two-dimensional continuum, a relation was proposed for the potential
force of the central interaction of elements in the many-body approximation:

Fcp
ik = E∗δLik = E∗

⎛

⎝δrik + D
N∑

j=1

δri j + D
N∑

m=1

δrkm

⎞

⎠. (2)

Here, the symbol δ denotes the difference between the current and initial values of the
corresponding parameter, rik = |�ri − �rk | is the distance between the centers of mass
of the elements i and k, Lik is the effective distance between the elements, N is the
number of neighbors in the first coordination sphere. The coefficients E∗ and D are
expressed in terms of the elastic constants of the material and the element packing
parameters. Derivation of these coefficients is based on the condition for ensuring
the required values of Young’s modulus and Poisson’s ratio of the material [41].
This model is based on the same principles as the classic spring network models,
but it has a fundamental difference. The force of the central interaction of the two
elements is represented in the form of a superposition of the pair-wise component
E∗δrik and “hydrostatic” components. The latter are proportional to the change in the
volumes of the interacting elements (here, we use the particular form of expression
for the element’s volume change in regular packing). The reasonableness of this
formulation is confirmed by the linear relationship of the diagonal components of
the stress tensor and the volume strain in the vast majority of macroscopic rheological
models of materials (linear and non-linear elasticity, viscoelasticity, plasticity).

The proposed formalism actually uses the approximation of homogeneously
deformable elements. It was further developed to describe plastic flow of the elements
based on constitutive equations of the macroscopic continuum theory of defects
[41]. Despite the clear advantages of the proposed formalism, it has the same key
limitations as traditional lattice-based models. Among them, are the absence of the
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tangential interaction of elements (shear resistance force), packing-dependent artifi-
cial anisotropy of the integral response of the ensemble of elements at a significant
distortion of the initial symmetry of the lattice, and the lack of a general and simple
algorithm of implementation of complex rheological material models.

A generalized formulation of the method of homogeneously deformable discrete
elements was proposed later in the works of Professor S. G. Psakhie with co-authors.
It applies the concept of many-body interaction for the ensemble of arbitrarily packed
different-size elements and is based on the following principles:

1. Approximation of equivalent disks/spheres (Fig. 2). Within the framework of
this approximation, the dynamics of elements is described by Eq. (1), and the
forces of central and tangential interaction are assumed to be formally unrelated
to each other. Elements interact with each other through flat contact areas. The
geometry and squares of these areas are determined by the local packing and
sizes of the elements [22, 42, 43]. The potential interaction of the two elements
is conveniently described in terms of specific forces of interaction (normal σik

and tangential τik contact stresses):

{
Fcp

ik = σik Sik

Ftp
ik = τik Sik

. (3)

2. A discrete element is assumed to be homogeneously deformable, i.e., its stress–
strain state is characterized by tensors of stress and strain (hereinafter called

Fig. 2 Typical examples of 2D samples modelled by the ensembles of regularly and stochastically
(dense) packed discrete elements. Figures show equivalent disks
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average stresses σαβ and strains εαβ , where α, β = x, y, z). To determine the
components of average stress tensor, we use well-known classical relations for
average stresses and “local” values of traction vectors at the contact areas of the
element with neighbors (stress homogenization) [22, 42, 44]:

σ i
αβ = Ri

	0
i

Ni∑

k=1

S0
ik(�nik)α

( �
ik

)

β
= Ri

	0
i

Ni∑

k=1

S0
ik(�nik)α

(
σik(�nik)β + τik

(�tik
)

β

)
,

(4)

where Ri is the radius of equivalent sphere approximating the element i, 	0
i is

the volume of unstrained element, S0
ik is the contact square in unstrained pair

i − k, �
ik is the traction vector at the area of contact of elements i and k (normal
and tangential contact stresses are the components of this vector), �nik is the
unit normal vector directed along the line connecting the mass centers of the
elements, �tik is the unit tangent vector directed in the tangential plane, ( �W )β is
the projection of some vector �W onto the β-axis. We emphasize the generality
of definition (4), which is applicable for arbitrary local packing of elements of
various sizes (packing and sizes determine the values of the direction cosines
and contact areas).

3. A consequence of the deformability of an element is the need to divide the spatial
parameters of its interaction with a neighbor (pair overlap and relative tangential
displacement) into two components, namely, the contributions of both elements:

{
�rik = �qik + �qki = Ri�εik + Rk�εki

�lsh
ik = Ri�γik + Rk�γki

, (5)

where qik and qki are the distances from the mass centers of the interacting
elements i and k to the central point of the contact area (they are equal to equiv-
alent radii Ri and Rk respectively for the case of unstrained elements), εik and
εki are central pair strains of discrete elements i and k, lshear

ik is the value of
relative tangential displacement of the elements (it is calculated with taking into
account the element rotations [22, 39, 42]), γik and γki are the shear angles of
discrete elements i and k (contributions to the total shear angle). In the general
case, εik �= εki and γik �= γki . Relations (5) are given in the incremental form
[hereinafter the symbol � denotes an increment of some parameter over the time
step of numerical integration of the motion equations (1)] because this form is
convenient for the numerical implementation of complex rheological models.
Note that the strains εik and γik are the components of the “local” strain vector,
which is used in the definition of εi

αβ by the analogy to (4).
4. In the framework of approximation of deformable element, the specific normal

and tangential forces (contact stresses) σik and τik are interpreted as the compo-
nents of the specific force of mechanical response of the element i to the mechan-
ical loading by the neighboring element k. These stresses are the functions of the



Particle-Based Approach for Simulation of Nonlinear Material … 75

i-th element strains εik and γik in the pair i − k. We proposed the general form of
these functions, which assumes homogeneous deformability of the element and
linear relation between volume strain and mean stress (or pressure) [42–44]:

{
σik = σ

pair
ik (εik, ε̇ik) + Biσ

i
mean = σ

pair
ik (εik, ε̇ik) − Bi Pi

τik = τ
pair

ik (γik, γ̇ik)
. (6)

Here, the upper index “pair” denotes pair-wise function, σ i
mean = −Pi =(

σ i
xx + σ i

yy + σ i
zz

)/
3, Bi is the material parameter. The first relation in (6)

suggests that the normal (compressive/tensile) resistance of an element is deter-
mined by both the strain of this element εik along the loading axis and the hydro-
static (liquid-like) component. The second relation is written in the pair-wise
approximation, which ideologically corresponds to the relations connecting the
off-diagonal components of the stress and strain (or strain rate) tensors in most
rheological models of solids. The specific form of the pair-wise components
σ

pair
ik and τ

pair
ik as well as the values of the material coefficients are determined

by the applied rheological model of the material modeled by a discrete element.
The necessity to satisfy Newton’s third law (σ ik = σki and τik = τki ) leads to the
following systems of equations, which are used to calculate the current value of
interaction forces �Fcp

ik and �Ftp
ik for the motion equation (1):

{
σ

pair
ik (εik, ε̇ik) + Biσ

i
mean = σ

pair
ki (εki , ε̇ki ) + Biσ

i
mean

�rik = �qik + �qki = Ri�εik + Rk�εki
, (7)

{
τ

pair
ik (γik, γ̇ik) = τ

pair
ki (γki , γ̇ki )

�lsh
ik = Ri�γik + Rk�γki

. (8)

The solutions to each pair of equations are the values of pair strains. These
strains are then used to calculate the current values of the forces of interaction
of elements according to (6).

5. A pair of elements modeling a part of a consolidated material is assumed to be
chemically bonded (linked). The central interaction of linked elements includes
resistance to compression and tension, and the tangential interaction typically
takes into account shear and bending resistance [42]. In the framework of the
discrete element method, the elementary act of fracture at the considered spatial
scale is the breaking of the chemical bond between the two elements. The condi-
tion of linked-to-unlinked transition is governed by a specified fracture criterion
for a pair. This criterion is determined as a fracture condition at the contact
area. Most fracture criteria in the mechanics of a deformable solid are formu-
lated in force-like form in terms of the invariants of the stress tensor (Mises,
Mohr–Coulomb, Drucker-Prager and other failure criteria). We proposed an
approach to implementation of such kind of criteria within the framework of
the formalism of deformable elements [42, 44]. It is based on determining
the local stress tensor on the contact area of the linked pair of elements and
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calculating its invariants. The local stress tensor σ ik
α′β ′ is determined in the local

coordinate system of the pair i − k. The specific forces σik and τik are used
as the diagonal and off-diagonal components of this tensor. The missing 4
components are determined on the contact surface by linear interpolation of the
corresponding components of average stress tensors in the interacting elements:
σ ik

α′β ′ = (
σ i

α′β ′qki + σ k
α′β ′qik

)/
rik . Here the accent means that average stresses

are considered in the local coordinate system.
A bond break leads to a change in the interaction in a pair of discrete elements:
the central interaction includes only compression resistance, and the dry [22] or
viscous friction force is usually used as the tangential force. A pair becomes non-
interacting if the value of the central force becomes equal to zero. We also note
that the deformability of elements leads to a generalized formulation of contact
detection condition, which takes into account a change in the linear dimensions
of elements [42, 44].

6. Contact interaction of unlinked discrete elements is traditionally treated as non-
adhesive. However, in many real systems, the adhesion of surfaces is an important
factor determining the laws of friction and wear [45]. To adequately model the
adhesive contact of surfaces, we assume attractive normal force acting between
elements even after they are debonded [46, 47]. This force varies with separation
of the surfaces of interacting elements according to prescribed model of adhesion
(Dugdale’s, Van-der-Vaals or other interaction potential). The value of separation
is determined with taking into account deformation of elements along the normal
�nik . The tangential force of interaction of unlinked and noncontact elements is
assumed to be zero.
At large values of surface energy, the mechanical contact of chemically clean and
smooth surfaces can be accompanied by the formation of a chemical bond (this
effect is often called cold welding). This effect is taken into account in the method
of deformable discrete elements based on the use of the criterion of unlinked-to-
linked transition for contacting pairs of elements. The pair of elements becomes
linked if the criterion is satisfied. We proposed some formulations of such kind
of criteria including critical values of the contact normal stress and plastic work
of deformation [42].

3 Principles of Implementation of Rheological Models

The most important advantage of the proposed general formulation of element-
element interaction (6)–(8) is the possibility of simple implementation of various
rheological models of solids. One can see from relation (4) that the components of
average stress tensor are linearly related to the forces of interaction of the element
with its neighbors. In turn, the interaction forces are linearly related to the compo-
nents of average stress tensor by relation (6). A fully similar interconnection takes
place between average strains and pair strains of the element. We first showed that
the similarity of the relationship between average and local (contact) stress and strain
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parameters of the element inevitably leads to the fact that the specific formulation
of relations (6) should be similar to the formulation of the constitutive relations for
the material of a discrete element. In other words, the relation for the specific central
force σik of the ith element response to the mechanical loading by the neighbor k has
to be formulated by means of direct rewriting of the constitutive equation for the diag-
onal components of the stress tensor. The specific force of tangential response τik is
formulated by direct rewriting the corresponding constitutive relation for off-diagonal
stress components. Using these principles, we implemented macroscopic mechan-
ical models of elasticity, viscoelasticity, and plasticity and applied them to study
the behavior of various materials, including metals, ceramics, composite materials,
rocks, rubbers, and even bone tissues [38, 42–44].

Below there is an example of the relations (6) for the quite general case of locally
isotropic viscoelastic (described by the Prony series) material of the element. These
relations are written in an incremental form:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�σik = 2Gi,
�εik +
(

1 − 2Gi

3Ki

)

�σ i
mean

− 2
∑

p

Gi,Mp

ηi,Mp
�σik,Mp + 2

�σ i
mean

3Ki,


∑

p

Gi,Mp Ki,Mp

ηi,Mp

�τik = 2Gi,
�γik − 2
∑

p

Gi,Mp

ηi,Mp
�τik,Mp

. (9)

Here Gi,
 = Gi,K + ∑
p Gi,M is the instant shear modulus of viscoelastic material

(Gi,K is the shear modulus of the Kelvin element, Gi,Mp is the shear modulus of
the pth Maxwell element in a series), Ki,
 is the total bulk modulus determined in
a similar way, ηi,Mp is the dynamic viscosity of the p-th Maxwell element, σik,Mp

and τik,Mp are the contributions of the pth Maxwell element to the total specific
force. It is easy to show that substitution of the relations (9) to the definition of
average stress tensor (4) leads to rigorous fulfilment of the constitutive equation for
the viscoelastic material in terms of average stresses and strains. The particular case
of (9) is the linear-elastic model (the only Kelvin element), which is typically used
to numerically study the elastic behavior of brittle and ductile materials.

It is well known that although the mechanisms of plasticity can qualitatively
differ for the materials of various natures (defects of the crystal lattice in metals and
alloys and discontinuities in microscopically brittle materials), their macroscopic
inelastic behavior is adequately described on the basis of similar models based on
the principles of the classical theory of plastic flow. In the framework of this theory,
plasticity is described as instantaneous relaxation of “excess” stresses when the
plasticity criterion (which is traditionally expressed in terms of the stress tensor
invariants) exceeds a specified threshold value (yield shear stress).

Macroscopic inelastic (ductile) behavior of materials is conventionally modelled
using associated (for metals and polymers) and non-associated (for ceramic mate-
rials, rocks and bone tissues under mechanical confinement) plastic flow models.
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The most popular way to implement these models within explicit numerical methods
of continuum mechanics is the use of radial return algorithm of Wilkins [48]. We
were the first to show that this algorithm can be easily adapted to the formalism of
deformable discrete elements. By the analogy with elasticity, the prescribed law of
mapping the average stresses σ i

αβ is rigorously satisfied when applying the stress
correcting expressions to the specific response forces σik and τik . Using this way, we
numerically implemented the widely used macroscopic model of plasticity of metals
with von Mises yield criterion [42, 43] and non-associated plastic flow model of
Nikolaevsky [44] (the macroscopic rock plasticity model with von Mises-Schleicher
yield criterion [49]). Other models of elasticity and plasticity can be implemented
within the formalism of deformable discrete elements using this direct way. In partic-
ular, recently we developed a numerical model of inelastic deformation and fracture
of brittle materials, which takes into account the finite incubation time of structural
defects and applies principles of the structural-kinetic theory of strength [50].

The generality of the developed formalism allows one to implement not only
mechanical but also coupled (thermomechanical, poromechanical and so on) material
models. One of the most significant recent achievements of Professor S. G. Psakhie
and his scientific team is the development of a hybrid (coupled) DEM-based tech-
nique to model the mechanical behavior of “contrast” materials, namely the porous
materials with solid skeleton and interstitial liquid [38, 51]. Well-known examples
of materials with locally contrasting mechanical properties are watered porous rocks
and rubbers, bone and soft tissues. The importance of adequate consideration of
the liquid phase in the contrast materials is determined by the fact that such kind
of materials possesses strongly nonlinear behavior and non-stationary mechanical
characteristics (even in the case of elastic-brittle skeleton) due to redistribution of
mobile interstitial fluid in the pore space. Note that the formalism of DEM-based
hybrid method was developed in collaboration with Dr. S. Zavsek (Velenje Coal
Mine) and Professor J. Pezdic (University of Ljubljana).

Within the framework of this hybrid technique, the discrete element is considered
as porous and permeable solid. The mechanical behavior of both solid skeleton and
interstitial fluid and their mutual influence are taken into account. In particular, using
Biot’s linear model of poroelasticity [52] and Terzaghi’s concept of effective stresses,
we developed the coupled macroscopic model of permeable brittle materials. The
main constitutive equations of this model are:

1. Dependence of the pore volume of an element on the hydrostatic component of
the external load and the pore pressure

	p − 	p0

	
= φ − φ0 = a

K
σmean +

(
1

K
− 1 + φ

Ks

)

Ppore, (10)

where 	p and 	p0 are the current and initial (in an undeformed element) values
of the pore volume, ϕ and ϕ0 are the corresponding values of porosity, 	 is the
volume of the element, Ppore is the pore pressure in the volume of the element.

2. Constitutive equation of linear compressible liquid in the pore space
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Ppore = P0
pore + K f l

(
ρ f l

ρo
f l

− 1

)

= P0
pore + K f l

(
m f l

ρo
f l Vp

− 1

)

, (11)

where ρ0
f l and P0

pore are the equilibrium values of the density and pressure of the
fluid under atmospheric conditions (in the absence of a mechanical confinement),
ρ f l is the current value of the density of the liquid in the pore space of the element,
K f l is the bulk modulus of the liquid.

3. Hooke’s law for poroelastic material of the element

�σαβ = 2G

(

�εαβ − δαβ

a�Ppore

K

)

+ δαβ

(

1 − 2G

K

)

�σmean, (12)

where a = 1 − K/Ks is a coefficient of poroelasticity.
4. Modified formulations of yield and fracture criteria in terms of Terzaghi’s

effective stresses σ
e f f
αβ = σ mean + Ppore [51].

5. The equations of motion of discrete elements (1) are supplemented by the clas-
sical equation of transport of interstitial fluid in the pore space of the material
[53]. The transport equation is solved on an ensemble of discrete elements by
the finite volume method [51].

Shown below examples demonstrate the capability of the developed formalism to
implement various complex material models. This allows qualitative expansion of
the range of simulated materials and the spatial scales under consideration.

4 Recent Applications of the Formalism of Deformable
Elements

DEM is particularly efficient technique to study various aspects of the contact prob-
lems (including mechanisms of wear) in technical and natural friction pairs. One of
the main principles of Professor Psakhie was a diversification of research activity
and the use of the developed mathematical tools in a variety of scientific fields. The
section is devoted to a brief outline of some recent results of computer study of
contact problems in technical and biological systems. These studies were initiated
and supervised by S. G. Psakhie in close collaboration with Professor V. L. Popov.

4.1 Surface Adhesion as a Factor Controlling Regimes
of Adhesive Wear

Over the past two decades, the authors have carried out numerical studies of the laws
of friction of rough surfaces of ductile and brittle materials. The key results of the

www.dbooks.org

https://www.dbooks.org/


80 E. V. Shilko et al.

studies are the features of the formation of the third body (quasi-liquid nano-layer)
[54], the obtained generalized functional dependence of the friction coefficient on
dimensionless combinations of material parameters and loading parameters [54, 55],
the formulated principles of nanotribospectroscopy as a promising nondestructive-
testing technique for assessment of nanostructured coating and surface layer damage
[56].

Recent joint research in this field has focused on studying the “elementary” wear
mechanisms (that is, the modes of fracture of individual asperities) and analyzing
the effect of attractive (adhesive) force between spatially separated surfaces on the
involved mechanism of asperity wear under the condition of low-angle collision.
Note that adhesive wear of the surface layers of contacting bodies is a widely studied
but still poorly predicted phenomenon [45]. A key factor determining the regime
and the rate of wear is the adhesive interaction of surfaces in the contact spots of
asperities. Here, the term “adhesive interaction” includes (a) attractive interaction
between detached surfaces and (b) effect of “cold welding” (chemical bonding of
contacting surfaces) for chemically clear surfaces with high surface energy. The first
well-known attempt to generalize the patterns of adhesive wear is the analytical
model of Rabinowicz [57, 58]. He examined two qualitatively different mechanisms
of asperity wear (plastic smoothing and breakaway) and showed that the involving of
a specific mechanism is determined by the size parameter, which is a combination of
specific material parameters, including shear strength, elastic constants, and specific
surface energy. In recent years, a number of scientific groups carried out extensive
numerical studies of the laws of interaction of single asperities [59, 60]. These studies
have shown that the dependence of the power of asperity wear on material parameters
generally has a significantly more complex nonlinear form, and the spectrum of
realized mechanisms is not limited to those considered by Rabinowicz. However,
the vast majority of theoretical results were obtained for nanoscale asperities using
atomistic simulation.

We were the first to make a systematic numerical analysis of typical modes of
asperity wear on higher (micro- and mesoscopic) scales. Due to the capabilities of
the developed formalism of deformable discrete elements, such a study was carried
out for ductile and brittle materials.

The main result of the study is that we revealed and substantiated two dimension-
less material parameters that control the regime of asperity wear [46].

The first one is the ratio of attractive stress σ0 between the detached surfaces (the
adhesion stress) to the shear strength of the material σ j .We showed that the range
of values of this dimensionless parameter could be divided into two intervals with
its own wear regime in each of them. The border value of the ratio

(
σ ∗

0 /σ j
)

and the
specific involved mechanisms (specific modes) of asperity wear are determined by
the value of the second dimensionless parameter.

The second one is the dimensionless parameter a, which characterizes shear
strength sensitivity to the applied normal stress (or mean stress). It can be expressed in
terms of the ratio of material strength values under different loading conditions. Note
that shear strength sensitivity parameter effectively characterizes fracture toughness
and is closely related to material brittleness: a ≈ 1 for highly ductile materials,
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1 < a < 1.5 for moderately ductile materials, a reaches 5–10 for elastic-brittle
solids. We showed that increase in the ratio of adhesion stress to shear strength is
accompanied by the transitions:

1. from slipping (wear at the atomic scale) to grinding-based wear regime for the
case of highly and moderately ductile materials;

2. from breakaway (separation of the asperity from the foundation) to grinding-
based wear regime for the case of materials with a limited ductility or brittle.

We have built the qualitative map of asperity wear regimes in terms of dimen-
sionless material parameters σ0/σ j and a [46]. Figure 3 shows a rough schematic
representation of this classification of wear regimes, which agrees with the results of
atomistic studies by other researchers, supplements and generalizes them to higher
scales of surface roughness.

An important result of the DEM-based study is the determined dependence of
the position of the boundary between the wear regimes (the border value σ ∗

0 /σ j )
separating “low adhesion” and “high adhesion” wear modes) on asperity size L. We
showed that the value is determined not by the absolute value of L, but its relation
to the length d of action of attractive potential between spatially separated surfaces
[47]. This dependence has a nonlinear increasing profile with reaching a saturation
level at the scale ∼104 of the ratio L/d. For larger asperities

(
L/d > 104

)
, the results

of the analysis of the wear regimes are scale invariant under the condition of scale
invariance of the mechanical characteristics of the material.

Fig. 3 Schematic classification of wear regimes of asperities for the case of tangential dry contact.
The coefficient α is close to 1 for highly ductile materials and about 0.5–0.6 for brittle materials(
α = σ ∗

0 /σ j
)

[46].
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So, the surface adhesion stress is a criterion that determines the wear regime of
asperities under the condition of tangential contact. The obtained map of asperity
wear (Fig. 3) together with the revealed asperity size (scale) effect have both funda-
mental and practical significance as they allow forecasting the dominating mode of
asperity wear for quite different materials from brittle to highly ductile.

4.2 Influence of Interstitial Fluid on the Sensitivity
of the Femur to the Rate of Contact Loading

Contact loading is capable of determining not only surface wear and structural modi-
fication of surface layers, but also structural changes in the volume of contacting
bodies. This is particularly relevant for biological (bone and cartilage) tissues. Func-
tioning of these tissues is largely determined by the redistribution of interstitial fluid.
Pore fluid has a complex nonlinear effect on the state and behavior of these biological
materials. There are two key aspects of this influence. The first one is fluid flow in
the pore space. Fluid flow provides the transfer of nutrients and oxygen and serves
as a prerequisite for cell proliferation and tissue regeneration [61, 62]. The second
aspect is the mechanical effect of pore pressure. It causes local tensile stresses in the
skeleton and contributes to local fracture and gradual degradation of bone tissue. At
extreme values of pore pressure it makes a significant contribution to the formation
of cracks. The aforesaid argues the existence of optimal distributions of pore fluid
(that is, optimal maximum local values and their gradient), which on the one hand
provide sufficient fluid flows to ensure normal (regenerative) tissue activity, and on
the other hand do not cause local fracture. Such distribution is formed under certain
(“optimal”) condition of the mechanical (contact) loading of the analyzed organ.

This problem is especially important in application to elements of the human
musculoskeletal system (joints) because functioning of bone tissues in these regions
strongly depends on the normal contact load and mode of tangential contact inter-
action. One of the topical problems in this field is the analysis of stress evolution
and redistribution of interstitial fluid in the femur near the hip joint under dynamic
loading. The developed formalism of permeable fluid-saturated discrete elements
is an efficient tool for such a dynamic analysis up to the stage of macroscopic
crack formation. Note that despite the topicality of the problem, there are practi-
cally no works devoted to the numerical study of the dynamic mechanical response
of femur within the consideration of bone tissue as a multiphase fluid-saturated
solid. The preliminary results of the numerical DEM-based study presented below
are, therefore, pioneering in some way.

The aim of the study is to determine the loading rate sensitivity of healthy bone
tissue of the proximal femur and bone tissue at different stages of osteoporosis. The
main attention was paid to the regions of the femur in which the volume stresses are
positive. This is due to the fact that bone is a brittle material and is characterized by
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Fig. 4 General view of the model of the proximal femur (a) and its cross section (b) with differently
colored cortical and spongy (trabecular) bone tissues

significantly lower tensile strength than compressive one. First of all, we analyzed
the femoral neck (the typical region of the origin of the cracks).

The femur was modeled as a heterogeneous (shell) structure containing two fluid-
saturated porous layers (Fig. 4): an inner spongy bone with low stiffness and an outer
layer of cortical bone tissue. The latter plays the role of a hard shell and determines
constrained conditions for the deformation of the soft spongy bone. The standard
CAD model of the femur was used as the geometric basis of the DEM model [63]. We
modelled compression of the proximal part of the femur along its main physiological
direction (at an angle of about 45° relative to the orientation of the stem, Fig. 4b).
The load was applied by setting the constant velocity Vload to the outermost elements
of a special “cap” on the bone head. The base of the model was fixed. The model was
loaded until the resistance force Fmax = 10 kN was reached (10 kN, is about 70% of
the critical load [64]). A velocity range from 1 to 8 m/s was considered. This range
covers various modes of motor activity up to the “extreme” one.

Various authors previously showed that the strain rate dependence of the mechan-
ical characteristics of heterogeneous (block-structured) brittle materials under
confined loading conditions has not just a non-linear, but non-monotonic profile with
a local minimum [65]. The reason for the non-monotonic nature of the dependence
is the competition of two factors: pore fluid flow, which affects the redistribution
of local stresses in the skeleton, and change in the equilibrium linear dimensions of
the material due to change in pore pressure. The non-monotonic nature of the influ-
ence of interstitial fluid is especially pronounced under conditions of constrained
deformation, when a change in linear dimensions causes a corresponding change
in the degree of constraint. The biomechanical system under consideration (femur)
also has a heterogeneous structure and is constrained by a hard cortical bone “shell”.
The shell causes confined deformation of a much softer inner region. This gives
reason to suggest that under dynamic loading of such a system, the dependence of
local stress values (including stresses in the femoral neck) on the strain rate can also
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be nonmonotonic with a local minimum. The magnitude of corresponding “opti-
mal” loading velocity should be related to the characteristics of the porosity and
permeability of the bone.

The simulation results confirmed these assumptions and, moreover, allowed us to
estimate the characteristic values of the “optimal” loading velocity for healthy bone
and bone at various stages of osteoporosis. The key result of the numerical study is the
revealed non-linear and nonmonotonic dependence of the stress concentration in the
femoral neck on the loading rate. Figure 5 shows examples of the distribution of mean
and equivalent stresses in a healthy femur sample at different loading velocities. The
simulation results show that an increase in Vload is accompanied by an increase in the
values of the parameters characterizing the stress concentration in the upper part of
the femoral neck. In particular, the volume of the region of maximum stresses and the
magnitude of the maximum stress in the neck increase. However, when approaching
the “optimal” value of the loading velocity (∼3 m/s for the healthy bone), stress
concentration decreases, then reaches minimum value at the “optimal” velocity, and
then (with further increase in Vload ) increases monotonously again. This effect takes
place both for mean and equivalent stresses. The relative magnitude of the reduction
in peak stresses in the neck reaches 10–20%, and the maximum decrease in the
volume of the region of stress concentration amounts to 10%. Note that the loading
velocities 3–4 m/s correspond to the regime of training motion of a human.

The described effect of reducing the heterogeneity of the stress state of bone
tissue (particularly in the femoral neck) in the vicinity of the “optimal” loading
velocity is directly related to the influence of pore fluid pressure and redistribution.
Special simulations for the “dry” femur showed a monotonic dependence of the stress

Fig. 5 Distributions of mean stress (upper row) and equivalent stress (lower row) in the proximal
femur at different values of loading velocity: a 1 m/s; b 3 m/s; c 5 m/s. All pictures correspond to
the same value of applied load Fmax = 10 kN
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concentration in the sample (including the femoral neck) on the loading rate in the
entire considered velocity range.

Preliminary numerical studies have also shown that a change in bone tissue param-
eters corresponding to the successive stages of osteoporosis leads to a systematic
increase in the values of “optimal” loading velocity. Bone tissue suffering from
osteoporosis is characterized by the reduced strength and higher brittleness. There-
fore, our results indicate that the selection of the optimal regime of motor activity
for such a femur is questionable.

Finally, we note the importance of the revealed effect of the “optimal” loading
rate. Despite the relatively small decrease in the maximum tensile stresses in the
critical region of the bone (upper part of the neck), this effect can have a significant
positive value in the long term (with multiple repetitions of the load). In addition
to reducing the risk of microdamage nucleation/accumulation in the upper part of
the neck, a decrease in the magnitude of positive volume stresses contributes to
a more intensive and uniform circulation of interstitial fluid in this region of the
bone. The consequence is a more complete and rational flow of substances necessary
for the normal functioning of bone tissue at optimal loading intensity. So, the results
obtained are critically important for determining the optimal modes of motor activity
of people, as well as for developing strategies for treating osteoarthritis and preventing
the negative consequences of osteoporosis.

5 Conclusion

A formalism of homogeneously deformable elements, which was developed by
Professor Sergey G. Psakhie and his colleagues, made possible qualitative enhance-
ment of the capabilities of the particle-based discrete element method. The main
advantage of DEM is the ability to correctly describe the mechanical behavior of
various materials with taking into account the accompanying thermal, hydrome-
chanical and other effects. Deformability of elements is of particular importance
when studying various aspects of dynamic contact interaction, for example, stick-to-
slip transition in technical and geological contact zones, mechanisms of friction and
wear, redistribution of pore fluid in the surface layers of geological and biological
joints, etc.

Two key factors that identified the advantages of the formalism of deformable
elements should be especially noted. The first one is the postulation of the many-
particle form of relations for the element-element interaction forces. In this regard,
DEM has much in common with molecular dynamics method. Pair-wise interatomic
potentials are able to catch basic properties of crystal lattice, but do not describe many
fundamentally important effects in the bulk and on the surface of solids, including
those determining plasticity and phase transformations. Note that the approxima-
tion of a homogeneously deformable element is an efficient alternative to more
computationally expensive combined DEM-FEM technique. The second factor is
the proposed universal method for determining the specific form (and the values of
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constants) of the interaction forces. This method is based on the replication of the
corresponding rheological relationships of the applied mechanical model. It “cir-
cumvents” the fundamental problem of traditional DEM, namely, the need to find
a vector analogue of constitutive equations written in tensor form. The particular
cases of rheological models mentioned in this chapter are related to locally isotropic
materials, however, models of elasticity, ductility and local fracture of anisotropic
materials can be implemented in a similar way.

At present time, the formalism of deformable DEM is actively developed and
applied in various fields and in the wide range of spatial scales. Moreover, inter-
national scientific teams leaded by well-recognized scholars adopt these ideas and
develop them in their own way. DEM with deformable elements becomes not just
an addition to the classical continuum numerical methods, but to some extent their
competitive even in the areas of mechanics, where they traditionally dominate.
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A Tool for Studying the Mechanical
Behavior of the Bone–Endoprosthesis
System Based on Multi-scale Simulation

Alexey Yu. Smolin, Galina M. Eremina, and Evgeny V. Shilko

Abstract The chapter presents recent advances in developing numerical models
for multiscale simulation of the femur–endoprosthesis system for the case of hip
resurfacing arthroplasty. The models are based on the movable cellular automaton
method, which is a representative of the discrete element approach in solid mechanics
and allows correctly simulating mechanical behavior of a variety of elastoplastic
materials including fracture and mass mixing. At the lowest scale, the model describes
sliding friction between two rough surfaces of TiN coatings, which correspond to
different parts of the friction pair of hip resurfacing endoprosthesis. At this scale, such
parameters of the contacting surfaces as the thickness, roughness, and mechanical
properties are considered explicitly. The next scale of the model corresponds to a
resurfacing cap for the femur head rotating in the artificial acetabulum insert. Here,
sliding friction is explicitly computed based on the effective coefficient of friction
obtained at the previous scale. At the macroscale, the proximal part of the femur with a
resurfacing cap is simulated at different loads. The bone is considered as a composite
consisting of outer cortical and inner cancellous tissues, which are simulated within
two approaches: the first implies their linear elastic behavior, the second considers
these tissues as Boit’s poroelastic bodies. The later allows revealing the role of the
interstitial biological fluid in the mechanical behavior of the bone. Based on the
analysis of the obtained results, the plan for future works is proposed.
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1 Introduction

Endoprosthetics is an effective way to treat such common degenerative diseases
of large human joints as osteoporosis and arthritis. Wear in a pair of friction of
the constituent elements of the joint endoprosthesis design has a significant impact
on its operational resource. Primarily, this refers to the prostheses of the hip and
knee joints. The key role in the wear process belongs to the structure of the surface
layers of the contacting elements. To improve the tribological characteristics of metal
endoprostheses, which are currently the most widely used, reinforcing coatings are
used. In practice, titanium is usually used as a metal and titanium nitride (TiN) as a
coating.

Since endoprostheses are intended for a long stay in the human body, they should
not lead to any discomfort. Therefore, an important stage in the development of
endoprostheses is their testing. Endoprosthesis tests are divided into several stages;
these are preclinical and clinical trials. Clinical trials are conducted through the
installation of an endoprosthesis in a living human body. Using this test, the final
result is determined. However, when conducting clinical trials, there is a danger that
a poorly or improperly selected endoprosthesis may adversely affect the patient’s
health. Therefore, much more attention is paid to preclinical trials when developing
endoprostheses. Talking about the mechanical behavior of the endoprosthesis, its
preclinical studies can be divided into experimental and theoretical. Experimental
studies are tests using special equipment that simulates real dynamic loading expe-
rienced by an endoprosthesis in the body. In particular, standard methods, such as
instrumented indentation, scratching, and three-point bending, are used to deter-
mine the tribological properties of the surface layers of materials. It is worth noting
that conventional experimental studies are carried out under standard atmospheric
conditions and their results can differ greatly from the behavior of materials in real
conditions inside a living body. Therefore, part of the experimental studies is carried
out in a medium simulating a living body (in vitro), or on test samples placed into
the animal (in vivo). However, for obvious reasons, the number and possibilities of
such studies are very limited.

Theoretical studies of the mechanical behavior of the endoprosthesis are most
often carried out using computer simulation. It should be noted that modern numer-
ical methods of solid mechanics allow a detailed study of the mechanical behavior
of endoprostheses, which takes into account the influence of a variety of factors.
However, to fully utilize all the features of this approach, it is necessary to use
special software.

In the last decade, the development of computer-aided tools for studying the
mechanical behavior of endoprostheses has been the subject of extensive work by
leading world scientific groups in such well-known centers as McGill University
(Canada), Liverpool John Moores University (Great Britain), Iowa State University
(USA) and many others. The high relevance of this problem is also confirmed by
numerous publications on this topic in leading scientific journals.
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However, tools taking into account the influence of structural features of surface
layers on the wear of contacting surfaces, as well as the effect of wear on the
mechanical behavior of the endoprosthesis as a whole, have not yet been developed.
The second important factor that has to be considered in modeling the mechanical
behavior of living bone is the presence of interstitial fluid in it. The availability of
such tools would be very relevant in the study of the durability of a new class of
endoprostheses made from new composite materials, including titanium alloys with
a nanostructured TiN coating.

2 State-of-the-Art

There are two methods of hip arthroplasty: total hip replacement and hip resurfacing.
Total hip replacement suggests cutting the femur head and inserting a prosthetic
implant into the bone. In the case of hip resurfacing only a very thin layer of the
femur head is replaced by a metal cap, which is hollow and shaped like a mush-
room. Despite the more complicated procedure of the operation, the latter method
is preferable for young people who lead an active life. Previously, only metals were
used for the friction pair of the resurfacing endoprosthesis, in particular, the CoCrN
alloy. This led to the fact that during life after the surgical operation, severe wear
was observed in the friction pair with a large release of metal particles, which led
to necrosis of cells and small phagocytes, and severe allergic vasculitis was also
observed [1]. Therefore, in recent years there has been active scientific research on
the use of titanium alloys with superthin ceramic coatings in resurfacing endopros-
thetics. Moreover, titanium is usually used as a metal and titanium nitride (TiN) as a
coating [2, 3]. The structure of the surface layer of the coating plays a key role in the
wear process and is determined by the methods and regimes of its application. There
are several ways to apply this coating: vacuum spraying (PVD), chemical vapor depo-
sition (CVD), powder nitriding (PIRAC-powder immersion reaction assisted coating
nitriding). The coatings obtained by PVD and CVD have insufficient adhesion to the
substrate and are prone to delaminating under dynamic loads, while the adhesion of
the coating obtained by the PIRAC method is significantly higher. Therefore, the use
of metal implants with a PIRAC coating is very promising. Compounds of carbides,
borides, nitrides are used as coating materials applied by the PIRAC method [4, 5].

Computer simulation allows one to study the mechanical behavior of endopros-
theses, taking into account the influence of a variety of factors on it. Therefore,
in preclinical studies, computer simulation is widely used to predict the mechan-
ical behavior of prostheses. For example, modeling based on numerical methods
of continuum mechanics allows a detailed study of the behavior of the coating and
surface layer under contact loading. Thus, the influence of coating thickness on the
load–displacement curve of instrumented indentation of ceramic coatings on a metal
substrate was studied in [6–8]. The role of the surface roughness of the ceramic
coating in the features of the mechanical behavior of the coating-substrate system
during instrumented indentation was numerically studied in [9–12]. The authors of
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[13–17] simulated the mechanical behavior of the coating–substrate system in instru-
mented indentation and scratching and analyzed stress fields in contact areas, as well
as features of the load–displacement curves.

There is practically no theoretical work on the study of wear in a friction pair of
a resurfacing endoprosthesis of a hip joint. Most of the work have been devoted to
wearing in a friction pair of endoprostheses for total hip replacement. In theoretical
studies of the wear process in a friction pair of an endoprosthesis, two approaches
are used: with explicit consideration of wear debris and its implicit consideration.
In the numerical study of wear in a friction pair by the finite element method, an
implicit consideration of wear particles is used. First of all, this circumstance is
associated with large computational costs and the complexity of explicit modeling
of material failure. Most of the research [18, 19] on the theoretical study of wear in
the friction pair of the endoprosthesis are based on the technique proposed in [20],
where the ratio of Archard/Lancaster is used to describe the wear via calculating the
wear coefficient for adhesive or abrasive wearing. This ratio defines linear wear as a
function of contact pressure, loading rate, and wear coefficient, which in turn depends
on the tribological characteristics of two contacting surfaces, such as roughness and
various physical and mechanical characteristics of the materials of the contacting
pair. The surface roughness is taken into account implicitly [21–23].

Most of the works on numerical modeling of the mechanical behavior of the bone–
endoprosthesis system is performed using the methods of continuum mechanics.
Thus, research of Kuhl and Balle [24], the influence of the type of prosthetics on
the stress state in the system was investigated; establishing that the stress field of
the system during resurfacing endoprosthetics is close to the stresses in a healthy
joint. The results of a numerical study of the mechanical behavior of the bone–
endoprosthesis system depending on the geometric characteristics of the implant
and its design features are presented in [25], and on the implant material in [26].

Work on studying the mechanical behavior of bone tissue with biological fluid
started long ago [27]. At the same time, the Biot model of poroelasticity was most
widely used to describe the mechanical behavior of bone tissues. In papers [28–30]
the Biot model of the isotropic poroelastic medium was used to describe bone tissues
in the framework of continuum mechanics methods.

Taken together, this analysis of the literature shows that for the correct prediction
of the mechanical behavior of the bone–endoprosthesis system, the development of
numerical models that can describe the bone within the framework of a poroelastic
body taking into account possible fracture of bone tissues, as well as wear in the
friction pair of the endoprosthesis, is in demand.

3 The Problem Statement

The aim of this chapter is to present recent advances in development of numer-
ical models for multi-scale simulation of the femur–endoprosthesis system for
the hip resurfacing arthroplasty. The models are based on the movable cellular
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automaton method, which is a representative of the discrete element approach in
solid mechanics. According to the chosen multi-scale approach, the model of the
lowest scale (mesoscale) describes sliding friction between two rough surfaces of
TiN coatings, which correspond to different parts of the friction pair of hip resur-
facing endoprosthesis. At this scale, we consider explicitly such parameters of the
endoprosthesis friction pair as the thickness, roughness, and mechanical properties
of the corresponding TiN coatings. The next scale of the model is a resurfacing cap
rotating in the artificial acetabulum insert with an explicit account of sliding friction
based on the effective coefficient of friction obtained at the previous scale. At the
macroscale, we consider compression of the proximal part of the femur with a resur-
facing cap. This macro-model considers the bone as a composite consisting of outer
cortical and inner cancellous tissues. Here we use two approaches: the first implies
simple linear elastic behavior of both tissues, the second considers these tissues as
Boit’s poroelastic bodies with accounting for the role of the interstitial biological
fluid in the mechanical behavior of the bone. For comparison, we also consider the
macroscopic model for healthy bone in compression.

4 Description of the Modeling Method

For simulating the mechanical behavior of the materials for the bone and pros-
thesis, we use the particle-based method of movable cellular automata (MCA), which
was proposed by professors Sergey Psakhie and Yasuyuki Horie in 1994 and firstly
published in 1995 [31]. Since that time, the method has been being actively developed
in Prof. Psakhie’s lab and its latest description can be found, for example, elsewhere
in papers [32, 33] as well as in book chapters [34, 35].

MCA is a representative of so-called discrete element methods (DEM). The main
principles of the method are as follows. A simulated body is represented by an
ensemble of bonded equiaxial discrete elements of the same size (called movable
cellular automata), which spatial position and orientation, as well as state, can change
due to local interaction with nearest neighbors. Automata interact with each other
through their contacts. The initial value of the contact area, as well as the automaton
volume, is determined by the size of automata and their packing. The main advantage
of the MCA-method in comparison with DEM is the generalized many-body formulas
for central interaction forces acting between the pair of elements, similar to the
embedded atom force filed used in molecular dynamics. It is based on computing
components of the average stress and strain tensors in the bulk of automaton according
to the homogenization procedure described in [32]. Use of many-body interaction
forces allows correct simulation within discrete element approach of such important
features of the mechanical behavior of solids like Poisson effect and plastic flow.

When describing the kinematics and dynamics of an automaton motion, its shape
is approximated by an equivalent sphere. This approximation is the most widely used
in the discrete element method and allows one to consider the forces of central and
tangential interaction of automata as formally independent. This makes also possible
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to use the simplified Newton–Euler equations of motion to govern translational
motion and rotation of the movable automata.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

mi
d2Ri

dt2
=

Ni∑

j=1

Fpair
i j + F�

i ,

Ĵi
dωi

dt2
=

Ni∑

j=1

Mi j

, (1)

where Ri, ωi , mi and Ji

∧

are the location vector, rotation velocity vector, mass and
moment of inertia of ith automaton respectively, Fpair

i j is the interaction force of the
pair of ith and jth automata, F�

i is the volume-dependent force acting on ith automaton
and depending on the interaction of its neighbors with the remaining automata. In
the latter equation, Mi j = qi j (ni j × Fpair

i j ) + Ki j , here qij is the distance from the
center of ith automaton to the point of its interaction (contact) with jth automaton,
ni j = (R j − Ri )

/
ri j is the unit vector directed from the center of ith automaton to

the jth one and rij is the distance between automata centers, Ki j is the torque caused
by relative rotation of automata in the pair.

Movable automata are treated as deformable. Strains and stresses are assumed to
be uniformly distributed in the volume of each automaton. Within the framework of
this approximation, the values of averaged stresses in the automaton volume may be
calculated as the superposition of forces applied to different parts of the automaton
surface. In other words, averaged stress tensor components are expressed in terms of
the interaction forces with neighbors [32]:

σ i
αβ = Ri S0

i j

�0
i

Ni∑

j=1

[
fi j

(�ni j
)

α
+ τi j

(�ti j
)

β

]
(2)

where i is the automaton number, σ i
αβ is the component αβ of the averaged stress

tensor, α, β = x,y, z (XYZ is the global coordinate system), �0
i is the initial volume

of the automaton i, S0
i j is the initial value of the contact area between the automata

i and j, Ri is the radius of the equivalent sphere (semi-size of automaton i), fi j

and τi j are specific values of central and tangential forces of interaction between
the automata i and j,

(�ni j
)

α
and

(�ti j
)

α
are the projections of the unit normal and

unit tangent vectors onto the α-axis , Ni is the number of interacting neighbors of
automaton i.

Invariants of the averaged stress tensor σ i
αβ are used to calculate the central inter-

action forces
(

fi j , τi j
)

and the criterion of an inter-element bond breaking (local
fracture). The components of the averaged strain tensor εi

αβ are calculated in incre-
ments using the specified constitutive equation of the simulated material and the
calculated increments of mean stress.
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In [32] it is shown that the relation for the force of central interaction of automata
can be formulated based on the constitutive equation of the material for the diagonal
components of the stress tensor, while the force of tangential interaction can be
formulated on the basis of similar equations for non-diagonal stress components.
When implementing the linear elastic model, the expressions for specific values of
the central and tangential forces of the mechanical response of the automaton i to
mechanical action from the neighboring automaton j are written as follows:

{
� fi j = 2Gi�εi j + Di�σ mean

i

�τi j = 2Gi�γi j
, (3)

where the symbol � means increment of the corresponding variable during time step
�t of the numerical scheme of integration of the motion equations, �εi j and �γi j

are the increments of normal and shear strains of the automaton i in pair i − j, Gi

is the shear modulus of the material of the automaton i, Ki is the bulk modulus,
Di = 1 − 2Gi

/
Ki .

Due to the necessity of the third Newton’s law
(
σi j = σ j i and τi j = τ j i

)
, the incre-

ments of the reaction forces of the automata i and j are calculated based on the solution
of the following system of equations.

⎧
⎪⎪⎨

⎪⎪⎩

� fi j = � f ji

Ri�εi j + R j�ε j i = �ri j

�τi j = �τ j i

Ri�γi j + R j�γ j i = �lsh
i j

, (4)

where �ri j is the change in the distance between the centers of the automata for a
time step �t, �lsh

i j is the value of the relative shear displacement of the interacting
automata i and j. The system of equations (4) is solved for finding the increments of
strains. This allows calculation of the increments of the specific interaction forces.
When solving the system (4), the increments of mean stress and the values of specific
forces in the right-hand sides of relations (3) are taken from the previous time step
or are evaluated and further refined within the predictor–corrector scheme.

A pair of automata can be in one of two states: bound and unbound. Thus, in MCA
fracture and coupling of fragments (crack healing, microwelding etc.) is simulated by
the corresponding switching of the pair state. Switching criteria depend on physical
mechanisms of material behavior [32, 33]. Note, that knowing stress and strain tensor
in the bulk of an automaton, makes possible direct application of conventional fracture
criteria written in the tensor form, herein we used von Mises criterion based on a
threshold value of the equivalent stress.
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5 Results and Discussion

5.1 Modeling Friction Pair of the Hip Resurfacing

We start with the simulation of the friction pair of the hip resurfacing endopros-
thesis, which consists of two contacting bodies made of titanium alloy with TiN
coating. First, we choose the materials parameters and validate the materials models
to compare the simulation results for instrumented indentation with available exper-
imental data. After that, we can simulate friction of the contacting bodies at the
mesoscale to get an estimation of the coefficients of friction, which was used in the
macroscopic model for rotation a resurfacing cap in the artificial acetabulum insert.

5.1.1 Materials Characterization

The values for the main physico-mechanical properties of the titanium alloy Ti6Al4V
that we chose from the literature [36] are shown in Table 1 (corresponding Young’s
modulus E = 110 GPa). Geometric features of the TiN coating and its physico-
mechanical properties are determined by the deposition modes at PIRAC forming
[37]. So, at a deposition temperature of 700 °C and a treatment time of 48 h, the
coating on the titanium substrate has a thickness of 1.3 µm with an average roughness
height of 0.15 µm (mode 1) and elastic modulus, depending on the deposition regime,
was equal to E1 = 258 GPa; at a deposition temperature of 800 °C and a treatment
time of 4 h the coating on the titanium substrate has a thickness of 1.4 µm with an
average roughness height of 0.132 µm (mode 2) and an elastic modulus of E2 =
258 GPa; at a deposition temperature of 900 °C and a treatment time of 2 h the coating
on the titanium substrate has a thickness of 1.5 µm with an average roughness height
of 0.265 µm (mode 3) and an elastic modulus of E3 = 321 GPa. According to
this information, we chose the values for the material properties of the TiN coating
that are presented in Table 1. Data for yield stress σy and ultimate strength σb and
strain εb were obtained using reverse analysis of the load–displacement curve for
instrumented indentation [38].

Table 1 Properties of the model materials for the friction pair

Material Bulk
modulus,
K, GPa

Shear
modulus, G,
GPa

Density,

ρ, kg/m3

Yield stress,
σy, GPa

Ultimate
strength,
σb, GPa

Ultimate
strain, εb

Ti6Al4V 92 41 4420 0.99 1.07 0.100

TiN mode 1 173 104 5220 4.50 5.50 0.075

TiN mode 2 173 104 5220 4.50 5.50 0.075

TiN mode 3 205 129 5220 4.50 5.50 0.075
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5.1.2 Validation of the Models for Materials

The first numerical test, which we performed for validation of the models used for
further simulations, was instrumented indentation [39]. General view of the model
geometry for this test is shown in Fig. 1a. The model specimen was a parallelepiped
consisting of titanium substrate, interface and TiN coating. The loading was simulated
by moving all the automata of the Berkovich indenter with constant velocity Vz =
−1 m/s until the required penetration depth is reached, then we apply them the
velocity Vz = −1 m/s for unloading (Fig. 1b).

Using the procedure proposed by Oliver and Pharr [40] applied to processing the
simulation results we plot the dependence of the material hardness on the penetration
depth (Fig. 2) for three kinds of coatings obtained in different regimes. It can be
seen from Fig. 2 that the hardest is the coating obtained by mode 3. All the curves
correspond to experimental data from [37]. This allows us to conclude that the models
of the materials behavior are validated for the normal contact loading conditions and
can be used in further steps of our work.

The model specimen for scratch testing was also a parallelepiped consisting of
titanium substrate, interface and TiN coating but elongated along the axis Y (Fig. 3).
To simulate the force acting on the indenter along axis Z in the experiment, in our
calculations we set the velocity of indenter automata to VZ = −0.5 m/s (Fig. 3b) until
the indenter was immersed into a predetermined penetration depth and after that the
vertical velocity was set to zero. Here we considered penetration of the indenter only
up to the interface layer; the possibility of the coating to detach from the substrate
was not allowed. To move the indenter along the sample surface, a constant velocity
of the indenter automata along the axis Y was set to VY = 1 m/s.

Based on the results of our simulations, images of the deformed sample were
created, and the values of the critical force characteristics at certain stages of fracture
were obtained. It was found that the value of the critical force for the onset of fracture

Fig. 1 The model specimen for indentation (a) and its cross-section with loading parameters
(b) represented by automata packing (the numbers indicate the model materials: 1—titanium, 2—
interface, 3—coating, 4—diamond)
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Fig. 2 Dependence of the hardness on the depth of penetration (the numbers indicate the modes
of coating deposition)

Fig. 3 The model specimen for scratch testing (a) and its cross-section with the loading parameters
(b) represented by automata packing (the numbers indicate the model materials: 1—titanium, 2—
interface, 3—coating, 4—diamond)

and cracking is largest for the coating thickness of 1.4 µm and roughness of 0.132 µm,
and smallest for the thickness of 1.5 µm and roughness of 0.265 µm. At delamination
of the coating, the maximum of critical force is typical for the specimen with a coating
thickness of 1.5 µm and roughness of 0.265 µm, and the minimum for the specimen
with a coating thickness of 1.3 µm and roughness of 0.15 µm (Fig. 4).

Critical loads obtained by modeling scratch testing are in very good agreement
with the experimental data [41].

5.1.3 Modeling of Sliding Friction at the Meso-scale

At the next step, we developed a meso-model of sliding friction of the contacting
surfaces of the endoprosthesis that explicitly accounts for the surface roughness,
mean height of which is determined by the regime of the coating deposition [42].
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Fig. 4 The force acting on the indenter from the coating P versus the scratching path l of the
indenter (the numbers indicate the modes of coating deposition)

Because at the macroscale we need just effective value of the friction coefficient,
whereas the substrate and interface were not considered in this model.

Geometrically, the model for studying friction consists of two bodies in the form
of parallelepipeds (Fig. 5). Each parallelepiped is usually divided into two parts:
one is the contact surface, and the other is its base. The different roughness relief
of the two contacting surfaces was set in the preprocessor of the MCA_3D software
package. To simulate the environment of the developed meso-scale simulation box
during sliding friction, periodicity conditions along the X and Y axes were set on its
side faces.

In the initial state, the interacted bodies are separated in spaced so that the asper-
ities of the rough surfaces do not touch each other. For their approaching and the
beginning of contact interaction, the velocity VZ along the Z-axis was applied to the
automata of the top and bottom layers of the sample. After touching the upper and
lower parts of the sample, traction forces (pressure P = 0.75σy) directed along the
Z-axis, as well as horizontal velocity Vy = 1 m/s along the Y-axis, were applied
to the automata of the top and bottom layers of the sample (Fig. 5b). The specified
loading conditions at the top and bottom of the model had symmetrical character
and the same magnitude, but the directions of the action were opposite. To avoid
too hard loading in the friction zone, a gradual increase in the applied loads was
implemented. To imitate the length of the real bodies along the vertical direction, it
is necessary to damp the elastic waves arising in the friction zone and propagating
along this direction. To this end, a special viscous damping force along the Z-axis
was introduced for the automata of both loading regions.

According to the simulation results obtained, the dependence of the friction coef-
ficient on the calculation time was plotted for different combinations of the rough-
nesses and reliefs (Fig. 6). Figure 6a shows that at the moment of contact of two
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Fig. 5 The model sample for sliding friction at mesoscale (a) and its cross-section with loading
parameters (b), the colors indicate different geometry blocks of the model

Fig. 6 Plots of the friction coefficient in the model at meso-scale versus the calculation time with
the same (a) and different (b) modes of coating deposition (the numbers indicate these modes)
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rough surfaces of different relief, but of the same roughness, the peak of the fric-
tion coefficient occurs, then the process goes to the stationary mode and the friction
coefficient becomes almost constant. The plot shows that the greatest coefficient of
friction μ3 = 0.3 is observed on the surfaces of the TiN coating in the first and third
deposition modes, which corresponds to the experimental data [43], and the minimal
μ2 = 0.25 in the second deposition mode. The thickness of the quasi-liquid mixing
layer for the first and second regime is 0.08 µm, for the third regime—0.12 m.

It is known that an increase in the hardness of materials in contact with friction
leads to a decrease in the friction coefficient, and an increase in the surface roughness
leads to an increase in the friction coefficient [44, 45]. However, the materials used
for the manufacture of endoprostheses should have increased hardness. Therefore,
we have aimed to identify the most effective materials used in a friction pair. For this
purpose, the calculations were carried out for the samples with different roughness
and mechanical characteristics. According to the results of these numerical calcula-
tions, it was found that in the friction pair of the second and third modes μ2−3 = 0.27;
for the first and third modes μ1−3 = 0.28 (Fig. 6b). The results indicate the promising
use of materials obtained under different application conditions for different parts
of the friction pair. At the modes 1–3 and 2–3, the thickness of the mixing layer is
0.1 µm, and for the pair of the modes 1–2—0.8 µm.

5.1.4 Modeling Friction in the Rotating Friction Pair

The next step in the numerical study of the friction in the hip joint with resurfacing
endoprosthesis was the development of the macro-model of friction between the
endoprosthesis casing cap rotating in the artificial insert of acetabular cup [46].

In the case of a one-component material, the geometric model consisted of a
hemisphere simulating a casing cap for the femur head with an external diam-
eter D_ext_cap = 36 mm and an interior diameter D_int_cap = 33 mm; a hemi-
sphere simulating an acetabular cup of the hip prosthesis with an outer diameter
of D_ext_insert = 41 mm and an interior diameter of D_int_insert = 38 mm; and
also a conical “shell” for the cup imitating the surrounding bone tissue (Fig. 7b). In
the case of a two-component (coated) material, the hollow hemispheres were addi-
tionally specified for a casing cap with an outer diameter of 35.9 mm and an inner
diameter of 33.1 mm (Fig. 7a).

The load was applied by specifying the translational and rotational velocities for
the automata of the resurfacing cap. These velocities corresponded to rotation of
the cap as perfectly rigid body around the axis of symmetry of the corresponding
sphere, which in our case was parallel to the axis OX. The value of the corresponding
rotational velocity gradually increases from 0 to 10 s−1. The bottom layer of the
automata of the conical shell of the bone tissue was rigidly fixed (Fig. 7b).

When simulating a single rotational cycle, the maximum reaction force was not
greater than 3 kN, which corresponds to the load of a walking man, and the angle of
rotation of the resurfacing cap was 120°, which is typical for standard daily physical
activities for a healthy person.
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Fig. 7 General view of the model for friction pair of hip resurfacing endoprosthesis (a) and its
cross section with loading parameters (b), represented by automata packing

Table 2 Properties of the model cortical bone

Material Bulk modulus, K,
GPa

Shear modulus, G,
GPa

Density,

ρ, kg/m3

Ultimate strength,
σb, GPa

Cortical bone 14 3.3 1850 0.12

Friction of Bone-Bone Pair

For comparison, based on the developed model we also studied friction between two
cortical bone hemispheres (assuming them as a healthy joint) [47]. Cortical bone
was considered as a linear elastic brittle material with the properties taken from [48]
and shown in Table 2.

The simulation results for healthy friction pair of bone tissues showed that in the
contact interaction zone of the acetabulum and femur head and behind this zone at
extreme positions (the edge of the acetabulum), large compressive stresses aroused in
the head and in the acetabulum with a maximum value not reaching 10 MPa. Such a
load does not exceed the strength and, therefore, reduces the likelihood of premature
wear of the femoral joint (Fig. 8).

Friction of Ti–Ti Pair

Then we considered stress fields in the simulated specimens for the titanium endo-
prosthesis joints without any coating, which are depicted in Figs. 9 and 10. The
simulation results showed that in the case of a friction pair of a homogeneous metal
material a large tensile stress with a maximum value not reaching 990 MPa appeared
in the cap. Namely, it was observed at extreme positions in the zone of contact
interaction of the acetabulum insert and resurfacing cap and behind it (edge of the
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Fig. 8 Field of mean stress in the friction pair of the healthy hip joint (bone)

Fig. 9 Field of mean stress in the friction pair of the hip resurfacing endoprosthesis made of
titanium alloy
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Fig. 10 Field of mean stress in the friction pair of the hip resurfacing endoprosthesis made of
titanium alloy with TiN coating

acetabulum). Such a load exceeds the yield strength and, therefore, can lead to rapid
wear of the surface of the resurfacing cap of the femur head of the joint (Fig. 9).
These results are consistent with the data on the stress distribution in the metal head
obtained in [49]. At the same time, the stress in the acetabulum insert did not exceed
100 MPa.

Friction of Ti–NiTi Pair

In the case of a coated endoprosthesis, a zone of tensile stresses with a maximum
value of 1.1 GPa was observed in the contact zone, but this area was significantly
smaller and concentrated mainly in the coating (Fig. 10). In addition, when using
two-component materials in the friction pair, there was no noticeable increase in
stress values in the cap when it was in the extreme positions. Consequently, the use
of titanium alloys with a ceramic coating allows avoiding premature wear at the
extreme positions of the femur head in the acetabulum. In the insert consisting of
titanium alloy and coating, the value of compressive stresses reached 300 MPa. It
should be noted that the magnitude of such stresses is not critical for the coating.

Thus, the presented results of the numerical simulations and their analysis suggest
that the use of titanium alloy coated by TiN in the friction pair of hip resurfacing
endoprosthesis can help avoiding premature wear of the endoprosthesis.
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5.2 Modeling Bone–Endoprosthesis System

Finally, we developed a macromodel of hip resurfacing endoprosthesis with proximal
part of the femur bone shown in Fig. 11. The geometry of the model was based on
the so-called 3rd generation composite femur [50], which provides geometries of
the cortical and cancellous bones as different solid bodies. A numerical model of
the bone-endoprosthesis system was constructed for the resurfacing endoprosthesis
with real geometric parameters. A CAD model from [50] was taken as a tubular
femur, according to the parameters of which a personalized solid model for the
endoprosthesis was created using FreeCAD software. For our purpose, we cut the
top part of the bone geometry, added the resurfacing endoprosthesis (colored in cyan,
and its coating colored in blue) and special loading part (colored in red) (Fig. 11b).
Based on these solid models of the femur and endoprosthesis, mesh models were
constructed in STL format, which then were imported into the MCA preprocessor
as it shown [39].

Based on the developed model we simulated compression of the proximal part
of the femur with resurfacing endoprosthesis, which can have a hardening coating
or have not. The loading was applied by setting constant velocity in both horizontal
and vertical directions as shown in Fig. 11b up to reaching the critical values of the
resisting force of 3 and 10 kN [51]. The simulation results are presented in Fig. 12
as fields of mean stress.

It is reported in [52] that strength limit for the cancellous bone of healthy people
reaches about 10 MPa in compression and 5 MPa in tension; and may be lower
than 5 MPa and even 3 MPa for some diseases, respectively. Analysis of the stress
field in the model system showed that maximum tensile stress was observed near
the endoprosthesis, and did not reach critical values. Therefore, herein we tried to
analyze the compression stress in the scale up to 5 MPa. From Fig. 12 one can see

Fig. 11 The model of hip resurfacing endoprosthesis (a) and its cross-section with the scheme of
loading (b)
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Fig. 12 Fields of mean stress in the cross-section of the system “bone-endoprosthesis” loaded by
the force of 3 kN (a, c) and 10 kN (b, c) for titanium endoprosthesis (a, b) and titanium with TiN
coating (c, d)

that maximum compression stress, which that can lead to fracture, is observed in the
femoral neck.

5.3 Modeling of Biomaterials Based on Poroelastic Approach

It is well known, that the main difference of the living bone from one stored for a
long time after removal from the body is the presence of the biological fluid. This
is one of the reasons for the difference in the mechanical properties of living and
“dead” bones. Moreover, this biological fluid may transfer across the whole bone and
dramatically change its mechanical behavior under dynamic loading. That is why
the next step in the further development of the numerical model described above is
taking into account the biological fluid and its influence on the mechanical response
of the femur.
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5.3.1 Modification of the MCA Method to Enable Simulating
Fluid-Saturated Materials

Automata that model fluid-saturated material are considered as porous and perme-
able. Pore space of such an automaton can be saturated with liquid. The characteris-
tics of the pore space are taken into account implicitly through the specified integral
parameters, namely, porosity φ, permeability k, and the ratio a = 1 − K/KS of
the macroscopic value of bulk modulus K to the bulk modulus of the solid skeleton
KS. The mechanical influence of the pore fluid on the stresses and strains in the
solid skeleton of an automaton is taken into account on the basis of the linear Biot’s
model of poroelasticity [53, 54]. Within this model, the mechanical response of a
“dry” automaton is assumed linearly elastic and is described based on the above-
shown relations. The mechanical effect of the pore fluid on the automaton behavior
is described in terms of the local pore pressure Ppore (fluid pore pressure in the
volume of the automaton). In the Biot model, the pore pressure affects only the diag-
onal components of the stress tensor. Therefore, it is necessary to modify only the
relations for the central interaction forces in Eq. (3):

� fi j = 2Gi

(

�εi j − ai�Ppore
i

Ki

)

+ Di�σ mean
i (5)

Interstitial fluid is assumed to be linearly compressible. The value of fluid pore
pressure in the volume of an automaton is calculated based on the relationships of
Biot’s poroelasticity model with the use of the current value of the pore volume.
The pore space of the automata is assumed to be interconnected and provides the
possibility of redistribution (filtration) of the interstitial fluid between the interacting
elements. A pore pressure gradient is considered as the “driving force” of filtration.
The fluid redistribution between automata is carried out by numerical solution of
the classical equation of the fluid density transfer [55]. This equation is numerically
solved using the finite volume method adopted for the ensemble of automata.

5.3.2 Choosing Poroelastic Parameters for Bone Tissues

The aim of this section is to choose the correct values of the model for both cortical
and cancellous bone tissues. The first who considered bones like poroelastic bodies
was Cowin [27]. In paper [56] he with co-authors provided the values of the main
parameters of poroelastic body for cortical and cancellous tissues of the human bone.
These parameters are as follows: Young’s modulus, Poisson’s ratio, the permeability,
Biot’s coefficient (or bulk modulus of the solid phase), the porosity, densities of
the solid grain and the fluid. Later, several authors have made experimental and
theoretical studies aimed to get the values of poroelastic parameters for some specific
bones of humans and animals [48, 57–60]. Based on data published in the literature,
one may conclude that there is a large scatter of the main poroelastic properties of
the bone tissues. For example, geometric permeability estimates span across several
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Table 3 Poroelastic properties of the model bone tissues

Bone tissue Bulk
modulus of
the solid
phase, KS ,
GPa

Bulk
modulus of
the matrix,
K, GPa

Shear
modulus of
the matrix,
G, GPa

Density of
the matrix,
ρ, kg/m3

Porosity φ Geometric
permeability,

k, m2

Cortical 17.0 14.0 5.55 1850 0.04 1.0 × 10−16

Cancellous 17.0 3.3 1.32 600 0.80 3.5 × 10−13

orders of magnitude
(
10−25−10−10 m2

)
, and values for Young’s modulus vary from

1 up to 25 GPa [48]. That is why it is of special interest to study the peculiarities
of the mechanical behavior of small model specimens in compression depending on
the variation of these properties.

Basic values of the poroelastic properties chosen for our numerical models for
both cortical and cancellous bone tissues are shown in Table 3. The fluid in both bone
tissues is assumed to be the same and equivalent to salt water, with a bulk modulus
Kf = 2.4 GPa, and density ρf = 1000 kg/m3.

The developed model was applied to study the dynamic mechanical behavior of
the fluid-saturated porous materials under uniaxial compression at a constant speed.
We studied and analysed the dependences of the effective Young’s modulus of fluid-
saturated materials on the strain rate and the characteristic time of fluid redistribution
in the pore space. In our calculations, the material parameters and the strain rate
varied within wide limits: the permeability of the material varied within 4 orders of
magnitude, the viscosity of the fluid varied within 2 orders of magnitude, the sample
size changed within the order of magnitude, and the strain rate varied within 3 orders
of magnitude [61].

We simulated uniaxial compression of 3D cubic specimens along the vertical axis
(Z). The size of the automata for all models in this study was equal to 2 mm. The
base size of the cubic specimens was chosen to be 5 cm. The initial pore pressure of
interstitial fluid was assumed to be equal to atmospheric. Fluid could freely flow out
from the compressed specimen through the side surface.

Analysis of the simulation results showed that under compression, the values of
the mechanical characteristics of the fluid-saturated material are determined by the
balance of two competing processes [62, 63]:

• deformation of the solid skeleton, providing compression of the pore space and a
corresponding increase in the pore pressure of the interstitial fluid;

• outflow of the interstitial fluid through the side surface, which leads to the inverse
effect of lowering pore pressure.

We revealed a key control parameter that determines the specific dynamic value of
the mechanical characteristics of fluid-saturated materials, namely the dimensionless
Darcy number:
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Da = TDarcy

Tload
∼ ηflL2

k�P
ε̇def, (6)

where TDarcy is the characteristic time of fluid filtration (Darcy time scale), Tload ∼
1
/
ε̇def is the time scale of the specimen deformation, ε̇def is the specimen strain rate,

ηfl is the dynamic viscosity of the pore fluid, L is the characteristic length of the pore
pressure difference �P (a half of length of the cubic side in the considered case).
The parameter Da characterizes the ratio of the timescales of deformation of the
fluid-saturated porous specimen and filtration of the pore fluid.

The simulation results showed that the effective Young’s modulus of fluid-
saturated bone tissues non-linearly depends on the strain rate ε̇def, the specimen size
L, the dynamic viscosity of pore fluid ηfl, and the permeability of solid skeleton k. In
particular, Young’s modulus of a fluid-saturated sample is minimal (equal to Emin)
at infinitely small strain rates and tends to the maximum value (Young’s modulus of
undrained sample Emax [54]) at large ones. The key result is the established ability
to build single “gauge” dependence applicable to specimens of porous materials of
various sizes, characterized by different permeability of solid skeleton, different fluid
viscosities, and deformed at different strain rates. An argument of such a “master
curve” is the dimensionless Darcy number Da (Fig. 13):

E = Emax + Emin − Emax

1 + (
Da

/
Da0

)p , (7)

where Emin corresponds to Da → 0 (“dry” specimen), Emax corresponds to Da → ∞
(undrained specimen), Da0 and p are the fitting constants. This master curve has a
logistic (sigmoidal) form but the fitting values of Da0 and p (as well as Emin and
Emax) are different for cortical and cancellous bones.

Based on the presented results we chose the values of the poroelastic parameters
for both bone tissues applied to the model proximal femur corresponding to Darcy

Fig. 13 Dependences of the normalized Young’s moduli of the modeled specimens of cortical
(a) and cancellous (b) bone tissues with different poroelastic properties on the Darcy number.
Crosses show numerically obtained values, lines are approximating curves
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numbers about 50, i.e. the middle of the plots range shown in Fig. 13. This means that
at the loading rate of the model femur the effect of interstitial fluid flow is expected
to be well pronounced.

5.3.3 Validation of the Materials Model

During life, the properties of the human bones change considerably; usually they
become fragile. In [64], the concept of bone fragility was formulated as follows:
bone tissue can adapt its shape and size in response to mechanical stress through a
remodeling mechanism, during which the bones are formed or rearranged under
the independent action of osteoclasts and osteoblasts. Remodeling is a process
that supports the mechanical resistance of the skeleton, allowing you to selec-
tively restore and replace damaged bone tissue. During the period of growth, these
processes form a structure capable of adapting to the loads and maintaining strength.
With age, the natural remodeling processes slow down under the influence of such
factors as decreasing muscle mass and physical activity, malnutrition. Consequently,
bone embrittlement occurs. Osteoporosis is a systemic skeletal disease character-
ized by low bone mass and impaired microarchitecture of bone tissue, which leads
to increased bone fragility (reduced bone density) and a tendency to fractures.
Researchers and clinicians continue to persist in finding ways to prevent the 8 million
osteoporotic fractures occurring annually around the world [65]. An early and accu-
rate assessment of the risk of fracture, with timely initiated treatment—this approach
seems to be the most appropriate for reducing this number of fractures and associated
personal and social losses.

There are many methods for the direct assessment of the structural strength and
the material composition of the bone, such as testing of whole bone, bone mass,
strength assessment using microindentation [66]. However, all of these methods are
used for in vitro or in vivo research and are therefore not suitable for clinical practice.
Recently, however, indentation has become positioned as a procedure for clinical use
with minimal invasiveness [67]. In the indentation method, the bones are penetrated
using an indenter tip with a depth sensor. Among the advantages of this method, there
is an ability to measure material properties and microstructural features and identify
local changes in bone material caused, for example, by disease or medication [68].
However, the method remains invasive and extremely local, therefore, at present, the
development of methods for non-invasive diagnostics of the strength properties of
local bone tissue is actively underway.

One of the new directions in this area is the combination of methods for visualizing
the structure of bone tissue (CT and MRI) with computer modeling [69]. Therefore,
the development of numerical models of the mechanical behavior of bone tissue
during micro and macroindentation is relevant.

Here we describe a numerical model of the mechanical behavior of fluid-saturated
cancellous tissue during indentation used for validation of the developed model of
fluid-saturated bone tissues [70].
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Geometrically, the bone tissue indentation model was a parallelepiped with a
Berkovich pyramid (Fig. 1). During indentation, the counter-body was set as the rigid
non-deformable indenter, which motion was set through the velocity in the vertical
direction. This velocity was set to Vz = −1 m/s until the indenter was penetrated at
a given depth, after which the velocity Vz = 1 m/s was set to simulate unloading.
The simulation results were processed using the Oliver-Farr method [40].

The mechanical properties for the cancellous bone were chosen from Table 3, and
the fluid in bone tissue is assumed to be equivalent to salt water as before.

It is known that bone tissue, when indented, behaves like a soft material, and gives
an error in determining the elastic modulus using a standard experimental procedure;
thus, indentation with a time delay of indentation depth (holding) looks to be better for
this material [71]. Therefore, one of the first experiments to test the developed model
was aimed to establish the fact of the influence of holding time on the mechanical
properties of bone tissue. Three variants of loading were considered: (1) without
holding thold = 0; (2) holding time corresponded to loading time thold = tloading; (3)
holding time was two times longer than loading time thold = 2 · tloading (Fig. 14a).

When analyzing the load–displacement curves (Fig. 14b) using the Oliver-Farr
method, the following values of recoverable characteristics were obtained: the hard-
ness of 47 MPa for all loading regimes, the elastic modulus 3.7 GPa for no holding,
E = 3.5 GPa for thold = tloading, E = 3.33 GPa for thold = 2 · tloading. The obtained
results showed that the elastic modulus is determined correctly at thold = tloading

and corresponds to the specified input value. In addition, these calculations suggest
that at constant deformation, stress relaxation occurs, which indicates that the model
specimen of cancellous bone tissue possesses viscoelastic properties.

At the next stage, the effect of interstitial fluid flow in the porous skeleton of
the material was investigated. According to the simulation results (Fig. 15a), it was
established that the hardness of the undrained bone tissue specimen was 55 MPa,
while the hardness of the fluid-saturated bone was 47 MPa, and the elastic moduli

Fig. 14 a The indenter penetration depth versus time; b load–displacement curve for different
holding times; numbers indicate loading regimes: (1) thold = 0, (2) thold = tloading, (3)thold =
2 · tloading
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Fig. 15 Load–displacement curves for undrained (a), numbers indicate loading rates: (1) undrained,
(2) fluid-saturated and fluid-saturated model specimens (b), numbers indicate loading rates: (1)
v = 1 m/s, (2) v = 5 m/s, (3) v = 10 m/s

were 3.9 and 3.6 GPa, respectively. The results obtained correspond qualitatively to
the data on the influence of fluid on the mechanical response of bone tissue by other
authors [72–74].

Further calculations were carried out to study the effect of porosity value of the
bone tissue and its permeability on the mechanical response of the bone in indentation.
However, the results obtained indicate that with the chosen values of porosity (80%),
the above factors do not have a significant effect on the mechanical response of the
fluid-saturated bone tissue.

The viscoelastic behavior of the bone tissue is also characterized by the depen-
dence of the mechanical characteristics on the loading rate; therefore, at the next
stage of testing the numerical model development, experiments were performed on
the indentation of a model specimen of cancellous bone tissue with different loading
rates. The study of the effect of loading rate on the mechanical response of fluid-
saturated bone tissue showed that an increase in loading rate leads to an increase in
the values of recoverable characteristics (Fig. 15b), thus at the speed of V = 1 m/s
we got H = 47 MPa, E = 3.5 GPa, at the speed of v = 5 m/s we got H = 53 MPa,
E = 3.7 GPa, and at the speed of v = 10 m/s we got H = 56 MPa, E = 3.95 GPa.
The obtained values, again, corresponds qualitatively to the results of other authors
[75–77].

5.3.4 Modeling the Bone Compression

Similar as in the previous section, the geometry of the bone is based on the 3rd
generation composite femur [50], which consists of the cortical and cancellous parts
as different solid bodies. General view of the model represented as fcc packing of
automata and its cross-section are shown in Fig. 16.
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Fig. 16 General view of the model for proximal femur (a) and its cross-section (b)

At the bottom of the model, we place a disk with properties of the cortical bone;
the automata of this disk are fixed. For compressing the femur, we place a special
cylindrical “cap” on the femur head. This “cap” is shown in blue color in Fig. 16.
Automata of the “cap” have the properties corresponding to cartilage. Loading is
applied by setting the constant velocity V = 1 m/s to the automata of the upper face
of the “cap”. The velocity vector is directed along the face normal. Note, that this
loading results in both compression and small bending of the bone.

To reveal the role of the interstitial fluid flow in the model femur under compres-
sion, we studied three different cases. In the first case, all bone tissues contained no
fluid, i.e. were “dry” (so-called drained test). In the second case, we used the chosen
poroelastic parameters from Table 3. In the third case, all pores containing fluid were
assumed to be closed, which means no permeability of the materials (undrained test).
Then we analyzed the distributions of mean stress, equivalent stress and pore fluid
pressure at the final point at the total strain about 2%.

Fields of mean stress in the cross section of the model femur for all three cases
are shown in Fig. 17. One can see that fluid filtration cause the increase in mean
stress in the cortical part of the femur head, especially in the area of its contact with
the loading “cap”. At the same time, the drained and undrained tests do not differ
considerably from each other. However, fields of equivalent stress in the cross section
of the model for these cases shown in Fig. 18, clearly demonstrate that shear stress
in the same area is much smaller for the undrained test, while for the two other cases
are practically the same.

It can be clearly seen from Figs. 16 and 18 that the maximum stresses occur in
the cortical part of the femur. Figure 19 shows the 3D view of both equivalent and
mean stresses distribution in the model (particularly, the outer part of the cortical
bone). It is obvious that the main stresses are localized in the femoral neck. The shear
stresses propagate along the loading direction into the main part of the bone up to the
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Fig. 17 Distribution of mean stress in cross-section of the model femur at drain test (a), test with
chosen poroelastic parameters (b), and undrained test

Fig. 18 Distribution of equivalent stress in cross-section of the model femur at drained test (a),
test with chosen poroelastic parameters (b), and undrained test

Fig. 19 Distribution of equivalent stress (a) and mean stress (b) in the model femur with chosen
poroelastic parameters
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Fig. 20 Distribution of pore pressure in the model for the test with chosen poroelastic parameters
(a, c) and undrained test (b, d), c and d are corresponding cross-sections

supporting plate. But the most dangerous seems the tensile mean stress in the upper
part of the femoral neck (Fig. 19b).

Figure 20 shows fields of the pore pressure in the cases with interstitial fluid. It
can be seen that ability to flow results in filtration of the fluid to the regions of large
tensile and shear stresses of the cortical bone, but not the maximum tensile mean
stress (upper part of the femoral neck). At the same time, one can see negligible pore
pressure in the cancellous bone in the case of fluid filtration (Fig. 20c).

5.3.5 Modeling the Bone-Endoprosthesis System

In the last sub-section, we consider the femur–endoprosthesis system, where the bone
is described using poroelastic approach and the implant is made of the TiN-coated
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Fig. 21 Model system “bone-endoprosthesis”. a 3D view; b cross-section view with scheme of
loading

titanium alloy Ti6Al4V. The values for the main physico-mechanical properties of
the titanium alloy and TiN coating produced by the PIRAC deposition mode 2 are
taken from Table 1. The properties for the bone tissues are taken from Table 3. A
model of the bone-endoprosthesis system was constructed by analogy with Sect. 5.2
and is shown in Fig. 21a.

The main feature of this section is that here we vary the loading similar to the
different types of human activity. Thus, dynamic loading Fres, which is equivalent
to the physiological one for a person weighing 75 kg, was applied to the upper part
of the implant (Fig. 21b). According to [78], this force lies in the medial plane ZX
and is inclined under different angles relative to the bone axis Z for different kinds
of activity. Standing up load is characterized by the total force of 3.6 kN and applied
at the angle of 24°; sitting down load of 3 kN is applied at the angle of 20°; a load
of walking is 3 kN and applied at the angle of 17°; jogging is characterized by
4.5 kN and applied under angles of 15°; stance position is characterized by 3.2 kN
and applied under angle of 16°. Here, the loading is simulated through the setting
constant velocity to the automata of the external surface of the loading block marked
by the blue color in Fig. 21 up to the moment when the required loading value of
the resistance force is reached, similarly as it was done in [78, 79]. The value of
the loading velocity is 1 m/s for walking, sitting, standing up and position while
standing, for jogging the loading velocity is 2 m/s [79].

Typical patterns of the mean stress fields obtained by simulations are shown
in Fig. 22. According to the presented results, the highest tensile and compressive
stresses are concentrated in the upper and lower parts of the femur neck, respectively.

Analysis of the images also shows that the angle of the load application for the
same value of the resulting force significantly affects the distribution of compressive
stresses in the proximal femur (Fig. 22a–c). Thus, an increase in the angle of the load
application by 4° with a simultaneous increase in the force by 20% leads to an increase
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Fig. 22 Fields of mean stress in the system “bone-endoprosthesis” under different physiological
loading: a standing up, b sitting down, c walking, d jogging and e stance position

in the area of compressive stresses by 20% (Fig. 22b, a, respectively). A decrease in
the angle of the load application by 3° at the same value of the force (the cases of
sitting down and walking) causes an increase in the localization area of maximum
compressive stresses by about 15% (Fig. 22b, c, respectively). At the same time, a
decrease in the angle of the load application by 2° relative to the nominal direction
with an increase in the loading force by 7% (the cases of walking and standing
position) leads to a decrease in the localization area of maximum compressive stresses
by 5% (Fig. 22c, e, respectively). The highest stress concentration is observed for



120 A. Yu. Smolin et al.

Fig. 23 a Plots of the loading force versus time for the considered types of physiological loading;
b fracture pattern of the bone–endoprosthesis system (the lines connect bonded automata, the cracks
correspond to the white zigzag “curves” in the network of the bonded automata)

jogging: compressive stresses are observed in the lower part of the neck under the
implant pin, as well as in the femoral head area under the casing cap (Fig. 22d).

Analysis of the loading plots shown in Fig. 23a and the corresponding fracture
patterns (one example is depicted in Fig. 23b) allows us to conclude that for all types
of physiological loads microcracks arise at the loading of 5–6 kN, while formation
of a macrocrack is observed at the force above 6 kN. When the force value reaches
14–16 kN the complete failure of the femoral neck takes place; according to [80]
the resulted pattern of crack depicted in (Fig. 23b) may be defined as the subcapital
fracture. It worth noting that the least probability of fractures occurs at walking,
while the greatest when sitting down.

One more interesting peculiarity that can be seen from the loading curves depicted
in Fig. 23a, is a lower failure force at jogging (red curve). It can be explained by
the minimum angle of the load inclination for this case, which means the maximum
arm of the force for breaking the femoral neck. Failure, in this case, occurs earlier
because of the higher loading velocity.

Thus, we finally considered the mechanical behavior of the femur bone with
hip resurfacing under conditions of real physiological loads. The simulation data
obtained, indicate that with a decrease in the angle of the force application relative
to the femur axis, an increase in the area of compressive stresses is observed, as
well as the appearance of such stresses in the femur head in the region closed to
the prosthesis cap. With a further increase in loading force, corresponding to an
increase in the body weight or the performance of physical exercises with weighting,
a tendency to fracture is observed. Furthermore, the accumulation of micro and
macro-cracks in the bone tissue under the loading force values, slightly exceeding
the natural physiological levels, can also under certain circumstances lead to failure.
A critical physiological load, in which the destruction of bone tissue starts to appear in
the case of resurfacing endoprosthesis, corresponds to sitting down in excess weight
conditions or using additional weights.
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6 Conclusions and Future Work

This chapter presents the multiscale numerical models that can be used as a simulation
tool for the virtual analysis of the femur–endoprosthesis system for the case of hip
resurfacing arthroplasty. The movable cellular automaton method, which is used for
simulation of the mechanical behavior of the materials, allows explicit accounting
for contact loading of rough surfaces of the TiN coatings used in the friction pair of
the endoprosthesis as well as fracture of the bone tissues at different scales of the
model. The implementation of the Boit theory of poroelasticity within the movable
cellular automaton method allows revealing the role of the interstitial biological fluid
in the mechanical behavior of the bone tissues.

Based on the analysis of the obtained simulation results, the following plan for
future works is proposed. First, it is necessary to use real geometry of the bone and
endoprosthesis, which are more complicated than was considered here. This means
that we need to consider not only the proximal part of the femur, but at least a whole
bone, and maybe with the knee joint. Real resurfacing caps have many geometrical
features that also have to be included in future models. All these requirements lead
to the use of the small size of the automata and hence the huge number of them and
large computational costs. Second, the loads have to be also refined in order to be
more realistic. The third important problem that has to be considered in the future
is the detained description of the interface between an implant and bone, including
osseointegration.
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Abstract Methods on Mesoscopic Scales
of Friction

Georg-Peter Ostermeyer and Andreas Krumm

Abstract In recent years, research has increasingly focused on the complex
processes involved in friction contacts. Especially in tribological high-loaded
contacts, characterized by the presence of contact modifying wear particles, macro-
scopic friction shows a surprisingly high dynamic complexity on many temporal
and local scales. There are dominant effects on mesoscopic scales such as the
geometric self-organization structures of the wear dust in the contact, which can
significantly change the local contact surfaces. For the description and simulation
of these phenomena, abstract methods have shown their effectiveness. One class
of methods are cellular automata, both volume- and particle-based. The latter are in
particular the Movable Cellular Automata developed by Sergey Psakhie. The scales of
these discrete methods are freely selectable in wide ranges between the macro world
and the atomic scale. Nevertheless, they provide reliable information on mesoscopic
balances in the boundary layer and thus also on the macroscopic behavior of the
tribocontact. The success of these methods is shown by the example of an automo-
tive brake. The question of the relative insensitivity of the scales of these mesoscopic
methods is examined in detail.

Keywords Dynamic friction · Dynamic equilibrium · Mesoscopic scales · Cellular
automata · Particle methods · Dissipation of information

1 Introduction

Normally, the introduction to works on friction provides a quick overview or excerpt
from 5000 years of history on friction. Starting with the fire generated by friction in
the Stone Age to modern theories of friction. Although friction is omnipresent, it is
still far from being understood well.
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This paper provides not a historical but an “engineering” view to friction as
a “friction machine”. Imagine you have to design a machine that generates the
following:

• forces,
• heat,
• vibration,
• noise,
• particles and dust

and in addition includes:

• surface roughening,
• surface smoothing,
• welding processes,
• modifications of the crystalline surface structure and
• chemical oxidation processes.

It is very simple to realize this kind of machine: Two solid bodies in contact, which
are shifted tangentially against each other, can show all the phenomena mentioned
above (see Fig. 1).

The paradox between the geometric simplicity of the machine and the complexity
of the physical phenomena observed is the reason for the difficulty in describing
friction comprehensively. Only in very few cases is it possible to adjust some of the
processes mentioned above a priori by designing this “friction machine” or “boundary
layer machine” [1].

It is interesting that people have frequently tried to describe these machines with
a single scalar quantity μ [2]. This quantity is defined as the quotient of frictional
and normal force.

N

RR

Fig. 1 Design of a friction machine
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μ =
∥
∥
∥ �R

∥
∥
∥

∥
∥
∥ �N

∥
∥
∥

(1)

Measurements repeatedly confirmed that the coefficient of sliding friction depends
on the speed, surface roughness, the materials involved, the ambient medium and
many other parameters. It may even depend on quantities that can be explained by
the measuring principle of the friction force rather than by the physics of friction.
Recent investigations suggest that this coefficient is dynamic, i.e. it is only indistinctly
represented by stationary measurements [3].

The following interpretation may explain why the friction coefficient is neverthe-
less useful. If the numerator and denominator in (1) are multiplied by the tangential
velocity vector,

μ = �R · �v
∥
∥
∥ �N

∥
∥
∥ · ‖�v‖

(2)

the friction coefficient can be interpreted as friction power related to a characteristic
system performance [1]. Power is certainly a good measure to describe the effect
of a machine. With this interpretation energetic connections to the above mentioned
phenomena of a friction machine can be presented and explained. This applies in
particular to heat regeneration or the averaged wear volume.

If you want to take a closer look at the physics of the machine, you have to move
from the symbolic point contact (1) to the consideration of the area of the frictional
contact. This is connected with a change of scale of the considered lengths and
times. The scales are very different for the processes of the boundary layer machine
mentioned above. They often lie between the macroscopic world of experience and
the atomic scale. Consideration of mesoscopic scales have proven to be very useful
for establishing connections both with macro and micro scales. To approach the meso
scale, one can start from the atomic scale (“Bottom Up”) or the macroscopic scale
(“Top Down”).

2 Bottom-Up View

On the atomic scale, with a characteristic length of 10–10 m, energy distribution
processes can be traced by phonons and atomic movements. Today’s non-equilibrium
molecular dynamics programs are able to describe atomic or molecular assemblies
in a thermodynamically and quantum-mechanically correct way. In principle, this
method yields approximately 1025 equations per cm3 of matter. The time constants
of molecular dynamics are on the order of femtoseconds. With today’s computers,
therefore, no general statements about friction on the macroscopic scale are possible.
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The transition from the atomic scale to larger length scales is combined with
a drastic reduction in the number of descriptive equations of motion. Classical
mechanics offers a perspective on this matter. There are different ways to transfer
atomic information into the macroscopic world.

On the one hand, atomic or molecular assemblies can be made ever larger by
reducing the number of particles but increasing their mass. This results in an ensemble
of particles which are the core of the so-called Discrete Element Methods (DEM). If
these atomic substitutes are further coarsened, only a few rigid bodies may remain.
These are objects of the Multibody Systems Methods (MBS).

Another very successful way of mechanics to transform information from the
atomic level to the macroscopic world is the smoothing out of the atomic structure to
a massy continuum. Like the other two methods, this can be treated mathematically
with very small effort. Numerical methods like finite element methods or boundary
element methods (FEM, BEM) are being used.

In this way, mass-equivalent models can be created that are easy to handle math-
ematically. Interestingly, the force influences that are essential for the equations of
motion are determined by measurement from the macroscopic world of experience
alone and integrated into the models. Any phenomena for the material or motion
behaviour can be approximated with arbitrary accuracy using a few generic force
elements. This works quite perfectly in may situations, but fails completely in the
case of friction forces.

One method for a better description of friction could be to transfer force infor-
mation from the atomic scale to the macroscopic experiential using the mesoscopic
particle method [4, 5].

In fact, as early as 1890, Boltzmann made the first proposals to connect the
microscopic particle world with the macroscopic mechanical world [6]. Pioneering
papers on this subject have been published by Greenspan [7, 8]. DEM provides
excellent results for macroscopic motion and deformation dynamics, but it shows
its weakness in thermodynamics. Although the thermodynamic processes can be
calculated well with the MD simulation by statistical and stochastic methods, these
methods cannot describe dynamic effects in the macroscopic world due to their time
constants.

The approach of mesoscopic particles is to apply an atomic substitute world on
a mesoscopic scale, which is below but close to the macroscopic scale (see Fig. 2).
This mesoscopic world makes it possible to couple the particles to the mechanical
bodies by “hidden” degrees of freedom. These additional degrees of freedom allow a
correct thermodynamic description of mechanical systems even with particle worlds.

The idea is to describe the frictional system on the macroscopic time scale, but
the friction boundary layer on the microscopic scale. The dynamics on the micro-
scopic scale are hidden for the macroscopic scale, just as the atomic dynamics are
hidden for the macroscopic world. It only serves to detect macroscopically observ-
able phenomena, for example heat or wear. Thus, it is possible to describe the fric-
tion process and the associated phenomena (vibrations, heat, wear, etc.) with the
mesoscopic particles with arbitrarily adjustable accuracy (see Fig. 3).
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Fig. 2 Classification of the mesoscopic scale
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Fig. 3 Combination of macroscopic and microscopic scales in a friction system

To illustrate how this method works, a simple rod as in Fig. 4a is considered. If a
hammer beats on the rod, the rod heats up. In this thought experiment the mechanical
degrees of freedom of the rod are not considered, the elastic waves in the rod are
not important. Therefore, the rod is only modelled with a sub-mechanical degree of
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l

m

m, 

a b c

Fig. 4 a Heating a rod; b particle discretisation; c mesoscopic particle discretization [9]

freedom to detect heat in the rod. This sub-mechanical degree of freedom can be
represented by a simple spring-mass system (see Fig. 4b).

Beaten with a hammer, the mass starts to vibrate. The system has absorbed energy
from this impact. This energy can be interpreted as heat energy, the vibration itself is
macroscopically irrelevant. If a second beat is given to this system, it usually leads
to a violation of the thermodynamic laws, because with the second beat, the system
depends essentially on the point in time at which the beat occurs, that is in which
phase relation the beat and the already existing vibration stands. Thus, the vibration
can be completely eliminated or the energy of the vibration can be doubled (see
Fig. 5).

However, this means that the energy introduced by the second beat can no longer
be interpreted as a heat gain. This energy should be added to the existing heat energy.
This is exactly where the thermodynamic laws are violated.

If this mass point is, in addition to its mass property, given an internal dynamic
variable, the temperature, then ultimately the sub-mechanical vibration dynamics
induced by the beat can be transformed into heat. For this purpose, the vibration is
dissipated by the damper, but the dissipated energy is stored in the inner variable T. In
Fig. 6 this procedure is shown by means of the potential curve (blue) of the system. By
the first beat a certain energy �E is entered into the system (red). Through the damper
integrated in the system, the energy introduced as an vibration is now stored in the
system as heat and the potential curve is raised to this energy level. Then, a second
beat can be introduced and the sub-mechanical vibration of the system induced by this

m, m, 

V

EΔ
x

V

1.beat
2.beat

problem: violating thermodynamical laws

EΔ
x

ttt

xxx

Fig. 5 Violation of the thermodynamic laws in conventional particle methods
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Fig. 6 Storage of thermal energy in mesoscopic particles

can be added to the existing heat energy. It should be noted that this method defines
a minimum constant in terms of time, which defines the minimum distance between
macroscopic impacts in order to correctly represent the thermodynamic behaviour
of the system via the sub-mechanical vibrations. Such time grids can be found in
all discrete systems, the grid width is a function of the typical frequencies in the
grid. They limit the maximum possible frequency in the model. Every discretization
method induces such grid constants. In numerical mathematics, this property is taken
for granted as an essential element for the interpretation of results. However, these
grid sizes can be made as small as desired by refining the sub-mechanical degrees of
freedom.

The quantity of the time constant is determined by the time needed to adjust the
potential curve to the correct energy level.

Mathematically this can be described by the following Lagrangian equations. The
Lagrange function and the dissipation function of the system have the form

L = Ekin − V = 1

2
mẋ2 − 1

2
cx2 and D = 1

2
bẋ2, (3)

where m is the mass, c the stiffness of the spring, and b the damping coefficient.
The equations of motion are as follows:

d

dt

(
∂

∂ ẋ
L

)

− ∂

∂x
L = − ∂

∂ ẋ
D (4)

and the temperature change is calculated as

Ṫ = 1

m · cv

ẋ
∂

∂ ẋ
D, (5)

where cv is the specific heat capacity of the material (per unit mass) and T is the
temperature.

The inner variable T gives an extended energy integral:
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1

2
mẋ2 − 1

2
cx2 + mcvT = const. (6)

This approach can be transferred to all possible mechanical systems. In addition to
temperature, other internal variables can also be used. For example, different energy
fields with different time constants are superimposed with each other. The different
levels provide their macroscopically observable phenomena, and the sub-mechanical
texture of the model allows the thermodynamically correct transition from one form
of energy to another.

Macroscopic forces either have a zero range, for example contact or impact forces,
or are described by some interaction law with a specific coordinate dependence.
Forces of finite range are characteristic of atomic forces. They can be described
by Lennard Jones-like potentials. In many cases, the macroscopic forces can be
approximated very accurately [7].

Such Lennard–Jones potentials can also be designed temperature-dependent in
such a way that transitions of the mesoscopic particles from solid to fluid or gaseous
phases can be described dynamically. Figure 7 shows a metal block that is melted on
a heat plate.

At the beginning of the simulation the heating plate is switched off and the particles
have a defined starting temperature. After the plate is switched on, it can be observed
that the temperature in the block slowly increases. As expected, the temperature of the
particles in contact with the heating plate increases first. Through heat transmission,
the temperature of the particles in contact with the heating plate increases. After
some time it can be observed that the melting temperature of the material is reached
and particles are released from the block.

t0 t1 t2

Fig. 7 A melting metal block
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3 Top-Down View

Friction in the macroscopic world can also be investigated more intensively using a
top-down method. This has been used intensively especially for tribological high-load
contacts such as a vehicle brake. In Fig. 8, such a technical brake is shown.

Brakes show a highly dynamic friction coefficient. This is correlated with an
extremely rich topographical and chemical dynamic in the boundary layer during the
braking process.

Due to the complex material composition in brake pads (often more than 25
different materials), the friction process is supplied through a true a warehouse of
materials in the boundary layer. Depending on the load and its duration, this process
uses various chemical and physical processes which are technically designed to guar-
antee the quality and comfort of the brake pad. These processes are only understood
to a small extend, and often appeared in a trial and error process to become the know-
how of a company. In addition to chemical processes, the boundary layer shows a
characteristic topography. The creation of this topography can be explained with
Fig. 9.

The main chemical structure of the brake material is a relatively soft polymer
matrix with embedded small and very hard particles (e.g. SiO2 particles). All other
components seem to only modify the process, which is described below and they
will be ignored in this study [10]. A small section of the simplified coating with only
one hard inhomogeneity is shown below.

Fig. 8 Technical brake and presentation of the topography of the friction boundary layer
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polymer,
natural rubber

SiO2 - particles

disk

polymer

SiO2 particle

Fig. 9 Composition of a brake pad [3]

When the brake disc is pressed against the brake pad, abrasion occurs on the soft
polymer matrix. The wear particles are transported along the contact zone. Some of
the wear particles stay on the brake disc and after the disc has rotated, they return to
the contact zone, while other particles are released into the environment [10].

This wear causes the hard particles to come to the surface of the pad. In the
following, two modes may be observed. On the one hand, the flow of wear particles
of the boundary layer is disturbed. On the other hand, the hard particles are pressed
into the polymer matrix, as the soft matrix around the particle wears much more than
the particle itself. As a result, an increase in the normal and tangential stress can
be observed in the area of the hard particle. This results in an increase of the local
temperature (see Fig. 10). The increase in stress and heat results in a process similar

n n n

N N N

type II

type I

friction layer structure

100 μm

REM – picture

type II

type I

Fig. 10 Contact areas of the pad surface with normal stress distribution [10]
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N N N

v = ωr v = ωr v = ωr

t0 t1 t2

Fig. 11 Growth of contact patches [10]

to melting or sintering, whereby the wear particles together with the hard particle
form an agglomeration modified by alloying processes and thin hard contact patches
are formed (see Fig. 11) [10].

This process will divide the boundary layer surface into two contact areas. Type 1
is a contact area that consists of a rather soft polymer matrix that is relatively rough,
heavily worn and has little frictional power. The second contact area is represented
by the very hard and more wear-resistant patches (Type 2), which have a smooth
surface and are mainly responsible for the main part of the friction power. They are
ultimately responsible for the grey cast iron disc of the brake to wear and for iron
entering the boundary layer chemistry.

These contact areas are dynamic. The patches grow due to friction power.
However, their size is limited. If the total frictional power of a contact patch becomes
too large, the patch cracks (see Fig. 12). The worn patch fragments represent an
essential part of the wear particles of the braking process.

In the friction boundary layer, heat and wear are significant for the described
dynamic process of topography change. Wear produces particles, and together with
the heat the friction-intensive contact patches are born. Wear itself also ensures that
the service life of these patches is limited. The total area of the patches is correlated
with the current frictional power.

Friction is therefore a dynamic equilibrium. Not the friction coefficient itself, but
its time derivative is defined by this process (see Fig. 13).

Dynamic friction laws can be derived from this idea [10]. Coulomb’s friction law
can be represented as the simplest dynamic equilibrium possible

N N N

v = ωr v = ωr v = ωr

t0 t1 t2

Fig. 12 Wear of contact patches [10]
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Fig. 13 Interactions in the boundary layer during the friction process [10]

μ̇ = 0.

Volume-based Cellular Automata (CA) are a useful tool to simulate patch
dynamics in the boundary layer (see Fig. 14). For the implementation, two areas
are separated, as shown in Fig. 13. The relatively soft polymer matrix and the hard
patches are discretized by cells with different normal elasticity.

In the first step, the normal stresses in the cells are calculated with a specified
normal force. The contact forces in the patch areas are significantly higher. The
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Fig. 14 Cellular automaton for the description of boundary layer dynamics
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tangential speed of the brake disc above the cells is also given as well as different
friction coefficients on the polymer cells and contact patch cells.

This allows a wear volume or a wear particle density to be calculated in the
contact area of the polymer matrix (see Fig. 14, right). Calculating the frictional
power on the patch cells the temperature can be obtained on the respective patches.
This temperature uses the density of the wear particles from the matrix to determine
the growth of the patches. The total dissipation over time, the temperature level, and
the size control the time of patch destruction.

This simulation model creates an iterative process that maps the patch dynamics
and allows a statement to be made about global friction, heat, wear and topography
changes. This allows the CA to discretize the local geometry of the brake pad, to
introduce local material data, to map the local chemical status of the boundary layer
and to formulate local balance equations. The balance equations serve to formulate
the thermodynamic, physical and chemical rules of the CA [11, 12].

The simulation model confirmed the dynamics of the surface structure and the
heterogeneous heat distribution of the pad. However, the simulation also shows that
this boundary layer dynamics is a very general effect of a stable and robust self-
organisation process on highly loaded friction surfaces. These simulations confirmed
the structure of the transient friction coefficient of Ostermeyer in [13, 10], that the
temperature T and the wear as a function of the friction power according to (2) are
considered in the flow balance.

μ̇ = −α
(

(β + |vr · N |) · μ − γ · Tp
)

Ṫ = −δ
(

Tp − T0 − ε · |vr · N |) (7)

4 Natural Principles of Dissipation of Information

Mesoscopic scales between the macroscopic and atomic world seem to be particularly
suitable for observing locally resolved dynamics in the friction boundary layer. The
core of these considerations, however, is the reduction of information that would
theoretically make an exact calculation of friction on the atomic scale possible.

The problem with friction is that its characteristic dissipation on the macroscopic
level does not exist on the atomic scale. It is neither the dissipation of energy nor the
dissipation of material that is the core of friction, but the dissipation of information
that should explain the macroscopic manifestations.

In search for general mechanisms of information reduction, one quickly finds that
the mechanisms that are being used in physics are a natural way.

One of them is heat. Heat is a scalar field that collects all high-frequency effects on
a molecular basis in a single parameter. Another mechanism that can be interpreted
as dissipation of information is wear. Wear constantly changes the topography on an
atomic scale. Therefore, it does not make sense to describe the geometric details at
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any time. Here, dynamic topography change rates as a scalar field of wear quantities
make more sense.

Heat and wear are very good candidates to dissipate dynamic and geometric micro
information, see Fig. 13, which is the basis for the dynamic friction models (7).

Certainly there are other elementary dissipation mechanisms of information which
can be applied here in a useful way. Another mechanism is probably the uncer-
tainty with which our experiences and measurements in the macroscopic world
are recorded. A mathematically promising approach is offered by the Polymorphic
Uncertainty Analysis.

Frictional systems can perform self-excited vibrations. During braking, they occur
as an unpleasant noise, the so-called squealing. These self-excited states can be
analyzed considering an eigenvalue problem. The uncertainty in the friction predic-
tion induces an uncertainty in the stability limits of the model. Minimizing these
uncertainties is necessary to enable more reliable brake designs. In Fig. 15 an uncer-
tainty calculation has been carried out in the complex eigenvalue analysis of a simple
brake model [14].

Here, Coulomb’s friction law is compared to the dynamic friction law with respect
to the confidence interval for stability limits in such an eigenvalue analysis. With the
confidence interval, it is possible to quantify uncertainties that are present in the
friction laws. If the parameters of Coulomb’s friction law and the parameters of
Ostermeyer’s friction law are determined from concrete measured values, and the
uncertainty of the friction coefficient is determined from these values, the model of
the brake and the technique of complex eigenvalue analysis result in some uncertainty
of the stability limits.

It is shown that the uncertainty interval for Coulomb’s description is 15 times
greater than for the dynamic friction law. This large difference is a consequence of
the dynamic a-priori knowledge, which is represented in the flow balance conditions.

Fig. 15 Comparison of the Coulomb friction model and the Ostermeyer friction model with respect
to polymorphic uncertainty and stability analysis [14]
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5 Conclusion and Discussion

Friction is a highly complex and dynamic phenomenon that is still not fully under-
stood. One of the challenges in describing friction are the manifold interactions of
dynamic effects on different time and length scales. Mesoscopic methods are an
excellent tool to cope with the complexity of friction.

In this paper, two different approaches are discussed, which can describe the
friction process in technical brakes with higher precision. One is specific particle
methods, the other is volume-based cellular automata. Both methods use the mobility
on the temporal and local scales between the atomic and macroscopic scale.

More general is the method of Movable Cellular Automata, which combines
the advantages of the particle world with the advantages of the world of Cellular
Automata. The creator of this method, Sergey Psakhie was a visionary. His methods
have found the way not only into friction, but into many other areas [15].
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Study of Dynamics of Block-Media
in the Framework of Minimalistic
Numerical Models

Alexander E. Filippov and Valentin L. Popov

Abstract One of the principal methods of preventing large earthquakes is stimu-
lation of a large series of small events. The result is a transfer of the rapid tectonic
dynamics in a creep mode. In this chapter, we discuss possibilities for such a transfer
in the framework of simplified models of a subduction zone. The proposed model
describes well the basic characteristic features of geo-medium behavior, in partic-
ular, statistics of earthquakes (Gutenberg Richter and Omori laws). Its analysis shows
that local relatively low-energy impacts can switch block dynamics from stick–slip
to creep mode. Thus, it is possible to change the statistics of seismic energy release
by means of a series of local, periodic, and relatively low energy impacts. This means
a principal possibility of “suppressing” strong earthquakes. Additionally, a modified
version of the Burridge-Knopoff model including a simple model for state dependent
friction force is derived and studied. The friction model describes a velocity weak-
ening of friction between moving blocks and an increase of static friction during stick
periods. It provides a simplified but qualitatively correct stability diagram for the tran-
sition from smooth sliding to a stick–slip behavior as observed in various tribological
systems. Attractor properties of the model dynamic equations were studied under a
broad range of parameters for one- and two-dimensional systems.
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1 Introduction

An important and interesting application of studies of spatial–temporal pattern forma-
tion of mechanical systems is the formation of geological faults and their dynamics.
Of particular interest is the study of the possibility of changing the mode of the
fault dynamics into a slow one, thus preventing strong seismic shocks. The fact that
the statistics of earthquake magnitude and their time correlations meet the laws of
Gutenberg Richter [1, 2] and Omori [1, 3], typical for self-organized critical systems
[4, 5], is often used for the conclusion that it principally occurs on all spatial scales
ranging from microscopic to continental plate scale. Therefore, it is impossible to
exert a targeted influence on the dynamics of earthquakes by local effects of limited
energy. However, the works [6–10], based both on modeling by movable cellular
automaton and full-scale experiments (on one of the active faults of the Baikal rift
zone) suggest the principal possibility of releasing the accumulated elastic energy
due to controlled low energy actions (vibration load and watering).

Based on this idea, we develop and study a model of the behavior of contact zones
of block media and analyze the possibility of controlling the mode of displacement
as was found experimentally.

2 Mechanical Model

Minimalistic mechanical model demonstrating the time correlations typical for
systems showing self-organized criticality has been suggested by the authors. In
the conceptual form, it is shown in Fig. 1. The plate is moved by the external force of
Fext . The plate is inclined by an angle that determines the ratio between the vertical
component of the force Fext cos(α) acting against the force of Archimedes, which
supports the plate “in magma”, and the horizontal component, which results in the

Fig. 1 Schematic diagram of the mechanical model. The force exerted by the mainland, Fext, the
force of Archimedes FArch and the force of elastic interaction Finter are indicated. The circle shows
the event of “bark fracture”
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displacement of the entire system along the x-axis and deformation of the elastic
plate.

In a numerical simulation, the plate is transformed into a set of discrete elements
connected by a (nonlinear) elastic force that tries to maintain a fixed distance between
them. Let us first consider the simplest, two-dimensional version of the problem. In
this case, the plate is transformed into an elastic chain, and the model equations are
reduced to the following form:

∂x/∂t = Finter, x + Fx + ξx ;
∂z/∂t = Finter, z + FArh, z + Fz + εz;
∂ X/∂t =

∑

j

Fx ( j) + Fext, x + ε.

(1)

Here, Fx = Fext sin(α) and Fz = Fext cos(α) are the projections of the force of the
chain’s interaction with the “mainland plate” (we neglect the vertical movement of
the heavy mainland plate here), and the summation is made over all elements of the
chain. The external force is assumed to be constant (acting on the drifting continent
from the magma side). The levitation force of Archimedes FArch, z is given by a
condition:

FArch, z = const · U0 > 0 at z < 0 and FArch, z = 0 at z > 0 (2)

and Finter, x and Finter, z, components of nonlinear elasticity between the segments of
the chain, are equal:

Finter, x = −∂Uinter/∂x and Finter, z = −∂Uinter/∂z, (3)

where the distance-dependent effective interaction potential Uinter looks like:

Uinter(r) = Kr2(1 − r2/r2
0 ). (4)

Here, K is the elastic constant. To fix the distance between the elements, in the
simplest, most widespread approach [11–14], the potential of the fourth order (4) is
used, for which the components of the forces between the elements contain cubic
nonlinearity, providing the required rigidity. At the same time, in 2D (or 3D) space,
the chain (surface) can bend under the influence of the force Fext and its elements
move in the vertical (and/or horizontal) direction.

In numerical modeling, this leads to the following fracture condition. If the x- or z-
projection of the vector connecting two consecutive segments of the chain is negative
and its absolute value exceeds some threshold value, then the “fracture” occurs in
this place. The fragment of the chain from its beginning to this point is subsequently
removed. In the absence of resistance on the part of the removed fragment, the speed
of the continental plate sharply increases, up to its deceleration by further segments of
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the chain. Random influences from the surrounding subsystems are included through
the δ-correlated noise source:

〈
ξxz(t, x, z)ξxz(t

′, x ′, z′)
〉 = D1δxzδ(t − t ′)δ(x − x ′)δ(z − z′);

〈
ξ(t, x, z)ξ(t ′, x ′, z′)

〉 = D2δ(t − t ′)δ(x − x ′)δ(z − z′). (5)

Here δ(. . .) is the impulse function of Dirac, δxz is the symbol of Kronnecker, and
in each case some effective temperature can be assigned to the “diffusion coeffi-
cient” D1,2 = 2kB T1,2. The dissipative constant can be selected arbitrarily. It sets
a characteristic time scale, and should be fitted a posteriori by experimental data.
Random influences on the heavy mainland plate can be neglected, which leads to the
assumption D1 � D2.

3 Statistical Properties of the Model

At a constant external force Fext, the movement occurs with a constant—on the large
time scales—average velocity 〈V 〉 = d X/dt . If we subtract V t from the X (t) curve,
the fine structure of the derivative d X/dt becomes clearly visible when the chain
breaks (see Fig. 2). The right side of Fig. 2 shows the distribution of the lengths of
“jumps” and intervals between them.

Let us compare these distributions at different noise intensities. With exception
of the expected reduction in the average interval between the jumps, the results do
weakly dependend on the noise intensity up to the values comparable to the fracture
threshold. Moderate noise (which does not exceed the dynamic chaos intensity of this

Fig. 2 The fine structure of the jumps a obtained by subtracting V t and typical distributions
of lengths of the chain fragments removed after fracture events (b) intervals between the jumps
(c) obtained for parameter values α = π/6, Fext = 10, U0 = 0.1, K = 0.1 + 0.9ξ
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nonlinear system) only increases standard deviations. Therefore, we present below
the results obtained at negligibly low noise.

Of interest is an analysis of the influence of regular (periodic) spatially local-
ized actions on the system. We simulated the influence of sinusoidal and impulse
actions of different intensity. Note that exactly the latter type of action is used in field
experiments.

In the presence of noise, such actions reduce the average time between jumps.
However, being spatially localized, they fix quite precisely both the time and length
of each jump. This can be achieved by selecting resonant frequencies, amplitudes and
force application points. Weak impact plays here the role of the trigger mechanism,
provoking its own, more powerful processes in the system.

Formally, the model is able to achieve an accurate resonance optimum such that the
random components are practically suppressed. In field conditions, the parameters
are not as controlled as in the numerical experiment, and the histogram of jump
distribution acquires additional lines near the resonant one.

4 Three-Dimensional System and Reduced Frontal Motion
Model

Real tectonic systems are three-dimensional. Therefore, even for a minimalistic
model, in addition to coordinates (x, z) also the y-coordinate along the edge of
the fault has to be considered. In a self-consistent approximation, we can assume
that the 3D system is composed of many equivalent 2D systems, which interact only
through a common front of contact with the “continent”. All system Eq. (1) acquire
an additional index [layer number (x, z)] along the y-axis

∂x(k)/∂t = Finter, x (k) + Fx (k) + ξx (k),

∂z(k)/∂t = Finter, z(k) + FArh, z(k) + Fz(k) + ξz(k). (6)

The last equation of the system (1) is modified into equation:

∂ X (k)/∂t =
∑

j

Fx (k)( j) + Fext, x (k) + K [X (k + 1) + X (k − 1) − 2X (k)]. (7)

At small deviations between the neighboring layers, they behave quasi-independently
according to the 2D model described above. If the deviations between X (k + 1) +
X (k −1) and 2X (k) increase, they are suppressed by the elastic bond K [X (k +1)+
X (k − 1) − 2X (k)] determined by the constant K .

In the following, we will shift each following action along the front by some
value so that at the present moment the small jump will be (with certain probability)
provoked in another place of the front. Figure 3 illustrates the resulting propagation
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Fig. 3 The movement of the frontal area of X (k) caused by periodic impacts along it

of the front on example fraction of the front. Moving the impact point along the front
(asterisk in Fig. 3) generates multiple front jumps (instead of one), thus facilitating
small jumps. The corresponding histograms contain some contribution of jumps,
large in amplitude and time intervals between them, which, however, is much smaller
than for an unperturbed system.

Taking into account the practical importance of such a problem, as well as the
general scientific interest, it is useful to construct a simplified minimalist model
of frontal motion, in which the connection between the layers would be taken into
account in the rules of advancement of its fragments. For this purpose, let us consider
a 2D front line in the plane (x, y), each segment of which moves forward under the
action of a constant external force.

Such a minimalistic model successfully reproduces the basic properties of a
more general 3D-model, and is compact enough for large parameter studies. It is
stable against varying model parameters in a very wide range. First, we checked that
the change of the elastic constant by three orders of magnitude did not led to any
substantial change in the distribution function P [y(k)].

The method of inducing local surges described above works with the reduced
model in the same manner as described above in a 3D model. In other words, it is
possible to select such periodicity and distance between the local impacts that they
provoke a wave of small jumps, which leads to an almost regular movement of the
entire front line. The instantaneous state of this process is shown in Fig. 4. For the
sake of clarity, the planar front has been chosen here as the initial condition. The area
near the artificial influence is marked with a grey circle. The instantaneous position
of the impact zone is shown by a dark solid circle; the spontaneous jumps caused by
it are marked with bold dots inside the circle.

The numerical model above, in its minimalistic variant, was published by the
authors [12] in 2006 and was used to study the dynamics of subduction zone
dynamics. Later on, in 2008, the detected correlations were used by us [13] to select
the optimal scenarios of other “weak and cheap” local energy effects. As a result, the
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Fig. 4 The initial stage of the formation of an equilibrium distribution of probability P[y(k)] in
the minimalist model at the 2D front

efficiency of such impacts was significantly increased making it possible to switch the
movement of blocks between “stick–slip” and creep modes. The average energy of
single seismic shocks was significantly reduced and it became possible to “suppress”
strong earthquakes. The model adequately described the laws of deformation for a
block system and the temporal correlations typical of systems with self-organized
criticality. The proposed model differs in principle from those studied previously (see,
e.g., [2–11]) by taking into account the real topology of the creep of a continental
platform on a thinner oceanic platform.

5 Correlation Functions

The simplicity and numerical efficiency of the model described in the previous
Sections can be used to accumulate the statistics of correlations of the motion of
separate blocks at the front. These correlations, in turn, can be used for selecting
an optimum scheme of external action leading to the transformation of the system
dynamics into a creep regime. Consider a 2D front in the (x, y) plane, each segment
of which is moved forward by an over damped external force. Let us assume that
every subsequent “tectonic” jump of each segment takes place upon its displace-
ment by a certain distance, which is generated by a random number generator〈
ξ(t, x, z)ξ(t ′, x ′, z′)

〉 = D2δ(t − t ′)δ(x − x ′)δ(z − z′) with zero mean value
〈ξ(t, x, z)〉 = 0.

The jump magnitude ψ is also assumed to be a random quantity with zero mean
value 〈ψ(k, t)〉 = 0 and is set by the average weak noise intensity Dψ � Dξ as
follows:

〈
ψ(k, t)ψ(k ′, t ′)

〉 = Dψδkk ′δ(t − t ′). (8)

The particular noise intensity Dψ has to be reconstructed a posteriori from exper-
imental data. Following article [12], we assumed that the coordinate X (k) depends
on the number of layers k and that different layers are coupled by the elastic force
Felastic = K [X (k + 1) + X (k − 1) − 2X (k)] already used in Eq. (7). Other details
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Fig. 5 Spatial–temporal map of jump distribution represented by the M(t, x) matrix, with the
intensities indicated by grayscale on the right. The initial stage corresponds to the establishment of
a stationary process. Dashed lines correspond to the characteristic velocities of wave propagation
(pre- and aftershocks). The inset shows the corresponding G(t, x) correlation function

of the model are the same as described in [12] and above in this Chapter. The initial
condition for the further study was selected in the form of a planar front. The resulting
spatio-temporal map of jump length distribution along the front is depicted in Fig. 5.

At every step of the numerical procedure, system (1)–(3) is solved and a set
of tectonic displacements δX (k) (including zero shifts) distributed along the y-
coordinate is obtained, which represents a row of the M(t, y) matrix at the given
time. This procedure is repeated and the entire geological history of the system
is recorded in the form of the M(t, y) matrix, which is represented in Fig. 5 by a
gray scale map. This spatial–temporal map exhibits a clear initial transition period. A
particular scenario is determined by the initial configuration (here, a planar front). As
can be seen from Fig. 5, the stationary regime reveals a well-pronounced correlated
character. The neighboring regions at the front interact by means of the elastic force
Felastic = K [X (k + 1) + X (k − 1) − 2X (k)], so that large jumps of one segment
induce several jumps in the neighboring segment that propagate as decaying waves
in both directions from a strong local “earthquake.” Arriving at a certain “weak”
segment, i.e., a segment potentially close to a spontaneous break, such waves can
initiate this break, inducing a new “tectonic shear” with accompanying waves and
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so on. In other words, each significant event in the system is surrounded by a set of
pre- and aftershocks that lead to correlations in the M(t, y) matrix.

The dashed lines in Fig. 5 correspond to the characteristic velocities of wave prop-
agation. Although the velocity of these waves is not universal and varies depending
on the constants in Eqs. (1)–(3) their existence is a consequence of the structure of the
system under consideration. Physically, the velocity of correlation spreading depends
on the composition and strength of rocks, the level of friction forces between blocks,
etc.; therefore, each geo-logical region has a certain characteristic velocity, which can
be determined from experimental statistics of local secondary shocks accompanying
earthquakes. The correlation can be quantitatively described by a spatial–temporal
correlation function G(t − t ′, y − y′) = 〈

M(t, y)M(t ′, y′)
〉

similar to that depicted
in the inset to Fig. 5.

This correlation function was calculated for a particular realization of the M(t, y)

matrix over the t − t0 time interval (beginning with the time t0 found from the
termination of the transient process). The gray scale reflects the absolute values of
correlations between jumps at the front. The slopped ridges of density G(t−t ′, y−y′)
on both sides of the central maximum correspond to the averaged (typical) velocities
of propagation of the interacting events in the given system.

The aim of our investigations is the practical usage of a theoretically justified
effect of weak controlled spatially localized impacts on a given system. Previously,
we modeled the effect of periodic pulses of variable intensity and preset on/off
ratios. If the action is localized in a single (x, z)-layer, this layer gradually proceeds
forward and pulls the neighboring layers behind to form a protrusion on the X (k)

front. Then, increasing deviations X (k+1)+X (k−1)−2X (k) are sup-pressed by the
elastic coupling with neighboring layers. Nevertheless, we succeeded in suggesting
a strategy [12] that retained the applicability of the proposed method in a distributed
system. For this purpose, each subsequent point of action was shifted over several
(x, z) layers along the front so that a small jump would be initiated at a different site
of the front, stimulating new neighboring regions. This shift was selected in both the
3D-model and its reduced variant.

Figure 6a illustrates such an artificially stimulated process in the same system (and
same notation) as in Fig. 5. Here, the clearly distinguished straight lines correspond
to periodic impacts regularly shifted along the front, which virtually completely
suppress the spontaneous jumps in the systems. Unfortunately, this scenario requires
large-scale preliminary works irrespective of whether the probable earthquakes will
actually take place. At the same time, the correlations of spontaneous events suggest
a constructive idea; it is possible to apply the artificial impacts at the sites of statisti-
cally anticipated aftershocks rather than over the entire front, thus only producing a
controlled initiation of small jumps at the sites where these jumps are stimulated by
intrinsic correlations.

Figure 6b shows the distribution of events caused by such a self-consistent action.
This pattern appears as more densely filled with jumps as compared to that in Fig. 6a.
However, the scales of jump lengths in Fig. 6a, b are also substantially different. The
main consequence of this procedure is a sharp drop in the fraction of spontaneous
events taking place when the system reaches the level of critical stresses.
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Fig. 6 Spatial–temporal map as in Fig. 5, but in the presence of artificial impacts initiating local
jumps of the front segments in the case of a regular shift of the impact site along the entire front
and b adaptive reaction to events selected using the G(t, x) correlation function

Figure 7 shows the temporal variation of the number of such events that were
not prevented by the economic adaptive scenario mentioned previously. As can be
seen, the relative fraction of critical events is formally large (even reaching unity)
only in the initial transient stage, where the events are not yet correlated. However,
this stage is an evident artifact of the numerical procedure with a planar initial front
(since the initial configuration was a priori not known). In a stationary stage, where
the system attains a self-consistent regime, the fraction of spontaneous jumps not
prevented by the economic adaptive action falls within 0.1–0.2. In other words, the

Fig. 7 Temporal variation of the fraction of spontaneous jumps not prevented by the proposed
adaptive scenario (mapped in Fig. 6b). In the initial transient stage, the events are not yet correlated
and the fraction of spontaneous jumps can be large (reaching unity), while in a stationary stage this
fraction falls within 0.1–0.2
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economic scenario allows 80–90% of spontaneous earthquakes in the system to be
prevented.

6 Burridge-Knopoff (BK) Model

In addition to the above model, we also studied in [14] the well known Burridge-
Knopoff (BK) model [15] initially proposed to investigate statistical properties of
earthquakes. Numerical studies by Carlson et al. [16, 17] have demonstrated that the
BK model can reproduce characteristic empirical features of tectonic processes such
as the Gutenberg-Richter law for the magnitude distribution of earthquakes, or the
Omori law for statistics of aftershocks [16–19], both properties stemming from the
so called “self-organized criticality” of this system. It has been intensively used to
simulate different aspects of the problem [18–38] and to discuss general properties
of earthquakes statistics as well as predictability of earthquakes.

Numerical simulations give evidences that the self-organized criticality and the
corresponding fractal attractor of the system is closely related to dynamic structures
with “traveling waves” [21], their ordering and specific “phase transitions” [22]
controlled by a number of parameters (external driving velocity, springs stiffness,
number of blocks, their mutual interaction and so on). It is in particular the depen-
dence of the dynamic properties of the BK model on the spring stiffness, which
makes it necessary to introduce the generalization of the friction law proposed in this
paper.

The physical reason for the stick–slip instability in the Burridge-Knopoff model is
the assumed decrease of the friction force with the sliding velocity [16, 17]. Motion
of a single block with this friction law is always unstable which does not corre-
spond to properties of real tribological systems. The real law of rock friction is more
complicated [26–31]. In this article, we proceed from more realistic friction laws
described in [31, 32]. The main qualitative picture of a realistic law is: (a) approx-
imately logarithmic increase of the static friction force as a function of contact
time—the property, found already by Coulomb [39], and (b) a logarithmic depen-
dence of the sliding friction on the sliding velocity. Both properties can be described
in the framework of “state dependent” friction laws by introducing additional internal
variables describing the state of the contact. Up to now, there were no attempts to
study the dynamic and statistic properties of the Burridge-Knopoff model with a
state dependent friction law.

In the paper [14], we proposed a modified version of the BK model with a state
dependent friction force, reproducing in the simplest way both the velocity weakening
friction and the increase of static friction with time when the block is not moving.
To validate the model, we studied the stability diagram. It qualitatively reproduces
typical diagrams found for almost all tribological systems. The state dependent fric-
tion law was also used in [40, 41] where an extensive numerical simulation of the
one-dimensional spring-block model with such a friction law has been performed
and the magnitude distribution and the recurrence-time distribution were studied.
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Fig. 8 Burridge-Knopoff (BK) model. Subplot a presents a conceptual scheme of the model. In
the simulations we use m = 1 for the mass and a = 1 for the distance between the blocks. Subplot
b reproduces the original velocity weakening stick–slip friction law used in the Carlson, Langer
version of the BK model

Let us start from the original BK model, the conceptual structure of which is
depicted in Fig. 8. Blocks of mass m are attached to a moving surface by springs
with stiffness k1 and are coupled to each other by springs with stiffness k2. The moving
surface has a velocity v, and the blocks are in contact with a rough substrate. The
friction force F between the blocks and the rough surface is assumed to depend only
on the velocity. Subplot (b) of Fig. 8 reproduces the original velocity dependence of
the friction force used in Carlson and Langer version of the BK model. The equations
of the BK model can be written in the following form:

m
∂2u j

∂t2
= k2

(
u j+1 + u j−1 − 2u j

) + k1
(
vt − u j

) − F(v j ) (9)

where v = const is the external driving velocity and v j ≡ ∂u j

∂t is an array of individual
block velocities ( j = 1, . . . , N ).

In the BK model, the sliding friction force is supposed to decreases monotonously
from a constant initial value F0. It is further supposed that the static friction F(v j →
0) can possess any necessary negative value to prevent back sliding:

F(v j ) =
{

F0
1+2αv j /(1−σ)

, F0 = 1 − σ ; ∂u j/∂t > 0

(−∞, 0] ∂u j/∂t = 0
(10)

Here, according to the original works [16, 17], the parameter α defines a rate of
friction decrease when block starts to slide, and σ is the acceleration of a block at
the instant when slipping begins.

7 Modified BK Model

The friction Eq. (10) is a drastic oversimplification of real properties of static and
kinetic friction. This equation does not reproduce the correct stability diagram for
sliding; with this friction equation the system is always unstable. Experiments show
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that, in most cases of dry friction, sliding stabilizes for either sufficiently large veloc-
ities or a sufficiently large stiffness of the system. These friction properties are now
well understood and explained in details in the books [31, 32]. Based on friction
experiments with rocks, Dieterich [26, 27] has proposed friction equations with
internal variables. In his approach, the friction force depends on an additional vari-
able that describes the state of the contact zone. This variable is, in a sense, a “melting
parameter.” The friction force at non-zero velocity drops down from its initial value
due to a “shear melting” effect which may have various physical origins [14–17].
When the motion stops, the surfaces start to form new bonds and the static friction
increases with time. These observations become especially important if the model is
to be used for describing phenomena with geological characteristic times like earth-
quakes. Below we follow the ideology of “shear melting effect” and use additional
kinetic equations for the friction force.

The dynamics of systems with state dependent friction has been investigated in
a number of papers [26–34]. All these studies have been devoted to the simple one-
particle version of the model. In the present paper, we investigate dynamics of the
many-body BK model with a state dependent friction. The basic dynamics equations
of the model are the same.

m
∂2u j

∂t2
= k2

(
u j+1 + u j−1 − 2u j

) − η
∂u j

∂t
+ k1

(
vt − u j

) − Fj [v j (t)]. (11)

However, the friction force is not a function of velocity, but is defined by the additional
kinetic equation:

∂ Fj [v j (t)]
∂t

= β1
(
F0 − Fj

) + β2v j , with β2 < 0 v j > 0, (12)

F(v j ) = −∞ v j ≤ 0. (13)

The parameters in first of these equations β1 and β2 have the following physical
(and geophysical) meaning. When a block starts to slide with v j > 0, its friction
force monotonously decreases from an initial value F0. The general time scale of
this process [in relation to other time-scales of the problem, defined by the terms of
Eq. (11)] is determined by the first parameter β1 and an effectiveness of the melting
is given by a relation between the absolute value of the negative parameter β2 < 0
and β1.

Static friction F(v j → 0) in second line of Eq. (12) can possess any necessary
negative value to prevent back sliding, as in Eq. (10). It is the only nonlinear part
of the system, which is found to be enough to create all nontrivial properties of the
model. For general applicability to tribological problems Eq. (11) contains also a
viscous term η∂u j/∂t . Our calculations show that attractor properties are weakly
influenced by the viscous term. Moreover, this influence exists only at sufficiently
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high velocities v j . For generality, in the results presented below, we keep small
nonzero value η = 0.05.

It should be noted that other forms of the kinetic equations for ∂ Fj/∂t =
β1

(
F0 − Fj

) + β2v j have been proposed [14, 15] leading to qualitatively similar
decreasing behavior of the dynamic friction at v j > 0. Equation (12) is the simplest
form. It is also linear. Another reason for this choice is the following. A realistic model
must reproduce the correct stick–slip and sliding behavior in appropriate parameter
regions. In particular, it must reproduce the correct stability diagram on the plane
{v, k1}, which typically has an unstable region at small system velocities and small
system stiffness [14, 15]. Note that the original BK model in the form of Eqs. (9)
and (10) does not reproduce a stable sliding regime at small sliding velocities and
large stiffness. The modified model qualitatively reproduces a typical known stability
diagram for sliding friction under various conditions. We have studied the stability
diagram by direct dynamic simulation of the BK-system. For this sake, we control
the behavior of the complete velocity arrays {v j (t)} for all blocks j = 1, . . . , N . To
visualize the dynamics of the system, it is convenient to calculate the mean velocity:

〈v〉 ≡ 〈
v j (t)

〉 =
∑N

j=1 v j (t)

N
. (14)

Unless otherwise specified, we keep the number of the blocks equal to N = 512. The
main control parameters of the system are the driving velocity v and the stiffness k1

of the “springs” connecting the block with the external subsystem. In order to study
general properties of the model, let us vary parameters v and k1 around the values
of order of unity. Typical time dependencies of the mean velocity 〈v〉 found at free
boundary conditions for three representative regions of driving velocity and stiffness
constant v = 0.7 and k1 = 0.2; v = 0.7 and k1 = 2; v = 2 and k1 = 0.2 are shown
in Fig. 9 subplots (a–c), respectively.

In regions (b) and (c), the fluctuations of the velocity disappear after a transient
period, whereas in the stick–slip region (a) the velocity fluctuates continuously. The
dynamics of the friction force

〈
Ff ric

〉 = 〈
Fj (t) + ηv j (t)

〉
(15)

is shown in the same plot.
Performing the simulation for various combinations of parameters, we have found

the desired stability diagram, shown in Fig. 10, for the modified BK model in the plane
{v, k1}. The line separates the regions of sliding and stick–slip motion. Higher inten-
sity of gray color corresponds to bigger oscillations of friction force. As discussed
above, this characterizes the amplitude of the force variation at different spring stiff-
ness k1 and driving velocity v. If the interaction between the blocks is relatively
weak, these strong variations of friction can lead, in principle, to a state in which
different blocks of the chain can simultaneously be found in moving and stacked
states. This observation is important for studying of the model further. Below we
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Fig. 9 Time dependencies of mean velocity 〈v〉 and friction force
〈
F f ric

〉 = 〈F + ηv〉 found for
three representative regions of the driving velocity and stiffness constant v = 0.7 and k1 = 0.2;
v = 0.7 and k1 = 2; v = 2 and k1 = 0.2 shown in (a)–(c) subplots, respectively. In the sliding
regions b and c the fluctuations of the velocity disappear after a transient period of initial oscillations,
whereas in stick–slip region (a) both mean velocity and a correlated friction force remain perpetually
variant

Fig. 10 Stability diagram for the modified BK model (MBK). The line separates the region of
stable sliding from that of variable stick–slip motion. The grayscale map represents the standard
deviation value of the complete friction force

〈
F f ric

〉 = 〈
Fj [v j (t)] + ηv j (t)

〉
in stationary stick–

slip regime. It characterizes the amplitude of the force variation at different spring constants k and
driving velocities v. Higher gray color saturation corresponds to bigger friction force oscillations
(with black color corresponding to maximum of standard deviation equal to 0.72)
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study the dynamic and statistical properties of the new model with the previously
described realistic state dependent friction law. We will refer to the set of Eqs. (12),
(13) as the modified BK model (MBK).

8 Attractor Properties, Wave State and Phase Transition
in a 1-Dimensional Model

The equations of motion in (12) are a discrete representation of a nonlinear wave
equation. During the last few decades various nonlinear wave equations have been
widely studied, starting from the very early implementation of the numerical simu-
lations [35]. In particular, in the context of dynamic “thermalization” it has been
shown that N interacting segments of the nonlinear chain form a collective attractor
with energy transfer performed by nonlinear excitations [36, 37, 42, 43]. Depending
on the total energy and/or on the strength of the interaction between the blocks k2,
the chain can form (nearly) uniform or strongly non-uniform structures and phase
patterns.

Analogous behavior should be expected in the MBK model as well. It is obvious
that instantaneously moving blocks must be involved with stationary ones in the
overall motion. This causes a “detachment” wave, propagating along the chain. Such
solitary waves were found and studied in the original BK model [15], and the anal-
ogous process exists in the MBK model. There are two possible types of traveling
waves: (a) after a transition time all the blocks are provoked to move simultaneously,
(b) in steady-state, some of the blocks can be found instantaneously motionless while
others move. One would expect that the response of the chain will depend on the
strength of the interaction between the blocks. This has been studied for the orig-
inal BK model in [17], and a specific “phase transition” between correlated and
uncorrelated behavior has been found.

Let us study this problem for the MBK model. Figure 11 presents typical waves
of local block velocities in a “stationary” regime for parameter values k2 = 4, k1 =
1 and v = 0.2. Non-zero velocities are shown here by the spatiotemporal mesh
surface. Traveling and mutually scattering waves are clearly visible. Let us draw
the attention to the areas of intensive local spikes appearing as result of mutually
scattering of waves. These spikes have displacement amplitudes

∣∣u j

∣∣ � 〈
u j

〉
and

velocities
∣∣v j

∣∣ � 〈
v j

〉
much higher than the mean values. They are relatively rare

(the area occupied by these events is much smaller than the total space–time area),
and in applications for geodynamics they should be treated as “earthquake events”.

To characterize the difference of the correlated and uncorrelated behavior, an order
parameter has been introduced in Ref. [22]. If we define a value h j in block number
j by the condition:

h j =
{

1 ∂u j/∂t �= 0 (the block is moving);
0 ∂u j/∂t = 0

(16)
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Fig. 11 Typical waves of the local velocity (of each discrete block of the system) for the developed
regime in a one-dimensional system. The non-zero velocities are shown by the spatiotemporal mesh
surface. The areas of intensive local events due to mutual scattering of waves are clearly visible.
Parameter values: v = 0.7, k1 = 0.2, k2 = 4, N = 512, β1 = 1, β2 = 25, η = 0.05, m =
1.

then the local density of the order parameter H∗
j can be written as H∗

j = h j (h j+1 +
h j−1). This function takes the unit value H∗

j = h j (h j+1 + h j−1) = 1 if block j
is moving and exactly one of its nearest neighbors is also moving. Further, H∗

j =
h j (h j+1+h j−1) = 2 when both nearest neighbors of the moving block are in motion.
All other cases yield H∗

j = 0.
Our observations with the MBK model show that even for blocks at vanishing

inter-block interaction k2 → 0 (when the motion of neighboring blocks is almost
uncorrelated), the fraction of configurations with moving sets of neighboring blocks
is still relatively high. The combination H∗

j = h j (h j+1 + h j−1) does not vanish in
such an uncorrelated system. It is therefore convenient to construct another simple
combination:

Hj = h j h j+1h j−1 =
{

1 all 3 blocks j, j + 1, j − 1 in contact are moving
0 otherwise

. (17)

This yields Hj = h j h j+1h j−1 = 0 zero in all cases except when both neighboring
blocks of a central sliding block are also in motion. This combination can be used
as an “order parameter”.
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Fig. 12 Order parameter density and its time dependence in two different regimes. Subplots a and
b show the grayscale maps of the order parameter density depending on time and space for strong and
weak coupling between the neighboring blocks (k2 = 4 and k2 = 1.2 respectively). Time evolution
of the ensemble-averaged order parameter for (a) and (b) cases are presented in the subplot (c) by
black and gray tick lines respectively. The time averages for these values are shown by the bold
lines of corresponding color. Parameter values: v = 0.7, k1 = 0.2, k2 = 4, N = 512, β1 =
1, β2 = 25, η = 0.05, m = 1.

Figure 12 shows the order parameter density and time dependence of its ensemble
average

〈
Hj (t)

〉
in two different regimes. Subplots (a) and (b) show grayscale maps

of the order parameter density depending on time and space for strong and weak
coupling between neighboring blocks (k2 = 4 and k2 = 1.2 respectively). Time
dependence of the mean value

〈
Hj (t)

〉
is presented in the subplot (c) with black and

gray thick lines for the (a) and (b) cases, respectively.
To extract integral quantitative information about the steady ordered and disor-

dered states let us calculate the time evolution of the ensemble-averaged order
parameter:

H(t) ≡ 〈
Hj (t)

〉 = 1

t

t∫

0

〈
Hj (t)

〉
dt . (18)

These time-averaged values for the cases (a) and (b) are shown in the subplot (c) by
the bold lines overlapping respective thick curves

〈
Hj (t)

〉
. The long-time stationary

asymptote
〈
Hj (t)

〉 → const can characterize the behavior of the system in an integral
manner.
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Fig. 13 Phase transition from correlated to uncorrelated motion of blocks in a one-dimensional
system. The order parameter tends to a constant asymptote at high mutual interaction k2 � 1
and vanishes below transition point k2 = kcri tical

2  1. Other parameters are the same as in
Fig. 5. The ordered state corresponds to the nearly regular waves (seen clearly in Fig. 11). Two
intermediate fluctuation regions A and B correspond to states with short-range and long-range
correlated nonlinear excitations, respectively

The dependence of the integrated order parameter on the stiffness k2, showing a
transition from correlated to uncorrelated block motion in a one-dimensional system,
is shown in Fig. 13. Two limiting cases can be identified: (a) the order parameter
tends to a constant non-zero asymptote

〈
Hj (t)

〉 → const �= 0 at strong interaction
k2 � 1, and (b) it vanishes

〈
Hj (t)

〉 → 0 below the transition point k2 ≈ 1.
The ordered state corresponds to the nearly regular waves presented in Fig. 12.

We distinguish two fluctuation regions A and B at intermediate interaction. These
regions can be characterized by two clearly different order parameter mean values in
Fig. 13. One can verify further that they also differ dynamically and correspond to
states with short range- and long-range correlated nonlinear excitations, respectively.
This intermediate behavior may characterize the physically important features of the
model under consideration.

9 Study of the 2-Dimensional Model

The real contact of two surfaces is two-dimensional. Let us generalize the MBK
model for the 2D case. The generalized model is very similar to the 1-dimensional
model, but incorporates a 2D array of blocks connected by elastic springs in both
directions. All other components of the MBK remain unchanged.

The system of equations of motion takes the form:

m
∂2u j,n

∂t2
= k2

(
u j+1,n + u j−1,n + u j,n+1 + u j,n−1 − 4u j,n

)

− η
∂u j,n

∂t
+ k1

(
vt − u j,n

) + F(v j,n); (19)
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∂ Fj,n(v j,n(t))

∂t
= β1

(
F0 − Fj,n

) + β2v j,n; with β2 < 0, v j,n > 0, (20)

F(v j,n) = −∞ v j,n ≤ 0

where: j = 1, . . . , Nx and n = 1, . . . , Ny . Nx and Ny are the numbers of elements
in the x- and y-directions. It is possible to repeat all the simulations of the previous
section, reproduce all the results presented in Figs. 9, 10, 11, 12 and 13, and show
that these properties are quite common between the 1D and 2D MBK models.

In particular, one can obtain a wave state in two dimensions. The only difficulty
appears in a visualization of the results, depending on 3 coordinates {x, y; t}. As an
example, Fig. 14 presents the mentioned wave state in the two-dimensional model.
In contrast to the 2-dimensional {x; t} space–time maps with a complete history
of events in Figs. 11 and 12 the subplots (a) and (b) now represent instantaneous

Fig. 14 Wave state in the two-dimensional model. Subplots a and b represent snapshots of the
instantaneous densities of the local displacements u = u(x, y; t) and velocities v = v(x, y; t) ≡
∂u/∂t , respectively. The darkest color corresponds to the value 3 indimensionless units and white
corresponds to zero. Mutual scattering manifests itself in high sharp peaks of the “events” reproduced
here by the dark gray spots of the corresponding densities. A time–space representation of this
process is shown in (c) by the cross-section of the {x, y; t}-space along one of the x = const
planes. Ensemble averaged area of the events corresponding to the same process is plotted in
subplot (d). The number of blocks is equal to Nx × Ny = 128 × 128 and other parameters are the
same as in Fig. 12
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snapshots of the density distribution (for the local displacements u = u(x, y; t) and
velocities v = v(x, y; t) ≡ ∂u/∂t respectively). However, direct observation of the
time-dependent numerical simulations shows that the waves (clearly visible in the
Fig. 14) are moving 2D fronts of the excitations. These fronts conserve their shape
for relatively long periods of time. Their mutual scattering manifests itself in high
and sharp peaks of the “events”. Corresponding spikes are well reproduced by dark
gray spots of the density distributions in subplots (a) and (b) of Fig. 14.

Some record of the process which has led to the presented instantaneous distri-
butions is shown in subplot (c) by means of a cross-section of the {x, y; t}-space
along one of the planes where x = const. One can also calculate an ensemble aver-
aged area of the events corresponding to the same process. This is plotted in Fig. 14
subplot (d). There is obvious correlation between the subplots (c) and (d); however,
the correlation is not complete. In reality, the total area of events includes a summa-
tion over all the planes j = 1, . . . , Nx and involves plenty of impacts from other
x = const planes which are invisible in the subplot (c).

Nevertheless, the correlation is easily seen and looks much stronger than one
would expect in such case. The traveling waves influence the motion of blocks neigh-
boring in both directions {x, y}. Therefore, there is a certain correlation between the
densities along all 3 time–space coordinates {x, y; t}. In order to reproduce this in
a static picture, we present a 3-dimensional density distribution for the exact same
process in Fig. 15. This figure combines the density of “events” (black volumes) with
the grayscale maps discreetly depicted for certain sub-planes: t = const , x = const
and y = const .

Fig. 15 Density of events (black volumes) in a two-dimensional system Nx × Ny = 128 × 128 at
the same parameters as in Figs. 12 and 13. Grayscale maps (with the same gradations as in previous
figure) for some representative planes t = const , x = const and y = const are added to compare
with Fig. 13
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Fig. 16 Fourier transform C(ω) of the two-time correlation function G(t2 − t1)

There is a noticeable periodicity in the total area of events in Figs. 14 and 15.
To illustrate this, we have calculated a two-time correlation function G(t2 − t1)
for the total area and taken its Fourier transform Gω. The resulting Fourier trans-
form is presented in Fig. 16. It smoothes random impacts from the time-fluctuations
and possesses obvious maxima corresponding to a characteristic frequency of the
total area oscillation. The frequency of these large-scale collective oscillations is
determined by the parameters of the problem. According to our numerical exper-
iments, the characteristic frequency can be varied mainly by changing the driving
velocity, external springs and constants β1,2 in the equation ∂ Fj,n[v j,n(t)]/∂t =
β1

(
F0 − Fj,n

) + β2v j,n . It is important to stress here that the observed behavior
corresponds to a global attractor of the dynamic system (19) and (20). This means
that it corresponds to the stationary asymptotic behavior of the system, independent
of initial conditions.

In all the cases presented in previously mentioned figures, we omitted initial
time intervals corresponding to the transient period. This part of the evolution
can be different and depends on the initial conditions. We have checked this by
starting the simulations from almost uniform distribution of the low velocities, from
small displacements, from intensive random noise, or by changing open boundary
conditions (normally used here) to the periodic ones, and so on. In all cases, the
system quickly suppresses unfavorable fluctuations, vents to an attracting “large
river” common for all the transient scenarios, and slowly attracts along the “river”
to the stationary scenario. This kind of evolution is mathematically typical for many
nonlinear systems [38] and the MBK model is no exception.

The attractor manifests itself in a stationary distribution ρ = ρ{u, Ff ric, v, . . .} of
the dynamic variables in a phase space. Figure 17a, b present its projections in two
different sub-planes of the phase-space: planes {u, v} and {Ff ric, v}, respectively.
By accumulating the density ρ = ρ{u, . . . , v, . . .} onto a grayscale map in sub-
space {u, v}, one can see the correlation between the time-depending fluctuations of
displacements u(x, y; t) and velocities v(x, y; t).

It can be shown that the dense central part of the distribution is mainly due to
multiple but weak oscillations of small amplitude (“phonons”) and basal areas of the
traveling waves. The widely extended depopulated gentle slopes with low density
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Fig. 17 a Grayscale map of the density of dissipative attractor states projected onto the phase
sub-space {u, v}. b The same attractor as in Fig. 17a projected onto the sub-space {v, F f riction},
where

〈
F f riction

〉 = 〈
Fj [v j (t)] + ηv j (t)

〉

ρ = ρ{u, . . . , v, . . .} in peripheral regions of the {u, v} surface are produced by
rare intensive “events” [which cause high spikes of displacements u(x, y; t) and
velocities v(x, y; t)]. In other words, statistical study of the rare “earthquake events”
in the frame of the MBK model is equivalent to the study of the outer periphery of
its dissipative attractor.

Another projection of the attractor onto the {Ff ric, v} subspace shown in the
Fig. 17b can be used to control correct correspondence between statistically prefer-
able behavior of the dynamically complete friction force Ff ric = F[vn, j (t)] +
ηvn, j (t) with the “naive”, physically expected dependence F = Ff ric(v). Finally, let
us return again to the discussion of Fig. 17a. The inherent structure of the attractor
with extended gentle slopes of the density ρ = ρ{u, . . . , v, . . .} corresponding to
rare intensive “events” gives a simple and clear image for the origination of scaling
asymptotic distributions. To obtain these, one must cut off the outer areas along
both the displacement and velocity coordinates. Corresponding asymptotic distri-
butions obtained after such a cut-off are reproduced in subplots (a) and (b) of
Fig. 18, respectively. The inserts to the figures illustrate the power-law nature of
both distributions.

Comparing the models one can conclude that the standard BK model utilizes
a velocity weakening friction force to reproduce the correct statistical behavior of
“events”. In contrast, the MBK model includes an additional phenomenological equa-
tion, subsequently providing a self-consistent dynamic description of the velocity
depending friction force. This modification has at least two advantages: it realis-
tically generates the velocity weakening friction force of the moving blocks and
provides growth of static friction for the locked blocks. The model was studied for
different driving velocities and driving springs elastic constants. It was possible to
build a stability diagram for the transition between smooth sliding and stick–slip
behavior, which was in good qualitative agreement with what is expected experi-
mentally. Further numerical study under a broad range of parameters proved that the
MBK model reproduces all important features of the standard BK model (traveling
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Fig. 18 Scaling relations in the model. To get scaling behavior one must cut-off the external light-
gray regions with power-law density of states from the attractor in Fig. 17. Physically it corresponds
to a selection of the rare but intensive “events”, which is compatible with the ideology of the empirical
Gutenberg-Richter law

waves, attractor properties of dynamic equations in one- and two-dimensional cases,
and so on).
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Material Transfer by Friction Stir
Processing

Alexander A. Eliseev, Tatiana A. Kalashnikova, Andrey V. Filippov,
and Evgeny A. Kolubaev

Abstract Mechanical surface hardening processes have long been of interest to
science and technology. Today, surface modification technologies have reached a
new level. One of them is friction stir processing that refines the grain structure of
the material to a submicrocrystalline state. Previously, the severe plastic deformation
occurring during processing was mainly described from the standpoint of temperature
and deformation, because the process is primarily thermomechanical. Modeling of
friction stir welding and processing predicted well the heat generation in a quasi-
liquid medium. However, the friction stir process takes place in the solid phase, and
therefore the mass transfer issues remained unresolved. The present work develops
the concept of adhesive-cohesive mass transfer during which the rotating tool entrains
the material due to adhesion, builds up a transfer layer due to cohesion, and then
leaves it behind. Thus, the transfer layer thickness is a clear criterion for the mass
transfer effectiveness. Here we investigate the effect of the load on the transfer layer
and analyze it from the viewpoint of the friction coefficient and heat generation. It
is shown that the transfer layer thickness increases with increasing load, reaches a
maximum, and then decreases. In so doing, the average moment on the tool and the
temperature constantly grow, while the friction coefficient decreases. This means
that the mass transfer cannot be fully described in terms of temperature and strain.
The given load dependence of the transfer layer thickness is explained by an increase
in the cohesion forces with increasing load, and then by a decrease in cohesion due
to material overheating. The maximum transfer layer thickness is equal to the feed
to rotation rate ratio and is observed at the axial load that causes a stress close to
the yield point of the material. Additional plasticization of the material resulting
from the acoustoplastic effect induced by ultrasonic treatment slightly reduces the
transfer layer thickness, but has almost no effect on the moment, friction coefficient,
and temperature. The surface roughness of the processed material is found to have a
similar load dependence.
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1 Introduction

Friction stir welding is a solid-state process of permanent joining, which is based on
mass transfer. A nonconsumable tool, rotating during welding, heats the two pieces of
a material to a plastic state (≈0.8 · Tm) due to friction force and mixes them as it moves
along the joint line (Fig. 1). Being a nonmelting process, friction stir welding allows
joining unweldable and dissimilar materials. Weld material moves in a complex way,
undergoing not only circular but also upward and downward flow. In this case, the
material can be taken as a quasi-viscous fluid, while still remaining a solid phase.
Insufficient or excessive heat generation causes macrodefects to form in the seam,
such as voids, wormholes, lack, etc. About 80% of heat is produced due to friction
of the tool shoulders against the workpiece surface [1], and mass transfer in the bulk
material is mainly implemented by the tool pin. The combination of elevated temper-
atures and severe plastic deformation during welding induces a series of processes
at various stages: recovery, annealing, static and dynamic recrystallization, etc. [2].

These processes can significantly alter a structure and properties of the material.
For example, the grain structure of rolled 2024 aluminum alloy becomes equiaxial
and refines by an order of magnitude (Fig. 2). Restructuring occurs at all hierar-
chical levels of the material: grains, subgrains, intermetallic compounds, coherent
and semi-coherent particles of secondary phases, and lattice curvature. This feature
makes friction stir welding applicable to surface modification. In particular, fric-
tion stir processing is capable of hardening the surface due to plastic deformation,
forming composite materials by mixing particles of dissimilar materials, removing
surface defects, for example, pores in products of powder additive manufacturing,
etc., which offers promise for many industries. However, this comparatively recent
technology (developed in 1991 at the Welding Institute of the United Kingdom) has
its limitations and is still not clearly understood. In particular, deformation and heat
are combined in a complex way during welding, which makes it difficult to predict

Fig. 1 Scheme of friction
stir welding process
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Fig. 2 Metallographic images of initial rolled sheets AA2024 (a) and after friction stir welding
(b) with grain size

their effect on structure and properties. It is known from general materials science
that heating coarsens grains of a solid solution and particles of secondary phases (an
example is thermally hardened aluminum alloys), while deformation, due to dynamic
recrystallization and strain-induced dissolution of phases, leads to grain refinement
and dissolution of intermetallides in the solid solution. The influence of welding
process parameters on heat generation and deformation is however nonlinear. More-
over, deformation and heat generation prove to be interrelated processes. A part of
deformation energy goes into moving material macrovolumes, and a part is expended
in increasing internal energy, i.e. temperature, due to internal friction. Heating, in
its turn, changes viscosity of the material. Changed viscosity affects strength of
the material and conditions of adhesion to the tool, i.e. deformation. To ensure the
necessary temperature and deformation in practice, an optimal welding/processing
mode is chosen using methods of parameter optimization, fuzzy logic, and neural
networks. However, advances in the production of materials and compounds do not
help to elucidate fundamental processes of friction and deformation. This work is
aimed at summarizing the scientific results in this field and synthesizing them with
the original experimental data.

2 Influence of Process Parameters

The main friction stir process parameters are tool rotation rate, tool feed rate, and
axial load. Without adaptive adjustment during the process, the first two parameters
are kept constant. As for load, the “soft” and “hard” modes are distinguished. The soft
mode is characterized by constant axial load acting on the tool during its plunging and
further processing/welding. In the hard mode, the tool plunge rate is set, and further
processing occurs without significant axial load. The soft mode takes account of
natural flow of the material around the tool. In the hard mode, the load varies greatly,
making the process unstable as heat generation and deformation change at each
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process stage. However, the hard mode is more convenient in mass production and
therefore the most common. From considerations of intensity of the impact on a
material and quality of products, processing under constant axial load is favored. It
also provides another way to control the process. As tool pressure, the load enters
one of the classical equations of heat generation due to friction stir welding [3]:

QS = 4

3
π2μPωR3

S (1)

where QS is the friction heat generated by the tool shoulders, μ is the friction coef-
ficient, P is the pressure under the shoulders, ω is the tool rotation rate, and RS is
the tool shoulder radius.

This equation can be conveniently used at the specified constant friction coef-
ficient, which is often the case. However, the friction coefficient is impossible to
directly measure during processing; tribological model experiments also fail to
provide accurate values as the coefficient depends on the quality of surfaces, mate-
rials, rotation rate, and temperature. Thus, the friction coefficient will change not
only at different process parameters but also during welding and even along the tool
pin height. The coefficient can be determined analytically and verified indirectly. In
one of the first equations proposed in [4], the friction coefficient for the shoulder was
expressed via the moment:

μ = 3M

2Fz RS
(2)

where M is the measured moment, and Fz is the axial force.
The calculated friction coefficients for aluminum alloys 5182 and F-357 are very

much different at the same moment (0.35–0.55 and 0.6–1.3, respectively), which is
explained by different axial load. The applied load, in turn, depends on the material
properties. Kumar et al. [5] used the same approach to determine the friction coeffi-
cient but with moment in place of tangential force. He found that a higher load, under
parameters being equal, increases the friction coefficient (in the range 500–1500 N
and 200–1400 rev/min for alloy AA7020-T6). The friction coefficient rises to 1.4
at the maximum load and rotation rate. The measured temperature correlates with
the friction coefficient and amounts to 450 °C at the maximum parameters. Thus,
the temperature and friction coefficient exhibit synergy. Based on this, modeling
of welding/processing should take account of the temperature dependence of the
friction coefficient.

The last successful attempt was described in [6]:

μ = τ0 − τ1
(

1 − τ1−τ0 sin α

(1−sin α)τy

)

P0(1 − sin α)
(3)

where τ0 are the shear stresses under the pin and shoulders, τ1 are the shear stresses
on the lateral surface of the pin, P0 is the axial contact pressure, α is the tool pin
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cone angle, τy are the shear stresses determined using the von Mises yield criterion
and Johnson–Cook material model with regard to temperature and strain rate. The
experimentally determined and modeled welding temperatures in various modes
differed by no more than 3%, which confirms the adequacy of the approach.

Thus, a variation in load affects heat generation, and the related temperature vari-
ation can change the friction coefficient. These processes can influence the material
adhesion to the tool and cohesion in the material. According to the adhesion-cohesion
mechanism of friction stir processing, changes in mass transfer are possible, which,
however, have been still disregarded. Analytical evaluation of strain is usually imple-
mented via geometry, feed and rotation rates of the tool. For example, the classical
equation of strain due to friction stir welding is [7]

ε = ln

(
l

AP R

)

+
∣
∣
∣
∣
ln

(
AP R

l

)∣
∣
∣
∣

(4)

where APR is advance per revolution, and l is the maximum deformed length. In fact,
by APR is meant a material volume deformed per tool revolution without considera-
tion for its adhesive transfer. This evaluation method may be adequate if the tool does
not slip in the material, i.e., at optimal adhesion. However, a deformed volume does
not conform to APR in every instance and in full measure. For a better understanding
of deformation during friction stir processing, it is necessary to study the features of
mass transfer.

3 Adhesion-Cohesion Concept of Mass Transfer

Mass transfer is characterized by the thickness of a transfer layer. The transfer layer is
used to mean a certain material volume that sticks to the tool surface due to adhesion
forces and is transferred in the rotation direction. This layer, when moving, grows in
mass by capturing the surrounding material due to cohesion forces. When the critical
mass is reached, the transfer layer breaks away from the tool on the trailing edge
where the driving shear force of the tool and shear stresses due to the surrounding
material are differently directed. A continuous material is thus formed layer by layer
behind the tool. In some materials, for example, aluminum alloys, the thickness of
this layer can be precisely determined at the front surface where the tool passes and
in an etched longitudinal section within the material (Fig. 3).

In most works (for example in [8]), the transfer layer thickness h is expressed as
the ratio of the parameters:

h = V

ω
(5)

where V is the feed rate. Similar results are derived when introducing a marking
material into the joint between the workpieces or placing it at the front surface. In
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Fig. 3 Transfer layers on the front surface (a) and on the planar cross section in [9] (b)

this case, planar and cross sections demonstrate fragmented lamellae of the marking
material at the boundaries of transfer layers [9]. Appearance of the marking material
at the transfer layer boundary is evidence for the process of separation of materials
with different densities, i.e. the vortical motion of a quasi-liquid material during
processing.

However, the transfer layer thickness can be inconsistent with the given formula
or can depend on conditions being neglected in it. For example, in [10] we revealed a
variation in the transfer layer thickness when friction stir welding of 2024 aluminum
alloy is accompanied by ultrasonic vibrations transmitted into the workpiece. Ultra-
sonic vibrations activate the acoustoplastic effect, which, in this context, means
deformation intensification, making changes in adhesive-cohesive transfer possible.
In [11] described an adhesion model based on the number of valence electrons
and interatomic distance. Severe plastic deformation causes curvature of the crystal
lattice and motion of electron gas [12]. Thus, any slight variation in temperature or
load during friction stir welding can change transfer conditions. Under significant
loads, strains, and strain rates, the material behaves differently. An example is cyclic
phase transformation with intermediate amorphization [13], which can also affect
the adhesive-cohesive transfer.

In [14] we performed a model experiment on ball-on-disk dry sliding friction at
the ambient temperatures 25, 100, and 200 °C. Test specimens were balls made of
bearing structural 100Cr6 steel 6 mm in diameter and a disk made of 5056 aluminum
alloy 50 mm in diameter. The test conditions were the load acting on the ball 1 N,
sliding velocity 0.5 m/min, and sliding distance 4 km. The friction force was observed
to oscillate and vary in testing, which can be explained by the sticking and detaching
cycles of the aluminum alloy as well as by local temperature increase. The higher was
the test temperature, the greater was the friction coefficient variation. The friction
coefficient decreased with sliding distance but increased on average with temperature
(Fig. 4a).

The analysis of the wear surface of the steel balls showed the presence of a transfer
layer in the form of separate islands of transferred material. In the longitudinal
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Fig. 4 Friction coefficient at sliding (a), and the wear scar and transfer layer on the ball bearing
steel surface after sliding (b) [14]

section the islands had a wedge-shaped form, and the layer thickness was maximum
at the trailing edge of the ball relative to its central axis (Fig. 4b). The transfer
layer parameters were average thickness, maximum thickness, width of islands, and
contact spot area. All the layer parameters increased with temperature. The most
intensive transfer was on the specimen tested at 200 °C. The analysis of friction
tracks shows the presence of aluminum particles transferred back and smoothed
above the tribological layer. The mechanically stirred tribological layer had marks
of plastic deformation in the form of sliding bands and curved grain boundaries. In
so doing, the layer depth increased at higher test temperature. The presence of such
a layer is typical for sliding friction, but bulges smoothed above it testify reverse
transfer of the material from ball to disc. The analysis of the transfer layer thickness
shows that the reverse process is most intensive at the ambient temperature 100 °C.
At the temperature 25 °C, normal wearing with weak transfer of aluminum to the
steel ball prevails, and at the temperature 200 °C direct transfer to the ball prevails.
Reverse transfer is weakly pronounced in this case as in overheating the transfer layer
serves as a lubricant and is uniformly distributed over the disc. In fact, these three
modes take place between the tool and workpiece during friction stir processing,
but underheating or overheating (with the adhesion-cohesion balance being broken)
causes defects to form.

Technically, detachment of the transfer layer form the tool is as a rule incomplete
during welding and should be so. After welding, there is always a certain layer of
the workpiece material adherent to the tool. This occurs in welding of any materials:
aluminum, titanium, copper alloys, etc. Therefore, the tool used to weld one alloy
must not treat another material, unless required by the experimental condition. More-
over, a tool first time in use never demonstrates optimal processing results, even at
the specified process parameters, until it is covered by a layer of the material being
processed. This can be evidenced by the friction coefficient variation depending
on the distance passed by the steel ball. Thus, a natural surface is formed on the
tool, which provides an effective transfer of the material during friction stir welding.
This layer is adherent due to diffusion, as was previously shown [15], and acts as a
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Fig. 5 Transfer layer and intermetallic compound on tool [15]

protector of the tool. In welding/processing of the aluminum alloy by the steel tool, a
thin intermetallic Fe–Al layer up to 10 μm in thickness is formed at the interface due
to diffusion, which is harder than the tool material (Fig. 5). The intermetallic layer is
coated by the processed material, with the transfer layer sticking to it due to cohesion
forces. In overheating and durable operation of the tool, diffusion of the material into
the tool increases, grain-boundary diffusion occurs in the form of specific intermetal-
lide protrusions and the tool surface fractures. Thus, the adhesive-cohesive transfer
in friction stir processing is a two-step process: formation of a natural protective
coating on the tool and cohesive transfer of the material by this coating.

4 Influence of Load on the Transfer Layer

In the present work, we study the dependence of the transfer layer on the axial
load. Since the relation of the tool feed and rotation rates to the layer thickness is
indisputable, of particular interest is load, which is rarely studied, although it can
affect the heat generation and friction coefficient. The study is performed on 2024
aluminum alloy sheets 8 mm in thickness. The material is milled to remove 0.5 mm
of its clad surface and then processed by the friction stir tool with the 5 mm long
pin. The pin length is chosen so as not to touch the platform if the tool would sink at
high loads. The processing scheme is shown in Fig. 6.
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Fig. 6 Friction stir processing set up

Since the divergence of the measured transfer layer thickness from the previously
calculated one is also observed at the acoustoplastic effect, friction stir processing is
performed with ultrasonic assistance at the same parameters. Processing modes are
given in Table 1. The ultrasonic power is 0.6 kW. Ultrasound is transmitted into the
sheet at the rigid fixation at the free end. The ultrasound generator works in an adap-
tive mode and provides a resonant input of vibrations without attenuation throughout
the workpiece length. This method is described and investigated elsewhere [16].

Polished and etched longitudinal sections cut from the center of the processed
material show a typical pattern of transfer layers (Fig. 6). Due to variation of the
material etchability across the thickness, the layers are of different contrast. From
the front surface to the root, the layers rotate in the direction of the processing
pass. Since the tool plunge depth is less than the material thickness, a layer of
untreated material is observed at the root surface, with a structure corresponding
to the thermomechanically affected zone and the base material. At high loads, the
untreated layer becomes narrower due to a deeper penetration of the tool shoulders.

The longitudinal section clearly demonstrates that rings on the front surface corre-
spond to the etched transfer layers, i.e. they are of the same nature, despite the fact
that they are formed by the shoulders on the front surface and by the pin in the bulk.
Since transfer layers on the front surface are more pronounced, they are viewed in an
Olympus LEXT-OLS4100 laser scanning microscope. 3D images of friction surfaces
are used to construct 2D profiles of transfer layers (Fig. 7). From the profiles it is seen
that the layers are asymmetric, often with two—high and low—peaks. Asymmetry of
the peaks is apparently associated with material extrusion from under the tool shoul-
ders in the opposite direction. However, where the layer starts and how the second
peak is formed are nontrivial questions that require further research. Although peak
asymmetry was observed earlier, for example, by Zuo et al. [17], the morphology
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Fig. 7 Longitudinal sections
of friction stir processed
AA2024

remains unexplained. Evidently, the transfer layer formation is a gradual process. A
layer possibly starts at the beginning of the first peak, and ends at the subsequent
valley. Assuming that a layer is formed per one revolution of the tool, the layer thick-
ness will vary from 0 to 2π (0°–360°). Thus, the shoulders gradually build up material
layers with the peak formation, and the load causes them to rotate and extend. Each
transfer layer actually consists of smaller layers of the material that is spread over
the entire surface of the shoulders.

Pronounced peaks in the 2D profile allow an accurate construction of the load
dependence of the transfer layer thickness. The measurement results are plotted
in Fig. 8. The results show that the deviations of the transfer layer thickness are
quite small and are within 6 μm. However, there is a clear dependence of these

Fig. 8 Typical 3D images of the friction surface (a) and 2D profile of transfer layers (b)
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deviations on the load, which was previously predicted [10]. The diagram resembles
a Gaussian or parabola, and its maximum values correspond to the feed to rotation
rate ratio during processing at the load 2650–2700 kg. The application of ultrasonic
vibrations alters slightly the diagram, though the general pattern remains. The transfer
layer thickness decreases slightly in this case (up to 3%). A decrease in the transfer
layer thickness with lower or higher load relative to the maximum is associated with
insufficient adhesion/cohesion force during mass transfer. At insufficient load, the
adhesive-cohesive bond is weaker, and, if the load is too high, the material overheats,
working as a lubricant, which reduces the reverse transfer from the tool. In terms of
technology and material quality, such a small change in the transfer layer thickness
will probably be of little importance, but this allows a better understanding of the
fundamental processes that occur during processing/welding.

The maximum thickness of the transfer layer is observed at the load 2700 kg with
and without ultrasonic treatment, which is obviously associated with the material
properties. During processing, the longitudinal force is measured along the tool path.
Since aluminum alloys have high thermal conductivity, this force decreases during
processing due to heating of the material in front of the tool. The longitudinal force
is however independent of the load and ultrasonic vibrations and amounts to 409 ±
35 kg. By relating this value to the pin projection area, we derive the longitudinal
welding stress, which is equal to 99 MPa. This stress corresponds to the yield point
of 2024 alloy in compression at a temperature of 450 °C [18]. A close axial stress
can be obtained at the load 3000 kg related to the projected pin area (101 MPa). As
mentioned above, at this load the tool shoulders become heated and sink into the
workpiece. The axial stress at the load 2700 kg is 91 MPa, which is somewhat lower
but still close. Thus, the largest mass transfer is observed in conditions close to the
yield point of the material. A further increase in the load can lead to overheating of
the material, a drop in its yield point and decrease in mass transfer.

During friction stir processing, the tool moment is also measured. The moment
increases with load and ranges 15–21 Nm. Consequently, the friction force also
increases. The experimentally measured moment is used to calculate the coefficient
of friction of the pin by a formula similar to (2):

μ = M

Fz Rp sin(α/2)
(6)

where Rp is the average pin radius (4 mm), and α is the pin cone angle (30°).
Geometrically, the sine of the half-cone angle is equal to the cosine of the angle
between axial force and support force.

The dependence of the calculated friction coefficient on the processing time shows
(Fig. 9) that an increase in the load leads to an insignificant but stable decrease in
the friction coefficient, despite a rise in the moment and friction force. This means
that the moment and load growth is disproportional due to changes in the friction
behavior. Ultrasound impact exerts no effect on the moment and friction coefficient
at any load.
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Fig. 9 The relationship between the transfer layer thickness and the axial load at friction stir
processing and ultrasonic-assisted friction stir processing

This method of evaluating the friction coefficient or friction force is not quite
adequate since the measured moment is a characteristic of the entire system. The
evaluated value is an averaged one, but each tool region has its own moment, friction
force, and friction coefficient on account of different sliding velocities at each radius.
As is known, the friction coefficient depends on the speed not only in the case of
viscous friction, but also during sliding. For example, in friction of a steel ball against
lead or indium, the friction coefficient increases with speed, achieves a plateau, and
falls again in the speed range 10−10 to 10 cm/s [19]. Thus, the real friction coefficient
at the average pin radius can differ strongly from the evaluated one. However, the
above evaluation can be used to compare technological modes at the same radius
(Fig. 10).

The process temperature is measured using a FLIR 655 SC thermal imaging
camera. Thermal images are taken only of the material near the tool contour, which
quickly cools, so the measured temperature will be less than the real one. However, the
measurement results allow an estimation of the influence of the technological mode
on the heat generation. The average process temperature, from the tool penetration
to its removal, is used as a factor (Table 2). An increase in the load is expected
to rise the average process temperature, which is associated with a more intense
heat generation. An increase in the temperature during deformation additionally
plasticizes the material, resulting in a decrease in the friction coefficient.

The application of ultrasonic vibrations, on the contrary, leads to a slight decrease
in temperature, which is less obvious since the ultrasonic treatment itself causes
heating of the material. During friction stir welding at the slip contact of the waveg-
uide, the material is usually heated by 10–15 °C [20]. At the rigid fixation of the
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Fig. 10 The dependence of the calculated friction coefficient on the load (a); influence of ultrasonic
impact on the calculated friction coefficient (b)

Table 2 The average friction
stir processing temperature

# Load (kg) US t (°C)

2 2450 − 216

12 2450 + 213

7 2700 − 221

17 2700 + 212

10 3000 − 227

20 3000 + 222

waveguide, the activation of the acoustoplastic effect apparently enhances the dissi-
pation of thermal energy into the surrounding material. Nevertheless, this hardly
affects the friction coefficient and the general moment.

Thus, the most effective mass transfer during friction stir processing occurs at
loads that induce stresses close to the yield point of the material at the process
temperature. Under these conditions, the transfer layer thickness is equal to the
feed to rotation rate ratio. A reduction in the load decreases adhesion/cohesion and
consequently mass transfer. An increase in the load also decreases mass transfer due
to overheating of the material and reduces the friction coefficient. Intensification of
deformation resulting from the acoustoplastic effect activated by ultrasound affects
insignificantly the mass transfer characteristics.

5 Surface Topography and Roughness

The quality of structural components produced by friction stir welding/processing
involves not only the strength characteristics of the material. An important criterion
is also the surface quality of the components. The characteristic surface relief in the
form of “onion rings”, which is formed behind the advancing tool and is associated
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with the mass transfer process, can lead to undesirable consequences. The given part
of the structure may be more prone to contamination, oxidation, corrosion, wear,
etc. However, this issue has not yet been adequately addressed. The surface quality
after welding/processing is evaluated only visually to identify macrodefects, such as
shrinkage, tunnels, holes, oxidation, etc., because the fracture of an operating struc-
ture begins at these defects, if there are no other larger scale internal macrodefects
[21]. Another defect is burr formation on both sides of the advancing tool, which
reduces the cross-sectional area of the material in the stir zone. Burrs usually indicate
that the welding/processing parameters were not properly selected, which leads, e.g.,
to overheating. However, the surface quality does not always imply a good quality of
the joint in terms of strength. For example, as was shown in [22], an increase in the
rotation rate during welding of AA5052 alloy led to a visually smoother surface, as
well as to the formation of a tunnel defect. Thus, when selecting the optimal param-
eters, one should be guided by the quality criteria that are closest to the performance
requirements.

The performance characteristics are affected not only by the presence of visible
defects, but also by roughness. Visible defects on the surface are only a first approx-
imation. With optimal parameters in terms of strength, these defects are usually
absent, but the surface roughness is still pronounced. The roughness influences the
fatigue characteristics and resistance to corrosion and wear [23]. In order to reduce
the surface roughness, the process parameters can be further optimized within the
range of previously selected optimal parameters or the surface can be post-processed.
From a fundamental point of view, the surface topography and roughness can explain
the mass transfer processes occurring in friction stir processing.

Within a certain range of process parameters, the roughness is significantly
reduced with increasing rotation rate and decreasing feed rate, which is explained by
a change in the transfer layer thickness according to Eq. (5). This was shown for 7075
aluminum alloy [17] and in dissimilar welding of A5052P-O aluminum and AZ31B-
O magnesium alloys [24]. In [17] it was shown that the topography of the front
surface is self-similar, and its fractal dimension linearly correlates with the rough-
ness. However, the given regularity is not observed for all materials. For example, for
friction stir processed 7075 aluminum alloy/CBA, WFA, CSA PKSA or CFA matrix
composites, the dependence of the roughness on the rotation rate is unstable, up to
directly proportional one, i.e., the larger the rotation rate, the higher the roughness
[25]. With somewhat higher or lower parameters, the roughness dependence is also
nonlinear.

The search for optimal processing parameters in terms of roughness was made
for 2017 aluminum alloy [26]. The authors clearly showed that the dependence of
the roughness on process parameters is not always linear, even for homogeneous
materials. In particular, an increase in the rotation rate at a low feed rate can lead
to material overheating and numerous overlaps, which increases the roughness. The
axial load, which has not been previously investigated in the given context, also has a
nonlinear effect on the roughness. For example, with a rotation rate of 900 rpm and a
feed rate of 50 mm/min, an increase in the load from 500 to 1500 N led to an increase
in the roughness, which obviously resulted from overheating due to large heat input.
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However, with other rotation rate and feed rate values, the roughness decreased with
increasing load. These results indicate that various mechanisms are involved in the
surface relief formation, and a linear dependence is observed only in special cases.
In this regard, an important factor in addition to the process parameters is the thermal
conductivity of the material and the amount of heat generated by friction.

Note that not all materials exhibit a well-defined morphology in the form of the
onion ring structure. For example, this kind of structure was not observed in friction
stir processed commercially pure titanium [27]. Judging by the relief topography,
mass transfer on the surface was extremely unstable. The roughness was reduced
with increasing load and the surface was generally smoothed, but unlike more ductile
materials the surface demonstrated overlaps and tear.

In the present work, the surface roughness of friction stir processed 2024
aluminum alloy was examined using a laser scanning microscope Olympus LEXT-
OLS4100. The processing parameters are given in Table 1. Since the front surface
is undulated and consists of rings (transfer layers), the roughness was analyzed for
two cases: with and without subtracting the undulation (Fig. 11). In the case of
subtracted undulation, the roughness is obviously lower, because it is measured with
respect to a curved surface. In both cases, the load dependence of the roughness
approximately resembles the load dependence of the transfer layer thickness with a
maximum at 2700 kg. In general, this is consistent with the results obtained in [26].
An increase in the axial load enhances the extrusion of the material behind the tool
and hence the roughness increases, but above a threshold load value it decreases. As
noted earlier, the yield point of the material is reached at a 3000 kg load, which may
explain surface smoothing. Without subtracting the undulation, the roughness values
changed drastically within the range of 7–21 μm. The roughness may also increase
due to increasing plunge depth of the tool.

The application of ultrasonic vibrations destabilized the load-roughness depen-
dence, which points to a less uniform dependence of the transfer layer thickness. This
behavior is observed only when the undulation is subtracted. Without subtracting the
undulation, the roughness increases with increasing load. The above behavior of the

Fig. 11 Roughness of front surface without (a) and with subtracting the undulation (b)
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curve generally indicates that it is inappropriate to control the roughness through
the load, because its maximum is achieved at an optimal load from the viewpoint of
adhesive-cohesive mass transfer in friction stir processing. But it is precisely at this
load that the surface roughness decreases as a result of ultrasound application. It is
currently unclear whether the result is occasional or regular, but ultrasonic assistance
can be considered as a way to reduce roughness.

At present, if necessary, the surface of the component in the stir zone is smoothed
by mechanical post-processing, which is considered technologically inefficient in
modern production. The use of more advanced post-processing techniques does not
always provide the desired result. For example, as shown in [23], laser peening and
shot peening did not significantly reduce the surface roughness of the joint. The
friction characteristics of various samples differed slightly, although laser peening
made the weld surface less stepped. Obviously, it is not always possible to achieve
a good surface quality by varying the process parameters within the admissible
parameter range; the quality often depends on the material. That is why the friction
stir processing technology is being improved. The surface quality can be improved
by using a stationary shoulder that allows for a smoother surface [28]. Drawbacks
of this approach are that when the surface is smoothed immediately behind the tool
it is not always possible to visually inspect surface defects.

6 Conclusion

The friction stir welding and processing technology has greatly evolved over almost
30 years of its development. Nevertheless, the fundamental explanation of the
processes can be found in the works of 15 years ago. The then proposed scientific
foundations in terms of thermomechanical processes generally well explain changes
in the mechanical properties and microstructure, but they do not fully predict the
behavior of materials. This is due to the nonlinear dynamics of the friction stir
processes. In particular, deformation and heat generation are interdependent, which
is often not taken into account in analytical solutions. Moreover, the material behaves
differently at such large strains and strain rates in comparison with ordinary deforma-
tion. The melting temperature rises under high loading conditions, and other material
properties, e.g., fluidity, change. Thus, the process dynamics implicitly depends on
process parameters. These problems are approximately solved by modeling methods,
without complete understanding of the friction stir processes as they are based on
adhesive-cohesive mass transfer.

The complex mass transfer pattern is due to a combination of temperature, load,
friction coefficient, material properties and sliding velocity, which are also largely
interdependent. Here we showed that the load increase at a constant feed rate and
tool rotation rate first causes an increase in the transfer layer thickness and then a
decrease. This cannot be fully explained by the change in the coefficient of friction and
temperature, because the average moment and temperature increase while the friction
coefficient decreases. With increasing load, the adhesive-cohesive force between the
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tool and the surrounding material increases, resulting in larger material transfer.
The maximum thickness of the transfer layer is observed at a stress close to the
yield point of the material. A further increase in the load overheats the material and
impairs mass transfer. The application of ultrasonic vibrations during friction stir
processing, which causes the acoustoplastic effect and amplifies the deformation but
does not increase the temperature and does not change the friction coefficient, leads to
a decrease in the transfer layer thickness. This is evidently due to a change in the path
length of the transferred material. Thus, the mass transfer in friction stir processing
depends on the fundamental physical processes of bond and structure formation in
the material at a fine level. The same effects influence the surface roughness of the
processed material. In general, the load dependence of the roughness resembles that
of the transfer layer thickness. An increase in the load enhances the extrusion of the
transfer layer material from under the tool, but in overheating the shoulders smooth
the surface. The roughness changes only slightly with ultrasound application, but
it was found that at the optimal load in terms of the transfer layer thickness the
ultrasonic treatment reduces the roughness.

These issues concerning friction stir processing/welding are rarely discussed as
they are not of acute practical interest. However, their investigation can provide better
fundamental understanding of mass transfer mechanisms. Presumably, the answers
can be obtained from the studies of the transfer layer structure. Of particular interest
is the asymmetry of the material asperities on the front surface as well as the different
etchability of aluminum alloys over the layer thickness, which will be discussed in
subsequent papers.
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Nanomaterials Interaction with Cell
Membranes: Computer Simulation
Studies

Alexey A. Tsukanov and Olga Vasiljeva

Abstract This chapter provides a brief review of computer simulation studies on
the interaction of nanomaterials with biomembranes. The interest in this area is
governed by the variety of possible biomedical applications of nanoparticles and
nanomaterials as well as by the importance of understanding their possible cytotoxi-
city. Molecular dynamics is a flexible and versatile computer simulation tool, which
allows us to research the molecular level mechanisms of nanomaterials interaction
with cell or bacterial membrane, predicting in silico their behavior and estimating
physicochemical properties. In particular, based on the molecular dynamics simula-
tions, a bio-action mechanism of two-dimensional aluminum hydroxide nanostruc-
tures, termed aloohene, was discovered by the research team led by Professor S. G.
Psakhie, accounting for its anticancer and antimicrobial properties. Here we review
three groups of nanomaterials (NMs) based on their structure: nanoparticles (glob-
ular, non-elongated), (quasi)one-dimensional NMs (nanotube, nanofiber, nanorod)
and two-dimensional NMs (nanosheet, nanolayer, nanocoated substrate). Analysis
of the available in silico studies, thus can enable us a better understanding of how the
geometry and surface properties of NMs govern the mechanisms of their interaction
with cell or bacterial membranes.
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1 Introduction

Over the past decade, the variety of different nanoparticles (NPs) and nanomaterials
(NMs) were considered an important contributors to multiple medical diagnostics and
the therapy applications [1, 2]. Nanomaterials can be used as devices [3], contrast
drug carriers, drug delivery systems [4, 5], adjuvant, therapeutic and theranostic
agents [6–8]. All these applications need an understanding of how the nanomaterial
interacts with the membranes of the cell and intracellular organelles. Before the
consideration of a NM-biomembrane interaction, it is important to describe what the
typical cell membrane is.

Amphiphilic organic molecules, lipids, are the basic building units of the typical
cell membrane [9]. Lipid consists of two parts: long hydrophobic tails and a compar-
atively compact hydrophilic head. Due to their composition, lipids form stable struc-
tures in water solution: e.g. liposomes, spherical and cylindrical micelles, bilayer
membrane, etc. Lipid bilayer is stabilized by hydrophobic interaction between lipid
tails in the inner part of the membrane, as well as by the interaction of head groups
with water and with each other at the surface regions [10]. Lipid bilayer is a basis of
the cell membrane.

The rapid development of multiple techniques, as well as growth and availability
of high-performance computers, contribute to an increasing number of computer
simulation studies of complex molecular systems, which may include sophisti-
cated biological objects and complex nanomaterials. There are several computa-
tional approaches to study the NM-biomembrane interaction: a self-consistent field
and density functional theory approach [11, 12], stochastic-elastic modeling [13,
14], all-atom [15] and coarse-grained [16] molecular dynamics, including classical
unbiased and constrained or steered molecular dynamics (SMD) [17], Monte Carlo
methods [18], etc.

It is worth mentioning several previously published reviews concerning the inter-
action of molecules and NMs with biomembrane models. Small compounds, drug
molecules, biomolecules, and fullerenes interaction with the cell membranes was
considered in [19, 20]. In particular, cases of fullerenes, their aggregates and deriva-
tives impact to the membranes were summarized as, pure fullerenes C60 and their
clusters tend to penetrate inside the lipid bilayer accumulating in the hydrophobic
interior of the membrane (membrane width is several times larger than the diameter
of C60 fullerene) [21–23]. It was noted that larger fullerenes or fullerenes in high
concentrations can cause significant disturbances in the membrane structure [24–
26]. However, accordingly to [27] the presence of C60–C180 fullerenes inside the
membrane with fullerene-to-lipid ratio about ~1:1 results in a mechanical strength-
ening of the lipid bilayer. It was also reported, that the pure C60, C70 fullerenes
can bind with ion channels, embedded into the lipid membrane, thereby affecting
their structure or function [28, 29]. Fullerenes with a functionalized surface exhibit
tendency to anchor their polar or charged groups either in a lipid–water interface
[21, 23] or in hydrophilic-hydrophobic interface between lipid heads and tails parts
[26, 30]. The review of molecular dynamics studies of small compounds permeation
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through the lipid bilayer as well as the interaction of proteins with the membranes can
be found in [31]. Simulations of the impact of different carbon NMs as fullerenes,
nanotubes, and combustion-generated carbon NPs, having an arbitrary structure, on
the cell membrane are reviewed in [32]. In-depth review describing the computer
modeling studies of nanomaterials interaction with the cell membranes and other
different biological nano-objects can be also found in a work [33].

2 Nanoparticles

In this section, we consider papers focused on the numerical simulations of the
interaction of lipid membranes with organic and inorganic nanoparticles such as,
dendrimers, functionalized gold NPs, bimetallic NPs of immiscible metals, Janus
NPs and abstractive nanoparticles with a surface charge.

2.1 Dendrimers and Dendritic Nanostructures

Dendrimers and dendritic nanostructures attract much attention in biochemistry,
nanotechnology, and pharmaceutical sciences, due to the possibility to precise control
of its size, shape, and location of functional groups [34, 35]. Dendrimers play an
important role in biomedicine, as contrast agents, gene-transfection agents, and
antibacterial substrates [36]. The number of branches and the size of dendrimer of a
certain kind depends on its generation number G. A schematic of poly(amidoamine)
dendrimers (PAMAM) G2 and a fragment of G11 dendrimers in the vicinity of the
cell membrane is shown in Fig. 1. The 3D model of PAMAM G11 was built using
the structural data from [37].

Lee and Larson using MD simulations showed that charged PAMAM, inter-
acting with a cell, can induce pore formation in the lipid membrane. Herewith, this
was observed at a temperature of 310 K, while at lower T = 277 K the described
phenomenon did not occur, which is explained by transition of lipids into a condensed
phase [38]. Moreover, it was also found that at a high ion concentration in water (about
0.5 M of NaCl) large charged dendrimers demonstrate no tendency to penetrate into
the bilayer because of the screening of electrostatic interaction between dendrimer
surface and lipid head groups. A simulation of PAMAM dendrimers and several
copies of a peptide—poly-l-lysine (PLL) near the membrane showed that the ability
to disturb the membrane is dependent on the generation number of the dendrimer, and
hence on its size, as well as on the dendrimers concentrations near the membrane
surface [39, 40]. Large dendrimers in a high concentration are capable to induce
significant distortion of the bilayer structure, as well as the formation and stabiliza-
tion of pores in the membrane. Kelly and co-workers performed MD simulations
of neutral, positive, and negative dendrimers with the membrane in implicit water
model [41]. It was shown that charged PAMAM dendrimers of third generation (G3)
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Fig. 1 Schematic of PAMAM dendrimers with generation numbers G2 and G11 near a lipid bilayer.
Colors: carbon—grey, hydrogen—white, oxygen—red, nitrogen—blue, phosphorus—brown

more intensively interact with the membrane surface than neutral dendrimers. The
interaction of charged dendrimers with the membrane in a liquid-phase state may
also be accompanied by a hydrophobic interaction between the dendrimer interior
and the lipid tail groups [42]. The permeation of the charged dendrimers through the
lipid membrane under an elastic tension was studied using the coarse-grained MD
simulations in [43]. The obtained results showed that the elastic tension enhances
the permeability of the membrane for the charged PAMAM dendrimers of G3, G5
and G7 generation. Ting and Wang, using a self-consistent field theory, showed that
in the absence of the lateral tension membrane prefer to wrap the charged dendrimer
partially [44]. An increase in the dendrimer charge density increases the extent and
stability of the wrapped state. But in a case of slightly tensioned membrane large
charged nanoparticles as G5 (or higher) dendrimers can induce the formation of
metastable pores in a lipid bilayer whereas for G3 dendrimers the pores are unstable.

2.2 Abstractive Nanoparticles

An abstractive NP means a model particle, which is not representing a certain material
with a defined chemical composition, but mimics the NP with defined properties such
as shape, size, charge, hydrophilic-hydrophobic balance etc.

In order to find out how the size and charge of nanoparticles affect their interac-
tion with the cell membrane, Ginzburg and Balijepalli [45] used the self-consistent
field/density functional theory of block copolymer/nanoparticle mixtures proposed in
[11, 12]. The results revealed that a neutral nanoparticle of a diameter 16–32 Å pene-
trates into the bilayer, forming a single-layer hybrid micelle in which lipids orient
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Fig. 2 A generalized scheme of the interaction of charged and neutral NPs with a cell membrane,
combining the results from [45] and [49]. Anionic NP is less likely to translocate across the cell
membrane than cationic NP. Hydrophobic NPs can integrate into the membrane, forming a single-
layer embedded micelle. Cationic NPs having high enough surface charge density intensively partic-
ipate in endosomes formation and cellular uptake. Strongly charged cationic NPs may generate pores
in the bilayer, causing the overt membrane disruption

their hydrophobic tails toward the nanoparticle (see Fig. 2). If the NP charge density
increases, a hybrid bilayer micelle is formed in the membrane. Further increase in
the charge density or/and size of NP causes separation of the endosome, containing
the nanoparticle, which may be followed by the loss of membrane integrity (Fig. 2).

The interaction of hydrophobic and semihydrophilic NPs with the membranes
was studied in [46]. Using the coarse-grained MD simulations it was shown that
a hydrophobic nanoparticle with a radius of about 5 nm can easily penetrate into a
lipophilic bilayer interior, while a semihydrophilic NPs remain on the lipid membrane
surface. An amphiphilic nanoparticle with Janus structure, consisting of both a
hydrophilic and a hydrophobic part, can exhibit more complex behavior. A coarse-
grained MD study of the interaction of a Janus nanoparticles with a cell membrane
were conducted by Alexeev et al. [47]. The considered Janus NPs have a size compa-
rable to the bilayer thickness. The capability of such nanoparticles to stabilize pores in
the lipid membrane was found. Stabilized nanopores can be opened at relatively low
elastic stress applied to the membrane, thereby providing permeability of membranes
to water, ions and other compounds. Thus, using Janus NPs, it is possible to control
membrane permeability altering its tension, which may be caused by changing local
environmental conditions such as temperature or pH.

Besides the physicochemical properties of the NP surface, the shape and local
curvature of the surface play an important role in NP interaction with a cell membrane.
Yang and Ma investigated the translocation of NP with different shapes and sizes
using coarse-grained model [48]. It was found that the shape anisotropy and the
initial orientation of a particle are decisive for the character of its interaction with the
lipid membrane. The penetrability of NP through a lipid bilayer is determined by the
contact area between the particle and bilayer, and by the local surface curvature of the
particle at the point of contact. The increase in curvature facilitates the translocation.
It was also reported that NP volume indirectly affects penetration to a lesser extent.

The influence of the elastic lateral tension on the character of membrane interac-
tion with abstractive dendrimer-like soft nanoparticles, having different generation
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number is investigated in [50]. It was found that the way, in which the membrane
interacts with soft particles, depends on both the value and the sign of membrane
surface tension. The researchers defined three typical phases of interaction of a soft
NP and the membrane: penetration at high positive tension, penetration and partial
wrapping at low positive tension, and full wrapping at low negative tension.

In addition, the interaction of multi-molecular complex comprising a membrane-
soluble outer shell and nanoporous core with the cell membrane can be considered
in this subsection. Studying the membrane-NP interaction, Carr et al. proposed a
possible route for forming a synthetic ion channel in the cell membrane by embed-
ding a supramolecular complex of dimethyldioctadecylammonium (DODA) surfac-
tant capsule with a porous polyoxomolybdate (POM) particle into the lipid bilayer
[51]. The POM nanoparticle has a strong negative charge (−72 e) that makes their
embedment in the membrane impossible (Fig. 2). Carr and colleagues using coarse-
grained MD showed that the mixed capsule of amphiphilic cations DODA and POPC
lipids, formed around the POM nanoparticle, facilitates the NP embedment into the
membrane. The positive charge of the detergent liposomal structure partially screens
the negative POM charge, and the further liposome fusion with the lipid bilayer leads
to the embedding and stabilization of NP in the membrane center.

2.3 Metallic Nanoparticles

Gold nanoparticles (AuNP) have a wide range of possible biomedical applications
[52] that explains the great attention paid to studies of the interaction of AuNP
with the membrane, including in silico approaches. The interaction of functionalized
gold nanoparticles with electroneutral and negatively charged lipid membranes was
investigated in [49]. The considered AuNPs were functionalized with charged and/or
hydrophobic ligands. Cationic ammonium groups and anionic carboxylate groups
were used to provide AuNP with a positive or negative surface charge, respectively.
Different ratios of charged/hydrophobic ligands coated gold core to make different
surface charge densities of the NPs. The results of coarse-grained computer simu-
lations showed that the AuNP may spontaneously adhere to the membrane surface
or penetrate into the bilayer. The way they interact with membrane depends on both
sign and density of NPs surface charge (Fig. 2). Using SMD simulations it was found
that the approach of anionic AuNP to the negatively charged membrane is compli-
cated by electrostatic repulsion. In both cases of the neutral and negative membranes,
anionic NPs have free energy minima near bilayer surface in the adsorbed state. The
free energy profile for gold NPs with hydrophobic ligands only reach minimal values
inside a lipophilic bilayer region. In case of neutral lipid membrane, the energetically
more preferable configuration for cationic AuNP (with 70% of charged ligands) as
well as for anionic one is the adsorbed state without any significant bilayer distortions.
Interaction of AuNP, having cationic ligands, with the negatively charged membrane
is more intensive, strong binding, and immersion of NP were observed, which cause
a large deformation of bilayer as well as a formation of hydrated region within the
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membrane. The free energy profile has a minimum value corresponding to NP posi-
tion inside the lipid head groups region. Increasing the surface charge density of
positively charged AuNP enhances the ability of such particles for cellular uptake;
however, beginning with a certain surface charge, severe deformation and disinte-
gration of the cell membrane take place (Fig. 2). It was pointed out that there is a
range of surface charges of cationic NPs in which a balance between cellular uptake
and cytotoxicity may be attained [49].

The influence of the shape and surface functionalization of gold nanoparticles on
the character of its interaction with a negatively charged membrane was investigated
in [53]. Based on the coarse-grained simulations, the estimates of the free energy
barriers and translocation rate constants were obtained depending on the nanopar-
ticle shape and charge density. It was shown that anionic NPs were electrostatically
repelled from the membrane surface and their translocation through the bilayer is
less probable in comparison with cationic NPs. Furthermore, shape anisotropy may
result in the reorientation rotations of the charged NPs in the contact region with
membrane, thus distorting the lipids self-assembly and possibly causing cytotoxic
effect. For the studied cases, it was also found that translocation rate constants may
differ 60 orders of magnitude, in spite of equal sizes of NPs [53].

It is important that both the sign and the density of NP surface charge can be tuned
by grafting of the ligands with certain charge, polarity and hydrophilic-hydrophobic
balance. Recent theoretical research of Professor S. G. Psakhie’s scientific group,
devoted to bimetallic nanoparticles of immiscible or partially miscible metals and
their interaction with bacterial and cell membranes, showed that the electrostatic
properties of NP surface can be tuned without grafting of the charged ligands [54].
Using the embedded atom method (EAM) [55, 56] and MD simulations it was shown
that the surface of bimetallic Ag–Cu NP is formed by silver atoms independent on
nanoparticle composition (Ag70Cu30 or Cu70Ag30) due to lower surface energy of
Ag (Fig. 3a). Furthermore, due to different electronegativity of Ag and Cu atoms,
silver and copper, in average, will have different partial charges. Using the density
functional theory (DFT) [57, 58], the mean values of partial atomic charges of Ag and
Cu metals in small Ag–Cu clusters were estimated as a function of Ag-to-Cu ratio in
the nanocluster. Based on this result it was concluded that magnitude of the surface
charge density of considered bimetallic Ag–Cu NP is adjustable in the range from
−2.9 to −7.3 e/nm2, by the changing of Ag-to-Cu ratio from 7/3 to 3/7. Moreover,
choosing metals by taking into account both the difference in their electronegativity
and the difference in their surface energies, it is possible to synthesize bimetallic NP
having a given permanent surface charge density of a certain sign [54]. In addition,
using the force field based SMD simulations, in which metal atoms are uncharged, the
free energy of interaction of Ag70Cu30, Cu70Ag30 and Cu70Ag30O4 nanoparticles of a
diameter about 40 Å with bacterial and cell membranes were estimated. It was found,
that lipopolysaccharide (LPS-DPPE) membrane adsorbs the bimetallic NPs on the
membrane-water interface (Fig. 3b), whereas lipid bilayer membrane demonstrates
the tendency to wrap (or partially wrap) pure Ag70Cu30, Cu70Ag30 NPs (Fig. 3c).
In the case of Cu70Ag30O4 NP, the presence of surface oxide groups prevent the
wrapping of the NP by the lipid membrane.
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Fig. 3 Bimetallic NPs of immiscible or partially miscible metals: a structure of Cu70Ag30 NP,
silver as a metal with lower surface energy forms a surface of NP; b, c interaction of Cu–Ag NP
with lipopolysaccharide (LPS-DPPE) membrane and POPC-bilayer, respectively. The images were
available using the 3D data from work [54]. Colors: Ag—grey, Cu—yellow, C—cyan, O—red,
H—white, N—blue (water is not shown)

3 One-Dimensional Nanomaterials

3.1 Carbon Nanotubes

Nanomaterials with a structure as nanotube (NT), nanofiber, nanowire, nanorod, etc.
belong to the class of (quasi)one-dimensional NMs (1D-NMs). The carbon nanotubes
(CNT) occupies a special place among 1D-NMs and remains for a long time in
the focus of researchers attention. CNTs are promising structures for the biotech-
nology and biomedicine, due to their biocompatibility, high stability, mechanical
elasticity, thermal, electrical, and optic properties as well as the adaptability for
chemical modification with bioactive compounds [59]. The single-walled carbon
nanotubes (SWNTs) structure can be open or can be terminated with caps (hemi-
spheres of a fullerene). In the former case, NT has a nanocapsule-like structure with
the internal cavity isolated from the environment. Ligands in functionalized CNTs
can be chemically bound with the cylindrical surface or ends. Functional groups
can also be bound with CNT by non-covalent bonds. Nanotubes can be wrapped
with surfactants, proteins, lipids, DNA, etc., forming the supramolecular complexes
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due to the Van der Waals forces, hydrophobic interaction, and electrostatic polariza-
tion. Depending on chirality, SWNTs can exhibit metallic or semiconductor proper-
ties. Electronic properties of the SWNTs provide a formation of stable DNA-CNT
nanohybrids [60, 61]. It is important to note, that typically in the force field-based
MD simulation the polarizability of CNT is not taken into account, and carbon atoms
are modeled as Lennard-Jones particles with zero partial charges.

One of the pioneering MD studies of the interaction of CNT with the membrane
is reported in [62]. The results showed that open carbon SWNT of 13 Å in a diam-
eter with hydrophilic groups at the ends, due to the formation of salt bridges with
lipid head groups, is capable of the spontaneous embedment into the membrane,
forming a transmembrane channel permeable for water molecules. Two phases of a
transmembrane channel formation were distinguished: (1) location and embedment
of the NT into the membrane surface, and (2) turn to a transmembrane position.
As a hydrophilic NT end moved through the membrane, lipids attached from the
nearest membrane monolayer were transferred to the opposite one. The example of
a transmembrane position of a zigzag-type SWNT with chirality indices (25, 0) and
with ends functionalized by OH-groups is shown schematically in Fig. 4 (left CNT).

The formation and transport properties of CNT-based transmembrane channel
were investigated by Zimmerli and Koumoutsakos, using the all-atom MD simu-
lations [63]. The results showed a possibility of electrophoretic transport of short
RNA segments (20 adenosine nucleotides) through a synthetic channel based on
transmembrane SWNT with a diameter of 18.7 Å. It was found that an electrostatic
potential difference of about 1–2 V maintains the RNA fragment translocation with
a velocity of about 1–30 nucleotides per nanosecond.

The study of interaction of non-functionalized NTs, having different length, with
the membrane showed that short NTs, being inside the lipid bilayer, prefer to be
oriented parallel to lipid molecules [64]. An increase in the length of NT change
the preferred orientation to parallel to the membrane plane. The example of such

Fig. 4 Schematic of a transmembrane SWNT with functionalized faces (at the left) and hydrophobic
thin CNT inside the bilayer. Color legend: carbon of CNT—orange, C (lipids)—grey, H—white,
O—red, N—blue
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an orientation of armchair-type SWNT with chirality (6, 6) in the bilayer center is
shown schematically in Fig. 4 (right CNT).

Based on a coarse-grained MD model, two ways of CNT penetration through the
membrane were revealed: by wrapping with lipids and by direct piercing [65]. It is
reported that the key factor, which defines the way of penetration, is the diameter of
NT. Nanotubes of a rather small diameter pierce membranes, whereas those of larger
diameter penetrate through the bilayer via wrapping. The wrapping of a thinner NT is
accompanied by considerable bending of the membrane, which is less energetically
favorable than the separation of lipids to a comparatively small distance. For a NT of
diameter comparable with the membrane thickness, the distance to which lipids need
to be displaced for piercing is significant, however, the membrane curvature would be
low if membrane wraps the NT. This explains why penetration via wrapping become
more energetically preferable than piercing.

According to the computation results [66] based on a single chain mean field
theory (SCMF) [67], the energy required for penetration of a perpendicularly oriented
NT with a hydrophilic surface is about hundred of kB T . It was noted, that an orthog-
onal penetration produces the least damages to the membrane and has the least energy
barrier. A nanotube with a hydrophobic surface is “attracted” by the hydrophobic
core of the bilayer, which prevents its movement and separation from the membrane
due to thermal motion. The SCMF theory was also applied for estimating the pene-
tration parameters of a NT decorated with alternate hydrophilic and hydrophobic
bands on its surface [68]. It was shown that a specific pattern on the surface of a NT
can facilitate its penetration through a lipid bilayer.

The penetration of NTs through the membrane is dependent on a composition
of the membrane, e.g. on cholesterol content, as it was shown in a comparative
study of a POPC-lipids bilayer and POPC/cholesterol membrane [69]. Based on a
constant velocity SMD simulation of NT penetration, it was demonstrated that the
presence of 30% of cholesterol molecules stabilizes the membrane and increases
its rigidity. Moreover, MD modeling of lipid membranes reinforced with SWNTs
showed that intercalated nanotubes limit the degrees of freedom of neighboring lipids,
strengthen membranes, and make them more stable and resistant to temperature
increase [70]. The decrease in lipid mobility, particularly, the diminution of self-
diffusion coefficient of lipids in the presence of NTs intercalated in the bilayer was
also reported [71].

Kraszewski and co-workers, investigated the interaction of pristine (non-
functionalized) and amino derivative-functionalized SWNTs with the membrane
[72]. The results of MD simulations showed that a closed pristine SWNT freely
penetrates into the bilayer through three phases of passive diffusion: landing and
floating on the bilayer surface (60 ns), fast penetration through the zone of head
groups (20–40 ns), and finally, sliding through the lipid tails region. The penetration
of functionalized SWNTs is similar, except that with a comparatively large number
of functional groups where the phase of landing is in fact absent. During the func-
tionalized SWNT translocation through the bilayer, amine groups were deprotonated
in the simulation and then, when NT approached the opposite membrane side, the
charges were recovered. It is pointed out that the presence of functional groups slows
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down the penetration of NT through the bilayer. Open SWNT can cause sticking of
lipids at their open ends, thereby violating the local structure of the membrane. This
effect increases the free energy barrier for translocation of open SWNTs through
the membrane in comparison with capped ones. The simulation results [73] lead to
the same conclusions. The penetration of open and closed SWNTs of the armchair
type through a cholesterol-containing lipid membrane was studied using the all-atom
model. It was shown that the penetration of a closed NT causes smaller membrane
disturbances than an open one does. A closed SWNT has a lower free energy barrier
to penetration through the membrane, which makes it a successful choice for the
drug delivery, serving as nano-carriers or nano-containers.

As an example of the use CNT as nano-carrier, the delivery of paclitaxelum (PTX)
encapsulated into an open nanotube (PTX@SWNT) through a lipid membrane was
considered in [74]. Paclitaxelum is a mitotic inhibitor used in cancer chemotherapy,
which molecule has a polar core. Four SMD calculations were performed for the
penetration of a PTX@SWNT complex through a lipid bilayer at different velocities.
The PTX molecule was located in the far region of the SWNT. In the simulation,
external forces were applied both to the PTX and to the SWNT. The highest resistance
to penetration was observed when the complex passed through the region of lipid tails
which was due to the formation of hydrophobic bonds between the lipophilic groups
and the outer SWNT surface. Entry of both the water molecules and the lipids into
the inner volume of the nanotube was observed during the simulation. Moreover, the
simulations revealed the formation of hydrogen bonds between the PTX and water
molecules penetrated into the SWNT. It was noted that a stabilization of the PTX
molecule inside the SWNT occurs due to both the Van der Waals forces between the
PTX and inner surface of SWNT wall, and the hydrogen bonding between the PTX
and water molecules penetrated inside the nanotube cavity.

In order to investigate the features of cell membrane interaction with pristine and
functionalized SWNTs differing in diameter, length, chemical modification, and loca-
tion of functional groups, the simulations with seven types of SWNTs with closed
ends and aggregates of SWNTs have been conducted in [75]. The nanotubes had
different positions of hydrophilic groups: fully hydrophilic SWNTs, hydrophilic end
groups, and fully hydrophobic SWNTs. It was shown that small nanotubes sponta-
neously penetrate into the membrane. The most stable position of closed hydrophobic
SWNTs is the membrane center with an orientation parallel to the bilayer plane.
However, in the case of NT with a length smaller than the membrane thickness, the
energy minimum for perpendicular (or transmembrane) orientation in the bilayer
is somewhat lower. For SWCNTs with functionalized ends and a length slightly
greater than the membrane thickness, it is advantageous to have a transmembrane
position with some angle to the bilayer at which the difference between the nanotube
length and the membrane thickness is compensated. Fully functionalized hydrophilic
SWNTs are preferably adsorbed by the membrane at the water-lipid interface in an
orientation parallel to the membrane plane. The probability of crossing the membrane
or embedding in the bilayer for such SWNTs is extremely low. It is also shown that
bundles of several nanotubes self-aggregate in a water solution. These aggregates
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entering the bilayer significantly disrupt the membrane structure and the perturbation
increases with increasing cluster size.

3.2 Boron Nitride Nanotubes

Despite the similar to CNT tubular geometry, analogous crystal structure, and
unique physicochemical properties, the nanoscale mechanisms of the boron nitride
nanotubes (BNNT) interaction with the biomembranes and other bio-object are
mostly unknown and very poorly covered by MD-based studies. To date, there are
only two MD studies of BNNT-lipid bilayer interaction with the atomic description
of the system [76, 77].

The pioneering MD study of the BNNT interaction with the lipid membrane was
conducted by Hilder and co-workers [76]. The BNNTs with chirality (10, 0) and (10,
10), having a length of 2 nm, were considered. The partial atomic charges of B and N
atoms were 0.4 e and –0.4 e, respectively. It was shown that the mechanism of BNNT
insertion is similar to the mechanism of insertion of amino-functionalized carbon
nanotubes, previously considered by Kraszewski et al. [72], into the lipid bilayer,
except for the final stage of realignment. The following four stages were determined
for the BNNT insertion into the membrane: (1) formation of BNNT-bilayer contact,
(2) BNNT reorientation to become almost parallel to the membrane plane, (3) an
interaction of one end of BNNT with the lipid head groups, and (4) an insertion of
BNNT, allowing it to slide into the bilayer at an angle of about 45°. As a result the
BNNT is partially inserted and is stable inside the bilayer. In general, the behavior of
BNNTs is similar to the behavior of functionalized carbon nanotubes, which is less
cytotoxic than pure CNTs. Although Hilder et al. performed both the unbiased and
steered MD simulations, the energy characteristics of BNNT-membrane interaction
were not obtained.

In order to estimate the free energy profile, including the energy barrier, and the
depth of energy well, the SMD simulations with a potential of mean force (PMF)
analysis of short BNNT and analogous CNT insertion into the lipid bilayer were
conducted by the Professor S. G. Psakhie scientific group [77]. Previously, using
DFT calculation, it has been found that the partial atomic charges of B and N are
strong environmentally dependent [78]. In particular, in case of BNNT with chirality
(5, 5) in a vacuum, boron atoms have partial charge of +0.4 e, nitrogen −0.4 e, but
for the BNNT containing 5–7 water molecules inside, the absolute values of partial
charges are significantly higher ±1.05 e. For this reason, two models of BNNT were
examined in the study [77]: BNNT (±0.4) and BNNT (±1.05). A diameter of BNNT
was 6.9 Å, length ~11.3 Å.

The result of SMD simulations with the PMF analysis showed that: (1) both
BNNT have local minimum of energy about −10 kJ/mol at the lipid-water interface,
(2) the BNNT (±0.4) has a global minimum of −72 kJ/mol inside the lipophilic core
of the bilayer, the depth is about 30 kJ/mol smaller than that in case of analogous
CNT, (3) the CNT was staying empty inside the lipid membrane whereas BNNT
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Fig. 5 Boron nitride nanotube (BNNT) translocation through the POPC membrane in steered MD
simulation. The orientation of BNNT is transmembrane when it is crossing the tail region of the
membrane. BNNT tilts orientation when overcoming the head group—water interface. Water is
observed inside BNNT. Images use the XYZ-data from work [77]. Colors: B—pink, N—blue,
lipids—light-green, water—light-blue

brings in several water molecules, (4) the penetration of the BNNT into the bilayer
is accompanied by a formation of “water defect”—a several-water-molecule long
tail behind the BNNT (Fig. 5), (5) the difference in orientation of short BNNT and
CNT translocating into the bilayer is that the CNT tends to be in a perpendicular
orientation to the membrane plane during whole time of insertion, whereas BNNT
(±0.4) has a tilt from 0 (parallel) to 45° being in the head-group region (Fig. 5),
(6) the insertion of the BNNT (±1.05) is not energetically favorable. The former
means an absence of impact on the cell membrane, which indirectly indicates a less
cytotoxicity of this nanomaterial.

Besides the two abovementioned researches there is a study of BNNT-membrane
interaction, in which, using the mixed model—the Lennard-Jones potential together
with the continuum approximation, the relationship between the location of energy
minimum, the radius of a cylindrical hole in the membrane, and the perpendicular
distance of the BNNT from the hole was determined [79].

4 Two-Dimensional Nanomaterials

4.1 Graphene

One of the pioneering MD studies on the interaction of graphene nanosheet (GNS)
with a cell membrane was reported in [80]. Using a coarse-grained MD model, it
was shown that GNS can form composite sandwich-like structures in the internal
hydrophobic region of a lipid bilayer. Such hybrid graphene–membrane structure
can be obtained by forming hydrated micelles of individual GNS coated with a phos-
pholipid layer which can then be absorbed by the membrane. The GNS dimensions
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in the simulation were about 60 × 60 Å2. It was found that the absorbed graphene
nanosheet residing at the bilayer center parallel to the membrane plane is a stable
system. Slow diffusion motion of the frustrated graphene along the membrane was
observed. It is pointed out that the nanosheet does not change the bilayer thickness.
The absorption of a lipid micelle containing the GNS by the membrane was also
investigated. It was shown that during the absorption of the micelle, the graphene
sheet is fixed in the hydrophobic core of the bilayer and lipids from the shell transfer
into the nearest membrane leaflet. Full absorption and stabilization of the nanosheet
in the bilayer center required about 500 ns. The dependence of displacement of
graphene balanced inside the bilayer on the force applied to its edge perpendicular to
the system plane was also estimated. Further integration of the obtained data gave an
estimate of the energy required for the extraction of graphene from the membrane.
In the case of three parallel nanosheets are absorbed, the membrane increases in
thickness by about 1 nm, the absorption of eight-GNS sandwich leads to an increase
of thickness more than 1.5 times. If the size of a nanosheet on one of the sides
coincides with the bilayer thickness and its opposite faces are functionalized by
hydrophilic groups, the graphene fragment takes a stable transmembrane position
inside the bilayer perpendicular the membrane plane.

The penetration of single square and circular fragments of pristine graphene
GNSes of different sizes into the membrane was studied in [81]. It was shown that
as the nanosheet size is increased, the bilayer tends to form semi-spherical vesicle,
and thus the membrane experiences substantial deformation. During internalization,
the angle between the membrane plane and GNS was estimated. The behavior of
this angle revealed three stages: (1) spontaneous orientation before the nanosheet
touches the membrane surface, (2) embedment of the nanosheet into the bilayer
mainly at an angle of 47°, and (3) rotation of the nanosheet into membrane-parallel
position with the formation a sandwich-like superstructure. The MD simulation was
also performed to study how the thickness of single- and multilayered graphene
nanosheets and the degree of their surface oxidation influence the interaction with a
lipid membrane [82]. The penetration of a GNS coated with lipids was also consid-
ered. It was shown that for the pristine GNS, the position in the bilayer center parallel
to the membrane plane is stable, whereas a nanosheet with oxide at the boundary
(10% degree of oxidation) is attached at an angle to the membrane plane. The degree
of boundary oxidation strongly affects the final GNS orientation in the bilayer. At
oxidation values of less than 5%, the GNS behaves as a pristine one. It was noted that
there are two appreciable energy drops in the system during penetration: (1) when the
GNS is embedded in the bilayer, and (2) when it rotates inside the bilayer to take its
final position. The second energy drop is lower than the first one. The simulation of
coated GNS was performed for different amounts of coating lipids. At a low surface
absorption density, the nanosheet edge zones were open to water. The penetration
was no different from the internalization of pristine graphene sheets. At a relatively
high lipid concentration on the GNS surface, no penetration within the rather limited
time of MD simulation was observed. For penetration of a multilayered graphene
into the bilayer, piercing of the membrane by its corner and parallel orientation inside
the membrane, like for single GNS, was detected.
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Using coarse-grained MD and all-atom SMD simulations, the mechanism of spon-
taneous penetration of multilayered (few-layer) GNS into a cell though piercing the
membrane by their edge or corner was studied in [83]. The model took into account
the roughness (asperities) of the GNS edge the texture of which was borrowed from
an image of the real structure taken with a transmission electron microscope. The
results of MD calculations showed that monolayer graphene in the form of a rhomb
(with an edge length of 64 Å and most acute angle of 30° and 60°) that turns due
to thermal motion resulting in one of its acute corner sites to be directed to the
bilayer. When the region of head groups is pierced, complete GN absorption by
the membrane can be initiated through hydrophobic interaction of graphene with
lipid tail groups. Additionally, a series of calculations with triangular, square, and
hexahedral fragments of both pristine GNS and GNS functionalized at the corners
or along the perimeter were performed. The results of MD calculations showed that
absorption occurs with the non-functionalized corner forward, and if no such corners
are present, the GNS remains on the membrane surface. Using the SMD method, the
free energy barrier for graphene penetration into the membrane was estimated. It was
shown that the penetration of the GNS with an ideal boundary into the membrane
is almost impossible at room temperature, whereas inhomogeneous topography of
its boundary can greatly decrease the free energy barrier. It was noted that when
absorbing the GNS, the membrane structure is hardly disturbed, except that the lipid
tail groups are straitened along the nanosheet surface due to high adhesion.

A series of coarse-grained calculations were performed to study the interaction of
pristine graphene and graphene oxide with a lipid membrane for different nanosheet
sizes and degrees of oxidation [84]. The graphene sheets were square flakes with side
lengths of 35, 70, and 105 Å; the density of oxide groups was varied from 0 to 40%
of the total number of carbon atoms. Nanosheets oxidized only along the perimeter
were also considered. In total, four variants were simulated: pristine GNS, graphene
oxidized along the perimeter (epitaxial graphene oxide, EGO), graphene with oxide
along the perimeter and 20% on the surface (GO20), and graphene with oxide along
the perimeter and 40% on the surface (GO40). Each calculation took about 45 µs. It
was found that the graphene interaction with the membrane provides one of the four
configurations: a sandwich-like structure with a nanosheets located in the bilayer
center and parallel to it (for GNS with sides l = 35, 70 Å); a graphene-containing
semi-spherical vesicle immersed into the bilayer (for GNS and EGO with l = 105
Å); a nanosheet lying on the membrane surface and parallel to it (GO20 and GO40
with l = 35 Å); and crosswise oriented graphene inside the bilayer. It was found
that the scale of observed membrane distortions depends on the degree of graphene
oxidation: the more this degree, the higher the distortion of the bilayer structure.
Increasing the side of square graphene fragments increases these disturbances up to
the point of membrane continuity disruption.

The results of experimental and numerical studies of the interaction of pristine
graphene and graphene oxide with a bacterial membrane were reported in [85].
According to them, GNS can embed and cut the external and internal cell membranes
of E. coli. This involves degradation of the membrane with possible destruction of
the cell wall and partial cytoplasm loss. Using the all-atom MD model, it was shown
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that there exist three phases of graphene and graphene oxide interaction with lipid
membranes. The first phase is diffusion motion of the nanosheet till it touches the
membrane; the second phase is its comparatively fast insertion into the bilayer; the
third one is an extraction of lipids from the bilayer due to Van der Waals forces and
hydrophobic interaction on the GNS surface. This involves substantial depression
and deformation of the membrane, facilitating disruption of its continuity. Such an
action decreases the bacterial cell viability and allows consideration of graphene as
an antibacterial nanomaterial. Schematic molecular model illustrating the extraction
of the lipids on GNS surface is presented at Fig. 6.

Fig. 6 Two-dimensional nanomaterials and cell membrane interaction: a aloohene doesn’t pene-
trate to the bilayer and doesn’t extract lipids, its impact to a cell is a dysregulation of ionic balance
(the result of long unbiased molecular dynamics simulation). Reproduced with permission from
ACS [6]. b Schematic molecular model illustrating the extraction of the lipids onto GNS surface
(orange) from the cell membrane. c Nanosheet of layered double hydroxide interacting with outer
loops of bacterial sodium channel NaVAb, embedded into the membrane (the model was built using
XYZ-data from [86])
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4.2 Metal (Oxy)hydroxides

Unlike GNS, the layered metal hydroxides and oxyhydroxides are hydrophilic
compounds with large amount of polar OH-groups on the surface. Layered metal
hydroxides and oxyhydroxides as a rule are chemically inert, non-toxic, biocompat-
ible, have a large specific surface area with non-zero surface charge, can form the
hybrid complexes with organic molecules, and be used as selective ion exchangers
with a high proton and/or hydroxyl buffer capacity. These unique physicochemical
properties make the layered metal (oxy)hydroxides an important material for a wide
range of applications in different areas, including biomedicine.

One of the first MD research of biomembrane interaction with metal
(oxy)hydroxide was performed by Shroll and Straatsma [87]. They considered
an adhesion of the gram-negative bacteria outer membrane on FeOOH (goethite).
Although the goethite FeOOH is not a layered oxyhydroxide but the oxyhydroxide
with bulk crystal structure, we will consider this case, since the modeled fragment
has a thickness of several atomic layers. The modelled outer membrane of Pseu-
domonas aeruginosa bacteria has bilayer structure and consist of lipopolysaccharide
(LPS) monolayer (outer leaflet) and the monolayer of typical phospholipids (inner
leaflet). The LPS has several carboxyl and phosphate groups, which are the acceptors
of proton. Each LPS molecule brings strong negative charge of −13 e. The strong
adhesion within LPS-NM interface was observed. It was found that outermost LPS
groups must compete with water molecules resided near the FeOOH surface and may
replace them forming multiple hydrogen bonds with hydroxyl groups of the mineral
surface. Due to the formation of these bonds the significant changes in the structure of
outermost saccharide groups of the membrane were observed. No obvious tendency
of FeOOH-induced membrane disruption is reported.

A similar result was obtained in the unbiased MD simulation of the layered double
hydroxide (LDH) near the outer surface of the membrane with bacterial ion channel
embedded [87]. The hydrogen bonding of outer carboxyl-contained groups of the
NaVAb voltage-gated sodium-selective ion channel with the hydroxide groups on the
LDH surface was observed, without any tendency to disrupt the membrane (Fig. 6).

The layered metal oxyhydroxides nanomaterial based on the AlOOH (boehmite),
termed “aloohene”, was developed by the scientific group of Professor S. G. Psakhie
[6] and showed promise for multiple biomedical applications. The all-atom MD
simulations of the aloohene fragment in the vicinity of the cell membrane demonstrate
that aloohene doesn’t tend to internalize into the lipid bilayer. Moreover, due to the
electrostatic and amphoteric properties of its surface, the aloohene dysregulates the
composition and the ion balance of the tumor cell microenvironment.

It is supposed that the electrostatic action on the membrane and perturbation of
the ion concentration near its surface can greatly affect the functioning of membrane
proteins sensitive to changes in membrane polarization. This effect can be critical for
some metabolic and intracellular processes, including those which support viability
and proliferation of tumor cells.
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5 Summary

Computer simulations of interactions on the molecular level provide a unique oppor-
tunity to explore the processes and mechanisms in such complex and heteroge-
neous systems as biomembrane-nanomaterial interfaces at picosecond-microsecond
timescales. The understanding of the basic rules, which govern adsorption, inser-
tion, accumulation, wrapping, uptake, and disruption in these systems allows one
to determine the key factors to control the cell-nanomaterial or cell-nanodevice
behavior. This knowledge is of fundamental importance for the further progress
in nanomedicine, theranostics, oncology, and related fields.
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Abstract The tumor microenvironment regulates tumor progression and the spread
of cancer in the body. Applications of nanomaterials that can dysregulate tumor-
microenvironment are emerging as a promising anti-cancer approaches, which can
improve the efficacy of existing cancer treatments. We have reported that agglom-
erates of radially assembled Al hydroxide crumpled nanosheets with the disordered
defective surface structure have a large positive charge and therefore can lead to ion
imbalance at the cell perimembranous space through the selective adsorption of extra-
cellular anionic species. This effect was demonstrated in vitro by reduced viability
and proliferation of tumor cells, and further validated in a murine melanoma cancer
model. Furthermore, crumpled Al hydroxide nanostructures showed a much stronger
suppressive effect on tumor growth in combination with a minimally effective dose
of doxorubicin. Taken together, the described approach of tumor microenvironment
dysregulation through selective adsorption properties of folded crumpled nanos-
tructures opened a new avenue for development of innovative anticancer therapy
strategies.
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1 Introduction to Low-Dimensional Aluminum
(Hydro)oxides

Low-dimensional (2D) nanostructures have been extensively studied in the last 10–
15 years [1–5]. The interest can be explained by the fact that two-dimensional nano-
objects exhibit physicochemical properties significantly different from those of three-
dimensional (bulk) materials. This is due to both the dominant role of the free surface
and the morphological instability of the planar shape of 2D systems [6–9]. It should
be noted that the current trend in the development of nanotechnology in the field of
synthesis of low-dimensional nanostructures, possessing the necessary physicochem-
ical and biomedical properties, is characterized by a broader use of the methods based
on controlled self-organization (or self-assembling) of the structure directly in the
synthesis process [10, 11]. In case of ultrathin 2D-nanostructures, the self-assembly
of such ensembles is of high importance to fundamental and applied sciences, since
it gives an opportunity not only to investigate a substance behavior in the two-
dimensional state, but also to produce complex hybrid (organic-inorganic) nanosys-
tems for a wide range of applications ranging from elements for sensor devices to
nanostructures for biomedical applications [10, 12]. One of the promising directions
in the formation of 2D nanostructures with a controlled structure is self-assembly
during the oxidation of nanoparticles [10, 13].

The perspectives of new drugs development for the diagnostics and treatment of
various diseases, including cancer, are associated with studies of low-dimensional
nanostructures interaction with living cells [14–16]. The effects of colloidal gold
particles [17], nanofibers or nanowires of zinc oxide [18, 19], titanium oxide [20],
carbon nanotubes [21] and graphene oxide [22] have been the most studied as yet.
Low-dimensional structures via self-assembling can form more complex ensembles
[23]; however, the interaction of cells with such ensembles can be also studied at the
level of individual low-dimensional components of the complex.

From the point of view of medical applications and targeted action on biological
objects the low-dimensional aluminum (hydro)oxides should be considered as a
promising basis for development of nanostructures with bio-activity. This is due
to both their unique surface properties [12, 24], which determine their biological
activity [25, 26], as well as their low toxicity [27] and the possibility to generate
nanostructures with certain morphology during their synthesis [28].

2 Synthesis of Aluminum Oxyhydroxide Low-Dimensional
Nanostructures

A simple and fast method for the synthesis of nanostructures based on the aluminum
oxide and hydroxide phases is oxidation of aluminum nanopowder by water obtained
via electrical dispersion of an aluminum wire [29, 30]. The synthesis proceeds in
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a single stage at atmospheric pressure and a temperature of 50–70 °C. The reac-
tion mixture contains only water and aluminum. Therefore, the reaction products do
not contain organic and ionic contaminants. This is a major advancement from the
previous studies, where oxidation of aluminum nanoparticles by water was studied
only as a method for a hydrogen production, and much less attention was paid to
the reaction products [31–36]. Nanoparticles of the aluminum nitride composition
(Al/AlN) provide a better starting material for the reaction due to the presence of a thin
oxide film on the surface of the particles and the release of ammonia during hydrol-
ysis, which increases the pH of the reaction medium [37]. The oxidation process of
Al/AlN nanoparticles proceeds without an induction period, due to a thinner oxide
film, and is accompanied by complete oxidation of aluminum as a result of ammonia
excretion during the reaction. In order to obtain the aluminum oxyhydroxide low-
dimensional nanostructures, the AlN/Al nanopowder produced by electric explosion
of an aluminum wire in a nitrogen atmosphere, was used in our research.

Nanopowder is represented by a mixture of spherical and faceted particles.
According to the results of the elemental analysis, nitrogen is found in all particles,
however it is distributed in spherical particles non-uniformly (Fig. 1a), indicating

Fig. 1 TEM image and EDS mapping (a), particle size distribution and XRD pattern (c) of AlN/Al
nanoparticles
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Fig. 2 TEM (a) and SEM (b) images of agglomerates of crumpled nanosheets. Reproduced with
permission from ACS [38]

presence of metallic aluminum in them. The average particle size is 85 nm (Fig. 1b).
According to the X-ray diffraction (XRD) analysis, the main peaks in the XRD
pattern correspond to the Al and AlN phases (Fig. 1c).

As the result of AlN/Al nanoparticles oxidation in water at 60 °C the agglomerates
of size up to 2 µm, consisting of nanosheets of size up to 200 nm and thickness of
about 2–5 nm, are formed (Fig. 2).

According to the X-ray phase analysis (Fig. 3), the main peaks of the AlN/Al
oxidation products correspond to crystalline boehmite. Both the shift of the reflection
in the (020) plane toward smaller angles and the broadening of the peaks indicate
the absence of long-range order in the arrangement of atoms and the amorphous
structure, which is characteristic for pseudo-boehmite.

Fig. 3 XRD pattern of the
agglomerates of AlOOH
crumpled nanosheets
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Nitrogen N2 adsorption-desorption isotherms obtained for AlOOH nanosheet
agglomerates have a hysteresis loop in the region of capillary condensation at a
relative pressure of P/Po ≥ 0.4. Such isotherms are typical for mesoporous materials
with slit-shaped pores. The maximum of pore size distribution, determined by the
method of Barrett, Joyner and Halenda, is within the region of 4 nm. The specific
surface area, determined by Brunauer-Emmett-Teller method was 286 m2/g. The
slit-like structure of the mesopores and the large specific surface area of the AlOOH
nanosheets agglomerates provide them with high adsorption activity (Fig. 4).

Figure 5 shows synthesized nanostructures zeta-potential dependency on pH level
of the medium. The nanostructures have a large positive zeta-potential of about
30 mV at pH ~6.5–8.0 and 37 °C. The pH of the zero charge point pHIEP of AlOOH
nanostructures was estimated as 9.53.

The above results suggest nonequilibrium morphology and structural state of
AlOOH nanosheets agglomerates. The crumpled structure causes local deformations
and multiple micro-stresses, which contribute to the formation of a larger number
of surficial active centers due to surface defect zones. It should be noted that the
resulting folded crumpled nanostructures due to the presence of a large number of
(active) hydroxyl groups per unit surface area can acquire a significant pH-dependent
electric charge. Such aluminum nanomaterial is an amphoteric compound, which in
the case of an acidic and even neutral medium relatively easily releases the OH-groups
into the solution. Dissociation of OH− groups is facilitated in the areas of defects of
the nanomaterial, similarly to the case of hydroxyl groups deprotonation, observed
in cationic clays [39]. Therefore, it can be assumed that AlOOH nanosheets with a

Fig. 4 The N2 adsorption/desorption isotherms and pore size distributions of AlOOH crumpled
nanosheets
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Fig. 5 Dependency of zeta potential of AlOOH crumpled nanosheets on pH of the medium at 37 °C

disordered defective surface structure will have a larger positive charge in comparison
with regular aluminum oxyhydroxide.

3 Anticancer Activity of Radially Assembled Al Hydroxide
Crumpled Nanosheets

Applied to tumor microenvironment, interaction of the positively charged crumpled
nanosheets with extracellular anionic species can lead to disturbance of extracellular
ion concentration, and thus result in anti-cancer activity. To investigate the anticancer
activity of the agglomerates of radially assembled crumpled AlOOH nanosheets,
termed Alohene (“Aloohene”) referring to its chemical formula AlOOH, we have
therefore performed a series of in vitro and in vivo studies using different cancerous
cell lines and a mouse melanoma tumor model, respectively.

3.1 Effect of Aloohene on Tumor Cells Viability
and Proliferation in Vitro

First, we have investigated the effect of the synthesized nanomaterial on the viability
of three human cancer cell lines (MCF-7, UM-SCC-14C and Hela) cells. After
24 h incubation of Aloohene, a significant decrease in tumor cell viability was
measured for all tested cells compared to the non-treated controls (Fig. 6a). Further-
more, a 30–37% decrease in proliferation of the tested cells was detected using the
BrdU (5-bromo-2′-deoxyuridine) assay (Fig. 6b). Taken together, these data indicate
that Aloohene affects tumor cells viability, most likely through inhibition of their
proliferation.
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Fig. 6 Analysis of cellular toxicity of Aloohene. a FACS analysis of Annexin V and PI staining of
Hela, MCF-7 and UM-SCC-14C cells with or without co-culture with 5 mg/ml of Aloohene at 37 °C
for 24 h. Fluorescence intensity was measured by flow cytometry and data were analyzed by the
Cell Quest software. b Proliferation of Hela, UM-SCC-14C and MCF-7 cells, as measured by BrDU
assay. Cell cultures were incubated with Aloohene (5 mg/ml) at 37 °C for 24 h. Fluorescence intensity
was measured 48 h after BrDU labeling at excitation and emission wavelengths of 370 nm and
470 nm, respectively. Results are means of 3 independent experiments. ***p < 0.001. Reproduced
with permission from ACS [38]

3.2 Evaluation of Antitumor Activity of Aloohene in Mouse
Model of Cancer

We next investigated whether the in vitro cancer cell growth inhibition effect of
Aloohene would translate into antitumor efficacy in vivo in a melanoma mouse
cancer model based on intradermal administration of 5 × 104 B16F10 cells into the
C56BL/6J mice. When the tumor volume reached 70 mm3, mice were treated with
Aloohene, doxorubicin and a combination of both reagents. Aloohene was adminis-
tered at a dose of 10 mg/ml weekly via two intratumoral injections and doxorubicin
was injected intraperitoneally at a single dose of 10 mg/kg. The horizontal and vertical
tumor diameters were measured by a digital calliper every second day until the end
of treatment and volume was calculated using the formula V = π

6 ab2 where a and
b are the longer and shorter diameter of the tumour, respectively. After two weeks
of treatment, Aloohene treatment resulted in a significant decrease of tumor growth
as compared to the vehicle treated control animals (Fig. 7). A combination therapy
with doxorubicin, the standard-of-care anticancer drug, and Aloohene demonstrated
a much stronger suppressive effect on tumor growth, also surpassing the anti-tumor
effect of doxorubicin alone (Fig. 7).

To address the mechanism of tumor growth inhibition by Aloohene, we have
measured the markers of tumor cells proliferation, cell death and vascularization.
Notably, a significant decrease in the proliferation rate for all treatment regimens
as compared to the control group was measured by immunohistochemical (IHC)
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Fig. 7 Antitumor effect of Aloohene in vivo in a mouse melanoma model. a Effect of treatment
with Aloohene alone and in combination with doxorubicin. Mice were treated with 10 mg/ml of
Aloohene, 10 mg/kg of doxorubicin and their combination, and tumor volumes were measured
twice a week. Data are presented as mean tumor volume ± standard errors of mean (n = 10 per
treatment group). The statistical significance of differences between the groups was assessed by
Student’s t-test. ***p < 0.001 compared with the control group. Reproduced with permission from
ACS [38]

staining for the proliferation marker Ki67 (Fig. 8), with the most profound effect
detected after the combinatorial treatment of doxorubicin and Aloohene.

Further, the level of tumor necrosis, which could be indicative of treatment effect,
was assessed by TUNEL (terminal deoxynucleotidyl transferase dUTP nick end
labelling) staining. Large areas of dead cells were detected by this method in tumors
treated with Aloohene, doxorubicin and their combination unlike in the control group
(p < 0.05) (Fig. 9).

No difference in distribution of the endothelial cell marker CD31 was detected
in the analyzed tumor sections, suggesting that tested treatments had no effect on
tumor vascularization (Fig. 10). Taken together, these results demonstrate a signif-
icant in vivo antitumor effect of Aloohene and its potential to evolve into a novel
strategy of cancer treatment, possibly in combination with established chemotherapy
drugs, such as doxorubicin.

4 Summary

Collectively, our data demonstrates that AlOOH nanosheets with a disordered defec-
tive surface structure that have a large positive charge are capable of disturbing
tumor-microenvironment extracellular ion balance, therefore representing a novel
class of inorganic materials exhibiting strong antitumor effect. Here we report that
Al hydroxide nanostructures in the form of agglomerates of crumpled and radi-
ally assembled nanosheets (Aloohene) trigger cancer cell death in vitro and inhibit
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Fig. 8 Effect of Aloohene on tumor proliferation in vivo in mouse melanoma model. a Cell prolif-
eration in primary melanomas determined by immunodetection of Ki67 in non-treated mice and
mice treated with doxorubicin, Aloohene or their combination. Ki67-positive cells calculated as
percentage of total cells. b Corresponding illustrative images of Ki67 staining in tumors of all
tested groups. ***p < 0.001 compared with the control group. Reproduced with permission from
ACS [38]

Fig. 9 Effect of Aloohene on tumor necrosis in vivo in mouse melanoma model. a The percentage
of areas of dead cells was determined on high-power fields of primary melanomas of non-treated
mice and mice treated with doxorubicin, Aloohene or their combination, based on immunohisto-
chemical detection by terminal dUTP nick-end labeling staining (brown areas). The percentage of
proliferative, necrotic and apoptotic cells are presented as means and standard errors, n = 10. b
Representative images are shown for control mice and mice treated with Aloohene, doxorubicin,
and their combination. The statistical significance of differences between the groups was assessed
by Student’s t-test. ***p < 0.001 compared with the control group. Reproduced with permission
from ACS [38]
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Fig. 10 Vascularization of skin melanoma tumors after treatment with Aloohene, doxorubicin or
their combination. Representative images of immunofluorescence staining of the endothelial cell
specific marker CD31 (red staining) in cryopreserved tumor sections. The scale bar corresponds to
200 µm. Reproduced with permission from ACS [38]

tumor growth in vivo. The disturbing effect of Aloohene on ion balance in the
tumor-microenvironment is supported by our direct molecular dynamics simula-
tion [38]. Furthermore, our results show that Aloohene nanostructures can potentiate
the anticancer action of the cytotoxic agent doxorubicin and thus could improve the
efficacy of state-of-the-art chemotherapy when used in combination. The findings
of the present research highlight the important role of Aloohene, a novel class of
tumor-microenvironment dysregulating nanomaterial based on AlOOH nanosheets
agglomerates, in the development of more effective anticancer strategies.
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Influence of Lattice Curvature
and Nanoscale Mesoscopic Structural
States on the Wear Resistance
and Fatigue Life of Austenitic Steel

Viktor E. Panin, Valery E. Egorushkin, and Natalya S. Surikova

Abstract The gauge dynamic theory of defects in a heterogeneous medium predicts
the nonlinearity of plastic flow at low lattice curvature and structural turbulence with
the formation of individual dynamic rotations at high curvature of the deformed
medium. The present work is devoted to the experimental verification of the theoret-
ical predictions. Experimentally studied are the influence of high-temperature radial
shear rolling and subsequent cold rolling on the internal structure of metastable Fe–
Cr–Mn austenitic stainless steel, formation of nonequilibrium ε- and α′-martensite
phases, appearance of dynamic rotations on fracture surfaces, fatigue life in alter-
nating bending, and wear resistance of the material. Scratch testing reveals a strong
increase in the damping effect in the formed hierarchical mesosubstructure. The latter
is responsible for a nanocrystalline grain structure in the material, hcp ε martensite
and bcc α′ martensite in grains, a vortical filamentary substructure on the fracture
surface as well as for improved high-cycle fatigue and wear resistance of the mate-
rial. This is related to a high concentration of nanoscale mesoscopic structural states,
which arise in lattice curvature zones during high-temperature radial shear rolling
combined with smooth-roll cold rolling. These effects are explained by the self-
consistent mechanical behavior of hcp ε-martensite laths in fcc austenite grains
and bcc α′-martensite laths that form during cold rolling of the steel subjected to
high-temperature radial shear rolling.
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1 Introduction

Mechanical behavior of metals were subject of intensive theoretical and experimental
studies over many decades. Conventionally, mechanisms of mechanical behavior
under various loading conditions are associated with various-scale strain-induced
defects, including cracks, in a translation-invariant crystal lattice. However, in most
cases, the translational invariance of the crystal lattice in a deformed solid is strongly
violated, which does not allow for a correct description of plastic deformation
and fracture within the linear approach of Newtonian mechanics. In this work, we
thoroughly study the mechanical behavior of Fe–Cr–Mn austenitic steel, in which
complex structural phase transformations of the initial fcc lattice with the formation
of hcp and bcc martensite phases occur in uniaxial tension. According to [1, 2],
crystal lattice transformations are related to the appearance of nanoscale mesoscopic
structural states at the interstices of lattice curvature zones. Thus, the account for
lattice curvature provides a basis for nonlinear solid mesomechanics.

In this work, crystal lattice curvature throughout the Fe–Cr–Mn austenitic steel
specimen is produced using the complex treatment by high-temperature radial shear
rolling + cold rolling at room temperature. This complex treatment reveals important
new regularities in the mechanical behavior of austenitic steel.

2 Gauge Dynamic Theory of Defects in the Heterogeneous
Medium

2.1 Basic Equations of the Gauge Theory

A deformable solid as a multilevel hierarchically organized system requires a self-
consistent description at the nano-, micro-, meso- and macroscopic levels. Gauge
dynamic theory of defects in the heterogeneous medium provides a framework for
such description. In this theory, fluxes of strain-induced defects J and their density
α are described by the equations

∂

∂xα

Jα
μ = −∂ ln uα(x, t)

∂t
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εμχδ

∂ Jα
δ

∂xχ

= −∂αα
μ

∂t
, (2)

∂αα
μ

∂xα

= 0, (3)

εμχδ

∂αα
δ

∂xχ

= 1

c2

∂ Jα
μ

∂t
+ ∂ ln uβ(x, t)

∂xν

Cμν
αβ

E
− Pβ

ν

Cμν
αβ

E
, (4)



Influence of Lattice Curvature and Nanoscale Mesoscopic … 227

1

c2

∂2 ln uα(x, t)

∂t2
+ ∂2 ln uβ(x, t)

∂xμ∂xν

Cμν
αβ

E
= −Pβ

ν

Cμν
αβ

E
(5)

Equations (1)–(5) have the following sense and use the following notations:

(1) is the continuity equation for a defected medium, which indicates that the
source of plastic flow causes the defect flow rate;
(2) is the condition of plastic-strain compatibility, the time variation of the medium
density is determined in this case by the flux rotor, i.e. its heterogeneity, rather
than by the divergence;
(3) is the condition of continuity of defects, which corresponds to the absence of
charges of the rotational component of the plastic strain field

(
αβ

χ = εχμν∂μ Pβ
ν

)
;

(4) is the governing equation for the medium with plastic flow;
(5) is the equation of quasi-elastic equilibrium, which presents the known
continuum mechanics equation. Along with the elastic strain, it contains plastic
distortions on the right-hand side. In fact, this summand corresponds to the nucle-
ation of strain-induced defects in local zones of hydrostatic tension due to stress
concentrators.

Expression (4) is applicable only to the medium with plastic flow. It relates the
time variation in plastic flow to the anisotropic spatial variation in the defect density

εμχδ∂αα
δ /dx and sources

(
σα

μ − Pβ
ν Cμν

αβ /E
)

. Equations (4) and (5) differ from the

corresponding elastic equations in that the time variation in plastic strain rate is
determined by the stresses themselves rather than by ∂σα

μ/∂x , as in the elastic case.
In addition, the right-hand side of (4) includes plastic distortion Pβ

ν (x, t) taken as
sources, which indicates the duality of defects as field sources.

From the system of Eqs. (1)–(5), wave equations can be found for the dimension-
less quantities of defect flux J and density α:

1

c2

∂2 Jμ
α

∂t2
− ∂2 Jμ

α

∂x2
= ∂

∂t

{
∂ ln uα(x, t)

∂xμ

− 1

E

∂ ln uβ

∂xν

Cμν
αβ − 1

E
Pβ

ν Cμν
αβ

}
(6)

1

c2

∂2αμ
α

∂t2
− ∂2αμ

α

∂x2
ν

= εμχσ

{
∂2 ln uβ(x, t)

∂xχ∂xν

Cμν
αβ − ∂ Pβ

ν

∂xχ

Cμν
αβ

}
1

E
, (7)

subject to the source compatibility condition

∂ Nμ

∂t
+ εμ
m

∂ Mμ

∂x


= 0, (8)

where M is the right-hand side of expression (6), N is the right-hand side of expression
(7), and u(x, t) is the inelastic displacements in the wave of inelastic localized strain.

The right-hand side of Eq. (6) characterizes defect flow sources. They are deter-

mined by the rate of quasi-elastic strain ∂
∂t

(
Eα

μE − Eβ
ν Cμν

αβ

)
1
E . Parenthesized is

the difference between internal compressive (tensile) stresses and shear stresses
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β = 0.01 β = 0.05

β = 0.09 β = 0.14

Fig. 1 Shape and velocity of plastic deformation depending on the curvature of the deformed region

associated with the stress distribution in the stress concentration zone. Relaxation
processes of defect rearrangement (such as various atomic configurations or their
conglomerates) are presented in (6) by the term Pβ

ν Cμν
αβ /E .

The right-hand side of Eq. (7) expresses a source of the strain-induced defect

density. This is vorticity εμχδ
∂
∂x

(
Eβ

ν − Pβ
ν

)Cμν
αβ

E of shear strain induced by the shear
stress relaxation in local zones of hydrostatic tension during the defect formation.

The wave pattern of strain-induced defect flows is defined by the right-hand side
of Eqs. (6) and (7). Plastic distortion Pβ

ν (x, t) plays a major role in the wave pattern
of localized plastic flow.

Equation (6) for the strain-induced defect flux along the direction L (at r < L) is
solved as

−→
J = b1 − b2

4π
χ(s, t)

−→
b (s, t)

(
ln

2L

r
− 1

)
− ∇ f, (9)

where
−→
b is the binormal vector in the local coordinate system, �n is the normal, �t is

the tangent, χ is the curvature variation in a deformed region due to external loading,
s is the current length of the region, b1 and b2 are the Burgers vector moduli of the
bulk translational and subsurface rotational inconsistency, respectively, ∇ f is the
gradient part of the flux due to third-party sources.

The expression for the defect flux includes curvature χ of the deformed medium.
Let us analyse the role of this factor in the behavior of the strain-induced defect flow.
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2.2 Structural Turbulence at Severe Lattice Curvature

The wave pattern of localized plastic flow in Eqs. (6) and (7) is generally shown in
Fig. 1. It demonstrates the dependence of the wave profile of localized plastic flow
on the curvature of the deformed region χ(x, t) = 4βsech[2β(x + 4υt)].

In Fig. 1, it can be seen that an increase in the curvature of the deformed region
greatly changes the shape and velocity of plastic deformation. The experiment
confirms the theoretical prediction [1].

At a high curvature of the deformed medium, plastic distortion Pβ
ν (x, t) strongly

grows, too. This means that the right-hand sides of Eqs. (6) and (7) increase signifi-
cantly. The wave pattern of plastic flow cannot be preserved in this case, and plastic
deformation becomes turbulent, breaking up into individual dynamic rotations. Such
a theoretical prediction of structural turbulence in a deformed solid was impossible
under the conditions of translational invariance of the crystal. The violation of trans-
lational invariance and account of curvature in a deformed medium are fundamentally
new. Their experimental confirmation was earlier obtained [2].

Severe curvature of plastic flow was previously achieved by introducing titanium
carbonitride nanoparticles into a deformed solid [2]. Unlike carbides, which have
a spherical configuration, carbonitrides have a cubic structure [3, 4]. Due to plastic
flow in the presence of titanium carbonitride nanoparticles, a severe curvature is
formed in the deformed medium, especially under shock loading. Figure 2 shows the
fracture surface of low-carbon steel 09Mn2Si when measuring impact toughness with
0.15% titanium carbonitride nanoparticles introduced into the steel. The New View
profilometer discovers pronounced dynamic rotations of turbulent flow on the surface
in the form of individual vortical protrusions. The scratch test shows a significant
decrease in the groove size in the presence of nanoparticles (Fig. 3b), in contrast to

20 m

Fig. 2 Structural turbulence on the fracture surface of low-carbon steel 09Mn2Si, with 0.15% TiCN
nanoparticles introduced into it
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Fig. 3 Cross profiles of the scratch groove in the 09Mn2Si specimens: initial (a) and with 0.15%
TiCN nanoparticles (b)

a deep groove forming in the absence of nanoparticles (Fig. 3a).
Structural turbulence in a solid is characterized by relay-race transfer of

momentum from particle to particle. This is what makes it different from classical
turbulence characterized by the Avogadro number [5, 6].

Structural turbulence is even more pronounced on the fracture surface of a
chevron-notched specimen shown in Fig. 4. Counter shear loads from the specimen
notches induce couple stresses that form dynamic rotations (Fig. 5). A filamentary
structure appears around the notches, which bears witness not to translational invari-
ance but to the formation of special structural states in lattice curvature zones. These
states also arise during the formation of dynamic rotations (Fig. 6). In other words, at
the crystal structure curvature the electronic subsystem forms special structural states
that are responsible for dynamic rotations by the mechanism of plastic distortion.

Fig. 4 Geometry of a chevron-notched specimen
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200 m

Fig. 5 Formation of a filamentary structure in the vicinity of the edge-cut notches in the chevron-
notched 09Mn2Si steel specimen in fracture

50 m

Fig. 6 Formation of noncrystallographic boundaries due to interstitial mesoscopic structural states
in turbulent rotations on the fracture surface of a chevron-notched 09Mn2Si steel specimen
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3 Role of Lattice Curvature in the Mechanical Behavior
of Austenitic Steel

3.1 Influence of High-Temperature Radial Shear Rolling
and Subsequent Smooth-Roll Cold Longitudinal Rolling
on the Austenitic Steel Microstructure

High-temperature radial shear rolling exerts no effect on the phase composition
of austenitic steel. It forms a layered structure with varying degrees of the crystal
lattice curvature-torsion and refines the grain structure. In the near-surface layers, the
material has a globular structure with the average grain size d ≈ 0.57 μm; grains in the
near-axial zone are elongated along the rolling direction. A small-angle substructure
is well developed within the grains. The fraction of special twin boundaries with a
misorientation of ~60° is significantly reduced. The yield stress σ0.2 and ultimate
strength σB increase, respectively, from 400 to 620 MPa and from 850 to 1050 MPa.
The ductility decreases from 90 to 55% (the true strain ε = 0.7).

Radial shear and cold rolling to the cold strain ε = 1.8 changes significantly
the austenitic steel microstructure. In austenite grains, a two-phase (ε martensite
+ α′ martensite) nanocrystalline mesosubstructure is formed. Grains containing α′
martensite with a distorted bcc structure prevail. According to X-ray structural esti-
mates, the volume fraction of α martensite after rolling to εtrue ∼ 1.8 comprises
≈85.6%, and the size of coherent scattering regions is 40 nm. Cold rolling forms a
heterogeneous structure. In the specimen areas with a high plastic strain, the grain
size is 40–100 nm. The specimen areas with a lower strain (Fig. 7) contain austenite
grains 200–400 nm in size (Fig. 7b) and grains with ferrite zones 30–400 nm in size
(Fig. 7d).

Fragmentation processes during cold rolling begin with the formation of fine
stacking faults and ε-martensite nuclei (Fig. 8a) or α′-martensite plates (Fig. 8b) in
various grains of the material.

The results presented in Figs. 7 and 8 indicate that ε-martensite and α′-martensite
laths are important intermediate phases for the structural transformation of fcc
austenite to bcc ferrite. Of special note is a strong texture of the intragranular struc-
ture. In austenite crystals, the direction and plane of rolling are close to 〈111〉γ and
{110}γ, respectively; in ferrite zones, to 〈110〉α and {111}αγ.

Thus, within a nanostructured austenitic steel subjected to the complex treat-
ment by radial shear rolling + smooth-roll cold rolling a multiscale hierarchically
organized structure is formed that allows translational-rotational modes of plastic
deformation from macro to nanoscale levels. Let us consider the mechanisms of
such plastic deformation in fracture by uniaxial tension.
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Fig. 7 Structure of steel 12Cr15Mn9NiCu after stepwise radial shear hot rolling to ε ~ 65% and
subsequent cold rolling to ε ~ 80%. a The bright field; c the selected-area diffraction image, shown
are the two zones of reflections with azimuthal misorientations: [110] austenite zone and [111]
ferrite zone; b the dark-field image in the 002A austenite reflection; d the dark-field image in the
110 ferrite reflection

3.2 Fracture Surface in Uniaxial Tension of Austenitic Steel
Specimens After Various Treatments

The fracture mode in tension of austenitic steel in the initial state and after the
complex treatment is schematized in Fig. 9. In the initial steel, fracture starts with
the propagation of an opening mode crack (Fig. 9a) and ends with the propagation of
a tearing mode crack. Specimens subjected to radial shear rolling are fractured only
by the propagation of a tearing mode crack (Fig. 9b).

The fracture surfaces of the steel specimens in the initial state (Figs. 10, 11 and
12) bears witness to the spatial stress state in fracture. After the treatment by radial
shear rolling + cold rolling, the specimens under tension are fractured in the plane
stress state (Fig. 13).

The fracture pattern of the initial steel specimens in the scale hierarchy of the grain
structure is shown in Figs. 10, 11 and 12. Grain-boundary sliding of grain conglom-
erates (Fig. 10) is accompanied by stochastic microcracking and initiates individual
accommodation rotations of individual grains with the formation of micropores in
them (Fig. 11). A pronounced dimple relief on the opening mode surface (Fig. 12a)
accompanied by the formation of microporosity is a sign of ductile fracture [7, 8].
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Fig. 8 a The dark-field image of ε-martensite laths in the 011ε reflection. c The selected-area
diffraction image for (a), shown are reflections in the two zones: [001] austenite zone and [111]
ε-martensite zone; the arrangement and form of the reflections are given at higher magnification on
the left and at the bottom of the image. b The dark-field of α′-martensite laths in the 101α reflection.
d The selected-area diffraction image for (b), shown are reflections in the two parallel zones: [110]
austenite zone and [111] α′-martensite zone

The micropore formation is associated with the coalescence of vacant lattice sites
under the conditions of plastic distortion at the lattice curvature interstices [9, 10].

Quasi-elastic cleavages in the zones of tearing mode cracks (Figs. 11b and
12b) also exhibit microporosity. This shows the important role of accommodation
processes of plastic distortion at the nanoscale level at various fracture mechanisms
of the initial austenitic steel. In other words, the self-consistency of rotational defor-
mation modes in a wide range of scales, from macro to nano, causes the high ductility
δ = 90% in uniaxial tension of the initial austenitic steel.

A high concentration of transition martensite phases in fcc austenite grains with
ε martensite and in grains with bcc ferrite zones in α′ martensite, which is due to
radial shear plus cold rolling of the steel, provides a means for dynamic rotations
as a mechanism of structural turbulence (Fig. 13). The phenomenon of structural
turbulence in a deformed solid is detailed elsewhere [5, 6]. The presence of nanoscale
mesoscopic structural states in the lattice curvature interstices makes it possible
to synthesize vortical nanofilaments of a material under the structural turbulence
condition. A hierarchy of dynamic rotations on fracture surfaces was numerously
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Fig. 9 Schematic of the propagation of the main crack in fracture by uniaxial tension of the
specimens of the initial austenite steel (a) and after the complex treatment by radial shear rolling
+ cold rolling (b)

Fig. 10 Stochastic cracks on the fracture surface in tension of the specimens made of the initial
austenitic steel: a opening mode zone; b tearing mode zone

observed [9, 11–13]. However, the mechanism of their formation and their relation
to structural turbulence of plastic flow of atoms in lattice curvature zones have not
been discussed yet.
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Fig. 11 Rotational mode of a grain conglomerate in the initial steel in the opening mode zone
accommodated by rotations of individual grains with the formation of micropores in them (a);
cleavages of grain conglomerates with the formation of micropores in the tearing mode zone (b)

Fig. 12 Ductile dimple fracture of the initial steel in the opening mode zone (a); quasi-elastic
cleavages of grain conglomerates of the initial steel in the tearing mode zone (b)

Fig. 13 Dynamic rotations with the formation of a vortical filamentary structure on the fracture
surface of the steel specimens after radial shear and cold rolling: initial (a) and final (b) zones of
the main tearing mode crack


